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Preface

The term “pathophysiology” comes from the Ancient Greek πάθος (pathos) and φυσιολογία
(phusiologia). Pathophysiology is the convergence of pathology (the discipline of observed
changes in a diseased state) with physiology (the mechanisms of systems operation). It rep‐
resents the functional changes that occur because of injury or disease. 

This volume provides state-of-the-art up-to-date literature reviews on pathophysiological
processes in a number of disease states. The book is organised methodically in a head-to-toe
systems approach, comprising five sections:

a. Neuropathophysiology

This section includes chapters concerning the central nervous system. Chapter 1
explores the psychiatric associations in patients with body dysmorphic disorder
(BDD), which is increasing in prevalence globally. The authors discuss the psy‐
chopathology and associated pathologies in BDD. Chapter 2 examines the nasal
cycle rhythm alterations, in which asymmetrical airflow forms one nasal passage
to the other. This cycle is regulated by the hypothalamus by coordinating the au‐
tonomic and sympathetic nerves in the nasal mucosa. Observed changes in nasal
airflow duration, pattern and rhythm correspond to various disease states. Chap‐
ter 3 is a translational biology chapter detailing the changes in striatal network
connectivity in Parkinson’s disease via a dyskinetic rodent model. The striatum of
the basal ganglia receives the major dopaminergic innervation. Using network
analysis, the authors have quantified the pathological changes on a functional his‐
tological scale associated with Parkinson’s disease.

b. Endocrine pathophysiology

In Chapter 4, the authors explore the transport protein transthyretin (prealbu‐
min), which binds thyroid hormones and retinol. Transthyretin can be measured
in the blood as an indicator of protein calorie malnutrition and as a prognostica‐
tor in critically ill patients. The authors discuss various clinical applications of
this disease state biomarker. In Chapter 5, the authors investigate the intricate re‐
lationship between diabetes, dietary state and gut microbiota. Diabetes is a global
health concern. Only now are we learning of the role of gut microbiota composi‐
tion and its role in health and disease. The authors summarise recent advances in
the microbiome-diet-diabetes interactions with a view to establishing novel thera‐
peutic approaches in patients with diabetes.
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c. Endocrine Structural pathophysiology

The structural pathophysiology section starts with Chapter 6 in which the clinical
sequelae of hypophosphatasia are discussed. This inherited bone disease results
from a deficiency of bone alkaline phosphatase. Some 300 mutations in the ALPL
gene that encodes alkaline phosphatase result in differential clinical manifesta‐
tions. Chapter 7 investigates the dynamic properties of skeletal muscle contrac‐
tion in a rat model with diabetes. The investigators studied the tibia muscle
activation in rats with induced diabetes (streptozotocin) compared to a control
group of nondiabetic rats. The findings reported help to understand the patholo‐
gy of diabetic polyneuropathy.

d. Renal pathophysiology

The penultimate section investigates renal pathophysiology. The immunopathol‐
ogy of kidney transplantation is discussed in Chapter 8. Allograft rejection rates
in transplantation surgery remain high and occur because of cellular and humoral
responses to specific antigens. These are discussed as potential adaptive respons‐
es by therapeutic intervention to reduce allograft rejection. Chapter 9 examines
renal calcification in the pathogenesis of calcium nephrolithiasis, detailing stone
composition and the role of calcium oxalate.

e. Genitourinary pathophysiology

In the final section on “Genitourinary Pathophysiology”, an overview of prostate
pathophysiology is given in Chapter 10, detailing the epidemiology of prostate
cancer, clinical diagnosis and the role of biomarkers such as prostate-specific anti‐
gen (PSA) with emphasis on treatment modalities for patients with prostate can‐
cer. The final chapter investigates the pathophysiology and reproductive health
implications of polycystic ovary syndrome, which is clinically heterogeneous re‐
flecting many potential aetiologies. The chapter reviews the endocrine involve‐
ment and links to obesity, insulin resistance and diabetes, demonstrating the
complexity of the syndrome beyond that of a purely reproductive disorder.

This short volume on pathophysiology is intended for general medical and biomedical stu‐
dents at both undergraduate and postgraduate levels. In addition, it is a useful short update
of recent advances in research and translational biology to those working in academia or as
healthcare scientists.

David C. Gaze
University of Westminster
London, United Kingdom

XII Preface

Section 1

Neuropathophysiology



c. Endocrine Structural pathophysiology

The structural pathophysiology section starts with Chapter 6 in which the clinical
sequelae of hypophosphatasia are discussed. This inherited bone disease results
from a deficiency of bone alkaline phosphatase. Some 300 mutations in the ALPL
gene that encodes alkaline phosphatase result in differential clinical manifesta‐
tions. Chapter 7 investigates the dynamic properties of skeletal muscle contrac‐
tion in a rat model with diabetes. The investigators studied the tibia muscle
activation in rats with induced diabetes (streptozotocin) compared to a control
group of nondiabetic rats. The findings reported help to understand the patholo‐
gy of diabetic polyneuropathy.

d. Renal pathophysiology

The penultimate section investigates renal pathophysiology. The immunopathol‐
ogy of kidney transplantation is discussed in Chapter 8. Allograft rejection rates
in transplantation surgery remain high and occur because of cellular and humoral
responses to specific antigens. These are discussed as potential adaptive respons‐
es by therapeutic intervention to reduce allograft rejection. Chapter 9 examines
renal calcification in the pathogenesis of calcium nephrolithiasis, detailing stone
composition and the role of calcium oxalate.

e. Genitourinary pathophysiology

In the final section on “Genitourinary Pathophysiology”, an overview of prostate
pathophysiology is given in Chapter 10, detailing the epidemiology of prostate
cancer, clinical diagnosis and the role of biomarkers such as prostate-specific anti‐
gen (PSA) with emphasis on treatment modalities for patients with prostate can‐
cer. The final chapter investigates the pathophysiology and reproductive health
implications of polycystic ovary syndrome, which is clinically heterogeneous re‐
flecting many potential aetiologies. The chapter reviews the endocrine involve‐
ment and links to obesity, insulin resistance and diabetes, demonstrating the
complexity of the syndrome beyond that of a purely reproductive disorder.

This short volume on pathophysiology is intended for general medical and biomedical stu‐
dents at both undergraduate and postgraduate levels. In addition, it is a useful short update
of recent advances in research and translational biology to those working in academia or as
healthcare scientists.

David C. Gaze
University of Westminster
London, United Kingdom

PrefaceVIII

Section 1

Neuropathophysiology



Chapter 1

Body Dysmorphic Disorder: Characteristics,
Psychopathology, Clinical Associations, and Influencing
Factors

Patricia Tatiana Soler,
Cristina Michiko Harada Ferreira,
Jefferson da Silva Novaes and
Helder Miguel Fernandes

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.76446

Provisional chapter

DOI: 10.5772/intechopen.76446

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,  
distribution, and reproduction in any medium, provided the original work is properly cited. 

Body Dysmorphic Disorder: Characteristics, 
Psychopathology, Clinical Associations, and 
Influencing Factors

Patricia Tatiana Soler, 
Cristina Michiko Harada Ferreira, 
Jefferson da Silva Novaes and 
Helder Miguel Fernandes

Additional information is available at the end of the chapter

Abstract

Body dysmorphic disorder (BDD) is defined by a recurring and persistent concern char-
acterized by psychic suffering caused by a possible physical imperfection in appearance. 
It is a severe psychiatric condition, duly confirmed by neuroanatomical findings, very 
peculiar repetitive behaviors, and specific personalities. The prevalence of BDD is increas-
ing around the world and differs between countries, because of cultural differences and 
different health-care systems. This increase is worrying because BDD is a pathology that 
presents comorbidity like severe depression, suicidal ideation, and functional and social 
impairment. However, BDD is an unrecognized and often not diagnosed in our soci-
ety. Many patients are ashamed of their complaints and do not usually seek psychiatric 
help with ease, and unfortunately, they seek help in cosmetic and surgical treatments to 
improve their appearance, and these professionals are not yet prepared to assist in the 
diagnosis of this disorder. Therefore, this chapter presents not only the psychopathology 
of BDD but also its associations with other pathologies and their main factors of influ-
ence. Finally, we present a clinical experience with a detailed description of a clinical 
case. The aim is to contribute to the diagnosis and treatment of this pathology and also to 
future research that may benefit society and these patients.

Keywords: body dysmorphic disorder, appearance disorders, social anxiety disorder, 
obsessive–compulsive disorder, behavior
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1. Introduction

In the context of a society where beauty is directly related to success and simultaneously hard 
to achieve, this is the background for the manifestation of the most of the appearance disor-
ders. Among them, we observe the body dysmorphic disorder (BDD), classified as the most 
fragilizing and afflictive pathology related to body image [1–3].

The body dysmorphic disorder (BDD), previously denominated as dysmorphophobia, con-
sists in a severe psychiatric condition, with high incidence and frequently incapacitating. It is 
characterized by psychic suffering caused by a possible physical imperfection in appearance, 
always focused in a specific body part, as a common example, nose, hair, freckles, or breast 
size. Any part can or body characteristic can be the focus, including the presence of body hair 
excess or the body shape as a whole [4–6].

Although BDD is an unrecognized and often not diagnosed in our society, it causes sig-
nificant clinical suffering to the patient, social, and professional prejudice and affects 
others spheres of the individual life. Nowadays, new characteristics have been added 
to the disorder as repetitive behavior and mental acts related to self-image preoccupa-
tion. To acquire a better knowledge and help in BDD diagnosis should be a priority, not 
only for psychological and psychiatric professionals but also for aesthetical, cosmetic, and 
physical educators, because these patients may search for the solution with appearance-
enhancing treatments, an action that can worsen the psychological symptoms caused by 
the disorder [7, 8].

2. Definitions and characteristics

BDD is defined by a recurring and persistent concern about a specific trait or a group of char-
acteristics, noticed in the self-image. The etiology is associated to a perfectionist pre-morbid 
personality, teasing in school, or a traumatic event. Recent research suggests that more than 
three-quarters of individuals with BDD reported a perception of childhood maltreatment [2]. 
The patient relates that these traits are ugly, unattractive, abnormal, or even crippled. The self-
noticed flaws are not necessarily bad or abnormal to other individuals. These appearence con-
cerns range from seem unattractive or inappropriate, to horrible, repulsive or often described 
as monstrous. Patients can focus in specific details or several parts. It is very frequent that the 
skin is the focus of the disorder, for example, acne, scars, wrinkles, pale skin, or body hair, 
characteristics of hair, hair loss, and unwanted facial hair, nose (size and shape). However, 
any part can be the focus of this disorder. Some even present concern about the perception 
of asymmetry of body parts. The perceptions are intrusive, unwanted, and take time (about 
3–8 h a day); it is usually hard to avoid or control [9–11].

The BDD can be classified according to the level of insight. In the good or reasonable insight, 
the individual can recognize that the beliefs of BDD may not be true. In the case of poor 
insight, the individual believes that it is most likely true. In the absence of an insight or a 
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 delusional state, the individual is completely convinced that his/her beliefs are true. The 
degree of compromise affects the treatment of the patient [9, 12].

BDD can also be divided into delusional and not delusional. The delusional type is more 
severe because the individual presents visual hallucinations, in which he/she perceives his/
her defect as monstrous, whereas in the non-delusional mode, the subject only overevaluates 
a little imperfection, which was already there. It is believed that 36–60% of the cases of BDD 
are delusional [13]. However, both BDD delusional and non-delusional usually have good 
treatment response to the same type of therapeutic. Nevertheless, it is important to establish 
the differential diagnostics in order to determine the severity of the disease, the comorbidities, 
and the risk factors [13, 14].

Some variations were found in brain structure and function. Research suggests that BDD 
patients may have some alteration in the white substance of the brain, leading to a functional 
impairment due to disorganization in the tract which connects the vision with emotional 
issues and memory [13, 15].

BDD, which was primarily called dysmorphophobia, is a severe psychiatric disorder usual 
and disabling. It is marked by deep psychological sorrow, directly proportional to the imagi-
nary or delusional physical defect. This “defect” is always focused in a given area of the body, 
such as, nose, hair, freckles, or breasts. Any part of the body can be “chosen”; it can include 
the presence of unwanted body hair or the body weight or the body shape [4–6].

Even though BDD being still an underrecognized and underdiagnosed pathology in our soci-
ety, it causes too much pain, social, and professional impairment to the patients. It affects 
another important area of their lives too: most of them have deep emotional issues and can-
not keep a marriage or a long-term relationship because of BDD. Recently, some repetitive 
behaviors and mental acts related to appearance concerns were added to the list of symptoms 
too [8, 9].

Most of these patients look for appearance-enhancing treatments, trying to get rid of their 
sorrow and frustration, but it usually exacerbates the psychological symptoms and leads to 
more dissatisfaction [7, 8]. Therefore, it is paramount that not only psychologists and psy-
chiatrists know more about BDD, but also, professionals of esthetics area, cosmetology and 
gyms, which include alternative specialty doctors, physiotherapists and personal trainers. 
They could identify potential patients and referral to specialized treatment.

3. Neuroanatomic findings

In the past, BDD used to be part of somatoform disorder spectrum [16], which now is known 
as somatic symptoms disorders [9]. This spectrum is featured by the presence of physical 
symptoms, which suggests a medical general condition underlying the behavior symptoms, 
because there is no detectable neurobiological imbalance or other psychiatry disorders to jus-
tify the symptoms. It is important to emphasize that this classification has changed much and 
do not include BDD anymore [9].
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characterized by psychic suffering caused by a possible physical imperfection in appearance, 
always focused in a specific body part, as a common example, nose, hair, freckles, or breast 
size. Any part can or body characteristic can be the focus, including the presence of body hair 
excess or the body shape as a whole [4–6].

Although BDD is an unrecognized and often not diagnosed in our society, it causes sig-
nificant clinical suffering to the patient, social, and professional prejudice and affects 
others spheres of the individual life. Nowadays, new characteristics have been added 
to the disorder as repetitive behavior and mental acts related to self-image preoccupa-
tion. To acquire a better knowledge and help in BDD diagnosis should be a priority, not 
only for psychological and psychiatric professionals but also for aesthetical, cosmetic, and 
physical educators, because these patients may search for the solution with appearance-
enhancing treatments, an action that can worsen the psychological symptoms caused by 
the disorder [7, 8].

2. Definitions and characteristics

BDD is defined by a recurring and persistent concern about a specific trait or a group of char-
acteristics, noticed in the self-image. The etiology is associated to a perfectionist pre-morbid 
personality, teasing in school, or a traumatic event. Recent research suggests that more than 
three-quarters of individuals with BDD reported a perception of childhood maltreatment [2]. 
The patient relates that these traits are ugly, unattractive, abnormal, or even crippled. The self-
noticed flaws are not necessarily bad or abnormal to other individuals. These appearence con-
cerns range from seem unattractive or inappropriate, to horrible, repulsive or often described 
as monstrous. Patients can focus in specific details or several parts. It is very frequent that the 
skin is the focus of the disorder, for example, acne, scars, wrinkles, pale skin, or body hair, 
characteristics of hair, hair loss, and unwanted facial hair, nose (size and shape). However, 
any part can be the focus of this disorder. Some even present concern about the perception 
of asymmetry of body parts. The perceptions are intrusive, unwanted, and take time (about 
3–8 h a day); it is usually hard to avoid or control [9–11].

The BDD can be classified according to the level of insight. In the good or reasonable insight, 
the individual can recognize that the beliefs of BDD may not be true. In the case of poor 
insight, the individual believes that it is most likely true. In the absence of an insight or a 
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 delusional state, the individual is completely convinced that his/her beliefs are true. The 
degree of compromise affects the treatment of the patient [9, 12].

BDD can also be divided into delusional and not delusional. The delusional type is more 
severe because the individual presents visual hallucinations, in which he/she perceives his/
her defect as monstrous, whereas in the non-delusional mode, the subject only overevaluates 
a little imperfection, which was already there. It is believed that 36–60% of the cases of BDD 
are delusional [13]. However, both BDD delusional and non-delusional usually have good 
treatment response to the same type of therapeutic. Nevertheless, it is important to establish 
the differential diagnostics in order to determine the severity of the disease, the comorbidities, 
and the risk factors [13, 14].

Some variations were found in brain structure and function. Research suggests that BDD 
patients may have some alteration in the white substance of the brain, leading to a functional 
impairment due to disorganization in the tract which connects the vision with emotional 
issues and memory [13, 15].

BDD, which was primarily called dysmorphophobia, is a severe psychiatric disorder usual 
and disabling. It is marked by deep psychological sorrow, directly proportional to the imagi-
nary or delusional physical defect. This “defect” is always focused in a given area of the body, 
such as, nose, hair, freckles, or breasts. Any part of the body can be “chosen”; it can include 
the presence of unwanted body hair or the body weight or the body shape [4–6].

Even though BDD being still an underrecognized and underdiagnosed pathology in our soci-
ety, it causes too much pain, social, and professional impairment to the patients. It affects 
another important area of their lives too: most of them have deep emotional issues and can-
not keep a marriage or a long-term relationship because of BDD. Recently, some repetitive 
behaviors and mental acts related to appearance concerns were added to the list of symptoms 
too [8, 9].

Most of these patients look for appearance-enhancing treatments, trying to get rid of their 
sorrow and frustration, but it usually exacerbates the psychological symptoms and leads to 
more dissatisfaction [7, 8]. Therefore, it is paramount that not only psychologists and psy-
chiatrists know more about BDD, but also, professionals of esthetics area, cosmetology and 
gyms, which include alternative specialty doctors, physiotherapists and personal trainers. 
They could identify potential patients and referral to specialized treatment.

3. Neuroanatomic findings

In the past, BDD used to be part of somatoform disorder spectrum [16], which now is known 
as somatic symptoms disorders [9]. This spectrum is featured by the presence of physical 
symptoms, which suggests a medical general condition underlying the behavior symptoms, 
because there is no detectable neurobiological imbalance or other psychiatry disorders to jus-
tify the symptoms. It is important to emphasize that this classification has changed much and 
do not include BDD anymore [9].
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Nowadays, BDD has been included in the range of obsessive compulsive disorders (OCDs), 
because the neuroanatomic findings presented new evidences about BDD, pointing biologi-
cal features to its etiopathogeny. One study detected that orbitofrontal cortex and anterior 
cingulate cortex volumes of BDD patients were significantly smaller than healthy individuals. 
It means that their brain has more white substance than the control group. Besides, there is a 
tendency of an increase of thalamic volume in BDD patients compared with that in the control 
group [17, 18].

Neuroanatomic evidence in the limbic system was also found, more specifically in the 
amygdalas, between BDD, anxiety, and self-evaluating visual process. Self-image is cap-
tured by ventral visual system, which is later interpreted by the brain’s amygdalas. That 
structure is involved in emotional control in a higher level, like companionship, love, affec-
tion, mood swings, fear, rage, and hostility. They are involved in some anxiety manifesta-
tions too. Interestingly, only the right amygdala volume has shown a significant correlation 
with BDD symptom severity, which suggests a different lateral involvement of these brain 
regions [19].

One study conducted by researchers at the University of California, Los Angeles, shows that 
people with BDD may process visual information differently than people without the disor-
der. Researchers showed 25 people, half with BDD and half without the disorder, three dif-
ferent images of faces in high, regular, and low resolutions. Magnetic resonance image (MRI) 
results showed that participants with BDD used the left side of the brain (the analytical side) 
to process all three images. The other participants used the brains’ left hemisphere for only 
the high-resolution images. This could mean that the minds of people with BDD strive to 
acutely process visual details, even when there is nothing to process. This might be why they 
can see flaws in themselves, even when those flaws might not exist [20].

Another biological factor under consideration is that people with BDD seem to have a chemi-
cal imbalance of the neurotransmitter serotonin, because they often respond well to the selec-
tive serotonin reuptake inhibitor (SSRI) class of antidepressants. While doctors know that the 
differences in brain and neurotransmitter functions exist, they do not know whether BDD 
causes the differences or if the differences cause BDD. For this reason, it is so important to 
know and to analyze the other factors involved in BDD [21].

4. Behavior and personality of the BDD patient

Currently, there are many studies comparing BDD patients’ behavior with personality. These 
are very important clinical evidences of the disorder. As said before, BDD patients usually 
have perfectionist personality, as a natural trait or a pathological feature; between them, it 
is possible to observe a very large range of anankastic (obsessive) behaviors, according to 
each affected individual. Nevertheless, when the BDD is already detected, the patient is very 
often anguished, afflicted, and tormented; they have social, emotional, and labor impairment. 
They have maladapted thoughts about their appearance: “if I’m not good looking, I can’t 
be happy.” That kind of thought leads to negative self-evaluation, which provokes specific 
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behavior known as repetitive acts. Some studies sustain that 90% of people with BDD engage 
in compulsive behaviors [10, 22].

Among the repetitive acts of compulsive behavior of BDD patients, there are check, camou-
flage, dressing-up excessively, and self-mutilation. In check behavior, patients spend most of 
their time checking their own image in front of the mirror; it is known as “mirror checking” 
or “mirror gazing.” Around 80% of people with BDD usually have mirror gaze behavior. 
There are reports of patients who can spend 11 h per day looking themselves at the mir-
ror [23]. It can be explained as a cycle, and it begins when a person views an external or 
an internal representation of their appearance. External events include looking at a mirror. 
Internal events include somatic sensations or intrusive thoughts. Such events activate a dis-
torted mental image or a “felt” impression of the self. People with BDD selectively focus on 
this image, which leads to a magnification of perceived imperfections. It showed that people 
with BDD endorse assumptions such as “if my appearance is inadequate, life is not worth liv-
ing.” Negative assumptions result in rumination, decreased mood, and safety behaviors such 
as mirror gazing, which uphold the distorted mental image, increase doubts, and reinforce 
the cycle [24]. The mirror checking is perceived as being uncontrollable, addictive, and trap-
ping. On a “bad day,” motivations for mirror gazing are punitive and tortuous as patients 
usually report. Some patients describe what they see in the mirror by comparing themselves 
to inanimate creatures like monsters [10].

In the camouflage, patients waste too much time trying to hide the defect [3, 25, 26]. It includes 
the habit of buying compulsively objects like make-up items, scarfs, and so on [19, 27]. In the 
dressing-up excessively, patients spend most of the day beautifying themselves and trying to 
look better. They imagine that people are constantly observing and evaluating them; this feel-
ing creates a great emotional pain and functional impairment [28].

The self-mutilation behavior is considered the most severe and harmful of the symptoms. A 
typical self-mutilation injury is called neurotic excoriations (or pathological skin picking), 
which is defined for the irresistible impulse of causing or worsening skin damage, by scratch-
ing, biting, clawing with nails, fingers, or objects. The self-mutilation can be used to provoke 
the amputation of the “ugly” part of the body [29, 30]. The lesions are polymorphic. Newer 
lesions are angulated excoriated crusted erosions, while older lesions have depigmented 
scarred center and hyperpigmented periphery. Lesion numbers vary from few to hundred 
and are in all stages of development. Prurigo nodularis is an extreme variant of this entity. 
Distribution of the lesions reflects their self-inflicted nature with lesions concentrated over 
the most accessible sites. Neurotic excoriation is differentiated from dermatitis artefacta by its 
conscious and compulsive nature. However, a patient should be evaluated for all cutaneous 
and systemic causes of pruritus before making this diagnosis [31].

Acne excoriee is a variant of neurotic excoriation where patients have either only facial or pre-
dominant facial involvement. Few patients develop lesions after picking acne lesions while 
majority did not have acne at any time. It is most common in females with an average age of 
30 years. Another very common habit is “tricolomania,” which is characterized by the act of, 
recurrently, pulling the own hair or body hair, for pleasure, satisfaction, or tension relief. The 
most usual areas are scalp, eyelashes, and eyebrow. This behavior pattern is relevant only if it 
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is frequent enough to cause injuries or irreversible hair loss or diary. Normally, it is followed 
by the attempt of hiding the injuries. There is a female preponderance, and the average age of 
onset of this syndrome varies between 30 and 50 years [29, 31].

There is an important trait of BDD, established by essays, which is the capability of these 
individuals of observing “irregularities and defects” in their own appearance. Any minimal 
asymmetry can be the starter for the development or worsening of the disease. Only patients 
with BDD may have such a powerful intensified selective attention able to find or imagine 
defects on their own face. Moreover, it also happens with another person’s body’s area, for 
example, the defect they imagine on him/her and they also observe too much in the others 
[33]. Indeed, the symmetry obsession is considered one of the most obvious traits of the BDD, 
and very often, it is found in OCD patients, who suffer from a chronic and disabling disor-
der characterized by uncontrollable, persistent, and repetitive obsessions and compulsions. 
Around 25% of BDD patients present this symptom, and it has a direct impact in the low qual-
ity of life of these individuals [27].

BDD is also characterized by mental acts, in which the patient wastes most of his/her time 
thinking about his/her appearance or concerned about it; in addition to it, the person cannot 
stop comparing his/her appearance with the others [8]. Unwanted mental intrusions might be 
a transdiagnostic variable across different disorders such as OCD, BDD, eating disorders, and 
hypochondriasis, and they might contribute to explaining the phenomenological similarities 
among them. Unwanted mental intrusions in BDD have been defined as discrete, untimely, 
and unexpected conscious cognitive products that can be experienced as thoughts, images, 
sensations, or impulses. They interfere with the normal flow of thoughts, tend to be recur-
rent, and promote subjective resistance efforts, although they are highly uncontrollable [33].

Still regarding personality, individuals with BDD have been postulated to have schizoid, 
narcissistic, and obsessional personality traits and to be sensitive, introverted, perfectionist, 
and insecure. However, data on personality traits and disorders in BDD are limited. In one 
research involving patients diagnosed with BDD, 57% had one or more personality disorders, 
with avoidant personality disorder (43%) being most common, followed by dependent (15%), 
obsessive–compulsive (14%), and paranoid (14%) personality disorders [34, 35]. In another 
assessment in patients seeking cosmetic surgery and diagnosed with BDD, it was also found 
that the presence of a psychopathological reaction to imagined defects in appearance in sub-
jects pursuing a surgical correction is associated with the severity of schizotypal and paranoid 
personality disorders [36].

In another trial, more recent, three groups of personality were verified in patients diagnosed 
with BDD. The first group includes pessimistic, shy, insecure subjects; people with fragile and 
immature personality and poor self-esteem; individuals concerned about the way they look 
and those who spend more time thinking about it. The second group includes subjects that are 
more confident, with a stronger personality and a greater self-esteem. A third, less differenti-
ated group, includes subjects who are more impulsive and spend an intermediate amount of 
time thinking about the way they look [37].
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An antisocial personality can also be attributed to BDD. Clinical observations suggest that 
both BDD and social anxiety disorder (SAD) are characterized by a fear of negative evaluation 
in social situations, as well as avoidance of social interactions, although in BDD, social fear 
and avoidance are largely related to the perceived bodily “defects.” Individuals with BDD 
also have a tendency to misinterpret neutral interpersonal cues as more negative and threat-
ening when compared to healthy controls. Moreover, the high SAD comorbid rates in BDD 
(37–40%) suggest that BDD and SAD may be related disorders [38, 39].

5. Prevalence, comorbidities, influencing factors, and association 
with other disorders

The prevalence of BDD is increasing around the world. Prevalence in the general population 
may differ between countries, because of cultural differences and different health-care sys-
tems. Studies have found a BDD prevalence of 1.9 in German women [40]; 2.5% in American 
women [41]; 2.0% in American women in another time frame [42]; 4.4% in German women in 
another time frame [43]; 2.1% in Swedish women [8]. In mixed populations (both genders), the 
prevalence of BDD was 1.7% in English population and 2.4% in French population [44]; 0.7% 
in Italian population [45], and around 28% in the population of American college students 
[48]. In the worldwide population, the prevalence of BDD is around 1–2% [3, 14, 46]; it can 
reach 3% of global population [25]. In the dermatological patient population, the prevalence 
is predominantly higher, with 8.8% of Turkish dermatology patients [47]; 14% of US derma-
tology patients [8]; 6.7% of Brazilian dermatology patients [48]; 4.2% of Turkish dermatology 
patients in another time frame [49]; 4.9% of Swedish dermatology patients [8]; and from 2.9 to 
24.9% in patients of multiple nationalities [3].

BDD affects each individual in a different way; so, its prevalence can be modified according 
to not only the population regarding its finding, but also regarding the original physical trait 
that the person assumed as a “defect.” The prevalence of BDD in patients who underwent 
plastic surgery procedures is around 6–20%. In patients undergoing rhinoplasty, it raises 
to 20.7% [50]. An essay was conducted with patients seeking for plastic surgery, and 7.7% 
showed BDD. Most of these patients (85.7%) were diagnosed before surgery, and the remain-
ing (14.3%) in the post-surgery period, after they have reported dissatisfaction with the surgi-
cal results [51].

According to different researches, the prevalence of BDD in plastic surgery is around 7–15% 
[29]; another study points to a prevalence of 16–24% [50], and there is another that points to 
about 53% [52]. In Iran, a research was conducted with patients who were seeking plastic sur-
gery. It was noticed that 41% of them had shown mental disorder, of which 24.5% were diag-
nosed as BDD patients. Most of the subjects of the survey were seeking for rhinoplasty and 
80% of them were women [53]. The rhinoplasty surgery, in special, is a common practice in 
BDD patients’ community, and the diagnoses of severe cases of BBD before surgery are very 
frequently connected to the high level of dissatisfaction with the results after surgery [54, 55].
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nosed as BDD patients. Most of the subjects of the survey were seeking for rhinoplasty and 
80% of them were women [53]. The rhinoplasty surgery, in special, is a common practice in 
BDD patients’ community, and the diagnoses of severe cases of BBD before surgery are very 
frequently connected to the high level of dissatisfaction with the results after surgery [54, 55].
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Among BDD patients, 76% have already considered plastic surgery as a “treatment” for their 
“defects,” of which most of them, 64–66%, have previously undergone some plastic surgery 
[53]. Although the dissatisfaction level with the results is high, the idea of perfection is based 
on delusional thoughts about one’s esthetics complaints, which are not reachable by cosmetic 
treatments or surgeries [50]. For this reason, a more comprehensive psychiatric evaluation 
is indicated for the patients who look for an esthetic procedure, because in the case of BDD 
patient, the psychological intervention is more indicated than a surgical procedure [53, 56].

Regarding the prevalence of BDD between genders, different studies have shown that 
although seeking for surgical esthetic treatments is more frequent in feminine population 
(86.4%) than in masculine population (13.6%), BDD is more prevalent in masculine gender. 
Among men of the sample, 33.3% presented BDD, while only 14% of women presented the 
disorder [36]. Therefore, although men are the minority in the researches regarding esthetics 
treatments, they have presented always equal or larger prevalence of BDD than women. In 
a German study involving 133 college students, in which 71.4% were women, there were no 
differences of prevalence between genders; with 5.1% of women and 5.7% of men diagnosed 
with BDD [57]. In another population of patients with BDD clinically diagnosed, 89% of the 
sample was female [58]. There is another study, in which case 64.2% of the sample is com-
posed of women [38]. In all these reports, the prevalence of BDD was larger among men.

Comparing prevalence between genders, considering patients of general dermatological 
clinics, women are the most frequent costumers (69.7%), against 30.3% of men. Considering 
individuals who look for treatment in dermatological clinic specialized in acne, the preva-
lence between genders do not change compared to the first case (general dermatologic clinic). 
Women were 66.7% of the patients and men were 33.3%. However, in the dermatological 
clinics with aesthetic purposes, an increase of women clients (85.2%) and a decrease of men 
clients (14.8%) can be noticed [25]. In general, the prevalence of BDD is larger in esthetics 
dermatological clinics (14%); compared to general dermatological clinics (6.7%) and in the 
control group (2%), the prevalence of BDD was almost equal to the general population [48].

Comparing the prevalence of BDD and considering the level of schooling of the subjects, 
it has been reported in most of the samples that the BDD patients usually were attending 
middle school (63.3%), followed by patients who were attending primary school (36.4%). In 
this sample, none of the patient with BDD was attending university education [36]. In another 
study where patients were clinically diagnosed with BDD, 72.4% of the sample [38] and 77% 
of another sample [58] had university education complete or incomplete.

Regarding the prevalence of BDD and marital status of the patients, BDD patients usually 
have emotional impairment, remaining single (56.3%) [59]. Some studies have shown a 72.7% 
rate that has never been married [60]. This scenery does not seem to be modified through the 
years, considering that in a precedent study, the rate of BDD patients that were never married 
was 60.4%, the married were 25.4%, the divorced were 13.4%, and the widowers were 0.7% 
[38]. The age of the onset of the symptoms seems to be related to the marital status. When 
it shows up before 18 years old, the prevalence of singles in the sample seems to be higher 
(77.9%) than if it begins after 18 years old, when the prevalence of singles is a little lower 
(64.5%) [58].

Pathophysiology - Altered Physiological States10

The same happens to the work capability of the BDD patients: when the disorder starts earlier 
in life, the social and labor impairment usually is worse. BDD patients in which the disease 
started before 18 years old had more issues regarding work (65.8%) than patients in which the 
disorder started after this age (58.1%) [58].

Among BDD patients in treatment, 57.5% were unemployed, only 38.5% were working 
full time, 22.5% were working half time, and 3% were removed from work due to Medical 
Certificate of Health related to BDD [38].

More recently, another study showed that among OCD patients, less than half were in a 
full-time employment, and 27.2% was receiving work incapacity benefit [60]. Almost 39% 
of patients reported removal from work and 79.7% indicated some level of labor functional 
impairment because of the pathology. It is been noticed that patients who were removed from 
work because of the psychopathology of BDD presented more severe form of the disease and 
tended more to chronicity as well. The worse cases were usually composed by males with a 
lower scholarship, more severe depressive symptoms, higher rates of comorbidities, worse 
quality of life, worse social skills, higher rates of suicides, and higher propensity to psychiat-
ric internment. One study concluded that being removed from work can worsen the outcome 
of the treatment for the patient, because it would intensify the tendency to self-isolation and 
depression [60]. It has to be considered, however, on the other hand, that some of these cases 
may be condemned to evolve badly since the onset of the disorder, due to possibly neuroana-
tomic lesions or malfunctions (already described earlier). The characteristics as lower scholar-
ship, worse social skills, poverty, and worse quality of life may be associated to brain damage. 
We also know that male gender is more vulnerable to express this type of symptomatology. 
Therefore, it is possible that the same patients have to be removed from work with special 
care, because the removal is necessary at some point of the treatment, but the prolonged 
removal without care will lead to psychological worsening [60].

Hispanics or “non whites” were considered the minority of patients (19.1%) with BDD com-
paring the prevalence of the disease among the different ethnic groups [59], or even less than 
that (9.1%) in another study [60]. The Caucasian was 87.9% of BDD population under treat-
ment in another study [38].

Concerning the way of living, 44.8% of the BDD individuals live with a spouse, 28.4% with 
their parents, 25.4% alone, and 1.5% need home supervision because they have special needs 
or comorbidities that imply in additional risks [38].

Although BDD is more often present in athletes than in regular people, the intensity of psy-
chological problems usually is more severe in non-athletes. Therefore, the current practice of 
physical activity is very good for mental health. In both samples, the rate of satisfaction with 
body self-image presented equally low [61].

Regarding differences between genders in BDD, there are more points of similarities than dif-
ferences, although much disparity can be found. Initially, the areas elected as central “loci” of 
BDD were different between genders, for example, men were obsessed about genitals, muscle 
mass amount, and hair loss. Women, on the other hand, were obsessively concerned about 
skin, breasts, buttocks, thighs, legs, hips, toes, and body hair, among many other parts of 
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the body. Women were also more predisposed to behave repetitively (compulsion), using 
resources like camouflage of the presumed defects and constant image check; they tend more 
to the neurotic excoriation and to eating disorder, as well [62].

BDD individuals usually have lower scores of self-evaluation regarding appearance and high 
levels of dissatisfaction to their own body compared with normal population, in both genders 
[4, 63]. It means that the disorder directly affects the self-body image of the patients and it 
is frequently associated with other disorder in which the individuals refer the fear of being 
negatively evaluated by other people, which is the same as what occur in the social pho-
bia disorder (SAD). In fact, SAD is considered an outstanding feature of BDD [32, 60], even 
though there are remarkable differences between this theoretical constructs.

Some pathologies can be associated to BDD. A research involving BDD population sample 
found that the majority of the patients (71%) have not shown concerns related to body weight, 
but they have bigger concerns related to body parts, such as skin, hair, nose, belly, and teeth. 
Most of these patients were female, white, single, and have incomplete superior education. 
All subjects of the sample demonstrate some concern regarding another very specific area of 
the body, besides depressive symptoms [64].

Early surveys have been investigated SAD in BDD and concluded that these patients can 
have high scores of SAD, regarding appearance concerns [39, 65]. BDD rates were higher in 
patients with SAD compared to control population [66]. Patients with BDD had higher scores 
at Social Phobia Inventory (SPIN), even not having SAD diagnosed as comorbidity. It was also 
detected that the typical social aversion of the SAD has contributed to the functional impair-
ment of the patients with BDD [39].

Some features in common of both pathologies have been pointed, such as anxiety and denial. 
One study also compared sociodemographic and clinical aspects of BDD and SAD, observ-
ing that SAD is more common in younger people with lower educational level than BDD 
[18]. In addition, BDD patients seem to be less propensed to marry and presented more often 
historic of psychiatric internment than patients with SAD [18]. Another assessment claims 
that individuals diagnosed with BDD are often single, avoid dating, and report high levels of 
social isolation [67]. With regard to comorbidities, BDD and SAD have different probabilities. 
Patients with BDD tend more to evolve with eating disorder or OCD, whereas patients with 
SAD are more likely to develop anxiety disorders [18].

Based on the above, it is important to emphasize that there are ways to distinguish BDD from 
SAD. One way is to consider that in BDD, there are repetitive behaviors, already mentioned, 
such as checking and neurotic excoriation. Besides, in BDD, the main concern of the person is 
focused on his/her physical appearance and his/her imaginary “defects”; whereas in the SAD, 
the patient is worried about the judgment that the other can do about his/her behavior and 
about his/her social exposure. Besides, the comorbidities in BDD are much more in number 
and gravity than in SAD: eating disorders (bulimia, anorexia, and vigorexia), severe depres-
sion, self-mutilation, and suicide [18, 62].

Usually, BDD begins in childhood or puberty. It starts always gradually and its development 
is related with low quality of life; however, there is no evidence of any difference of quality 
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of life or functional loss between patients in which the disorder started early or later in life 
[68]. Although, depending of the history of life of the individual, the outcome of the disorder 
can be suicidal or other comorbidity even more severe than BDD [58, 72], the majority of 
BDD patients have suicidal ideas (80%), and a considerable percentage of them have already 
presented suicidal attempts (24%) [60, 69]. Among American population, it has been noticed 
that suicide rates are 45 times larger in BDD patients when related to the rest of the popula-
tion. It means there is a higher mortality rate in BDD than compared with what is observed in 
pathologies like “anorexia nervosa,” severe depression, and bipolar disorder [29, 70]. Suicidal 
rates are most frequently observed in patients with dermatological complaints [71].

Comparing the existence of comorbidities in BDD with OCD, the rates were 27.5% and 10.4%. 
Both conditions presented SAD and severe depression (major depression) as the main comor-
bidities [72]. The association of BDD cases with psychiatric internment is estimated in 14% of 
the cases, while the suicide attempts are present in 22–27.5% of the cases [14, 70, 73]. Based on 
these possible comorbidities linked to BDD, there are studies showing that among patients 
with BDD, 76.4% present mood disorder, 1.8% present psychotic disorder, 70.9% present anx-
iety disorder, 16.4% present some type of drug abuse or addiction, 10.9% present eating dis-
orders, 3.6% present somatoform disorder, 66.7% present some type of personality disorder, 
and only 1.5% do not present any kind of comorbidity [60].

Therefore, BDD at most of the time presents an important association with another psychiat-
ric morbidity, and it can evolve to more severe conditions, like anorexia, vigorexia, bulimia, 
major depression, and a very high risk of suicide, besides leading to a low capability and qual-
ity of life [64, 74]. BDD is linked to other psychiatric symptoms: 80% of the cases are connected 
with depressive symptoms, 12% has SAD, 48.9% are linked with drug abuse, and 32.5% of the 
patients diagnosed with BDD have eating disorders as well [50].

There are some diseases more acknowledged and shared by media, characterized as eating dis-
order, but, actually, they are all derived from a primary BDD and ultimately evolve with very 
own traits which make easier to diagnose and to treat them. Anorexia, bulimia, and vigorexia are 
examples of such case [75–77]. In anorexia, BDD gets evident regarding body weight, in which 
case the patient’s self-image is distorted and the person imagines herself/himself with lots more 
weight than actually has. Trying to compensate it, the patient seeks compulsively to lose these 
“imaginary” extra pounds by refusing to eat, exercising too much, taking pills (laxatives and 
diuretics), and/or self-inflicted vomiting episodes. In bulimia, BDD shows up just like anorexia, 
but there are previous episodes of binge eating followed by extreme regret, which leads the 
patient to the already described compulsive behavior to try to lose weight immediately. In vigore-
xia, BDD is related to body size and strength. Patient’s self-image is small and weak, which makes 
the person eat and exercise compulsively, trying to get the maximum of possible muscle mass 
that one can reach, frequently using steroids to get bigger enough. There is a condition called 
plasticomania too, in which BDD is evident in one or multiple areas of the body, and the patient 
do not hesitate to undergo several plastic surgeries, trying to solve the frustration [76, 78, 79].

Although several researches have been concluded, BDD is still an underdiagnosed disease. Too 
many professionals that should be involved in this disorder recognition ignore the  condition 
and its severity. In studies with patients diagnosed with depression, there are elevated rates of 
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BDD, but most of these patients have their BDD not noticed as the primary pathology, which, 
usually, lead to a failure of treatment [59]. Some patients may resist referral to psychiatrists and 
psychologists, because they continue to believe that their problems are physical and not psy-
chological. It is often fruitless to try to convince these patients that their beliefs are irrational [8]. 
Appearance-enhancing treatments should not be implemented, because these may even exacer-
bate the psychological symptoms [76]. Concluding, the difficulty in recognizing and diagnosing 
BDD has been appointed as the main factor of morbidity and mortality of this pathology [29].

6. The diagnosis and treatment by a clinical perspective

This topic presents a personal perspective of a clinical psychiatrist who has practiced in sev-
eral mental health settings and who aims to present one illustrative case.

During almost 20 years of clinical practice of psychiatry, I have observed several patients with 
what was once called “epileptical personality,” possibly involving temporal lobe disorders. 
They do not necessarily have seizures or absence of crises. Some of them have what it is called 
Geshwin’s syndrome. They usually have migraine, with photophobia and misophonia (these 
last two symptoms may occur not necessarily during migraine crisis). They often have reports 
of somnambulism (i.e., sleepwalking), night terror, nocturnal enuresis while infants or during 
puberty (or even in adults), and/or history of feverish crisis while in infants.

An important number of them have some relatives (grandparents, parents, cousins, siblings) 
with classical epilepsia, involving seizures or partial epilepsy complex, which suggests that 
they may have inherited a low threshold to resist a convulsion. However, they usually also 
have an acquired factor: premature birth delivery with complications, head trauma in the first 
year of life, encephalitis, and so on.

A large number of these patients evolve, usually, after puberty with changes in behavior. 
Some of them develop episodes of rage and mood swing. In girls, it is notorious after the 
menarche and gets worse during the menstrual period, showing that hormones play a very 
important role in these phenomena.

In males, the symptoms can be more constant because there is no hormones see-saw involved, 
but the onset of behavioral disturbance is related to puberty too. In addition, it can be related 
to violence or hostility more frequently, reminding of the explosive intermittent disorder’s 
described features.

With this in mind, the aim of presenting this previous information is to report a few cases 
of BDD patients I have seen all over these years too. They are 12 patients, and in all of them, 
I could find traits of epileptical personality; some of them had alterations in the electroen-
cephalogram (EEG) test, frequently on the right temporal lobe or in both. A reduced number 
of cases had alterations in the frontal lobe too.

I am going to report a case of a young man who was 19 years old at the time of his first appoint-
ment. He was taken to my private practice by his parents, because he had no conscious of his 
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sickness. At the day before the appointment, he had punched his father’s face. It never hap-
pened before. The patient was really regretted and scared with his own behavior. His parents 
were really worried and shocked because, on top of all, he had just given up on Law School 
and was obsessed by his own image on the mirror, spending 6–9 h a day in gym working out 
and more than 3 or 4 h in front of the mirror, checking each part of his body. However, he 
wasn’t happy with himself, like in the case of Narcissus myth; he was in real pain, frustrated, 
and the parents could hear him whispering “I’m weak, I’m thin.” No matter how strong his 
body was, he could not notice it. He was very concerned about his hair too.

His mother said she noticed 6 months before that he was becoming a little agitated and hos-
tile. She tried to talk to him. But he was evasive and avoidant, then she looked through his 
medicines and found out he was taking steroids for muscles and finasteride for hair loss. I 
asked about his neonatal history; his mother answered she had a little trouble during labor 
delivery and he was born with a reduced Apgar score, but nothing that compromised his 
development; he had some episodes of feverish crisis until 5 years old. But lately, in the past 
4 or 5 months, he started to have night terror episodes, which he never had before. However, 
his younger brother used to have it at the age of 3–4 years. In addition to the night terror, he 
started to have intense migraine episodes during the day, with photophobia and misophonia.

The parents said he was “normal” until 6–8 months before; described him as “just a little over 
concerned about physical shape, but like other youngster.” They confirm that he was intro-
vert and shy during his childhood and became a little more confident after 16 years old when 
he started to work out. He said to me, after getting better with medication, that he used to be 
teased at school for being shorter than the other boys.

I deduced that this patient had some temporal lobe level of instability which leads him to 
feel very intense about his emotional pains. The use of steroids and finasteride may have 
impaired some of his brain functions, reducing his convulsive threshold. The result was more 
aggressivity, mood swing, and the severe BDD symptoms escalating from an original simple 
unhappiness with his body features.

He mentioned social anxiety since he was a boy. Therefore, he decided to work out to get 
stronger. At certain point, influenced by a friend, he started to take steroids and finasteride.

He started to get better after quitting the hormones and finasteride. The social anxiety and the 
BDD were controlled after a week taking oxcarbazepine 600 mg/day and citalopram 10 mg/day. 
After 6 months of treatment, he stopped medication and continued psychotherapy. I have not 
heard from him since 4 years ago.

7. Conclusions

In summary, this chapter has addressed the main characteristics and related psychopathology 
of the body dysmorphic disorder, as well as some clinical associations and influencing factors. 
Moreover, this chapter has also presented one illustrative case of the diagnosis and treatment 
of body dysmorphic disorder symptoms by an experienced clinical psychiatrist.
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We hope that this chapter contributes to the diagnosis, prevention, treatment, and manage-
ment of body dysmorphic disorder in different health-care settings, by providing a more com-
prehensive and integrated understanding of this underdiagnosed mental disorder.
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Abstract

Breathing is the vital function based on the conductance of air through a system of branch-
ing tubes that taper off and eventually connect to the alveoli. Nose act as an interface 
between atmospheric air and lower respiratory system, constitute the moist respiratory 
epithelium, which performs various vital physiological functions like filtering the inspired 
air, warming, and humidifying. Several anatomical and physiological factors are responsi-
ble for the passage of airflow in two nostrils, which are asymmetric in nature. The inequal-
ity airflow passage in both the nostrils exists for a specific duration. This phenomenon of 
altering asymmetrical airflow from one nasal passage to the other is called ‘nasal cycle’. 
For every regular interval of time period, the swap of predominant nasal airflow between 
two nostrils determines the nasal patency. This cycle is controlled by the central regulator 
located at hypothalamus by coordinating the autonomic nervous system that comprises 
sympathetic and parasympathetic nerves that clog the nasal mucosa. The nostril decongest 
when the sympathetic nerves in one nostril become active. In this biorhythm, if the sym-
pathetic nerves of one nostril drop, immediately the parasympathetic nerves take over, so 
that the other nostril congests. It is unclear why these cycles exist but the total nasal airway 
resistance is almost unchanged. There are a range of activities and reflexes, which can affect 
the nasal airway. This biorhythm is categorized under ultradian cycle since the mean dura-
tion of nasal cycle is about two and a half hours. In this study, it observed changes in nasal 
airflow duration, pattern, and rhythm that correspond to various disease states in human.

Keywords: nasal cycle, biorhythm, sympathetic and parasympathetic nerves, ultradian cycle

1. Introduction

Variety of temporal variations is observed in organism, organs, tissues, even in cellular level. 
Most of these variations are periodicity synchronous with nature rhythms. These periodic 
variations in human bio-signals are referred as biorhythms. Biorhythms cover broad spectrum 
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Abstract

Breathing is the vital function based on the conductance of air through a system of branch-
ing tubes that taper off and eventually connect to the alveoli. Nose act as an interface 
between atmospheric air and lower respiratory system, constitute the moist respiratory 
epithelium, which performs various vital physiological functions like filtering the inspired 
air, warming, and humidifying. Several anatomical and physiological factors are responsi-
ble for the passage of airflow in two nostrils, which are asymmetric in nature. The inequal-
ity airflow passage in both the nostrils exists for a specific duration. This phenomenon of 
altering asymmetrical airflow from one nasal passage to the other is called ‘nasal cycle’. 
For every regular interval of time period, the swap of predominant nasal airflow between 
two nostrils determines the nasal patency. This cycle is controlled by the central regulator 
located at hypothalamus by coordinating the autonomic nervous system that comprises 
sympathetic and parasympathetic nerves that clog the nasal mucosa. The nostril decongest 
when the sympathetic nerves in one nostril become active. In this biorhythm, if the sym-
pathetic nerves of one nostril drop, immediately the parasympathetic nerves take over, so 
that the other nostril congests. It is unclear why these cycles exist but the total nasal airway 
resistance is almost unchanged. There are a range of activities and reflexes, which can affect 
the nasal airway. This biorhythm is categorized under ultradian cycle since the mean dura-
tion of nasal cycle is about two and a half hours. In this study, it observed changes in nasal 
airflow duration, pattern, and rhythm that correspond to various disease states in human.
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1. Introduction

Variety of temporal variations is observed in organism, organs, tissues, even in cellular level. 
Most of these variations are periodicity synchronous with nature rhythms. These periodic 
variations in human bio-signals are referred as biorhythms. Biorhythms cover broad spectrum 
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ranges from fraction of seconds to even several years. The cycle exists less than a day (~24 hours) 
is referred as ultradian cycle (e.g., neuron activity, heart rate, respiration rate, rapid eye moment 
during sleep), equal to a day as circadian cycle (e.g., sleep-wake cycle) and greater than a day as 
infradian cycle (e.g., menstruation cycle).

The airflow pattern during breathing in both the nostrils will not be same in most of the time. 
Only one nostril will be dominant for the particular time period, later the dominance shift to 
other nostril, and this cycle continuous from one nostril to other. This swapping of airflow 
from one nostril to another for a short duration is called nasal cycle Nasal cycle last for about 
25 minutes–4 hours, it varies from person to person; even for the same person, the time peri-
ods varies from cycle to cycle. Since the duration of nasal cycle is less than 24 hours, it is clas-
sified under ultradian cycle. This chapter completely deals with the analysis of nasal airflow 
pattern from both the nostrils at healthy and different diseased states.

2. Understanding of nasal cycle

The nasal cycle is an alternating one, with the total resistance in the nose remaining constant. The 
nasal cycle’s value becomes evident when one considers that the function of the nose is to warm, 
humidify, and filter nasally inspired air. These humidifying and filtering functions are depen-
dent on the presence of moist respiratory epithelium. The presence of two nasal fossae or cham-
bers that function in an alternating pattern prevents excessive drying, crusting, and infection, 
which are the likely results of a static passage that is open to constant airflow, especially in desert 
regions. This cycle was believed to be an ultradian rhythm seen in people with normal health.

The swap of predominant nasal airflow between two nostrils determines the nasal patency, “why” 
we breathe from any one nostril at any point of time, there is no conclusive scientific evidence 
to answer. The “how” is explained by the presence of sympathetic and parasympathetic nerves 
that clog the nasal mucosa. When the sympathetic nerves in one nostril become active that nostril 
decongests. In this biorhythm, if the sympathetic nerves of the one nostril drop, immediately the 
parasympathetic nerves take over, so that the other nostril congests. This cycle, which is controlled 
by the autonomic nervous system as described above, had a mean duration of two and a half hours. 
The periodic congestion and decongestion of cavernous tissue of the nasal mucosa is the cause for 
nasal cycle [1]. Nasal cycle rhythm pattern is considered to be controlled by the central regulator 
located in the hypothalamus resulted in the bilateral vasoconstriction of the nasal mucosa [2].

Breathing through alternate nostrils showed effects on brain hemisphere symmetry on EEG 
topography [3]. There is a significant difference of airflow between left-nostril and right-nostril 
breathing. Effect of this cycle and manipulation through forced nostril breathing on one side on 
the endogenous ultradian rhythms of the autonomic and central nervous system [4]. In addition 
changes in the amount of blood flowing through the cavernous tissues of the nasal conchae was, 
the way in which the nasal cycle was described [5]. The normal nasal cycle rhythm is disturbed 
in diseased case, the nasal cycle dominance have been investigated with autism in children 
[6]. The effect of unilateral nostril breathing is associated with EEG amplitude in contralateral 
hemisphere [7, 8]; it is reported that left uninostril breathing is associated with enhanced spatial 
abilities and right uninostril breathing is associated with enhanced verbal abilities [9, 10].

Pathophysiology - Altered Physiological States24

The exact relationship between uninostril breathing and cerebral hemispheric activity is not 
known. But, some of the previous studies explain the effect of hyperventilation by the nose 
on EEG activity in the cortex proposes that it is produced by a neural reflex mechanism in the 
superior nasal meatus [11].

In this study, the most interesting factor of characteristics of airflow in both the nostrils was 
analyzed extensively. Airflow in one nostril will be greater and other will be lesser, the nostril 
with greater quantity of airflow is called as dominant nostril. This dominance will exists only 
for limited duration (approx. 25 minutes–4 hours), later the dominant airflow found to be 
exists in the other nostril. This swapping of dominant airflow between one nostril to another 
is called as nasal cycle as illustrated in Figure 1. Graph indicating alteration of left and right 
dominant airflow measured at every 15 minutes for the period of 12 hours.

Previous study on nasal cycle elaborates the cause for this oscillatory function in different 
view that nasal cycle is regulated by the autonomic nervous system, such that unilateral sym-
pathetic dominance in one nostril causes vasoconstriction and decongestion, while simultane-
ously parasympathetic dominance in the other nostril causes vasodilatation and congestion [6].

It is proposed that the periodic congestion and decongestion of nasal venous sinusoids may 
provide a pump mechanism for the generation of plasma exudate, which is an important 
component of respiratory defense [12]. Nasal cycle also reported to be regulated by the alter-
nating lateralization of plasma catecholamine’s [12].

The nasal cycle is not only observed in human nose, it is also found in rabbit and rat [13], the 
domestic pig [14], the cat [15], and the dog [16] and seems to be a common phenomenon in all 
mammals and other animals.

3. Effect of unilateral nostril breathing in various physiological and 
psychological changes

It is well understood that there exists a strong relation between nasal cycle with physiological 
and behavioral changes. There is a slight, but significant correlation between the dominant 
nostril and the relative cognitive performance in free breathing subjects is observed [9]. The 
vasomotor and secretory activity of the nasal mucosa in healthy volunteers are observed and 

Figure 1. Nasal cycle rhythm between two nostrils for the period of 12 hours.
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reported that the nasal secretions over the mucous membrane had a definite relation to the 
congestion of the turbinal structures [17]. The modification in actual nasal cycle rhythms in 
terms of change in period length, increase or decrease in strength of the rhythm, or desyn-
chronization, and uncoupling of rhythms are observed in depressed patients [18].

Nasal resistive reflexes, which are anatomically mediated may change the nasal resistance 
[19]. Studies on nasal cycle prove its importance on clinical aspect that breathing through the 
right nostril increases blood glucose level significantly whereas through left nostrils decreases 
[20]. Also, breathing through right nostril increases metabolism whereas breathing through 
the left nostril decreases sympathetic activity to the sweat glands [21].

Alternative nasal airflow activates alternative hemispheres of the brain, right dominant air-
flow activates left hemisphere of brain and vice versa, since the right hemisphere of brain 
is responsible for creative thinking whereas the left hemisphere of brain is responsible for 
logical thinking. During EEG measurements, rapid eye movement (REM) and non-rapid eye 
movement (NREM) was noticed and correlated with left and right hemisphere brain activity 
[22]. It is suggested one can selectively activate a hemisphere depending on which functions 
are mostly needed at a certain point in time [4, 23].

Nasal cycle has a strong correlation with psychological changes in wake state as well as in 
sleeping state both for normal and abnormal subjects [24, 25]. Even though many researchers 
found the origin of the system responsible for this nasal rhythm oscillation [26], the factor 
which controls this rhythm is still ambiguity [27]. In nineteenth century, German scientist 
Kayser sparked interest in the nostril cycle [4] studied the nostril cycle and the effects of 
forced unilateral nostril breathing (FUNB). In this experiment, subjects are instructed to block 
one nostril and breathe through the other nostril for a period of 1–30 minutes; during the 
period both physiological and psychological parameters are measured.

The participants’ nostrils are categorized to the independent decongested nostril, that is, the 
nostril with dominant airflow. Nostril dominance is measured by the collection of quantitative 
data during FUNB to measure nostril dominance, and the corresponding effects on the brain 
and the heart was recorded. Long-term studies of the nostril cycle have been very limited. 
One month study was conducted by Funk and Clarke [28], but observed only weak patterns 
in nostril dominance and failed to identify possible factors responsible for the variability.

To explore the possible effects of the nasal cycle on the brain, it is important to understand the 
alterations in cognitive processes that are responsible for each cerebral hemisphere. Generally, 
it is well known that the left hemisphere is responsible for language processing whereas the 
right hemisphere is for visual processing. Certain research indicates the individual differ-
ences in the degree to which one cerebral hemisphere rather than the other in processing the 
various information [29]. This is referred to as hemispheric dominance.

The qualities assigned to each nostril are assumed to correspond with brain hemispheric dom-
inance. Physiologically, electro-cortical activity in one hemisphere (measured by greater EEG 
power) relates to contra lateral nostril dominance [7]. This relationship has been intensively 
analyzed by forced unilateral nostril breathing (FUNB). For example, participants perform 
better in cognitive tasks that require rational and logical thinking, where tasks associated with 
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the left hemisphere, the right nostril dominance is found. During the left nostril dominance, 
they perform better in spatial tasks, associated with the right hemisphere [23].

It is noticed that the nostril cycle also has an influence on neurotransmitters and hormones. 
For example, FUNB has an effect on involuntary blink rates, which are directly related to 
dopaminergic activity. Blink rates have been significantly increased during left FUNB, which 
indicates the association between right hemispheric preference and a possible lateralization 
of dopamine. Studies have also shown that there is a strong relationship between dominant 
nostril airflow with plasma catecholamines, such as norepinephrine, epinephrine, and dopa-
mine. The ratio of plasma catecholamines from samples taken in each arm correlates with 
nostril dominance [12].

Furthermore, the effects of nostril cycle are also apparent in the endocrine system. The lev-
els of pituitary hormones (adrenocorticoids, luteinizing hormones) as well as catecholamines 
varied according to the nasal cycle [30]. The alteration in nasal cycle correlated with auto-
nomic nervous system results with indicating alternating lateralization of catecholamines in 
one of the two arms [12].

The nasal cycle also supports three general conclusions with respect to brain activity are: 
(1) nasal cycle dominance correlates with changes in hemispheric EEG differences; (2) in 
free breathing subjects, relative performance on spatial and verbal tasks is related to nostril 
dominance; and (3) at least theoretically, unilateral forced nostril breathing (UFBN) may 
differentially affect the ipsilateral and contralateral cerebral hemispheres, thereby changing 
relative EEG activity and influencing relative spatial and verbal performance [31].

In addition to the effects of the nostril cycle in psychological effects, research has also explored 
in many physiological effects, with an emphasis in autonomic activity, especially in human 
heart. It is evident that heart rate and mean arterial pressure in dogs varies in a cycle that 
lasts approximately 1.5 hours [32, 33]. From this, researchers have concluded that the internal 
variations of the heart drive by the sympathetic nervous system [30]. FUNB studies have 
shown that the nostril cycle affects intraocular blood pressure: right nostril breathing reduces 
it and left nostril breathing increases. Similarly, nostril dominance has been shown to affect 
blood glucose level: right FUNB increased blood glucose levels, while left FUNB decreased 
the levels. Homeostasis of glucose levels is regulated by the autonomic nervous system [20].

During the night sleep, there is synchronization of nasal and sleep cycles in some of the REM 
phases of sleep, the length of periods of the nasal cycle is one or more length of sleep cycle 
[34]. From the above literatures, it is clear evident that analyzing the characteristic of nasal 
cycle becomes most important since there is a strong association between the physiological 
and psychological changes in human with nasal cycle.

4. Analyzing characteristic of nasal airflow in healthy subjects

From the experiments conducted by recording nasal air flow from two nostrils, there exists 
predominant airflow in only one nostril that justifies the existence of nasal cycle. Twenty 
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healthy subjects (mean age 21 years) were examined for every 15 minutes for a stretch of 
8 hours per day. The same procedure was repeated for 8 days. It is observed that the nasal 
cycle exists for 90% of the population. Figure 2 shows the airflow from both the nostrils indi-
cating predominant airflow in left nostril recorded from a healthy subject.

The work was carried out with Hotwire Anemometer method to measure the small tempera-
ture difference between inhale and exhale. The output is measured separately and simultane-
ously from both right and left nostril and can be stored for analysis of breath characteristics. 
The nasal cycle was recorded and analyzed using data acquisition system model PowerLab 
8/35 with LabChart Software from AD Instruments, Australia.

It is estimated from 20 healthy subjects that an average duration of nasal cycle is about 
2.45 hours. Rhythm duration varies from person to person in the range of 20 min-
utes–4.26 hours. Much precaution was taken to measure airflow without disturbing the nor-
mal airflow during breathing. Even in the healthy subjects for the same subject, the nasal cycle 
duration varies from time to time based on physiological and psychological changes. The 
people with respiratory problem were excluded from the study.

The existence of predominant airflow under normal and different state of forced breathing is 
illustrated in Figures 3–7.

• Normal breathing

• Deep breathing

• Holding breath at exhale condition

• Holding breath at inhale condition

• Holding breath both at exhale and inhale condition

Figure 2. Indicating nasal cycle with predominant airflow in left nostril in a healthy subject.
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Figure 3. Indicating predominant airflow in right nostril (red line—filtered signal) versus left nostril (blue line—filtered 
signal) during normal breathing in filtered signal. (a) Raw signal and (b) filtered signal.

Figure 4. Indicating predominant airflow in right nostril (red line—filtered signal) versus left nostril (blue line—filtered 
signal) during forced deep breath in filtered signal. (a) Raw signal and (b) filtered signal.

Figure 5. Indicating predominant airflow in right nostril (red line—filtered signal) versus left nostril (blue line—filtered 
signal) during forced holding of breath after inhale in filtered signal. (a) Raw signal and (b) filtered signal.
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5. Analyzing characteristic of nasal airflow in diseased subjects

The experimental investigation was carried out at Government Siddha Medical College 
Palayamkottai, Tamil Nadu, India. Totally 260 diseased patients participated in this study from 
both in-patient and out-patient sections. After receiving a waiver of informed consent form 
from the Institutional Human Ethical Committee, a retrospective study from various patients 
is undertaken under the supervision of physician. The nasal airflow for the duration of about 
3 minutes is recorded at every 20 minutes to the stretch of 8 hours. Then, the average period 
of nasal cycle rhythm is calculated. In normal case, the nasal cycle exists for the period of 
2–2.5 hours (average) ranges between 20 minutes and 3.6 hours. Whereas in diseased case, the 
cycle duration greater than 4.5 hours or existence of predominant airflow in particular nostril is 

Figure 7. Forced exhale hold and inhale hold indicating predominant airflow in right nostril (blue line—filtered signal) 
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very high when compared to the other nostril. The huge multivariate samples are collected with 
different disease from 260 samples. Out of 260, 154 subjects were classified under first group 
that belongs to subjects possessing a predominant nasal airflow in right nostril and remaining 
106 subjects belong to second group possessing predominant nasal airflow in left nostril.

It is determined that about 87% in group 1 exist a predominant airflow in right nostril and 
the subjects were suffering from anyone of the following diseases like peptic ulcer, eye dis-
eases, hyper chloride, esopatic, gastritis, diarrhea, insomnia, liver disorder, gastro intestinal 
disorder, and cardiac diseases. Similarly 92% of group 2 possesses predominant airflow in 
left nostril and the subjects were suffering from anyone of the following diseases like loss of 
appetite, tuberculosis, allergy, respiratory disorders like wheezing, and bronchitis asthma.

6. Conclusion

Recently the field of chronobiology attracted many researchers all over the world toward 
Circaseptan cycle (seven-day weekly cycle). It is commonly noticed in most of the plants, 
insects, and animals other than humans possessing weekly cycles. Apart from being the key 
coordinating rhythm for many rhythmic activity in body, seven-day cycle has been found in 
blood pressure fluctuations, variation in blood acid content, heartbeat, red blood cells, urine 
chemistry and volume, oral temperature, the ratio between two important neurotransmitters, 
female breast temperature, norepinephrine and epinephrine, and the rise and fall of several 
body chemicals such as cortisol, the stress coping hormone.

The research in biological rhythms attracted many scientists especially in the field of chrono-
therapy, the application of biological rhythm to therapeutic procedures may be achieved by 
synchronizing drug concentration in drug delivery system with rhythms in disease activity 
that will improve the healing nature [35]. Furthermore research on this nasal cycle may pave 
a way for a new diagnostic and therapeutic technique in the medical field. A data base can 
be maintained for various diseases based on airflow pattern, which can be utilized by the 
researchers to train the neural network-based disease classification.
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Abstract

In Parkinson’s disease, there is a loss of dopaminergic innervation in the basal ganglia. 
The lack of dopamine produces substantial changes in neural plasticity and generates 
pathological activity patterns between basal ganglia nuclei. The treatment to relieve 
Parkinsonism is the administration of levodopa. However, the treatment produces dys-
kinesia. The question to answer is how the interactions between neurons change in the 
brain microcircuits under these pathological conditions. Calcium imaging is a way to 
record the activity of dozens of neurons simultaneously with single-cell resolution in 
brain slices from rodents. We studied these interactions in the striatum, since it is the 
nucleus of the basal ganglia that receives the major dopaminergic innervation. We used 
network analysis, where each active neuron is taken as a node and its coactivity with 
other neurons is taken as its functional connections. The network obtained represents 
the functional connectome of the striatal microcircuit, which can be characterized with 
a small set of parameters taken from graph theory. We then quantify the pathological 
changes at the functional histological scale and the differences between normal and path-
ological conditions.

Keywords: Parkinson’s disease, L-DOPA induced dyskinesia, striatal microcircuit, functional 
connectome, network properties

1. Introduction

Idiopathic Parkinson’s disease (PD) was first described by James Parkinson in 1817 and it is 
the second most common neurodegenerative disease after Alzheimer’s disease. PD preva-
lence is lower in African, Asian, and Arabic countries than in North America, Europe, and 
South America [1, 2]. In the USA, the incidence of PD by ethnicity is highest among Hispanic 
people, followed by non-Hispanic white people, Asian people and black people [1, 2]. Gender 
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is another risk factor with a male to female incidence ratio around 3:2 [1, 2]. However, age 
is the greatest risk factor to develop PD: the incidence is low before the age of 50 years but 
increases quickly peaking around 80 years [1, 2]. In addition, there are several environmental 
risk factors for PD: pesticide exposure, head injury, rural living, etc.; but also there are some 
factors that help to decrease the risk: tobacco smoking, coffee drinking, alcohol consumption, 
etc. [1, 2].

The main characteristics of PD are the motor symptoms: resting tremor, rigidity, postural 
instability, bradykinesia, among others [3]. The motor symptoms of PD are the result of dopa-
minergic denervation of the basal ganglia (BG). This loss of dopamine is due to the death of 
dopaminergic neurons in the substantia nigra pars compacta (SNc). Dopamine is essential for 
the proper functioning of the BG [4]. The causes of PD are still unknown. Some neurotoxic 
animal models have been developed to mimic and study its pathophysiology. In rodents, 
the most used is the hemiparkinsonian model: the unilateral lesion of the SNc with the 
6-hidroxidopamine toxin (6-OHDA). It is commonly evaluated by turning behavior induced 
by dopaminergic agonists [5–7]. In this chapter, recent results to study pathophysiology at the 
microcircuit level will be disclosed together with their theoretical framework [8, 9]. The best 
treatment to relieve some signs and symptoms of PD is the administration of dopaminergic 
agonists, mainly L-DOPA. However, the long-term administration of L-DOPA produces other 
movement disorders: L-DOPA-induced dyskinesias (LIDs). There are three well-character-
ized types of LID [10]. (1) Peak dose dyskinesia, which is the most common, occurs in 80% of 
patients at peak of dopamine concentrations derived from L-DOPA (“on” time). (2) Diphasic 
dyskinesia, that occurs at the rising and falling of L-DOPA’s clinical useful concentrations. 
(3) Early morning dystonia, that occurs when dopamine levels are very low, commonly after 
patients spent nighttime without L-DOPA.

LID is characterized by abnormal and involuntary movements which seem to appear ran-
domly. It is often extremely disabling. 50% of the patients present it between 4 and 5 years 
after starting treatment and 75% after 10 years of treatment [11, 12]. To study this kind of dys-
kinesia, the 6-OHDA rodent model is treated with high doses of L-DOPA during several days 
and it is evaluated by counting abnormal involuntary movements (AIMs): locomotive, limb, 
axial, and orolingual [13]. Here, this model was used to study the dyskinetic pathophysiology 
at the microcircuit level [9]. We propose the study of the BG at the microcircuit level in order 
to better understand the detailed pathophysiology of these movement disorders.

2. Striatal microcircuit

The BG contains subcortical nuclei involved in motor coding: selection, generation, learning, 
and control of movements [14]. The nuclei of the BG are the striatum, the external and internal 
segments of the globus pallidus (GPe & GPi), the subthalamic nucleus (STN), and the substantia 
nigra pars compacta (SNc), and substantia nigra pars reticulata (SNr). The main input of the BG 
is the striatum, which receives glutamatergic afferents from the cortex and the thalamus, and 
dopaminergic terminals from the SNc [15]. The striatal microcircuit contains different neu-
ral classes. A general classification separates the spiny projection neurons (SPNs) from the 
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interneurons. The SPNs are the 95% of the striatal neural population and they have collateral 
synapses between them at distances less than 100 μm [16–18]. The SPNs are divided in two 
populations: direct pathway SPNs (dSPNs) that connect monosynaptically to the BG output 
nuclei, GPi and SNr, and the indirect pathway SPNs (iSPNs) that send synaptic terminals to 
the GPe. Normally, SPNs have little spontaneous activity until they are activated by an excit-
atory drive, defined as afferents, neurotransmitter agonists, or modulators that induce the 
microcircuit to produce alternant neural activity [19]. When SPNs are activated, they show 
particular temporal patterns with oscillations between two distinct states: one with a hyperpo-
larized membrane potential or downstate at around −80mV, and the second with membrane 
potential depolarizations that last hundreds of milliseconds or seconds, the upstate, at around 
−50 mV [20]. It is during the upstate that SPNs fire action potentials, better respond to synaptic 
inputs and concert their firing with other SPNs conforming active neuronal ensembles.

On the other hand, the interneurons conform the remaining 5% of the population [15]. One 
class of interneuron expresses choline acetyltransferase (ChAT) with axons extending more 
than 1 mm. Other classes of interneurons are GABAergic and they are divided in numerous 
types: the fast spiking interneurons, which express parvalbumin (PV) and/or serotonin recep-
tors (5-HT3); the low threshold spike interneurons (LTS), which could be further subdivided 
and may express or coexpress neuropeptide Y (NPY), somatostatin (SOM), nitric oxide syn-
thase (NOS), or else, serotonin receptors (5-HT3), or calretinin, there are also neurogliaform 
interneurons (NGF), and other types still being studied [21–23]. The axonal arborizations of 
most interneurons may reach up to 1 mm. The exact combination of connections between 
these neuronal classes is still under study using electrophysiological recordings and optoge-
netics. There may be several valid combinations depending on function or context and further 
research is necessary to find out each of them.

The traditional model of the two pathways [24–25] propose that in control conditions there 
is an equilibrium between the activity of the direct pathway (dSPNs), which promotes move-
ment, and the indirect pathway (iSPNs) which inhibits movement. Therefore, the balanced 
activation of both pathways produce coordinated movements. It is posited that in PD there is 
an imbalanced activity between these pathways: the activity of iSPNs becoming more impor-
tant producing greater inhibition of movements. In contrast, during LID there is more activity 
in the direct pathway producing more involuntary movements. Unfortunately, these explana-
tions are not supported by some experiments in monkeys, where these differences in activity 
were not observed [4]. Therefore, instead of staying at cellular level descriptions, in this work, 
we describe the interactions or functional connections between neuronal ensembles of the 
striatal microcircuit at the functional histological level in living brain tissue. This approach 
may help to identify what changes characterize control and pathological microcircuits to then 
ask, in future experiments, what cellular elements produce them.

3. Striatal cell assemblies

In the history of neuroscience, ideas about how neural activity is organized, one of them stands 
out: the cell assembly hypothesis. This hypothesis was formally proposed in its modern form 
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is another risk factor with a male to female incidence ratio around 3:2 [1, 2]. However, age 
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interneurons. The SPNs are the 95% of the striatal neural population and they have collateral 
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larized membrane potential or downstate at around −80mV, and the second with membrane 
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−50 mV [20]. It is during the upstate that SPNs fire action potentials, better respond to synaptic 
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and may express or coexpress neuropeptide Y (NPY), somatostatin (SOM), nitric oxide syn-
thase (NOS), or else, serotonin receptors (5-HT3), or calretinin, there are also neurogliaform 
interneurons (NGF), and other types still being studied [21–23]. The axonal arborizations of 
most interneurons may reach up to 1 mm. The exact combination of connections between 
these neuronal classes is still under study using electrophysiological recordings and optoge-
netics. There may be several valid combinations depending on function or context and further 
research is necessary to find out each of them.

The traditional model of the two pathways [24–25] propose that in control conditions there 
is an equilibrium between the activity of the direct pathway (dSPNs), which promotes move-
ment, and the indirect pathway (iSPNs) which inhibits movement. Therefore, the balanced 
activation of both pathways produce coordinated movements. It is posited that in PD there is 
an imbalanced activity between these pathways: the activity of iSPNs becoming more impor-
tant producing greater inhibition of movements. In contrast, during LID there is more activity 
in the direct pathway producing more involuntary movements. Unfortunately, these explana-
tions are not supported by some experiments in monkeys, where these differences in activity 
were not observed [4]. Therefore, instead of staying at cellular level descriptions, in this work, 
we describe the interactions or functional connections between neuronal ensembles of the 
striatal microcircuit at the functional histological level in living brain tissue. This approach 
may help to identify what changes characterize control and pathological microcircuits to then 
ask, in future experiments, what cellular elements produce them.

3. Striatal cell assemblies

In the history of neuroscience, ideas about how neural activity is organized, one of them stands 
out: the cell assembly hypothesis. This hypothesis was formally proposed in its modern form 
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by Hebb in 1949 [26] and defines a cell assembly as a group of interconnected neurons dedi-
cated to code motor processes or to store and maintain neural representations. This hypoth-
esis is based on long-term synaptic plasticity and has been modified to include both long-term 
potentiation and depression (LTP and LTD). It postulates that the changes in synaptic weights 
due to synaptic plasticity produce preferential connections and circuits for the flow of activ-
ity within and between neuronal ensembles, making up neural circuits. Experiments in small 
areas of tissue have shown these ensembles, which exhibit recurrence and alternation in their 
activity. The flow of activity generates spatiotemporal sequences and reverberations that cor-
relate with behavior [27–34].

In cerebral slices, the activity of some neural circuits may be facilitated by an excitatory drive 
[19]. In striatal slices of rodents, microcircuits are almost silent, therefore to induce their acti-
vation one may use an excitatory drive such as N-methyl-D-aspartate (NMDA) [35]. However, 
circuits may also be activated by an adequate electrical stimulus in the cortex or the thalamus 
without the use of any chemical transmitter (unpublished). Recording the activity of dozens 
of neurons in the striatum using calcium imaging, the alternation and recurrence of so-called 
“network states,” conformed by coactive sets of neurons or neurons that have correlated fir-
ing between them as expected for cell assemblies or ensembles [36], have been observed. It 
has also been shown that this activity could also depend on the short-term plasticity of the 
synaptic connections [37] and their ever-changing mutual innervation.

In tissue from the Parkinsonian rodent model, the striatal microcircuit is observed as over-
active, not quite silent or with little activity as in control conditions. This excess in activity 
occurs without any excitatory drive or stimulus. However, a network state becomes domi-
nant during the alternation of activity between neuronal ensembles attracting most active 
neurons and being more recurrent [8]. In this way, the circuit is metaphorically trapped by 
one network state, decreasing alternation and resembling what is seen in the patient who 
has trouble in changing or initiating a movement. Pharmacological bioassays in the striatum 
have been performed while observing the Parkinsonian overactivity. Adding L-DOPA [38] or 
nicotine [39] to the Parkinsonian striatal circuit reduced this activity and returned the circuit 
to resemble control conditions. To go beyond alternation and recurrence of network states, 
the dynamics of transitions between these states has been analyzed [9, 40], and a temporal 
sequence of these transitions was constructed using Eulerian paths—where every transition 
is traveled once—the paths that form the dynamics were then analyzed. In control conditions, 
more than a half of the sequences are closed forming reverberations. But in Parkinsonian and 
dyskinetic conditions, most transitions conformed open Eulerian paths [9]. In addition to the 
temporal dynamics of cell assemblies, neural network analysis was performed to compare 
control and pathological conditions.

4. Network analysis in neuroscience

Network analysis is a branch of discrete mathematics known as graph theory, which started 
in 1736 thanks to the mathematician Leonard Euler. Basically, a graph is a set of nodes and 
the links or edges between them. Nodes could be people, brain areas, neurons, etc., and links 
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could be some relation between them: friendship, anatomical connections, synapses, action 
of modulators, etc. In the last 15 years, the interest included complex networks, which are 
characterized by irregular and complex structures evolving in time [41]. Complex networks 
may maintain their properties despite changes in scale: temporal or spatial [42]. To study 
cerebral connectivity, anatomical and functionally, this theoretical framework is being used in 
many areas of neuroscience: neuroanatomy, neurodevelopment, cognitive neuroscience, etc. 
[43, 44]. Sporns and Hagmann, simultaneously and independently, called “connectome” to 
the network of connections that make up a brain [45, 46]. This concept has been extended to 
include functional connectivity of any kind, obtaining functional connectomes [47]. Functional 
connectivity refers to the associations that relate the activity between the elements of the cere-
bral network, not necessarily anatomical, for example, the coactivity between cerebral areas, 
nucleus or neurons [9], their correlations [48] or coherence [49]. Network analysis in neuro-
science has shown a hierarchical organization and scale-free connectivity at different scales: 
microcircuits [9, 50], larger circuits [51, 52], and the whole brain [49]. The characterization of 
functional connectomes using quantitative parameters allows compare the complexity of the 
neuronal interactions between control, pathological or pharmacological treated conditions.

5. Functional connectome of the striatal microcircuit

Network analysis at the microcircuit level started recently [9, 43, 51]. Here, we describe the 
analysis of the striatal microcircuit. The first step to get a functional connectome is to define 
the nodes and a specific functional connection between them. In the striatum, cell assem-
blies were analyzed at histological level by taking the neurons as the nodes and the coactiv-
ity between neurons as the functional links [9]. However, other functional links are being 
assayed and a consistency between different approaches is being observed (unpublished). 
In the present case, each neuron is functionally connected with other neurons when they are 
active during the same minimal time window. At the end of the recording the neural network 
or, more specifically, the functional connectome is obtained. The next step is to measure the 
parameters of the connectome to answer what kind of topology the network has and whether 
there are neurons with particular connections. To determine whether the network has ran-
dom connectivity or regular connectivity, two main parameters are used: the characteristic 
path length (L) and the clustering coefficient (C) [41]. These two metrics were then compared 
with models of random and regular networks. A main observation was that the striatal con-
nectome has neither random nor regular connectivity, but has properties of both at an inter-
mediate point [9] known as “small-world” networks, which belong to the set of complex 
networks [53]. Other property found for the striatal microcircuit was free-scale, i.e., the same 
properties are maintained at different temporal and spatial scales. This property seen in the 
striatal microcircuit [9], has also been found in somatosensory, auditory, and primary motor 
cortices microcircuits [50, 51]. To determine the scale-free property, the distribution of con-
nections P(k) was obtained. Next, we observed that this distribution could be fitted to a power 
law function indicating that it is a scale-free network [54]: there are few neurons with many 
connections and many neurons with few connections. In other words, there are some particu-
lar neurons that have the most connections in the network, so-called “hub neurons,” that play 
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by Hebb in 1949 [26] and defines a cell assembly as a group of interconnected neurons dedi-
cated to code motor processes or to store and maintain neural representations. This hypoth-
esis is based on long-term synaptic plasticity and has been modified to include both long-term 
potentiation and depression (LTP and LTD). It postulates that the changes in synaptic weights 
due to synaptic plasticity produce preferential connections and circuits for the flow of activ-
ity within and between neuronal ensembles, making up neural circuits. Experiments in small 
areas of tissue have shown these ensembles, which exhibit recurrence and alternation in their 
activity. The flow of activity generates spatiotemporal sequences and reverberations that cor-
relate with behavior [27–34].

In cerebral slices, the activity of some neural circuits may be facilitated by an excitatory drive 
[19]. In striatal slices of rodents, microcircuits are almost silent, therefore to induce their acti-
vation one may use an excitatory drive such as N-methyl-D-aspartate (NMDA) [35]. However, 
circuits may also be activated by an adequate electrical stimulus in the cortex or the thalamus 
without the use of any chemical transmitter (unpublished). Recording the activity of dozens 
of neurons in the striatum using calcium imaging, the alternation and recurrence of so-called 
“network states,” conformed by coactive sets of neurons or neurons that have correlated fir-
ing between them as expected for cell assemblies or ensembles [36], have been observed. It 
has also been shown that this activity could also depend on the short-term plasticity of the 
synaptic connections [37] and their ever-changing mutual innervation.

In tissue from the Parkinsonian rodent model, the striatal microcircuit is observed as over-
active, not quite silent or with little activity as in control conditions. This excess in activity 
occurs without any excitatory drive or stimulus. However, a network state becomes domi-
nant during the alternation of activity between neuronal ensembles attracting most active 
neurons and being more recurrent [8]. In this way, the circuit is metaphorically trapped by 
one network state, decreasing alternation and resembling what is seen in the patient who 
has trouble in changing or initiating a movement. Pharmacological bioassays in the striatum 
have been performed while observing the Parkinsonian overactivity. Adding L-DOPA [38] or 
nicotine [39] to the Parkinsonian striatal circuit reduced this activity and returned the circuit 
to resemble control conditions. To go beyond alternation and recurrence of network states, 
the dynamics of transitions between these states has been analyzed [9, 40], and a temporal 
sequence of these transitions was constructed using Eulerian paths—where every transition 
is traveled once—the paths that form the dynamics were then analyzed. In control conditions, 
more than a half of the sequences are closed forming reverberations. But in Parkinsonian and 
dyskinetic conditions, most transitions conformed open Eulerian paths [9]. In addition to the 
temporal dynamics of cell assemblies, neural network analysis was performed to compare 
control and pathological conditions.

4. Network analysis in neuroscience

Network analysis is a branch of discrete mathematics known as graph theory, which started 
in 1736 thanks to the mathematician Leonard Euler. Basically, a graph is a set of nodes and 
the links or edges between them. Nodes could be people, brain areas, neurons, etc., and links 
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could be some relation between them: friendship, anatomical connections, synapses, action 
of modulators, etc. In the last 15 years, the interest included complex networks, which are 
characterized by irregular and complex structures evolving in time [41]. Complex networks 
may maintain their properties despite changes in scale: temporal or spatial [42]. To study 
cerebral connectivity, anatomical and functionally, this theoretical framework is being used in 
many areas of neuroscience: neuroanatomy, neurodevelopment, cognitive neuroscience, etc. 
[43, 44]. Sporns and Hagmann, simultaneously and independently, called “connectome” to 
the network of connections that make up a brain [45, 46]. This concept has been extended to 
include functional connectivity of any kind, obtaining functional connectomes [47]. Functional 
connectivity refers to the associations that relate the activity between the elements of the cere-
bral network, not necessarily anatomical, for example, the coactivity between cerebral areas, 
nucleus or neurons [9], their correlations [48] or coherence [49]. Network analysis in neuro-
science has shown a hierarchical organization and scale-free connectivity at different scales: 
microcircuits [9, 50], larger circuits [51, 52], and the whole brain [49]. The characterization of 
functional connectomes using quantitative parameters allows compare the complexity of the 
neuronal interactions between control, pathological or pharmacological treated conditions.

5. Functional connectome of the striatal microcircuit

Network analysis at the microcircuit level started recently [9, 43, 51]. Here, we describe the 
analysis of the striatal microcircuit. The first step to get a functional connectome is to define 
the nodes and a specific functional connection between them. In the striatum, cell assem-
blies were analyzed at histological level by taking the neurons as the nodes and the coactiv-
ity between neurons as the functional links [9]. However, other functional links are being 
assayed and a consistency between different approaches is being observed (unpublished). 
In the present case, each neuron is functionally connected with other neurons when they are 
active during the same minimal time window. At the end of the recording the neural network 
or, more specifically, the functional connectome is obtained. The next step is to measure the 
parameters of the connectome to answer what kind of topology the network has and whether 
there are neurons with particular connections. To determine whether the network has ran-
dom connectivity or regular connectivity, two main parameters are used: the characteristic 
path length (L) and the clustering coefficient (C) [41]. These two metrics were then compared 
with models of random and regular networks. A main observation was that the striatal con-
nectome has neither random nor regular connectivity, but has properties of both at an inter-
mediate point [9] known as “small-world” networks, which belong to the set of complex 
networks [53]. Other property found for the striatal microcircuit was free-scale, i.e., the same 
properties are maintained at different temporal and spatial scales. This property seen in the 
striatal microcircuit [9], has also been found in somatosensory, auditory, and primary motor 
cortices microcircuits [50, 51]. To determine the scale-free property, the distribution of con-
nections P(k) was obtained. Next, we observed that this distribution could be fitted to a power 
law function indicating that it is a scale-free network [54]: there are few neurons with many 
connections and many neurons with few connections. In other words, there are some particu-
lar neurons that have the most connections in the network, so-called “hub neurons,” that play 
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a key role in the connectivity: they provide the physical substrate to have mutual innervation 
and connect different ensembles. Since Sherrington description, this property is necessary to 
alternate activity between ensembles. Even if a network is scale-free, it does not mean that has 
a modular organization as hypothesized for brain microcircuits [55–57]. Thus, a next question 
to answer was whether the connectome is constituted hierarchically, in a modular way. This 
was shown to be the case because the distribution of clustering coefficients C(k) of the nodes 
were also well fitted to a power law function [58]. Thus, a modular architecture has been seen 
in the striatal microcircuit [9], as well as in the somatosensory and auditory cortices micro-
circuits [51]. In summary, the striatal microcircuit connectome is a complex network, with 
“small-world” and scale-free properties forming hierarchical modules. In addition, network 
analysis allowed to describe with single neuron resolution some particular neurons identified 
by their connectivity as “hub neurons.”

6. Key role of hub neurons

Since some neurons can be identified by their particular connectivity as hub neurons, the next 
step is to know what class of neurons they are. There are evidences that some hub neurons 
are interneurons (unpublished). The functional connectome in the striatum was observed in 
an area of about 1 mm2 with hub neurons connecting many neurons at distances larger than 
500 μm, while synapses between projection neurons can only be found at a distances less 
than 100 μm [16–18]. Indeed, only interneurons can extend their axons to connect neurons 
at distances up to 1 mm. This inference was confirmed by whole cell patch clamp recordings 
of some hub neurons identifying fast-spiking (PV), low-threshold spiking (LTS) and cholin-
ergic interneurons (ACh) [9, 36]. Transgenic mice in which optogenetic stimulation activates 
a particular neural population [59] shows that hub neurons connect with different groups 
of neurons perhaps inducing the coactivity that underlies network states, and therefore, are 
responsible for their alternation. However, further experiments using transgenic animals and 
optogenetics are needed to identify the classes of neurons that form striatal modular circuits 
and under what conditions.

7. Pathological changes in the functional connectome

To know the role of cortical afferents in the striatal microcircuit, we used decorticated striatal 
slices. The decorticated striatal microcircuit preserves some active network states conforming 
temporal sequences, albeit alternation between ensembles is greatly reduced. In fact, network 
analysis revealed a loss of active hub neurons [9]. This result suggested that cortical afferents 
maintain privileged connections with striatal hub neurons, probably interneurons, to orga-
nize striatal activity.

Similarly, in the rodent model of Parkinson’s disease, there is a significant loss of hub active 
neurons. Not strangely, the Parkinsonian striatal microcircuit shows less transitions between 
network states, confirming that one larger neuronal ensemble becomes dominant [8, 38], 
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recruiting the majority of active neurons [9]. These results indicate that the majority of hub 
neurons are functionally eliminated during dopamine deprivation and a remaining set of 
hub neurons help to maintain the dominant state. This is supported by studies that suggest 
a breakdown of corticostriatal connectivity during Parkinson’s disease [60, 61]. Other stud-
ies show potentiation of synaptic currents of some classes of interneurons [62, 63]. It is also 
known that drugs as L-DOPA or nicotine could return the microcircuit to control conditions 
[38, 39], implying that hub neurons are not physically eliminated during dopamine depriva-
tion. The role of the interneurons has been recently addressed [9], since previous studies did 
not consider them [64].

In the L-DOPA-induced dyskinesia model, the microcircuit keeps showing a significant 
increase in activity with respect to the controls. In fact, more functional connections and even 
more hub neurons, and more transitions between network states correlate with the increase 
of prokinetic gamma rhythms described in dyskinetic subjects [65]. The “return” of hub 
neurons confirmed that they were not physically but only functionally removed during the 
Parkinsonian state. Their reappearance during dyskinesia indicates that they are necessary in 
the striatal microcircuit to produce movements. Nevertheless, the dyskinetic striatal micro-
circuit exhibited a loss of hierarchical modules [9]. This finding could be seen as a correlate of 
the excessive disordered movements present in dyskinetic subjects.

8. Primitive process in the striatal microcircuit

It is well known that pyramidal neurons connect preferentially to interneuron pools and not 
to the projections neurons or motoneurons in the spinal cord [66]. Thus, the present findings 
suggest a principle of general organization, which can explain how the same cell assemblies 
could be used in different behaviors depending on the activation of certain hub neurons by 
the cortical commands. According to Huyck [31, 67], any neural model at the microcircuit 
level should fulfill a primitive process: to have an input that selects the operators, apply oper-
ators on the operands, store results, and generate an output. In the striatum, the working 
hypothesis would be that input coming from the cortex selects the interneurons—operators—
and apply their operations on the projections neurons—operands—the information is stored 
and striatal output is generated, the result of the whole operation: activation and inhibition 
of agonist and antagonist muscles in sequence (Figure 1). This hypothesis implies that corti-
cal afferents organize groups of interneurons to induce the activity in a similar way as in the 
processes described by the cognitive theory of Allen Newel [31, 67]. Being the hub neurons the 
operators and the projections neurons the operands, the process of alternating network states, 
the sequences and the reverberations could underlie the actions of minimal motor routines 
[29]. Each microcircuit could be associated with others to produce different actions, depend-
ing on the group of operators activated by the cortex. This would explain the changes in the 
dynamics of the microcircuit and the functional relations between their neurons [68]. Now, 
there is technology to record several simultaneous neurons in vivo at the microcircuit level to 
study the functional connectome under different behaviors. Thus, the multiple combinations 
of connections being described at the cellular level may make sense.
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a key role in the connectivity: they provide the physical substrate to have mutual innervation 
and connect different ensembles. Since Sherrington description, this property is necessary to 
alternate activity between ensembles. Even if a network is scale-free, it does not mean that has 
a modular organization as hypothesized for brain microcircuits [55–57]. Thus, a next question 
to answer was whether the connectome is constituted hierarchically, in a modular way. This 
was shown to be the case because the distribution of clustering coefficients C(k) of the nodes 
were also well fitted to a power law function [58]. Thus, a modular architecture has been seen 
in the striatal microcircuit [9], as well as in the somatosensory and auditory cortices micro-
circuits [51]. In summary, the striatal microcircuit connectome is a complex network, with 
“small-world” and scale-free properties forming hierarchical modules. In addition, network 
analysis allowed to describe with single neuron resolution some particular neurons identified 
by their connectivity as “hub neurons.”

6. Key role of hub neurons

Since some neurons can be identified by their particular connectivity as hub neurons, the next 
step is to know what class of neurons they are. There are evidences that some hub neurons 
are interneurons (unpublished). The functional connectome in the striatum was observed in 
an area of about 1 mm2 with hub neurons connecting many neurons at distances larger than 
500 μm, while synapses between projection neurons can only be found at a distances less 
than 100 μm [16–18]. Indeed, only interneurons can extend their axons to connect neurons 
at distances up to 1 mm. This inference was confirmed by whole cell patch clamp recordings 
of some hub neurons identifying fast-spiking (PV), low-threshold spiking (LTS) and cholin-
ergic interneurons (ACh) [9, 36]. Transgenic mice in which optogenetic stimulation activates 
a particular neural population [59] shows that hub neurons connect with different groups 
of neurons perhaps inducing the coactivity that underlies network states, and therefore, are 
responsible for their alternation. However, further experiments using transgenic animals and 
optogenetics are needed to identify the classes of neurons that form striatal modular circuits 
and under what conditions.

7. Pathological changes in the functional connectome

To know the role of cortical afferents in the striatal microcircuit, we used decorticated striatal 
slices. The decorticated striatal microcircuit preserves some active network states conforming 
temporal sequences, albeit alternation between ensembles is greatly reduced. In fact, network 
analysis revealed a loss of active hub neurons [9]. This result suggested that cortical afferents 
maintain privileged connections with striatal hub neurons, probably interneurons, to orga-
nize striatal activity.

Similarly, in the rodent model of Parkinson’s disease, there is a significant loss of hub active 
neurons. Not strangely, the Parkinsonian striatal microcircuit shows less transitions between 
network states, confirming that one larger neuronal ensemble becomes dominant [8, 38], 
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recruiting the majority of active neurons [9]. These results indicate that the majority of hub 
neurons are functionally eliminated during dopamine deprivation and a remaining set of 
hub neurons help to maintain the dominant state. This is supported by studies that suggest 
a breakdown of corticostriatal connectivity during Parkinson’s disease [60, 61]. Other stud-
ies show potentiation of synaptic currents of some classes of interneurons [62, 63]. It is also 
known that drugs as L-DOPA or nicotine could return the microcircuit to control conditions 
[38, 39], implying that hub neurons are not physically eliminated during dopamine depriva-
tion. The role of the interneurons has been recently addressed [9], since previous studies did 
not consider them [64].

In the L-DOPA-induced dyskinesia model, the microcircuit keeps showing a significant 
increase in activity with respect to the controls. In fact, more functional connections and even 
more hub neurons, and more transitions between network states correlate with the increase 
of prokinetic gamma rhythms described in dyskinetic subjects [65]. The “return” of hub 
neurons confirmed that they were not physically but only functionally removed during the 
Parkinsonian state. Their reappearance during dyskinesia indicates that they are necessary in 
the striatal microcircuit to produce movements. Nevertheless, the dyskinetic striatal micro-
circuit exhibited a loss of hierarchical modules [9]. This finding could be seen as a correlate of 
the excessive disordered movements present in dyskinetic subjects.

8. Primitive process in the striatal microcircuit
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9. Final conclusions

In this chapter, studies at the microcircuit histological level are remarked. There are many 
problems when jumping from the cellular/molecular level to the systems level without know-
ing what happens at microcircuit level when trying to understand how the brain works. The 
output seen at the systems level is the product of the microcircuits specific to each area, not 
of particular neurons or synapses; assumed in the cellular/molecular paradigm. To bridge the 
gap, analysis and perspectives from the microcircuit level are necessary [43, 69].

Using network analysis at the microcircuit level, it is observed that the striatal microcircuit has 
a set of highly connected hub neurons, which communicate efficiently with different neural 

Figure 1. New model of cell assemblies activation in the striatal microcircuit.

Pathophysiology - Altered Physiological States42

groups. These groups underlie the neural states that alternate and reverberate. The structure 
of the striatal connectome has “small-world” properties, is scale-free and has a hierarchical 
modular organization, as other complex networks seen in nature. The cortical commands use 
the hub neurons to organize the dynamics of the circuit and given the distances between the 
neurons that conform a neuronal ensemble, it can be inferred that hub neurons should be long 
axon neurons, that is, interneurons. After striatal decortication or during the 6-OHDA model 
of Parkinson’s disease hub neurons decrease significantly and as a consequence, the transi-
tions between ensembles and circuit dynamics decrease, reflecting metaphorically hypoki-
nesia and rigidity, and supporting previous studies that show a breakdown of corticostriatal 
communication in Parkinsonian subjects. In L-DOPA-induced dyskinesia, the opposite hap-
pens: the number of hub neurons and the transitions between ensembles increase. However, 
this occurs together with a loss of the hierarchical architecture. This also is reminiscent of the 
signs seen in dyskinetic subjects: uncoordinated involuntary movements. Finally, we con-
clude that the pathophysiology and pharmacology of the nervous system can be studied in 
living tissue at histological scale by using simultaneous recording and network analysis.
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Abstract

Transthyretin (also known as prealbumin) is an important transport protein, which plays 
an essential role in the binding of thyroid hormones and retinol with varying affinities in 
mammalian, as well as avian species. The determination of transthyretin concentrations may 
be used as a diagnostic tool for some disease conditions in humans, but is more often used 
as a nutritional marker to assess protein-calorie malnutrition and as prognostic indicator 
in critically ill patients. Transthyretin has shorter half-life (2–3 days) than that of albumin 
and belongs to negative acute phase proteins. This may complicate the use of transthyre-
tin as a nutritional marker and the interpretation of results in the diagnosis of diseases.  
Although some studies have been carried out to determine the usefulness of transthyretin 
in selected disease conditions and disorders also in animals, it is a relatively rarely used 
parameter to evaluate health state and illness in veterinary medicine. The usefulness of 
transthyretin in the diagnosis of diseases and evaluation of nutritional status in humans 
and animals are reviewed in this article, including the laboratory assays available to mea-
sure its concentrations and the possible clinical application of the results, as well as its 
usefulness as a prognostic indicator in some disease conditions.

Keywords: disease marker, nutritional state, prealbumin, serum proteins, transthyretin

1. Introduction

Transthyretin is an important transport protein of the blood, which was originally named 
prealbumin because it migrates faster than albumin, and is visible as a band anodic to the 
main albumin fraction on electrophoretic gels [1]. According to Hamilton and Benson [2], this 
property is attributed to human prealbumin, not to bovine. Kaneko [3] reported that prealbu-
min is not always visualized on electrophoretograms and may not exist in all animal species. 
In the 1980s, the name was changed to transthyretin (TTR) describing its ability to bind both 
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thyroid hormones and retinol-binding protein (RBP) [4]. Moreover, transthyretin is one of the 
precursors, which may be found in amyloid deposits [5]. In humans, analyses of the concen-
trations of TTR in serum are recommended by some investigators as a screening marker for 
inflammation, malnutrition, or both [6]. In animals, there are only scarce literature data about 
this protein as a biomarker of health state and its use in the laboratory diagnosis [7].

2. Structure

Transthyretin is a small globular non-glycosylated tryptophan-rich protein of a homotetrameric 
structure, composed of four identical subunits with two thyroxine-binding sites per tetramer 
[8]. The binds for retinol-binding protein are placed at the surface of the molecule and do not 
interfere with thyroxin binding (Figure 1) [9]. Its molecular mass is of 54.98 kDa, which is small 
enough to penetrate the vascular wall and migrate into the extravascular space as easily as albu-
min or transferrin [10]. In some conditions, the transthyretin molecules may aggregate and form 
insoluble fibrillar deposits, which may be associated with amyloid diseases, predominantly 
senile systemic amyloidosis or neurodegenerative familial amyloidotic polyneuropathy [11, 12].

Figure 1. The three-dimensional structure of transthyretin displayed as a dimer (A) and a tetramer in complex with 
thyroxine (B) and retinol-binding protein (C) [103].
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3. Functions

Transthyretin is a serum protein with multiple functional properties [13]. The main  physio 
logical functions of TTR include the carriage of thyroid hormone and indirectly  vitamin A, 
which may promote the maturation of lymphocytes [14, 15]. Although each  monomer of the 
TTR molecule has two binding sites for thyroid hormones, the binding of one molecule of T3 
or T4 may reduce the binding affinity for the second site [6]. Moreover, the binding affinity 
for T3 is lower compared with that for T4. Transthyretin binds and transports  approximately 
15–20% of thyroid hormones circulating in the serum and up to 80% of thyroxine in the 
central nervous system (CNS) [16]. About 70% of thyroid hormones are transported by thy-
roxin-binding globulin (TBG), which is the major serum transport protein in humans [17]. The 
remaining part of thyroid hormones is transported by albumin. These proteins are respon-
sible for the transporting of thyroid hormones to cells and maintaining a large store of these 
hormones in the blood in a non-diffusible form [2]. Among animal species, the concentration 
of TBG in the dog is only 15% of those observed in humans [18]. Cats do not appear to have a 
high-affinity thyroid-binding protein such as TBG, but have only transthyretin and albumin 
[19]. Some other small molecules may bind in the thyroxine-binding sites of TTR, including 
some natural products, drugs or toxicants [20]. These interactions with TTR may be important 
when TTR becomes a major circulating thyroxine-binding protein, for example, in humans 
with complete or partial TBG deficiency, or when the concentration of thyroxine in the serum 
is markedly increased [21].

In addition to the binding and carriage of thyroid hormones, transthyretin has a more  important 
function, that is, the transport of retinol (vitamin A) through its association with retinol-binding 
protein (RBP) from its main storage site in the liver to target cells [22]. Retinol is bound to RBP, 
and then RBP binds to transthyretin. This binding of RBP to TTR was suggested to prevent the 
extensive loss of RBP, which is of low molecular weight and would be rapidly eliminated from 
plasma by glomerular filtration if it were not complexed to transthyretin [23, 24]. Although 
each of the four monomers has a binding site for RBP, the tetramer binds only one molecule of 
RBP with high affinity, and possibly a second with lower affinity [25].

Moreover, transthyretin acts as a negative acute phase reactant, serum concentrations of 
which fall due to decreased synthesis in inflammation, trauma, tissue injury or stress [26].

4. Synthesis

Transthyretin is synthesized mainly by hepatic parenchymal cells and in the choroid plexus 
of the brain, which has the highest concentration of TTR in the body [27, 28]. In cerebrospinal 
fluid, it is the second most abundant protein, which may be involved in the pathogenesis of 
Alzheimer´s disease, depression and lead intoxication [29]. Other tissues have been reported 
also to produce TTR, but in much lower concentrations [30]. Small amounts of TTR are also 
produced by retinal pigment epithelium and the pineal gland [31]. Transthyretin has also been 
found in adult pancreatic islet cells, enterochromaffin cells in the gastrointestinal mucosa, 
as well as kidney cells [32, 33]. Neoplastic tissues, including choroid plexus  papillomas, 
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 glucagonomas and gut carcinomas, have been reported also to secrete transthyretin [33]. 
During fetal life, TTR is synthesized by the embryonic yolk sac endothelium [34]. Any altera-
tion in energy-to-protein balance impairs the body mass reserves and causes early depression 
in the production of transthyretin [35].

The major sites of transthyretin degradation are the liver, muscles and skin, but a small 
amount of TTR may be catabolized by other tissues, including kidneys, adipose tissues, tes-
tes, as well as the gastrointestinal tract [36]. Transthyretin has a half-life in plasma of approxi-
mately 2 days, which is much shorter than that of albumin [37]. Transthyretin is therefore 
more sensitive to changes in protein-energy status, but its concentrations closely reflect the 
recent nutritional status rather than the overall nutritional support [38, 39].

5. Laboratory assays

Transthyretin is considered a more sensitive indicator of visceral protein status than albu-
min and transferrin because of its short half-life and low concentration in the body [40]. 
Conventionally, radial immunodiffusion and electroimmunodiffusion have been used for 
routine determination of transthyretin in humans [41]. Faster and more precise immunoneph-
elometric and immunoturbidimetric assays have been developed also, which are easily appli-
cable to many laboratory-automated equipments available in hospitals [6, 42]. Moreover, a 
sensitive enzyme immunoassay (enzyme-linked immunosorbent assay (ELISA)) for the 
determination of TTR values has been described, but this method is more time consuming 
and expensive compared with the above mentioned, and is more applicable, for example, 
for the estimation of TTR in the cerebrospinal fluid in nanogram amounts [43]. In veterinary 
medicine, species-specific ELISA is the most common analytical tool for the detection and 
quantification of transthyretin, utilizing monoclonal anti-TTR antibodies. In some avian spe-
cies, for example, in budgerigars (Melopsittacus undulatus) transthyretin (prealbumin) consti-
tutes as high as 75% of the total albumin concentration [44]. Therefore, it may be visualized 
and quantified easily by protein electrophoresis.

6. Factors influencing the concentrations of TTR

The concentration of TTR in serum is affected by many factors, including age, gender, as well 
as blood-drawing methods. In humans, the concentrations of transthyretin increase gradually 
after birth until they reached the adult values of 20–40 mg/dL [45]. A progressive increase of 
TTR concentrations with postnatal age was reported also by Kanakoudi et al. [46] in infants. 
Similarly, Cardoso and Falção [47] observed a marked increase of TTR concentrations in the 
period from birth till day 28 of age in preterm infants with very low birth weight. According 
to these authors, the serum concentrations of transthyretin in this important period of life are 
associated with the recent protein status, and reflect the balance between synthesis and deg-
radation. Moreover, MacDonald et al. [48] stated that TTR values may predict future weight 
gain and concluded that if the serum concentrations of TTR remain stable or increase, it can 
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be expect that the newborn is in reasonable nitrogen balance and will gain weight subse-
quently. According to Benvenga et al. [49], the concentrations of TTR progressively decrease 
after 50–60 years. Approximately from the year 60 of age, muscle mass undergoes stepwise 
shrinking leading to sarcopenia, which may be responsible for the aforementioned decrease 
in the concentrations of TTR [50, 51]. In animals, the influence of age on the concentrations of 
TTR during the growth and development is not well described. A marked increase of TTR val-
ues from 72.9 to 251.4 mg/L was observed by Tóthová et al. [7] in calves 1 day after colostrum 
intake with a consecutive gradual decrease till the end of the third month of life. Rona [52] 
described that bovine colostrum contains among other bioactive molecules a small amount 
of prealbumin (transthyretin). Thus, the increase of serum TTR concentrations observed in 
calves after colostrum intake may reflect the adequate nutrition, as well as its hepatic syn-
thesis due to adequate protein and energy intake [14]. In neonatal rats, low concentrations of 
TTR were found in the immediate postnatal period, which increases at the time when the con-
centrations of both thyroxine and corticosterone increase [53]. On the other hand, there were 
no significant differences in the serum concentrations of TTR in three different age groups of 
pigs from 10 to 25 weeks [54].

The concentrations of transthyretin linearly increase after birth without marked sexual 
 differences during infant growth [55]. During human puberty, major hormonal and meta-
bolic alterations occur, which result in increased height, weight gain and a substantial redis-
tribution of body tissues. While androgens promote the development of muscle mass in 
male teenagers, oestrogens contribute to minimal enlargement of the female musculature 
and stimulate the accretion of subcutaneous fat depots [56]. These differences lead to higher 
concentrations of TTR in male adolescents compared with values recorded in teenage girls 
[57]. Higher concentrations of TTR in males compared with females were found also by 
Benvenga et al. [49] and Gaggiotti et al. [58]. Studies dealing with the evaluation of gender-
related differences in the concentrations of TTR in animals were not found.

Pregnancy, hormonal changes, physiological status and stress are other factors that may influ-
ence the concentrations of transthyretin. In humans, the concentrations of TTR were evaluated 
by Zhu et al. [59] during normal pregnancy. The values of TTR increased significantly in the 
third month of gestation and rapidly decreased following 20 weeks of gestation. Transthyretin 
was measured also in females with severe preeclampsia, showing significantly decreased TTR 
concentrations in these patients compared with the control group. Transthyretin is synthe-
sized also by placental trophoblasts, which are critical to the normal fetal development. Thus, 
disorders caused by the production of TTR may result in fetal distress [60]. The aforemen-
tioned results indicated that TTR may be a reliable biomarker for the diagnosis of severe pre-
eclampsia [59]. Similarly, Kalkunte et al. [61] suggested a relationship between reduced TTR 
production and preeclampsia. The importance, functional role and alterations in the concen-
trations of TTR during pregnancy in animals have not been reported. Our findings suggest no 
significant changes in TTR concentrations during the last week of pregnancy and early stages 
of lactation in dairy cows (unpublished data). However, further evaluations are needed to 
establish the values of transthyretin and its possible changes in pregnant and lactating cows, 
which may be useful for veterinary practitioners in the early diagnosis, prevention and finding 
therapeutic solutions in periparturient dairy cows.
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tribution of body tissues. While androgens promote the development of muscle mass in 
male teenagers, oestrogens contribute to minimal enlargement of the female musculature 
and stimulate the accretion of subcutaneous fat depots [56]. These differences lead to higher 
concentrations of TTR in male adolescents compared with values recorded in teenage girls 
[57]. Higher concentrations of TTR in males compared with females were found also by 
Benvenga et al. [49] and Gaggiotti et al. [58]. Studies dealing with the evaluation of gender-
related differences in the concentrations of TTR in animals were not found.

Pregnancy, hormonal changes, physiological status and stress are other factors that may influ-
ence the concentrations of transthyretin. In humans, the concentrations of TTR were evaluated 
by Zhu et al. [59] during normal pregnancy. The values of TTR increased significantly in the 
third month of gestation and rapidly decreased following 20 weeks of gestation. Transthyretin 
was measured also in females with severe preeclampsia, showing significantly decreased TTR 
concentrations in these patients compared with the control group. Transthyretin is synthe-
sized also by placental trophoblasts, which are critical to the normal fetal development. Thus, 
disorders caused by the production of TTR may result in fetal distress [60]. The aforemen-
tioned results indicated that TTR may be a reliable biomarker for the diagnosis of severe pre-
eclampsia [59]. Similarly, Kalkunte et al. [61] suggested a relationship between reduced TTR 
production and preeclampsia. The importance, functional role and alterations in the concen-
trations of TTR during pregnancy in animals have not been reported. Our findings suggest no 
significant changes in TTR concentrations during the last week of pregnancy and early stages 
of lactation in dairy cows (unpublished data). However, further evaluations are needed to 
establish the values of transthyretin and its possible changes in pregnant and lactating cows, 
which may be useful for veterinary practitioners in the early diagnosis, prevention and finding 
therapeutic solutions in periparturient dairy cows.
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In humans, for the measurement of concentrations of TTR, it was recommended to take blood 
samples after 15–20 min in the sitting position [6]. Lower values are expected in bedridden 
patients, while standing position prior to blood sampling may result in higher concentrations.

7. The usefulness of transthyretin in the human clinical practice

7.1. Nutritional marker

Transthyretin may be used as important diagnostic tool for various disease conditions in 
humans, but is more often used as an indicator of malnutrition [62]. Several studies have 
shown a correlation between the concentrations of TTR and nutritional status [63, 64]. 
According to Ingenbleek and Young [14], low TTR concentrations are associated with inade-
quate protein calorie consumption or malnutrition. However, TTR may not serve as a reliable 
nutritional marker in patients with high concentrations of C-reactive protein (CRP), because 
of the activation of inflammatory responses [65]. This may complicate the use of TTR as 
an indicator of nutritional status, since inflammatory processes can lead to the decrease of 
serum TTR concentrations (negative acute phase protein) [66]. The CRP/TTR ratio may be 
a useful index in these cases to differentiate inflammatory states from protein malnutrition 
[67]. Very high ratios (>20) are indicative of acute phase response rather than protein malnu-
trition, while mild inflammatory processes may be accompanied by approximately a 10-fold 
increase in the concentrations of CRP and in CRP/TTR index values [6]. However, an inflam-
matory and nutrition index in animals was not yet established.

Surprisingly, extreme cases of starvation, including anorexia nervosa, have not been associ-
ated with a decrease of TTR concentrations. Nova et al. [68] reported normal values of trans-
thyretin in patients with anorexia nervosa, which were comparable to values found in controls 
and did not differ after nutritional intervention. Barbe et al. [69] stated also that transthyretin 
concentrations in the majority of anorectic patients did not differ from those in control sub-
jects, even in the presence of severe cachexia, but increased after weight gain. On the other 
hand, Gendall et al. [70] found lower concentrations of TTR in women with bulimia nervosa. 
These contradictory data indicate that further studies are needed to determine the effect of the 
aforementioned generalized malnutrition states on the values of transthyretin.

7.2. Disease marker

As transthyretin (prealbumin) belongs to negative acute phase proteins, its serum concentra-
tions may be affected by many disease conditions, including trauma, inflammatory diseases, 
infections or malignancy (Table 1). Patients with severe sepsis or multiple injuries often have 
very low concentrations of TTR, related to severe acute phase response [71]. Studies have 
suggested that TTR may be a sensitive marker for the diagnosis of patients with liver cell 
damage, liver cirrhosis or hepatocellular carcinoma, reflecting the impaired liver synthetic 
function [72, 73]. Hutchinson et al. [74] and Yasmin et al. [75] found significantly lower con-
centrations of TTR in various types of chronic liver diseases when compared with controls 
with no impairment of liver functions. Moreover, Liu et al. [72] reported significantly lower 
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TTR values in patients who died compared to survivors suggesting its role in predicting the 
prognosis of patients with decompensated liver cirrhosis.

Pneumonia in children caused by Mycoplasma pneumonia was also associated with lower TTR 
 concentrations compared to a healthy control group [76]. Similarly, Luo et al. [77] recorded reduced 
TTR values in patients with tuberculosis and lung cancer, while the serum concentrations of TTR 
were lower in patients suffering from tuberculosis than in patients with lung cancer. Moreover, the 
changes in TTR values were in accordance with the therapeutic effects of anti-tuberculosis drugs, 
which may be useful by the monitoring of therapy in these patients. However, seeing that nutri-
tional imbalance is very common in patients with tuberculosis and after chemotherapy in subjects 
with lung cancer, poor performance status should be taken into consideration when interpreting 
serum TTR values in these patients and should be further investigated.

The concentrations of transthyretin may be altered also by thyroid diseases, especially 
endemic goitre [6]. Low concentrations of TTR were found by Vergani et al. [78] in patients 
with untreated thyrotoxicosis, but the values recorded in the majority of cases with untreated 
hypothyroidism were within normal range. The concentrations of transthyretin were mea-
sured also by Ishida et al. [79] in patients with various thyroidal states. In patients with 
untreated hyperthyroidism, markedly low serum TTR values were found, but were normal-
ized by treating with anti-thyroid drug. Similarly, the aforementioned authors observed 
markedly low TTR concentrations in patients with subacute thyroiditis, but in patients with 
hypothyroidism the TTR values were within the normal range.

Changes in the concentrations of TTR were evaluated also in subjects affected by protein-
losing enteropathy, which is characterized by marked losses of serum proteins through the 
bowel wall into the gastrointestinal tract resulting in hypoproteinaemia [80]. Despite hypo-
proteinaemia, Takeda et al. [81] observed TTR values within the normal range in patients 
with protein-losing gastroenteropathy. This phenomenon may be explained by the slightly 
increased production of rapidly turned-over proteins (including TTR) by the liver in response 
to the gastrointestinal losses.

Alteration Associated disease condition

Decrease Inflammatory diseases, infections, trauma, malignancy
Severe sepsis, multiple injuries
Liver cell damage, liver cirrhosis, hepatocellular carcinoma, chronic liver 
diseases

Thyroid diseases, endemic goitre
Protein-losing enteropathy

Chronic malnutrition

Increase Dehydration
Chronic renal failure, renal insufficiency
Anti-inflammatory therapy, anabolic steroids
Acute alcohol intoxication
Hodgkin´s lymphoma, pancreatic cancer

Table 1. Abnormalities in the serum concentrations of transthyretin and associated diseases (adapted from Ref. [6]).
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In humans, for the measurement of concentrations of TTR, it was recommended to take blood 
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patients, while standing position prior to blood sampling may result in higher concentrations.

7. The usefulness of transthyretin in the human clinical practice

7.1. Nutritional marker

Transthyretin may be used as important diagnostic tool for various disease conditions in 
humans, but is more often used as an indicator of malnutrition [62]. Several studies have 
shown a correlation between the concentrations of TTR and nutritional status [63, 64]. 
According to Ingenbleek and Young [14], low TTR concentrations are associated with inade-
quate protein calorie consumption or malnutrition. However, TTR may not serve as a reliable 
nutritional marker in patients with high concentrations of C-reactive protein (CRP), because 
of the activation of inflammatory responses [65]. This may complicate the use of TTR as 
an indicator of nutritional status, since inflammatory processes can lead to the decrease of 
serum TTR concentrations (negative acute phase protein) [66]. The CRP/TTR ratio may be 
a useful index in these cases to differentiate inflammatory states from protein malnutrition 
[67]. Very high ratios (>20) are indicative of acute phase response rather than protein malnu-
trition, while mild inflammatory processes may be accompanied by approximately a 10-fold 
increase in the concentrations of CRP and in CRP/TTR index values [6]. However, an inflam-
matory and nutrition index in animals was not yet established.

Surprisingly, extreme cases of starvation, including anorexia nervosa, have not been associ-
ated with a decrease of TTR concentrations. Nova et al. [68] reported normal values of trans-
thyretin in patients with anorexia nervosa, which were comparable to values found in controls 
and did not differ after nutritional intervention. Barbe et al. [69] stated also that transthyretin 
concentrations in the majority of anorectic patients did not differ from those in control sub-
jects, even in the presence of severe cachexia, but increased after weight gain. On the other 
hand, Gendall et al. [70] found lower concentrations of TTR in women with bulimia nervosa. 
These contradictory data indicate that further studies are needed to determine the effect of the 
aforementioned generalized malnutrition states on the values of transthyretin.

7.2. Disease marker

As transthyretin (prealbumin) belongs to negative acute phase proteins, its serum concentra-
tions may be affected by many disease conditions, including trauma, inflammatory diseases, 
infections or malignancy (Table 1). Patients with severe sepsis or multiple injuries often have 
very low concentrations of TTR, related to severe acute phase response [71]. Studies have 
suggested that TTR may be a sensitive marker for the diagnosis of patients with liver cell 
damage, liver cirrhosis or hepatocellular carcinoma, reflecting the impaired liver synthetic 
function [72, 73]. Hutchinson et al. [74] and Yasmin et al. [75] found significantly lower con-
centrations of TTR in various types of chronic liver diseases when compared with controls 
with no impairment of liver functions. Moreover, Liu et al. [72] reported significantly lower 
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TTR values in patients who died compared to survivors suggesting its role in predicting the 
prognosis of patients with decompensated liver cirrhosis.

Pneumonia in children caused by Mycoplasma pneumonia was also associated with lower TTR 
 concentrations compared to a healthy control group [76]. Similarly, Luo et al. [77] recorded reduced 
TTR values in patients with tuberculosis and lung cancer, while the serum concentrations of TTR 
were lower in patients suffering from tuberculosis than in patients with lung cancer. Moreover, the 
changes in TTR values were in accordance with the therapeutic effects of anti-tuberculosis drugs, 
which may be useful by the monitoring of therapy in these patients. However, seeing that nutri-
tional imbalance is very common in patients with tuberculosis and after chemotherapy in subjects 
with lung cancer, poor performance status should be taken into consideration when interpreting 
serum TTR values in these patients and should be further investigated.

The concentrations of transthyretin may be altered also by thyroid diseases, especially 
endemic goitre [6]. Low concentrations of TTR were found by Vergani et al. [78] in patients 
with untreated thyrotoxicosis, but the values recorded in the majority of cases with untreated 
hypothyroidism were within normal range. The concentrations of transthyretin were mea-
sured also by Ishida et al. [79] in patients with various thyroidal states. In patients with 
untreated hyperthyroidism, markedly low serum TTR values were found, but were normal-
ized by treating with anti-thyroid drug. Similarly, the aforementioned authors observed 
markedly low TTR concentrations in patients with subacute thyroiditis, but in patients with 
hypothyroidism the TTR values were within the normal range.

Changes in the concentrations of TTR were evaluated also in subjects affected by protein-
losing enteropathy, which is characterized by marked losses of serum proteins through the 
bowel wall into the gastrointestinal tract resulting in hypoproteinaemia [80]. Despite hypo-
proteinaemia, Takeda et al. [81] observed TTR values within the normal range in patients 
with protein-losing gastroenteropathy. This phenomenon may be explained by the slightly 
increased production of rapidly turned-over proteins (including TTR) by the liver in response 
to the gastrointestinal losses.

Alteration Associated disease condition

Decrease Inflammatory diseases, infections, trauma, malignancy
Severe sepsis, multiple injuries
Liver cell damage, liver cirrhosis, hepatocellular carcinoma, chronic liver 
diseases

Thyroid diseases, endemic goitre
Protein-losing enteropathy

Chronic malnutrition

Increase Dehydration
Chronic renal failure, renal insufficiency
Anti-inflammatory therapy, anabolic steroids
Acute alcohol intoxication
Hodgkin´s lymphoma, pancreatic cancer

Table 1. Abnormalities in the serum concentrations of transthyretin and associated diseases (adapted from Ref. [6]).
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Increased serum concentrations of transthyretin are typically associated with chronic renal 
failure, presumably due to the decreased tubular uptake and degradation of RBP [82]. Cano 
[83] stated also that chronic renal failure may result in an increase of serum TTR concentra-
tions, but these elevated TTR values during renal insufficiency are secondary to the lack of 
RBP degradation in renal tubules and to the subsequent increase in TTR. The concentrations 
of TTR may rise also during corticosteroid therapy and administration of anabolic steroids, 
as well as in patients using anti-inflammatory agents [6, 84]. Young et al. [85] found increased 
concentrations of TTR in ill-surgical patients receiving anabolic steroids, which may enhance 
amino acid and water uptake by tissues and increase the utilization of fat. Increased TTR con-
centrations may be seen in acute alcohol intoxication, caused by the leakage of proteins from 
damaged hepatic cells [86]. Transthyretin was shown to be upregulated also in Hodgkin´s 
lymphoma and pancreatic cancer [11, 87].

7.3. Prognostic indicator

Several studies evaluated the significance of TTR as a prognostic biomarker and suggested that 
low concentrations may be associated with poor prognosis [88, 89]. Transthyretin was found 
as a prognostic factor for treatment outcomes and/or nutritional status of colon, oesophagus, 
ovarian and lung cancers [90–92]. In these studies, the concentrations of TTR correlated with 
response to treatment and clinical outcomes. Ho et al. [93] reported that low values of TTR 
may serve as prognostic factor for overall survival in cancer patients. However, the interpre-
tation of its values in patients with systemic inflammatory response may be challenging. In 
these conditions, further clinical assessments and laboratory assays may be helpful, including 
markers of inflammation such as C-reactive protein, erythrocyte sedimentation rate or white 
blood cell number.

According to Cheng et al. [94], TTR has also been identified as a significant predictor 
of clinical outcomes after surgical intervention. Therefore, it may be used as part of the 
blood screening completed before surgery to determine pre-surgery health. Low TTR val-
ues before surgery may be associated with an increased risk of complications, including 
infections or pneumonia. Devakonda et al. [88] reported that surgery patients with low 
preoperative TTR values had significantly longer hospital duration of stay and longer 
intensive care unit duration of stay. Moreover, low concentrations of transthyretin were 
associated with higher rates of infectious complications, mortality and other surgical 
complications [95, 96].

8. The usefulness of transthyretin in veterinary medicine

Despite the physiological importance of transthyretin in health and as disease marker, there 
are only a few studies analysing its usefulness in the clinical and laboratory diagnosis of 
diseases in animals. Studies performed in dogs suggested that not only quantitative but also 
qualitative differences exist between human and canine TTR [97]. Transthyretin from dog 
plasma was of lower molecular mass compared to human TTR in samples subjected to sodium 
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dodecyl-polyacrylamide gel electrophoresis with subsequent Western blot analysis [98]. 
Piechotta et al. [99] investigated the serum concentrations of TTR in dogs with nonthyroidal 
illness (including neoplasia, allergy, cardiac disease, gastrointestinal disease, parasitism and 
hepatic disease) and low T4 concentrations compared with those in healthy dogs and dogs 
with primary hypothyroidism. They found significantly decreased serum concentrations of 
TTR in dogs with nonthyroidal illness (24.8 mg/L) compared with its concentration in hypo-
thyroid dogs (41.1 mg/L). On the other hand, significant differences in TTR values were not 
found between hypothyroid and healthy dogs, or between dogs with nonthyroidal illness and 
healthy dogs. In the study presented by Raila et al. [100], low concentration of TTR was found 
in a young dog with chronic renal failure, probably caused by its increased urinary excre-
tion. Changes in the serum concentrations of TTR were observed also in rats during protein-
energy malnutrition [62]. The mean value of transthyretin in healthy pig serum obtained by 
Campbell et al. [54] was 302 ± 8 mg/L, but following Streptococcus suis type 2 infection the 
concentrations markedly decreased. In horses, transthyretin was identified using immunodif-
fusion technique, but the study was performed many years ago [101]. Establishing a quantita-
tive method, such as an enzyme immunoassay, to measure the concentrations of TTR may be 
useful also in horses. In cattle, there are very little published reports about the usefulness of 
transthyretin in the diagnosis of diseases. Our preliminary results suggest lower concentra-
tions of TTR in diarrhoic calves at the age of 1 month compared with healthy animals at the 
same age. Similarly, Mycobacterium avium paratuberculosis seropositive cows showed lower 
TTR values than those obtained in healthy cattle (unpublished data). Chang et al. [102] have 
isolated and sequenced transthyretin not only in humans and other mammalian species but 
also in birds, including emu, chicken, ostrich and pigeon. This study showed that TTR has 
greater than 98% homology and has a very similar binding pattern across species. However, 
additional studies should be done to determine the effect of various diseases on the serum 
concentrations of TTR in animals.

9. Conclusions

Presented data suggest that transthyretin may contribute to the evaluation of health state and 
diagnosis of some diseases also in animals. Changes in serum concentrations of TTR may be 
indicative of inadequate nutrient intake and may serve as an additional diagnostic tool for 
clinicians in the evaluation of some pathological conditions. It may be used as an integral part 
of the overall health assessment or in hospitalized animals to evaluate their nutritional status 
during the treatment and recovery. Low serum TTR concentrations may be considered a sign 
of increased risk of malnutrition, requiring further nutritional assessment.
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Increased serum concentrations of transthyretin are typically associated with chronic renal 
failure, presumably due to the decreased tubular uptake and degradation of RBP [82]. Cano 
[83] stated also that chronic renal failure may result in an increase of serum TTR concentra-
tions, but these elevated TTR values during renal insufficiency are secondary to the lack of 
RBP degradation in renal tubules and to the subsequent increase in TTR. The concentrations 
of TTR may rise also during corticosteroid therapy and administration of anabolic steroids, 
as well as in patients using anti-inflammatory agents [6, 84]. Young et al. [85] found increased 
concentrations of TTR in ill-surgical patients receiving anabolic steroids, which may enhance 
amino acid and water uptake by tissues and increase the utilization of fat. Increased TTR con-
centrations may be seen in acute alcohol intoxication, caused by the leakage of proteins from 
damaged hepatic cells [86]. Transthyretin was shown to be upregulated also in Hodgkin´s 
lymphoma and pancreatic cancer [11, 87].

7.3. Prognostic indicator

Several studies evaluated the significance of TTR as a prognostic biomarker and suggested that 
low concentrations may be associated with poor prognosis [88, 89]. Transthyretin was found 
as a prognostic factor for treatment outcomes and/or nutritional status of colon, oesophagus, 
ovarian and lung cancers [90–92]. In these studies, the concentrations of TTR correlated with 
response to treatment and clinical outcomes. Ho et al. [93] reported that low values of TTR 
may serve as prognostic factor for overall survival in cancer patients. However, the interpre-
tation of its values in patients with systemic inflammatory response may be challenging. In 
these conditions, further clinical assessments and laboratory assays may be helpful, including 
markers of inflammation such as C-reactive protein, erythrocyte sedimentation rate or white 
blood cell number.

According to Cheng et al. [94], TTR has also been identified as a significant predictor 
of clinical outcomes after surgical intervention. Therefore, it may be used as part of the 
blood screening completed before surgery to determine pre-surgery health. Low TTR val-
ues before surgery may be associated with an increased risk of complications, including 
infections or pneumonia. Devakonda et al. [88] reported that surgery patients with low 
preoperative TTR values had significantly longer hospital duration of stay and longer 
intensive care unit duration of stay. Moreover, low concentrations of transthyretin were 
associated with higher rates of infectious complications, mortality and other surgical 
complications [95, 96].

8. The usefulness of transthyretin in veterinary medicine

Despite the physiological importance of transthyretin in health and as disease marker, there 
are only a few studies analysing its usefulness in the clinical and laboratory diagnosis of 
diseases in animals. Studies performed in dogs suggested that not only quantitative but also 
qualitative differences exist between human and canine TTR [97]. Transthyretin from dog 
plasma was of lower molecular mass compared to human TTR in samples subjected to sodium 
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dodecyl-polyacrylamide gel electrophoresis with subsequent Western blot analysis [98]. 
Piechotta et al. [99] investigated the serum concentrations of TTR in dogs with nonthyroidal 
illness (including neoplasia, allergy, cardiac disease, gastrointestinal disease, parasitism and 
hepatic disease) and low T4 concentrations compared with those in healthy dogs and dogs 
with primary hypothyroidism. They found significantly decreased serum concentrations of 
TTR in dogs with nonthyroidal illness (24.8 mg/L) compared with its concentration in hypo-
thyroid dogs (41.1 mg/L). On the other hand, significant differences in TTR values were not 
found between hypothyroid and healthy dogs, or between dogs with nonthyroidal illness and 
healthy dogs. In the study presented by Raila et al. [100], low concentration of TTR was found 
in a young dog with chronic renal failure, probably caused by its increased urinary excre-
tion. Changes in the serum concentrations of TTR were observed also in rats during protein-
energy malnutrition [62]. The mean value of transthyretin in healthy pig serum obtained by 
Campbell et al. [54] was 302 ± 8 mg/L, but following Streptococcus suis type 2 infection the 
concentrations markedly decreased. In horses, transthyretin was identified using immunodif-
fusion technique, but the study was performed many years ago [101]. Establishing a quantita-
tive method, such as an enzyme immunoassay, to measure the concentrations of TTR may be 
useful also in horses. In cattle, there are very little published reports about the usefulness of 
transthyretin in the diagnosis of diseases. Our preliminary results suggest lower concentra-
tions of TTR in diarrhoic calves at the age of 1 month compared with healthy animals at the 
same age. Similarly, Mycobacterium avium paratuberculosis seropositive cows showed lower 
TTR values than those obtained in healthy cattle (unpublished data). Chang et al. [102] have 
isolated and sequenced transthyretin not only in humans and other mammalian species but 
also in birds, including emu, chicken, ostrich and pigeon. This study showed that TTR has 
greater than 98% homology and has a very similar binding pattern across species. However, 
additional studies should be done to determine the effect of various diseases on the serum 
concentrations of TTR in animals.

9. Conclusions

Presented data suggest that transthyretin may contribute to the evaluation of health state and 
diagnosis of some diseases also in animals. Changes in serum concentrations of TTR may be 
indicative of inadequate nutrient intake and may serve as an additional diagnostic tool for 
clinicians in the evaluation of some pathological conditions. It may be used as an integral part 
of the overall health assessment or in hospitalized animals to evaluate their nutritional status 
during the treatment and recovery. Low serum TTR concentrations may be considered a sign 
of increased risk of malnutrition, requiring further nutritional assessment.
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The most recent World Health Organization report revealed that the number of adults 
suffering from diabetes has almost quadrupled since 1980 to 422 million, thus drawing 
attention to the urgent need to step up prevention and treatment of this disease. This 
chronic ailment is often associated with serious complications such as increased risk of 
heart disease, stroke and kidney failure. In 2012 alone, diabetes lead to 1.5 million deaths. 
This dramatic rise is mainly due to the increased prevalence of type 2 diabetes and fac-
tors driving it include overweight and obesity. Novel studies in this area have advanced 
our understanding regarding the complex relationship between diet, gut microbiota 
and diabetes. Despite no clear microbiota signature is associated with diabetes, patients 
harbour a reduction of butyrate-producing species (Faecalibacterium prausnitzii, Roseburia 
intestinalis) as well as an increase in opportunistic pathogens. Furthermore, the func-
tions of the gut microbiome (i.e., vitamin metabolism, transport of sugars, carbohydrate 
metabolism, short chain fatty acid (SCFA) synthesis, etc.) are also different in patients 
with type 2 diabetes, a fact that may significantly alter the course of disease. Diet is 
one of the most decisive factors that have an impact on the gut microbiome. Nutritional 
interventions using prebiotics (i.e., inulin-type fructans), polyphenols and arabinox-
ylans have been employed for the treatment of diabetes. Besides the shifts produced by 
these dietary components in the microbiome composition, it is worth mentioning their 
impact on host physiology through modulation of gut peptide production and glucose 
metabolism. The information presented within this chapter summarizes the most recent 
advances in the study of the microbiome-diet-diabetes interplay and analyses how these 
novel findings can be used in order to establish new therapeutic approaches for those 
with diabetes.
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1. Diabetes: the “silent killer”

Diabetes mellitus (DM) is defined as “a heterogeneous syndrome characterized by a complex 
disorder in regulating the body’s energy metabolism, which also affects the use of carbo-
hydrates, lipids and proteins” [1]. Several processes are involved in the evolution of diabe-
tes pathology ranging from autoimmune pancreatic β cells destruction that induces insulin 
deficiency, up to anomalies, which causes insulin resistance. Increased blood glucose levels 
(≥126 mg/dL), blood glucose at 2 h after 75 g oral glucose (≥200 mg/dL), HbA1c (≥6.5%), or all 
of them characterize diabetes mellitus simultaneously. The American Diabetes Association 
(ADA) has classified diabetes mellitus into several types: (i) type 1 DM (T1D)—character-
ized by the destruction of pancreatic β cells; (ii) type 2 DM (T2D)—characterized by a pro-
gressive deficiency of insulin secretion on a background of pre-existing insulin resistance;  
(iii) gestational DM—diabetes diagnosed during pregnancy; and (iv) other specific types of 
diabetes due to other causes such as genetic defects of β pancreatic cells, genetic defects in the 
action of insulin, diseases of exocrine pancreas, endocrinopathies, diabetes induced by drugs 
or chemicals, etc. Type 1 diabetes (T1D) also known as juvenile diabetes or insulin-depen-
dent diabetes mellitus is a very common autoimmune disorder in children and adolescents, 
and it is caused by the cellular-mediated autoimmune destruction of pancreatic β-cells, lead-
ing to an absolute insulin deficiency, which interferes with glucose metabolism [2]. T1D has 
two variants: (i) type I A is due to the destruction of the pancreatic cells under the influence 
of immune factors, in which case autoantibodies to islet cells can be detected in serum and  
(ii) type I B in which the pancreatic β-cell lysis occurs in the absence of an obvious anti-pan-
creatic mechanism [3]. Patients with this type of diabetes are usually young (under 30 years), 
have normal weight and require continuous insulin administration for survival. T1D symp-
toms are usually present with the onset of hyperglycaemia and include polyphagia, poly-
dipsia, polyuria, weight loss, paraesthesia, recurrent infections and ketoacidosis tendency. 
The T1D prevalence of 1:300 is increasing worldwide, and it represents 5–10% of all diabetes 
mellitus cases [4]. The main cause of T1D is genetic predisposition with the human leucocyte 
antigen (HLA) DR3-DQ2 and DR4-DQ8 haplotypes as the most prevalent variants involved, 
which are common for other autoimmune diseases such as celiac disease [5]. Besides genetic 
predisposition, other factors such as infections, birth delivery mode, diet and the use of anti-
biotics have all been linked to T1D development [6], but the mechanisms linking them to T1D 
development are not clear.

DM type 2 (T2D) comprises a heterogeneous group of conditions characterized by varying 
degrees of insulin resistance or inappropriate insulin secretion and elevated plasma glucose 
(hyperglycaemia). Hyperglycaemia of this type of diabetes is due to genetic or metabolic 
defects of insulin synthesis and/or secretion, which once identified have become particularly 
important in discovering new effective therapeutic means. Pre-diabetes stages (IFG and IGT) 
typically precede T2D [7]. T2D appears at the age of 40 or above and is not associated with 
autoimmune aetiology but with metabolic syndrome involving hypertension, atherosclerotic 
cardiovascular disease, low high density lipoprotein cholesterol (HDLc), high circulating 
level of low density lipoprotein cholesterol (LDLc), decreased fibrinolysis, increased plasma 
lipopolysaccharide (LPS) due to alteration of mucosal permeability, obesity and especially 
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visceral or abdominal type of obesity (visceral fat tissue is more metabolically active than the 
subcutaneous adipose tissue), producing pro-inflammatory adipokines and peripheral insu-
lin resistance. According to the ADA guidelines of 2016: “Standards of medical care in diabe-
tes” (Diabetes Care), the criteria for the diagnosis of T2D refer to: (i) Glucose concentration in 
venous blood (fasting plasma glucose) ≥126 mg/dL (7.0 mmol/L) in at least two consecutive 
determinations, measured after at least 8 h of fasting; (ii) Glucose concentration in venous 
blood 2 h after oral glucose tolerance test—OGTT—(ingestion of 75 g of anhydrous glucose 
dissolved in water) ≥200 mg/dL (11.1 mmol/L); (iii) HbA1C ≥48 mmol/mol determined in the 
medical laboratory by the National Glycohemoglobin Standardization Program (NGSP) and 
standardized by DCCT (Diabetes Control and Complications Trial); and (iv) Glucose con-
centration in venous blood ≥200 mg/dL (11.1 mmol/L) randomly determined in hyperglycae-
mic individuals. Some potential risk factors for T2D are family history and race. Specifically, 
Hispanic, Asian American, or Indian Americans are at greater risk to develop T2D. Age is 
another risk factor worth considering, as individuals who are 40–45 years old or older have 
a greater risk for developing the condition. Diabetic patients have an increased incidence 
of cardiovascular disease, atherosclerosis, peripheral arteriopathy and cerebrovascular dis-
ease. Long-term complications of diabetes include retinopathy with possible loss of vision, 
nephropathy followed in time by renal insufficiency, peripheral neuropathy with risk of leg 
ulceration and amputation. Neuropathy autonomously induces gastrointestinal, genitouri-
nary, cardiovascular and sexual dysfunction. Like most other conditions, the earlier that dia-
betes is detected, the more successfully it can be managed. There is no cure for type 2 diabetes, 
but it can be very well managed if identified early. The latest data released by a group of 
WHO experts provide an alarming prognosis of the diabetes epidemic. It is estimated that by 
2025, there will be 324 million people with diabetes. Thus, the prevalence will increase from 
2.8% (2000) to 4.3% (2025). The T2D epidemic is considered one of the worst in the history 
of humankind. What is alarming, however, is that at the time of T2D diagnosis, a large per-
centage of people already have chronic complications and/or morbid associations. The WHO 
predictions for 2030 place T2D as the seventh cause of death worldwide. Epidemiological 
data revealed an increased prevalence for both obesity and T2D in developed countries, sug-
gesting the role of diet and lifestyle in the pathogenesis of these two diseases [1]. Recently, 
it has been shown that overeating saturated fats and refined sugars can lead to dyslipidemia 
and insulin resistance. Thus, T2D prevalence is directly proportional to the energy intake of 
saturated fatty acids [8]. Currently, type 2 diabetes is most commonly encountered in most 
cases associated with overweight or obesity in adults. WHO classifies obesity grades by 
the formula: Body Mass Index (BMI) = weight/height2 in: (i) Overweight—BMI 25–29.9 kg/
m2; (ii) Grade I obesity—BMI 30–34.9 kg/m2; (iii) Grade II obesity—BMI 35–39.9 kg/m2; and  
(iv) Grade III obesity—BMI > 40 kg/m2. In T2D, the most common type of obesity is the cen-
tral or abdominal type [9]. An increased prevalence of T2D in the predominantly abdominal 
distribution of adipose tissue was reported independent of the degree of obesity [10]. On the 
other hand, there are studies that show that obesity is not sufficient or mandatory for the 
appearance of T2D. In support of this hypothesis, there are several arguments: the presence 
of T2D in a normal weight phenotype, the existence of populations with high prevalence of 
obesity, but the low prevalence of T2D, the predominance of obesity in females, in contrast to 
that of T2D that does not differ between genders and finally data according to which in most 
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populations studied most obese individuals do not have T2D [1]. Cross-sectional studies have 
failed to determine a causal relationship between T2D and obesity or a common factor trig-
gering both diseases, but prospective and longitudinal studies have provided some evidence 
of the direct role of obesity in T2D pathogenesis. Prospective studies on the populations of 
Japan, Sweden and the Pima Indians show that the central distribution of body adiposity is a 
major risk factor for the emergence of T2D, regardless of the degree of obesity [11]. However, 
these studies only suggest that insulin synthesis or deficiency obesity and defects predispose 
to T2D but offer little data on the duration of these anomalies or their interaction [1]. There is 
increasing evidence that adipose tissue has a limited capacity to store the energy surplus [12] 
and that overstressed adipocytes suffer a process of apoptosis or necrosis, precipitating an 
inflammatory response which contribute to the development of insulin resistance [13].

The specificity of obesity in T2D is also the infiltration of adipose tissue with monocytes and acti-
vated macrophages leading to the synthesis of pro-inflammatory cytokines (IL-6 and TNF-α).  
Because of changes induced in the adipose tissue (lipolysis and lipids products), hepatic lipid 
synthesis (especially of very low-density lipoproteins-VLDL and triglycerides) occurs. Due to 
the changes in lipid metabolism, T2D is also characterized by dyslipidemia (elevated triglyc-
erides, LDL-C levels and low HDLc) [14].

2. The gut microbiota-evolution, composition and functions

The gut microbiota is a dynamic system composed of tens of trillions of microorganisms, 
which carry out essential functions for the human host. The first composition of the micro-
biota is acquired at birth when microorganisms from the mother and the environment rap-
idly colonize the neonatal gastrointestinal tract. Thus, the delivery mode is a keystone factor 
which determines whether the newborn is colonized by Lactobacillus, Prevotella or Sneathia 
spp. from the birth canal or by Staphylococcus sp. and Propionibacterium spp. coming from the 
skin of the mother and other participants in the caesarean section [15].

Subsequently birth, diet becomes the main modulator of the microbiota composition. In line 
with this, breastfeeding babies harbour a distinct microbiota from formula-fed babies. While 
breastfeeding enhances the prevalence of lactic acid bacteria, infant formulas promote the 
enrichments of species like Staphylococcus aureus and Bacteroides spp. Until 3 years of age, the 
microbiota is highly influenced by diet and disease and, in time, its composition becomes very 
similar to one of the adults [16]. At around 7 years old, 90% of the microbiota is composed 
of bacteria from the phyla Bacteroidetes and Firmicutes, while the remaining 10% is made of 
Proteobacteria, Tenericutes and Cyanobacteria [17]. A study by Arumugam et al. proposed the 
existence of three gut enterotypes for the entire world population: Bacteroides, Rumincoccus and 
Prevotella [18]. Furthermore, these enterotypes were linked to dietary patterns [19]. For instance, 
the Prevotella enterotype was found to be more prevalent in case of individuals that had a diet 
rich in fibre and low in fat, whereas the Bacteroides enterotype was characteristic for people 
eating a diet dominated by animal fat and protein. In addition, recent studies have investi-
gated school-age children from different regions of the world and highlighted the role of age, 
diet, geographical localization and traditions in shaping the microbiota. Children from Mexico, 
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Indonesia, Thailand and Malawi have a diet with a low level of animal protein and fat and a high 
content of plant polysaccharides and fibre, which translate into a microbiota rich in Prevotella. 
Conversely, children from Japan, the United States, Italy and China have a Western diet rich in 
fat, animal protein and low in fibre and thus have a microbiota dominated by Bacteroides [17]. 
However, the enterotype hypothesis was recently challenged by Knights et al. who showed that 
enterotypes can vary widely and continuously over time within an individual [20].

The gastrointestinal (GI) tract of a healthy host is home to 102 microbial cells within the stomach 
into the duodenum and jejunum, whereas the distal ileum harbours around 108 microbial cells. 
However, the highest microbial level (around 1012 cells) resides in the highly anaerobic environ-
ment of the colon. Since most of these microbes are not cultivatable, the advent of culture-inde-
pendent sequencing has provided a valuable insight into the composition of the microbiota in 
health and disease conditions. Despite the large volume of data generated by sequencing technol-
ogies, our understanding of the functional properties of these microorganisms comes from germ-
free animals. Thus, animals, which were born and reared under sterile conditions, have provided 
strong evidence regarding the role of microbiota in shaping immunity, host metabolism and even 
social development. Unlike animals reared under specific pathogen-free (SPF) conditions, germ-
free animals were shown to have a defective development of the immune system with impaired 
development of the gut-associated lymphoid tissue, with fewer and smaller Peyer’s patches [21].

3. The immunity-diet-microbiota interplay in type 1 diabetes

The microbiota modulates the immune response of the host even before birth as suggested 
by the fact that the intrauterine environment is not completely sterile. Indeed, there is evi-
dence that the placenta harbours a low-abundance commensal microbiota similar to the oral 
microbiota [22]. Thus, the foetus is exposed to antigens against which it has to develop immu-
nological tolerance. Following birth, diet represents the crucial factor guiding microbiota 
composition as well as immunity. Dietary antigens correlated with T1D are modulated by 
feeding regimens (breast milk vs infant formula) and the introduction of solid foods (particu-
larly of wheat). While infant formula has been historically associated with T1D, breast milk 
has beneficial immunomodulatory effects in the neonatal gut. Within this line of thought, 
studies in mice showed that sIgA transferred passively in breast milk promotes gut homeo-
stasis and prevents bacterial translocation [23].

Studies in Finnish and American children revealed that fat and protein intake from milk 
products promote a risk of advanced β-cell autoimmunity and consequently progression to 
T1D [24]. Patients with T1D and latent autoimmune diabetes of adults were shown to have 
elevated titres of anti-β-casein antibodies. Several bovine β-casein variants have a Pro-Gly-
Pro-Ile-Pro motif in their sequence, which is also present in the glucose transporter GLUT2. 
Hence, a plausible explanation for pancreatic damage is a cross reactivity of the immune 
system initially targeted against the dietary antigen in milk.

T1D is similar in terms of its genetic HLA-associated risk with celiac disease and T1D children 
have an altered T-cell reactivity against wheat antigens in the gut [25]. Consequently, diets 
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high in gluten are considered an important culprit for microbiota changes and T1D develop-
ment [26]. Thus, introduction of gluten-containing foods between 3 and 7 months of age can 
significantly decrease the risk of T1D autoimmunity [27].

Gluten is a well-known trigger for celiac disease and recently for T1D due to its effects on gut 
permeability. As a consequence of the impaired gut barrier, gliadin peptides move across the 
epithelium into the lamina propria where they are detected by dendritic cells. Dendritic cells 
recognize gliadin peptides and migrate to other sites including the pancreatic lymph nodes 
where they activate autoreactive T cells [27].

4. The microbiota in type 1 diabetes

The involvement of the intestinal microbiota in the pathophysiology of T1D was highlighted 
by several animal studies. Valuable insights into the role of microbiota in diabetes pathogen-
esis were obtained using diabetes prone animals, specifically non-obese diabetic (NOD) mice 
and bio-breeding diabetes prone (BB-DP) rats.

Initial studies showed that NOD mice with chronic viral infection were characterized by a 
lower diabetes incidence [28]. Mycobacteria infection and stimulation with bacterial antigens 
lowered the incidence of diabetes development in NOD mice suggesting that a germ-free 
niche augments the risk of diabetes development [29]. However, this is not the case since 
recent studies suggested that rather certain microbes (i.e., Bacillus cereus) were modulating the 
risk of diabetes development [30].

Within a study by Brugman et al., the use of BB-DP rats and fluorescence in situ hybridization 
targeted against the 16S rRNA of Clostridium, Lactobacillus and Bacteroides showed that rats 
that developed diabetes harboured higher levels of Bacteroides [31]. Further investigations 
revealed that BB-DP rats had a microbiota with lower levels of Lactobacillus and Bifidobacterium 
when compared to diabetes-free rats. More recently, Patterson et al. used the streptozocin 
(STZ)-induced T1D rat model to offer information regarding diabetes onset and progression 
in terms of microbial shifts [32].Thus, T1D was linked to a shift in the Bacteroidetes:Firmicutes 
ratio, whereas later T1D progression was characterized by an enrichment of lactic acid bacte-
ria (i.e., Lactobacillus, Bifidobacterium). In addition, STZ-induced T1D rats exhibited a reduced 
microbial diversity 1 week after disease onset, and this diminished diversity was maintained 
throughout the study.

Importantly, the integrity of the intestinal epithelium plays a pivotal role in the functioning of 
the immune system by regulating the passage of antigens to dendritic cells. A compromised 
barrier epithelium is associated with increased gut permeability, which favours the exposure 
to antigens and may subsequently lead to autoimmunity. T1D prone rats were shown to have 
increased gut permeability and diminished levels of the tight junction protein claudin [33]. 
Furthermore, upregulation of the protein zonulin which regulates tight junctions increased 
intestinal permeability and the prevalence of diabetes in BB-DP rats [34]. Within this line of 
thought, a study using the BB-DP rat model hypothesized that administration of Lactobacillus 
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johnsonii N6.2 delayed diabetes development via regulation of gut integrity, specifically by 
increasing the tight junction protein claudin-1 [35].

MyD88 is an adapter protein downstream of multiple toll-like receptors involved in sensing of 
microorganisms. The knock out of this protein in the NOD mouse was shown to protect against 
diabetes. Importantly, heterozygous MyD88KO/+ NOD mice, which normally develop dis-
ease, are protected from diabetes when colonized from birth with the intestinal microbiota of a 
MyD88-KO NOD donor mouse [36]. Thus, disease progression in the NOD mouse is partially 
determined by an exacerbated innate immune response to commensal microbiota, and changes 
in the composition of the microbiota may diminish this response and counteract disease.

Considerable effort has been made in the last years in order to provide more information 
regarding the composition of the diabetogenic microbiota in humans. As expected, the pat-
tern of bacterial abundance is distinct between different studies due to variations caused by 
ethnicity, geography and age. Despite these variations, all studies have shown Bacteroides 
as a main driver for T1D-associated dysbiosis. Indeed, there is a direct relation between the 
abundance of Bacteroides and T1D-associated autoantibodies [37, 38]. However, another study 
found no difference in Bacteroides levels when analysing children with anti-islet cell autoim-
munity versus healthy controls [39].

Dysbiosis was linked to autoimmunity and subsequent progression to T1D. Importantly, the 
appearance of β-cell autoimmunity precedes the onset of hyperglycemia for over 15 years 
[40]. Therefore, targeting the microbiota could potentially postpone T1D development in chil-
dren with β-cell autoimmunity.

Recently, Kostic et al. highlighted specific features of the T1D microbiome [38]. The study 
investigated 33 infants from Finland and Estonia who were genetically predisposed to dia-
betes and observed a relative 25% reduction in alpha-diversity in T1D patients compared 
to non-converters and seroconverters (positive for at least two of the autoantibodies anal-
ysed including insulin autoantibodies, islet cell antibodies, islet antigen-2 antibodies and glu-
tamic acid carboxylase antibodies). Microbiota shifts were evident in T1D children but not in 
the seroconverters without disease. T1D subjects were shown to harbour an enrichment of 
“pathobionts that is of commensal bacteria able to become pathogens such as Rikenellaceae, 
Blautia and the Ruminococcus and Streptococcus genera.” Furthermore, the authors observed a 
depletion of bacteria such as Lachnospiraceae and Veillonellaceae, which are commonly under 
abundant in inflammatory conditions (Figure 1).

A healthy gut microbiota is enriched with butyrate producers (i.e., Faecalibacterium) which 
determine elevated production of mucin and increased tight junction assembly which all 
determine an elevated epithelial integrity (Figure 1). A niche with high mucin production 
favours the enrichment of mucin degrading bacteria such as Akkermansia muciniphila. T1D 
subjects were reported to be colonized by lower levels of butyrate producing microorganisms 
such as Roseburia and Faecalibacterium and of mucin degrading bacteria such as Akkermansia 
and Prevotella [37, 41, 42]. In addition, the Bacteroidete: Firmicutes ratio was proposed as an 
early marker for autoimmune diseases since a higher level of Bacteroidetes was evident in 
children who developed T1D [43].
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5. Diet and type 2 diabetes

Food intake has been strongly associated to diabetes and obesity not only in terms of 
quantity but also in terms of quality of diet. The food shortage and famine during the 
two World Wars has significantly decreased the diabetes mortality in countries around 
Europe. However, in countries like the United States of America and Japan, where there 
was no shortage of food, there was no change in diabetes mortality [44]. Almost two 
decades ago, the role of diet in T2D was suggested by the observation that diabetes was 
prevalent among rich people who had an easier access to food such as refined sugar, 
flour and oil [45]. While in the past it was considered a disease of the rich, nowadays T2D 
is more prevalent among those with a lower income. Many studies have shown a strong 
correlation between high intake of sugars and development of T2D. A study by Ludwig 
et al. analysed 500 ethnically diverse children for a period of 19 months and reported that 
the frequency of obesity increased for each additional serving of carbonated soft drinks 
consumed [46]. Several prospective studies revealed link between fat intake and subse-
quent risk of developing T2DM. A diabetes study involving more than a thousand sub-
jects without a prior diagnosis of diabetes which were investigated for a period of 4 years 
reported a relationship among T2D, impaired glucose tolerance and fat intake [47, 48]. 
The high levels of fructose corn syrup used for the manufacturing soft drinks increase 
the blood glucose levels and the body mass index, thus suggesting that the intake of soft 

Figure 1. The microbiota in type 1 diabetes. Individuals with type 1 diabetes have an impaired gut barrier function 
with a thinner mucus layer and increased intestinal permeability. Their microbiota is enriched in Bacteroides, Blautia, 
Streptococcus and Rikenellaceae but low in butyrate producers such as Faecalibacterium prausnitzii and mucin degraders 
such as Akkermansia muciniphila.
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drinks is linked with obesity and T2D [49]. In addition, diet soft drinks were reported to 
contain glycated chemicals, which significantly enhance insulin resistance [50]. Whereas 
high consumption of sweets, red meat and fried foods lead to an increased risk of insu-
lin resistance and T2DM [51], a diet rich in fruits and vegetables may prevent disease 
development [52]. In addition, interventional studies revealed that high carbohydrate 
and high monounsaturated fat diets improved insulin sensitivity [53], whereas increased 
intake of white rice leads to an increased risk of T2D in Japanese women [54].

6. Popular diets and their impact on the microbiota

The most popular diets include omnivore, vegetarian, gluten-free, vegan, Western and 
Mediterranean. All of these dietary regimes have been studied regarding their role in shap-
ing the microbiota. A gluten-free diet was associated with a decrease in Bifidobacterium and 
Lactobacillus, while populations of pathobionts (potentially unhealthy microbes), such as 
Escherichia coli and total Enterobacteriaceae, increased in parallel to reductions in polysaccha-
ride intake after beginning the diet [55]. In another study by Bonder et al., a short-term gluten-
free diet lead to reductions in Ruminococcus bromii and Roseburia faecis and an increase in 
Victivallaceae and Clostridiaceae [56].

The Western diet which is low in fibre but high in animal protein and fat was associated with 
a decrease in the total bacterial load and with lower levels of beneficial commensals such as 
Bifidobacterium and Eubacterium sp. [19, 57]. Importantly, consumption of a Western diet has 
also been linked with the generation of cancer-promoting nitrosamines [58]. Both vegan and 
vegetarian diets are high in fermentable plant-based foods. When comparing a vegan or a 
vegetarian diet to an omnivorous diet, it was reported that vegan and vegetarian individuals 
had lower abundance of Bacteroides and Bifidobacterium species [59].

The traditional Mediterranean diet consists of vegetables, olive oil, cereals, legumes, nuts, moder-
ate consumption of poultry, fish and wine and a low consumption of dairy products, red meat 
and refined sugars [60]. Among the different diets, the Mediterranean diet is regarded as a healthy 
balanced diet due to its beneficial content of monounsaturated and polyunsaturated fatty acids, 
elevated vegetable protein content and high levels of antioxidants and fibre. The Mediterranean 
diet was associated with a high abundance of Lactobacillus, Bifidobacterium and Prevotella, and 
a decrease in Clostridium [61]. Furthermore, those consuming a Mediterranean diet exhibited 
increased levels of short chain fatty acids (SCFAs) and low urinary trim ethylamine oxide, which 
is associated with elevated cardiovascular risk [62]. The effects mediated by the Mediterranean 
diet include weight loss, improvement of the lipid profile and the decrease of inflammation.

7. Diet-microbiota interactions shape the risk of type 2 diabetes

Diet represents the main modulator of the composition and metabolism of the gut micro-
biota. The main macronutrients represented by proteins, carbohydrates and fats have a 
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crucial impact on the microbiome. The role of dietary protein in shaping the microbiota 
has been described since 1977 when individuals who consumed a diet rich in beef har-
boured elevated levels of Bacteroides and Clostridia and low levels of Bifidobacterium ado-
lescentis compared to those who had a meatless diet [63]. Several studies have recently 
used different forms of protein  including vegetarian pea protein, whey protein and ani-
mal protein (meats, eggs and cheese) and correlated protein consumption with microbial 
diversity [61]. Conversely, the consumption of animal-based protein positively correlated 
with the abundance of bile-tolerant anaerobes such as Alistipes, Bacteroides and Bilophila 
[64]. Even though it may promote a greater weight loss, a protein-rich diet can also be 
detrimental. Thus, individuals on a high protein/low carbohydrate diet had a microbiota 
with diminished levels of Roseburia and Eubacterium rectale and low levels of butyrate in 
their feces [65]. Similarly, patients with inflammatory bowel disease (IBD) had a similar 
microbiota signature, with low levels of Roseburia and decreased butyrate levels [66]. In 
addition, elevated intake of red meat has been linked to elevated levels of the proathero-
genic trimethylamine-N-oxide (TMAO) [62]. Animal studies have shown that high protein 
consumption increases the levels of insulin-like growth factor 1 (IGF-1), which are known 
to be correlated with a high risk of diabetes and overall mortality. Indeed, proteins of veg-
etarian origin have been linked to a lower mortality in comparison with animal-derived 
proteins [67].

In addition to high protein content, animal-based diets are also high in fat. The well-known 
Western diet, which is nowadays the main culprit for obesity and diabetes development, is 
high in saturated and trans fats and low in mono and polyunsaturated fats [61]. While con-
sumption of high saturated and trans fat diets increases cholesterol levels and is associated 
with a risk of cardiovascular disease, mono and polyunsaturated fats decrease the risk of 
chronic disease [68]. Human studies have revealed that a high-fat diet increases the abun-
dance of total anaerobic microorganisms and the levels of Bacteroides as well [19, 57]. The 
consumption of different types of fat has different effects on the microbiome. Consumption 
of a low fat diet promotes the overabundance of Bifidobacterium and leads to a reduction 
of fasting glucose and total cholesterol. Conversely, a high saturated fat diet determined 
the establishment of a microbiota enriched in Faecalibacterium prausnitzii, and a diet high in 
monounsaturated fat was correlated to a reduced total bacterial load and reduced choles-
terol [69].

Animal studies revealed that a high fat diet promotes a microbiota with less Lactobacillus 
intestinalis and with more Clostridiales, Bacteroides and Enterobacteriales. In addition, the 
abundance of L. intestinalis was negatively correlated with fat mass and body weight [70]. 
Studies in mice compared the effects of different type of lipids on the microbiota. Thus, 
lard-fed mice harboured elevated Bacteroides and Bilophila whereas mice fed with fish oil 
had increased lactic acid bacteria (Lactobacillus and Streptococcus), increased Verrucomicrobia 
(A. muciniphila) and Actinobacteria (Bifidobacterium and Adlercreutzia). In addition, lard-fed 
mice had white adipose tissue inflammation and impaired insulin sensitivity compared to 
fish oil-fed mice [71].

Pathophysiology - Altered Physiological States78

Among all the dietary macronutrients, carbohydrates are the most studied. Based on 
their ability to be degraded enzymatically in the small intestine, carbohydrates are either 
digestible (i.e., starch and sugars including glucose, lactose, fructose and sucrose) or non-
digestible (resistant starch and fibre). Upon degradation, digestible carbohydrates release 
glucose into the bloodstream and lead to an insulin response [61]. Humans who were fed 
high levels of glucose, fructose and sucrose in the form of dates had a microbiota enriched 
in Bifidobacteria, and low in Bacteroides [72, 73]. Moreover, the addition of lactose to the 
aforementioned diet replicated the same bacterial shifts but it also decreased the levels of 
Clostridia species [74].

Recently, a subject of debate in the field of carbohydrates and their role in shaping the micro-
biota is represented by the use of artificial sweeteners. Artificial sweeteners such as saccharin, 
sucralose and aspartame were intended to be a healthier, no-calorie food additive for replacing 
natural sugar. However, recent work by Suez et al. showed that artificial sweeteners are more 
prone to induce glucose intolerance than consumption of sucrose or glucose. The effects exhib-
ited by artificial sweeteners were attributed to the induction of microbiota changes character-
ized by increased abundance of Bacteroides and decreased Lactobacillus reuteri [75]. Conversely, 
the use of natural sugars such as fructose, sucrose and glucose promoted microbiota shifts 
exactly opposed the ones induced by the use of artificial sweeteners.

Unlike digestible carbohydrates, non-indigestible carbohydrates are not digested in the 
small bowel but rather reach the colon where they undergo fermentation by commensal 
microbiota leading to SCFAs production such as butyrate, propionate and acetate. Butyrate 
is an important energy source for intestinal epithelial cells and a modulator of enterocyte 
differentiation, proliferation and restitution. Loss of microbial producers of SCFA can alter 
the communication between host epithelium and resident bacteria, thus contributing to the 
development of colitis. For instance, F. prausnitz ii is depleted not only in IBD patients [66] 
but also in diabetics.

Dietary fibres are essential for intestinal health and have been designated as prebiotics, that 
is non-digestible dietary constituents that benefit host health via selective stimulation of the 
growth and/or activity of certain microorganisms [76]. Prebiotics can originate from a mul-
titude of sources including inulins, unrefined wheat, unrefined barley, raw oats, soybeans 
and non-digestible oligosaccharides such as fructooligosaccharides (FOS), galactooligosac-
charides (GOS), fructans, polydextrose, xylooligosaccharides(XOS) and arabinooligosaccha-
rides (AOS) [77]. A low fibre diet has been associated with a reduced bacterial abundance 
[78] and high consumption of these non-digestible carbohydrates resulted in an increase in 
microbiota gene richness in obese patients [79]. Many studies revealed that a diet rich in 
non-digestible carbohydrates targets the microbiota by increasing probiotic bacteria such 
as bifidobacteria and lactic acid bacteria. Indeed, diets rich in whole grain and wheat bran 
led to an increase of intestinal Bifidobacteria and Lactobacilli [80, 81]. FOS-, polydextrose- 
and AOS-based prebiotics were shown to reduce Clostridium and Enterococcus species. In 
addition, resistant starch and whole grain barley increased the abundance of Ruminococcus,  
E. rectale and Roseburia [61].
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8. The microbiota in type 2 diabetes

Genetics, lifestyle and increased bodyweight all contribute to the development of type 2 dia-
betes. Around 80% of individuals with T2D are overweight thus suggesting an important 
role of diet and microbiota in the pathophysiology of this disease. The link between micro-
biota and T2D first became evident in studies on germ-free mice. Thus, colonization of germ-
free animals with microbiota harvested from conventionally raised mice lead to a significant 
increase in body fat and insulin resistance [82]. A following study showed that germ-free mice 
were resistant to diet-induced obesity [83].

Subsequently, several studies have documented the microbiota shifts associated with 
T2D. After analysing a cohort of Chinese patients with T2D, Qin et al. showed that the 
diabetic microbiome is low in butyrate-producing bacteria such as Clostridiales sp., F. 
prausnitzii, Roseburia intestinalis and E. rectal [84]. Moreover, the T2D intestinal niche con-
tained opportunistic pathogens including the sulfate-reducing Desulfovibrio, Bacteroides 
caccae and E. coli. In line with these findings, a study in Scandinavian post-menopausal 
women revealed decreased levels of F. praunitzii and R. intestinalis in T2D compared 
with individuals having impaired glucose tolerance. In addition, both Chinese and 
Scandinavian T2D cohorts exhibited elevated Lactobacillus levels. Obesity and impaired 
glucose metabolism were reported to have an altered ratio between Bacteroidetes and 
Firmicutes [85]; however, neither the Chinese nor the Scandinavian study found this 
microbiota change.

The Chinese study revealed an increase of E. coli in T2D patients and another Danish study 
showed that Proteobacteria levels were elevated in T2D [86]. These Gram-negative bacte-
ria could potentially be involved in the pathophysiology of T2D. Specifically, the lipopoly-
saccharides (LPS) released by these bacteria could promote a subclinical proinflammation, 
which is typical to both diabetes and obesity. Recent studies revealed that T2D is character-
ized by elevated endotoxemia. Indeed, mice receiving high fat (HF) diet until they developed 
diabetes had endotoxemia, increased intestinal permeability and a distinct microbiots [87]. 
In addition, the term of metabolic infection has emerged in order to describe the role of 
the microbiome in endotoxemia-associated inflammation together with insulin resistance in 
T2D. Endotoxin of microbial origin could play a role in the insulin resistance associated with 
T2D since blood levels of bacterial DNA (mostly Proteobacteria) were shown to be increased 
in prediabetes.

One caveat of the currently available human studies is the lack of information regarding the 
role of antidiabetic medication in altering the microbiota. The first-line drug of choice for type 
2 diabetes treatment is represented by metformin. In the Swedish study, the diabetic patients 
received metformin treatment and their microbiota was enriched in Enterobacteriaceae and 
had low levels of Eubacterium and Clostridium. In mice-fed a high-fat diet, metformin was 
shown to affect both the host glucose metabolism as well as the microbiota by increasing 
the levels of Akkermansia [88]. Recently, metformin treatment has also been shown to alter 
the microbiota composition in T2D patients by increasing Escherichia sp. and decreasing the 
abundance of Intestinibacter sp. (Figure 2) [89].
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9. Probiotic interventions

Due to their anti-inflammatory, hypoglycaemic, insulinotropic, antioxidative and satietogenis 
properties, probiotics can be employed as a treatment for T2D. The insulinotropic effect of genet-
ically engineered Escherichia coli Nissle 1917 for GLP-1 was investigated in Caco-2 cells; it was 
observed that the probiotic strain stimulated the epithelial cells leading to the secretion of insu-
lin corresponding to blood insulin concentration of 164 pmol/ml to 164 nmol/ml [90]. In addi-
tion, Paszti-Gere et al. reported that oxidative stress causing damage to insulin-secreting ß-cells 
was counteracted by metabolites of Lactobacillus plantarum 2142. Specifically, the spent culture 
supernatant of L. plantarum 2142 decreased the oxidative stress-induced overexpression of pro-
inflammatory cytokines IL-8 and TNF-α in IPEC-J2 cell line [91]. The multiple mechanisms of 
probiotics in T2D treatment have emerged from studies by using animal models. Oral adminis-
tration (0.05%) or diet supplementation (0.1%) of heat-killed L. casei in different mouse models 
including KK-Ay mice, NOD mice and Alloxan-induced diabetic mice reduced the plasma glu-
cose level and diabetes development [92, 93]. Feeding neonatal STZ-induced diabetic (n-STZ) 
rats with a diet containing Lactobacillus rhamnosus GG for a period of 9 weeks determined a lower 
blood haemoglobin level and an improved glucose tolerance in comparison to the control group 

Figure 2. The microbiota in type 2 diabetes. Overweight and obese individuals consuming an unhealthy diet such a 
Western diet are prone to develop type 2 diabetes. While healthy individuals consuming a balanced diet with a high 
content of monounsaturated and polyunsaturated fatty acids, elevated vegetable protein content, and high levels of 
antioxidants and fibre harbour a microbiota rich in R. intestinalis, F. prausnitz ii, E. rectale, Lactobacillus sp. and Clostridiales, 
individuals with type 2 diabetes have a microbiota characterized by higher levels of Desulfovibrio sp., Bacteroides sp. and 
Intestinibacter sp.
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Figure 2. The microbiota in type 2 diabetes. Overweight and obese individuals consuming an unhealthy diet such a 
Western diet are prone to develop type 2 diabetes. While healthy individuals consuming a balanced diet with a high 
content of monounsaturated and polyunsaturated fatty acids, elevated vegetable protein content, and high levels of 
antioxidants and fibre harbour a microbiota rich in R. intestinalis, F. prausnitz ii, E. rectale, Lactobacillus sp. and Clostridiales, 
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receiving a conventional diet. The L. rhamnosus GG treatment group had a serum insulin level 
significantly higher than the control group at 30 min after glucose loading [94]. Furthermore, 
feeding VSL#3 lowered β-cell destruction and inflammation in NOD mice, and this effect was 
accompanied by increased IL-10 secretion in pancreas, Peyer’s patches and spleen. In a sepa-
rate study, the feeding of a probiotic containing Lactobacillus acidophilus NCDC14 and L. casei 
NCDC19 significantly lowered free fatty acids, the blood glucose and glycosylated haemoglo-
bin, and trigycerides in fructose-induced diabetic rats [95]. The feeding of the same probiotic 
to STZ-induced rats suppressed the STZ-induced oxidative damage in pancreatic tissues by 
inhibiting lipid peroxidation, generation of nitric oxide and improved the antioxidant potential 
of glutathione, superoxide dismutase, and catalase and glutathione peroxidase. These data sug-
gest that oral administration of the probiotic significantly ameliorated the risk factors such as 
dyslipidemia, hyperglycemia and oxidative stress in diabetic rats [96]. Probiotic pre-treatment 
with a mixture containing Bifidobacterium lactis, L. acidophilus and L. rhamnosus lowered the 
blood glucose and improved the bioavailability of gliclazide, a second-generation sulphonyl-
urea used for treating non-insulin dependent diabetes mellitus T2D in alloxan induced diabetic 
rats [97]. The antidiabetic effects against insulin resistance of different probiotics can also be due 
to increased liver natural killer T (NKT) cells. NKT cells are involved in regulating the inflam-
matory process in the liver which is the main organ responsible for inflammation-mediated 
insulin resistance. Depletion of liver NKT enhanced the production of pro-inflammatory cyto-
kines, and HFD was known to induce depletion of hepatic NKT cells leading to insulin resis-
tance. HFD-induced depletion of NKT cells in male C57BL-6 mice was significantly improved 
by administration of the VSL#3 probiotic. This probiotic treatment also leads to weight loss, and 
improved insulin resistance and inflammation by modulating TNF-α expression and reducing 
NF-kB binding activity [98]. Treatment with L. plantarum DSM 15313 and L. reuteri GMNL-263 
was reported to lower the blood glucose and glycosylated haemoglobin, in HFD-fed C57BL/6 J 
mice and STZ-induced diabetic rats [99, 100]. DCs from NOD mice were stimulated with three 
different strains of lactobacilli including L. casei, L. reuteri and L. plantarum for a period of 24 h. 
Out of the strains tested, L. casei was found to induce DCs to generate the highest level of IL-10 
and the lowest level of IL-12 expression. When the L. casei-stimulated DCs were transferred to 
NOD mice, they showed a significant delay in diabetes incidence [101]. Bifidobacterium longum 
CGMCC NO. 2107 added as a supplemed in HFD was shown to reduce the metabolic endo-
toxin (LPS) plasma concentrations and to improve intestinal inflammation [102]. Amar et al. 
analysed the effect probiotic treatment has on mucosal dysbiosis, bacterial translocation and 
glucose metabolism [103]. The results obtained revealed that the bacterial translocation was pre-
vented in mice lacking the microbial pattern recognition receptors Nod1 or CD14. Nevertheless, 
it was increased in Myd88 deficient mice and ob/ob mouse under the same conditions. In addi-
tion, the administration of Bifidobacterium animalis subsp. lactis 420 reduced the bacterial trans-
location to mesenteric adipose tissue, decreasing the expression of major pro-inflammatory 
cytokines TNF-a, IL-1b and IL-6 in mesenteric adipose tissue, liver and muscle. In addition, 
 B. animalis subsp. lactis 420 also improved the insulin sensitivity and fasting hyperinsulinaemia 
in HFD fed mice [103].

Since there are a few reports in this area, the knowledge regarding the efficacy of probiotic 
administration in diabetic human subjects is quite limited. Consumption of probiotic yoghurt 
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was shown to improve the antioxidant status and lipid profile in T2D patients. Several ran-
domized, double blind, placebo-controlled clinical trials evaluated the effects of probiotic 
administration on antioxidant status, blood glucose and lipid profile in T2D. The patients with 
T2D mellitus enrolled in these studies were divided into two groups: the probiotic interven-
tion group consumed 300 g/d of probiotic yoghurt containing 106 cfu/mL L. acidophilus La5 and  
106 cfu/mL B. lactis Bb12, whereas the control group consumed 300 g/d of conventional yoghurt 
during a period of 6 weeks. The probiotic treatment cohort exhibited a significant decrease in 
fasting blood glucose as well as an increase in the activities of the erythrocyte superoxide dis-
mutase and glutathione peroxidase. In addition, the total cholesterol: high-density lipoprotein 
(HDL)-C and LDL-C: HDL-C ratios were decreased in the probiotic-treated patients compared 
to the control [104, 105]. Another randomized, double-blind, placebo-controlled study was per-
formed on 20 elderly diabetic volunteers aged 50–60 years, over for a period of 30 days to study 
the effect of a symbiotic drink (a preparation with a combination of both probiotics and pre-
biotics) on glycaemia and cholesterol levels. The symbiotic group that consumed 108 cfu/mL 
Bifidobacterium bifidum, 108 cfu/mL of L. acidophilus, and 2 g oligofructose harboured a signifi-
cantly increased HDL cholesterol, and a decrease in fasting glycemia but, importantly, no sig-
nificant changes were observed in the placebo group [106]. Recently, in a study by Shao et al., 
67 diabetic patients with gastrointestinal cancer were randomized into the probiotic treatment 
group (33 patients receiving enteral nutrition with probiotics, glutamine and fish oil) and the 
control group (34 patients receiving regular enteral nutrition). Fasting blood glucose and insu-
lin were recorded on the day before surgery and post-operative days 3 and 7. Insulin resistance 
index (HOMA-IR) was calculated as well by using the homeostasis model assessment (HOMA) 
for both groups, and the supplementary data on incidence of nosocomial infections, intestinal 
function recovery time and length of hospitalization were also recorded [107].

The enteral nutrition with probiotics, glutathione and fish oil was associated with a low fast-
ing insulin and insulin resistance index compared to the control group. The length of hospital 
stay was significantly decreased from 21 to 17 days in the treatment group. Nevertheless, no 
significant differences in nosocomial infection and intestinal function recovery were observed 
between the two groups. The role of maternal probiotic-supplemented dietary counseling 
during pregnancy on colostrum adiponectin concentration in neonatal nutrition, metabolism 
and immunity was analysed in a randomized, placebo-controlled study by Luoto et al. [108]. 
Specifically, 256 pregnant women were randomized into three groups: dietary intervention 
with probiotics (diet/ L. rhamnosus GG and B. lactis), with placebo (diet/placebo) and a con-
trol cohort (control/placebo). Dietary intake was analysed by food records at each pregnancy 
trimester, and subsequently colostrum samples were collected after birth for the analysis of 
adiponectin concentration. An improved adiponectin concentration is a parameter of neona-
tal metabolic homeostasis and is also an indicator of reduced chances of gestational diabetes. 
Probiotic treatment increased the colostrum adiponectin concentration compared to the con-
trol (12.7 ng/ml vs. 10.2 ng/ml). Nevertheless, other studies state that probiotic use does not 
provide a benefit for the diabetic host. For instance, a randomized, double-blinded clinical 
trial using the commercial probiotic L. acidophilus NCFM in a group of 45 men for a timeframe 
of 4 weeks revealed that there were no changes in the expression of baseline inflammatory 
markers and in the systemic inflammatory response following probiotic treatment [109].
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10. Prebiotics: a useful tool for the management of diabetes

Prebiotics were initially defined as “a non-digestible food ingredient that beneficially affects 
the host by selectively stimulating the growth and/or activity of one or a limited number of 
bacteria in the colon, and thus improves host health” [110]. Later, prebiotics were designated 
as selectively fermented ingredients that allow certain changes in the composition and/or 
activity of the gastrointestinal microbiota that confer benefits upon host well-being and health 
[111]. Prebiotic substances need to meet certain criteria such as: (i) fermentation by the com-
mensal microbiota; (ii) selective stimulation of the growth and/or activity of probiotic bacteria; 
and (iii) resistance to gastric pH, hydrolysis by the host enzymes and gastrointestinal absorp-
tion [112]. The currently known prebiotics which achieve the aforementioned criteria include 
non-digestible carbohydrates, fructooligosaccharides, galactooligosaccharides and lactulose. 
Prebiotics, such as fructooligosaccharides and inulin, undergo digestion by probiotics such 
as bifidobacteria and stimulate their growth [113, 114]. Besides their involvement in stimulat-
ing the expansion of probiotics, prebiotics also stimulate immunity, inhibit pathogen growth 
and produce vitamins. In addition, prebiotics were suggested to promote cell differentiation, 
cell-cycle arrest and apoptosis of transformed colonocytes by epigenetic modifications and by 
decreasing the transformation of bile acids [110]. Prebiotics administration may have a regula-
tory role in modulating endogenous metabolism since the SCFAs obtained as an end product 
of the carbohydrate metabolism improve glucose tolerance. SCFAs also decrease glucagon lev-
els and activate glucagon-like peptide1 (GLP-1), which can stimulate the elevation of insulin 
production and elevate insulin sensitivity [115, 116]. SCFAs were shown to have an important 
role in T2DM patients because they promote secretion of GLP-1, a hormone that inhibits gluca-
gon secretion, decreases hepatic gluconeogenesis and improves insulin sensitivity [117].

Prebiotics were also suggested to lead to hypercholesterolemia by lowering cholesterol absorp-
tion and by the generation of SCFAs upon selective fermentation by commensal microbiota [118]. 
A daily intake of 20 g of the prebiotic inulin significantly lowered serum triglycerides compared 
to the control group. Inulin treatment also decreased serum LDL-cholesterol and increased 
serum HDL-cholesterol [119]. Moreover, normolipidemic individuals consuming 18% of inu-
lin on a daily basis without any other dietary restrictions exhibited a decrease in total plasma 
cholesterol and triacylglycerols as well as an increased fecal concentration of Lactobacillus-
lactate [120]. The inclusion of inulin in the diet of rats increased the excretions of fecal lipids 
and cholesterol compared to that of the control group due to a reduced cholesterol absorption 
[121]. Other prebiotics including resistant starches and their derivatives, oligodextrans, lactose, 
lactoferrin-derived peptides and N-acetylchitooligosaccharides were also shown to have hypo-
cholesterolaemic effects in T2DM patients who are at high risk of developing cardiovascular 
complications [112]. A diet enriched with arabinoxylan and resistant starch consumed by adults 
with metabolic syndrome leads to a reduction in the total species diversity of the faecal associ-
ated intestinal microbiota and an increase in Bifidobacterium and butyrate levels [122].

Clinical trials reported that dietary polyphenols increase the population of Bifidobacterium sp. in 
the gut [123]. Daily consumption of red wine polyphenols for a period of 4 weeks significantly 
increased the levels of Bifidobacterium, Prevotella, Bacteroides, Bacteroides uniformis, Eggerthella 
lenta, Enterococcus, and Blautia coccoides-E. rectale groups compared with baseline, but there 
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was no control drink for comparison [124]. Meta-analyses of acute or short-term, randomized 
controlled trials revealed that chocolate or cocoa-reduced insulin and fasting insulin after glu-
cose challenge and improved insulin resistance with no effect on fasting glucose and glycated 
haemoglobin (HbA1c) [125].

Consumption of dark chocolate containing 500 mg polyphenols for a period of 4 weeks 
reduced blood pressure (BP), fasting glucose and insulin resistance in lean and overweight 
females compared to 20 g of placebo dark chocolate with negligible polyphenol content [126]. 
Drinking cocoa flavanols (902 mg) for 12 weeks also improved insulin sensitivity in over-
weight and obese individuals compared to a low-flavanol cocoa drink [127]. In contrast, daily 
consumption of 25 g dark chocolate for 8 weeks did not ameliorate fasting glucose, insulin 
and HbA1c levels in hypertensive diabetic subjects compared to those consuming 25 g of 
white chocolate [128]. Given the conflicting results obtained, current data are insufficient to 
use cocoa polyphenols for glycaemic control.

Cinnamon contains several polyphenols such as procyanidin, cinnamtannin trans-cinnamic 
acid and flavones (cinnamaldehyde and trans-cinnamaldehyde) and catechin, and several 
studies have shown the positive effects of cinnamon on glycaemic control [123]. Two clinical 
studies reported positive effects of cinnamon on fasting blood glucose levels, but no signifi-
cant changes of HbA1c, LDL, HDL, total cholesterol or TG [129, 130]. Other studies reported 
no significant changes in fasting glucose, lipids, HbA1c, or insulin levels in 43 subjects with 
T2D receiving 1 g of cinnamon daily for 3 months [131], 25 postmenopausal women with T2D 
taking 1.5 g of cinnamon daily for 6 weeks [132], in 11 healthy subjects taking cinnamon (3 g) 
daily for 4 weeks [133], and in 72 adolescents with T1D taking 1 g of cinnamon daily [134]. A 
randomized, placebo-controlled, double-blind clinical trial of 58 subjects with T2D found that 
intake of 2 g daily of cinnamon for 12 weeks significantly reduced HbA1c, systolic blood and 
diastolic blood pressure [135]. Whole grains including wheat, soy, rye and flaxseed and nuts 
such as almonds, pecans and hazelnuts are an important source of polyphenols [136]. Whole 
grain intake is associated with a reduced risk of T2D, but the mechanism of the protection is 
not well understood [137]. Extra virgin olive oil and olive leafs are another source of poly-
phenols such as oleuropein and hydroxytyrosol, and they are suggested to have beneficial 
effects in T2D [138]. The Mediterranean diet supplemented with virgin olive oil or nuts har-
boured anti-inflammatory effects by decreasing chemokines, interleukin-6 (IL-6) and adhe-
sion molecules, and T-lymphocytes and monocytes [139]. A study of 3541 patients with high 
cardiovascular risk revealed that a Mediterranean diet rich in extra virgin oil leads to a 40% 
reduction in the risk of T2D compared with the control group [140].

Supplementation with olive leaf polyphenols improved insulin sensitivity and pancreatic 
β-cells secretory capacity after oral glucose challenge in overweight, middle-aged men at the 
risk of developing metabolic syndrome [141, 142]. Supplementation with a 500 mg olive leaf 
extract tablet for 14 weeks in subjects with T2D significantly lowered HbA1c and fasting insu-
lin but had no effects on postprandial insulin levels [142, 143].

Red wine, berries, grape skins, rhubarb roots, red wine and peanuts, and the roots of rhubarb 
are sources of resveratrol, a polyphenol naturally synthesized by plants in response to infec-
tion and injury. Resveratrol supplementation in obese men for a period of 30 days reduced 

The Intricate Relationship between Diabetes, Diet and the Gut Microbiota
http://dx.doi.org/10.5772/intechopen.70602

85



10. Prebiotics: a useful tool for the management of diabetes

Prebiotics were initially defined as “a non-digestible food ingredient that beneficially affects 
the host by selectively stimulating the growth and/or activity of one or a limited number of 
bacteria in the colon, and thus improves host health” [110]. Later, prebiotics were designated 
as selectively fermented ingredients that allow certain changes in the composition and/or 
activity of the gastrointestinal microbiota that confer benefits upon host well-being and health 
[111]. Prebiotic substances need to meet certain criteria such as: (i) fermentation by the com-
mensal microbiota; (ii) selective stimulation of the growth and/or activity of probiotic bacteria; 
and (iii) resistance to gastric pH, hydrolysis by the host enzymes and gastrointestinal absorp-
tion [112]. The currently known prebiotics which achieve the aforementioned criteria include 
non-digestible carbohydrates, fructooligosaccharides, galactooligosaccharides and lactulose. 
Prebiotics, such as fructooligosaccharides and inulin, undergo digestion by probiotics such 
as bifidobacteria and stimulate their growth [113, 114]. Besides their involvement in stimulat-
ing the expansion of probiotics, prebiotics also stimulate immunity, inhibit pathogen growth 
and produce vitamins. In addition, prebiotics were suggested to promote cell differentiation, 
cell-cycle arrest and apoptosis of transformed colonocytes by epigenetic modifications and by 
decreasing the transformation of bile acids [110]. Prebiotics administration may have a regula-
tory role in modulating endogenous metabolism since the SCFAs obtained as an end product 
of the carbohydrate metabolism improve glucose tolerance. SCFAs also decrease glucagon lev-
els and activate glucagon-like peptide1 (GLP-1), which can stimulate the elevation of insulin 
production and elevate insulin sensitivity [115, 116]. SCFAs were shown to have an important 
role in T2DM patients because they promote secretion of GLP-1, a hormone that inhibits gluca-
gon secretion, decreases hepatic gluconeogenesis and improves insulin sensitivity [117].

Prebiotics were also suggested to lead to hypercholesterolemia by lowering cholesterol absorp-
tion and by the generation of SCFAs upon selective fermentation by commensal microbiota [118]. 
A daily intake of 20 g of the prebiotic inulin significantly lowered serum triglycerides compared 
to the control group. Inulin treatment also decreased serum LDL-cholesterol and increased 
serum HDL-cholesterol [119]. Moreover, normolipidemic individuals consuming 18% of inu-
lin on a daily basis without any other dietary restrictions exhibited a decrease in total plasma 
cholesterol and triacylglycerols as well as an increased fecal concentration of Lactobacillus-
lactate [120]. The inclusion of inulin in the diet of rats increased the excretions of fecal lipids 
and cholesterol compared to that of the control group due to a reduced cholesterol absorption 
[121]. Other prebiotics including resistant starches and their derivatives, oligodextrans, lactose, 
lactoferrin-derived peptides and N-acetylchitooligosaccharides were also shown to have hypo-
cholesterolaemic effects in T2DM patients who are at high risk of developing cardiovascular 
complications [112]. A diet enriched with arabinoxylan and resistant starch consumed by adults 
with metabolic syndrome leads to a reduction in the total species diversity of the faecal associ-
ated intestinal microbiota and an increase in Bifidobacterium and butyrate levels [122].

Clinical trials reported that dietary polyphenols increase the population of Bifidobacterium sp. in 
the gut [123]. Daily consumption of red wine polyphenols for a period of 4 weeks significantly 
increased the levels of Bifidobacterium, Prevotella, Bacteroides, Bacteroides uniformis, Eggerthella 
lenta, Enterococcus, and Blautia coccoides-E. rectale groups compared with baseline, but there 

Pathophysiology - Altered Physiological States84

was no control drink for comparison [124]. Meta-analyses of acute or short-term, randomized 
controlled trials revealed that chocolate or cocoa-reduced insulin and fasting insulin after glu-
cose challenge and improved insulin resistance with no effect on fasting glucose and glycated 
haemoglobin (HbA1c) [125].

Consumption of dark chocolate containing 500 mg polyphenols for a period of 4 weeks 
reduced blood pressure (BP), fasting glucose and insulin resistance in lean and overweight 
females compared to 20 g of placebo dark chocolate with negligible polyphenol content [126]. 
Drinking cocoa flavanols (902 mg) for 12 weeks also improved insulin sensitivity in over-
weight and obese individuals compared to a low-flavanol cocoa drink [127]. In contrast, daily 
consumption of 25 g dark chocolate for 8 weeks did not ameliorate fasting glucose, insulin 
and HbA1c levels in hypertensive diabetic subjects compared to those consuming 25 g of 
white chocolate [128]. Given the conflicting results obtained, current data are insufficient to 
use cocoa polyphenols for glycaemic control.

Cinnamon contains several polyphenols such as procyanidin, cinnamtannin trans-cinnamic 
acid and flavones (cinnamaldehyde and trans-cinnamaldehyde) and catechin, and several 
studies have shown the positive effects of cinnamon on glycaemic control [123]. Two clinical 
studies reported positive effects of cinnamon on fasting blood glucose levels, but no signifi-
cant changes of HbA1c, LDL, HDL, total cholesterol or TG [129, 130]. Other studies reported 
no significant changes in fasting glucose, lipids, HbA1c, or insulin levels in 43 subjects with 
T2D receiving 1 g of cinnamon daily for 3 months [131], 25 postmenopausal women with T2D 
taking 1.5 g of cinnamon daily for 6 weeks [132], in 11 healthy subjects taking cinnamon (3 g) 
daily for 4 weeks [133], and in 72 adolescents with T1D taking 1 g of cinnamon daily [134]. A 
randomized, placebo-controlled, double-blind clinical trial of 58 subjects with T2D found that 
intake of 2 g daily of cinnamon for 12 weeks significantly reduced HbA1c, systolic blood and 
diastolic blood pressure [135]. Whole grains including wheat, soy, rye and flaxseed and nuts 
such as almonds, pecans and hazelnuts are an important source of polyphenols [136]. Whole 
grain intake is associated with a reduced risk of T2D, but the mechanism of the protection is 
not well understood [137]. Extra virgin olive oil and olive leafs are another source of poly-
phenols such as oleuropein and hydroxytyrosol, and they are suggested to have beneficial 
effects in T2D [138]. The Mediterranean diet supplemented with virgin olive oil or nuts har-
boured anti-inflammatory effects by decreasing chemokines, interleukin-6 (IL-6) and adhe-
sion molecules, and T-lymphocytes and monocytes [139]. A study of 3541 patients with high 
cardiovascular risk revealed that a Mediterranean diet rich in extra virgin oil leads to a 40% 
reduction in the risk of T2D compared with the control group [140].

Supplementation with olive leaf polyphenols improved insulin sensitivity and pancreatic 
β-cells secretory capacity after oral glucose challenge in overweight, middle-aged men at the 
risk of developing metabolic syndrome [141, 142]. Supplementation with a 500 mg olive leaf 
extract tablet for 14 weeks in subjects with T2D significantly lowered HbA1c and fasting insu-
lin but had no effects on postprandial insulin levels [142, 143].

Red wine, berries, grape skins, rhubarb roots, red wine and peanuts, and the roots of rhubarb 
are sources of resveratrol, a polyphenol naturally synthesized by plants in response to infec-
tion and injury. Resveratrol supplementation in obese men for a period of 30 days reduced 

The Intricate Relationship between Diabetes, Diet and the Gut Microbiota
http://dx.doi.org/10.5772/intechopen.70602

85



glucose, insulin, insulin resistance index and leptin, and decreased inflammatory markers 
(TNF-α, leukocytes). Even though resveratrol supplementation also decreased adipose tissue 
lipolysis and plasma fatty acid and glycerol in the postprandial state [144], the study lacked 
some of the necessary controls therefore more investigations are needed in order to state that 
resveratrol has antidiabetic effects.

11. Conclusions and perspectives

The diet-microbiota-diabetes trio is a hot research topic at the moment, and it still requires 
further investigation. Even though several studies highlight the benefits associated to the 
consumption of probiotics in the management of diabetes, their use is hindered by the insuf-
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Abstract

Hypophosphatasia (HPP) is an inherited systemic bone disease caused by the deficiency 
of tissue-nonspecific alkaline phosphatase (TNAP). HPP is classified into six forms and 
the symptoms of HPP vary depending on the form. The pathophysiology of HPP is basi-
cally due to a defect of bone mineralization. TNAP is encoded by the ALPL gene, and 
the TNAP protein expressed in bone, kidney, liver, and neuronal cells and is linked to 
the cell membrane via a glycosylphosphatidylinositol anchor. TNAP is an ectoenzyme 
hydrolyzing phosphate compound such as inorganic pyrophosphate. TNAP plays an 
important role in mineralization of hard tissues. Defect of mineralization process causes 
hypomineralization of hard tissues, which leads to rickets or osteomalacia and dental 
manifestations. In addition, hypomineralization of the ribs results in respiratory failure 
in the severe forms, which is the main cause of death. Inheritance of HPP is autosomal 
recessive, but autosomal dominant cases have been reported in the milder forms. To date, 
a total of 335 mutations in the ALPL gene have been reported, and mutation sites are 
scattered throughout the gene. Recent development of enzyme replacement therapy has 
opened up a new vista on the treatment of this previously untreatable disease.

Keywords: hypophosphatasia, alkaline phosphatase, mineralization, bone, enzyme replace- 
ment therapy

1. Introduction

Hypophosphatasia (HPP; Online Mendelian Inheritance in Man (OMIM) #241500,241,510, 
146,300) is an inherited systemic bone disease that is due to a deficiency of tissue-nonspe-
cific alkaline phosphatase (TNAP) [1–3]. The first case of HPP was reported by the Canadian 
pediatrician John Campbell Rathbun in 1948 as a new developmental anomaly [4]. That case 
was an infantile form, and the patient’s mutations were identified 50 years later using DNA 
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of the surviving parents as a compound heterozygote of p.A114T and p.D294A [5]. Since 
then, a total of 335 mutations in the gene for TNAP (the ALPL gene) have been reported [6]. 
The symptoms of HPP vary and are classified into six HPP forms [1, 2]. The pathophysiol-
ogy of HPP is basically due to a defect of bone mineralization. In severe forms, the patients 
show skeletal manifestations and respiratory failure derived from costal bone insufficiency, 
whereas in the mildest forms, they show only dental manifestations [1]. Recent development 
of enzyme replacement therapy (ERT) has opened up a new vista on the treatment of this 
previously untreatable disease [7].

2. TNAP: gene, structure of the protein, and its function as an enzyme

There are four human alkaline phosphatase (ALP) isoenzymes (Table 1): TNAP, placental 
alkaline phosphatase (PLAP), intestinal alkaline phosphatase (IAP), and germ cell ALP 
[8, 9]. The latter three ALPs are tissue-specific and are expressed in the placenta, intes-
tine, and germ cells (embryonic and cancer cells), respectively [9]. TNAP, also known as 
the liver/bone/kidney (LBK) alkaline phosphatase, is expressed ubiquitously; liver, bone, 
kidney, neuronal cells, and white blood cells in particular are tissues that show marked 
expression [10].

Human TNAP is encoded by the ALPL gene that is located on the short arm of chromo-
some 1 (1p36.1–34). The coding region of the gene is approximately 1.5 kb in length, and 
it is extended over more than 50 kb of genomic DNA [11]. The ALPL gene consists of 12 
exons of which exons 2–12 are coding exons and there exist two alternative noncoding 
exons 1 (bone type and liver type) [12, 13]. The promoter region of the gene includes a 
TATA box, an Sp1 binding site, and a retinoic acid responsive element (RARE) [14, 15]. 

Common name Protein name Gene Chromosomal 
location

Sites of 
expression

Function

Tissue-nonspecific (liver/
bone/kidney)

TNAP 
(TNSALP)

ALPL 1p36.1–34 Ubiquitous Mineralization 
entrance of pyridoxal 
phosphate into the 
neuronal cells

Intestinal IAP ALPI 2q34–37 Intestine Degradation of LPS* 
lipid absorption

Placental PLAP (PAP) ALPP 2q34–37 Placenta Degradation of 
LPS* (?)

Germ cell (placental like) — ALPP2 2q34–37 Germ cells

Cancer cells

*Lipopolysaccharides.

Table 1. Isoenzymes of human ALP.

Pathophysiology - Altered Physiological States102

Retinoic acid regulates the expression of TNAP via RARE [15], whereas another fat-soluble  
vitamin, active vitamin D (1,25-dihydroxycholecalciferol), regulates the expression of 
TNAP by modification of the stability of TNAP mRNA [16]. Furthermore, phosphates 
derived from ALP enzymatic activity are considered to regulate TNAP expression [17]. 
Epigenetic regulation by methylation of some of the promoter regions of the gene has been 
reported [18]. However, the precise regulatory mechanism of the ALPL gene regulation, 
especially its tissue-specific regulation, is not known. On the other hand, the genes encod-
ing tissue-specific ALPs are located on the long arm of chromosome 2 and have a more 
compact gene structure [19–22].

The TNAP protein, which has a molecular weight of approximately 80 kDa, is linked to 
the outer cell membrane through a glycosylphosphatidylinositol (GPI) anchor [9]. The 
TNAP protein is initially synthesized as a 66 kDa peptide, and then O- and N-glycosides are 
attached in the endoplasmic reticulum. Eventually, TNAP is localized on the outer mem-
brane of the cells via a GPI anchor [23]. This GPI anchor is added after hydrophobic amino 
acid residues at the C-terminus are eliminated. The GPI anchor consists of an ethanolamine 
phosphate, three residues of mannose, a glucosamine, and a phosphatidylinositol [9]. The 
precise amino acid residue in TNAP to which the GPI anchor is added has not been elu-
cidated, whereas it is known to be an aspartate residue (D484) in PLAP [24, 25]. An active 
enzyme consists of a dimer and acts as an ectoenzyme. Approximately 58% of the amino acid 
residues in human TNAP sequences are conserved among mammalian ALPs [26]. On the 
other hand, approximately 90% of the amino acid residues are conserved among mamma-
lian TNAPs, which allow prediction of missense mutations responsible for HPP [26]. Since 
the three dimensional structure of TNAP has not been solved, a simulation model based on 
human PLAP or mouse IAP is used to discuss TNAP structure [27–29]. The active site of the 
enzyme comprises a catalytic serine residue (S92 in the human PLAP), two Zn2+-binding 
sites, and an Mg2+-binding site. Ca2+ is also necessary as a cofactor. The crown domain is 
characteristic of mammalian ALPs and is considered to interact with extracellular proteins 
including collagen [30]. There are also isoforms of TNAP itself that depend on the tissue ori-
gin. Since these isoforms have different O-linked sugar chains, they show different patterns 
on the electrophoresis. [9, 31].

The systematic name of ALP is orthophosphoric-monoester phosphohydrolase [alkaline 
optimum] (EC 3.1.3.1) that hydrolyzes monophosphate esters, and the optimal pH is 
between 8 and 10 [9]. Inorganic pyrophosphate (PPi) and pyridoxal 5′-phosphate (PLP) 
are considered to be natural substrates of the enzyme [32]. PPi is an inhibitor of hydroxy-
apatite formation, which is essential for bone mineralization. PLP is an active vitamin B6 
and is necessary in neuronal cells for the biosynthesis of γ-aminobutyric acid (GABA), 
which acts as an inhibitory neurotransmitter. PLP on the outside of neuronal cells must be 
dephosphorylated by TNAP at the cell membrane before it can enter the neuronal cells, 
and it is then be rephosphorylated within the neuronal cells [32, 33]. In laboratory testing, 
ALP enzymatic activity is usually estimated using p-nitrophenylphosphate as an artificial 
substrate [9].
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exons of which exons 2–12 are coding exons and there exist two alternative noncoding 
exons 1 (bone type and liver type) [12, 13]. The promoter region of the gene includes a 
TATA box, an Sp1 binding site, and a retinoic acid responsive element (RARE) [14, 15]. 

Common name Protein name Gene Chromosomal 
location

Sites of 
expression

Function

Tissue-nonspecific (liver/
bone/kidney)

TNAP 
(TNSALP)

ALPL 1p36.1–34 Ubiquitous Mineralization 
entrance of pyridoxal 
phosphate into the 
neuronal cells

Intestinal IAP ALPI 2q34–37 Intestine Degradation of LPS* 
lipid absorption

Placental PLAP (PAP) ALPP 2q34–37 Placenta Degradation of 
LPS* (?)

Germ cell (placental like) — ALPP2 2q34–37 Germ cells

Cancer cells

*Lipopolysaccharides.

Table 1. Isoenzymes of human ALP.
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Retinoic acid regulates the expression of TNAP via RARE [15], whereas another fat-soluble  
vitamin, active vitamin D (1,25-dihydroxycholecalciferol), regulates the expression of 
TNAP by modification of the stability of TNAP mRNA [16]. Furthermore, phosphates 
derived from ALP enzymatic activity are considered to regulate TNAP expression [17]. 
Epigenetic regulation by methylation of some of the promoter regions of the gene has been 
reported [18]. However, the precise regulatory mechanism of the ALPL gene regulation, 
especially its tissue-specific regulation, is not known. On the other hand, the genes encod-
ing tissue-specific ALPs are located on the long arm of chromosome 2 and have a more 
compact gene structure [19–22].

The TNAP protein, which has a molecular weight of approximately 80 kDa, is linked to 
the outer cell membrane through a glycosylphosphatidylinositol (GPI) anchor [9]. The 
TNAP protein is initially synthesized as a 66 kDa peptide, and then O- and N-glycosides are 
attached in the endoplasmic reticulum. Eventually, TNAP is localized on the outer mem-
brane of the cells via a GPI anchor [23]. This GPI anchor is added after hydrophobic amino 
acid residues at the C-terminus are eliminated. The GPI anchor consists of an ethanolamine 
phosphate, three residues of mannose, a glucosamine, and a phosphatidylinositol [9]. The 
precise amino acid residue in TNAP to which the GPI anchor is added has not been elu-
cidated, whereas it is known to be an aspartate residue (D484) in PLAP [24, 25]. An active 
enzyme consists of a dimer and acts as an ectoenzyme. Approximately 58% of the amino acid 
residues in human TNAP sequences are conserved among mammalian ALPs [26]. On the 
other hand, approximately 90% of the amino acid residues are conserved among mamma-
lian TNAPs, which allow prediction of missense mutations responsible for HPP [26]. Since 
the three dimensional structure of TNAP has not been solved, a simulation model based on 
human PLAP or mouse IAP is used to discuss TNAP structure [27–29]. The active site of the 
enzyme comprises a catalytic serine residue (S92 in the human PLAP), two Zn2+-binding 
sites, and an Mg2+-binding site. Ca2+ is also necessary as a cofactor. The crown domain is 
characteristic of mammalian ALPs and is considered to interact with extracellular proteins 
including collagen [30]. There are also isoforms of TNAP itself that depend on the tissue ori-
gin. Since these isoforms have different O-linked sugar chains, they show different patterns 
on the electrophoresis. [9, 31].

The systematic name of ALP is orthophosphoric-monoester phosphohydrolase [alkaline 
optimum] (EC 3.1.3.1) that hydrolyzes monophosphate esters, and the optimal pH is 
between 8 and 10 [9]. Inorganic pyrophosphate (PPi) and pyridoxal 5′-phosphate (PLP) 
are considered to be natural substrates of the enzyme [32]. PPi is an inhibitor of hydroxy-
apatite formation, which is essential for bone mineralization. PLP is an active vitamin B6 
and is necessary in neuronal cells for the biosynthesis of γ-aminobutyric acid (GABA), 
which acts as an inhibitory neurotransmitter. PLP on the outside of neuronal cells must be 
dephosphorylated by TNAP at the cell membrane before it can enter the neuronal cells, 
and it is then be rephosphorylated within the neuronal cells [32, 33]. In laboratory testing, 
ALP enzymatic activity is usually estimated using p-nitrophenylphosphate as an artificial 
substrate [9].
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3. Molecular process of mineralization and the role of TNAP in 
mineralization

Biomineralization in hard tissues including bone occurs in a two-step process [34]. 
Hypertrophic chondrocytes, osteoblasts, and odontocytes in the bone and dental tissues bud 
matrix vesicles (MVs) from the cell membrane [2, 35]. MVs are 50–200 nm in diameter and 
are enclosed by a membrane. MVs are a type of extracellular vesicles; however, the difference 
between MVs and exosomes, which are secreted by cells in the nonmineralized condition, is 
unclear [36]. TNAP is one of the most abundant proteins on the membrane of an MV [34]. 
The other proteins that are abundant in MVs are annexins A2, A5, and A6, Ca2+-ATPase, 
nucleotide pyrophosphatase phosphodiesterase 1 (NPP1), Pit-1 (a sodium-phosphate 
cotransporter), and PHOSPHO1, all of which have important roles in mineralization [9, 34]. 
Biologically, mineralization is defined as the deposition of hydroxyapatite (Ca10(PO4)6(OH)2) 
crystals among the collagen fibers. If this process is insufficient, extracellular spaces are not 
mineralized, which leads to the formation of an abnormal soft tissue called osteoid tissue. In 
the first step of the mineralization, hydroxyapatite is formed in an MV. The membrane lipids 
of the MV provide a source of phosphate; of these lipids, phosphatidylcholine and phos-
phatidylethanolamine are hydrolyzed by phospholipase C (PLC), yielding phosphocholine 
(PCho) and phosphoethanolamine (PEA), respectively [37]. Subsequently, PCho and PEA 
are hydrolyzed by PHOSPHO1, a cytosolic phosphatase abundant in MVs [38]. The phos-
phate transporter, Pit-1, provides another source of phosphate. On the other hand, calcium 
is incorporated into MVs via an annexin calcium channel, which consists of annexins A2, A5, 
and A6 [34, 35]. When the concentration of calcium phosphate rises beyond the solubility of 
calcium phosphate, hydroxyapatite crystal formation begins. Subsequently, hydroxyapatite 
crystals penetrate the MV membrane and elongate in the extracellular space [34, 35]. For the 
elongation of hydroxyapatite, calcium and phosphate should be provided by the extracel-
lular space. Although calcium ions may be abundant in this milieu, phosphate is provided 
mainly by the TNAP on the MV membrane, which hydrolyzes PPi to yield inorganic phos-
phate (Pi) [2, 8, 34]. This hydrolysis by TNAP has dual roles; it supplies a source of phosphate 
for hydroxyapatite formation and degrades an inhibitor of hydroxyapatite formation (PPi). 
Ultimately, formed hydroxyapatite crystals deposit among collagen fibers, and mineraliza-
tion is complete (Figure 1). Although the crown domain of TNAP can bind collagen and is 
suggested to have a role in hydroxyapatite deposition, it has not been elucidated whether 
TNAP plays a direct role in hydroxyapatite deposition.

Extracellular PPi is formed by NPP1 on the MV membrane by hydrolysis of ATP and also 
provided by a membrane transporter of PPi, ANKH (the human homolog of ANK, the mouse 
progressive ankylosis gene product). Therefore, mineralization is regulated by the balance of 
the activities of these three molecules: TNAP, NPP1, and ANKH [9, 39, 40], Experiments using 
mice with knockout of these three genes showed that loss of activity of NPP1 or ANKH leads 
to hypercalcification (ectopic calcification of aorta and/or vertebrae and joints), whereas that 
of TNAP causes hypomineralization [41].
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4. Clinical features of HPP including laboratory tests

HPP is classified into six forms depending on the onset age and the clinical severity 
(Table 2): perinatal (lethal) form, perinatal benign form, infantile form, childhood form, 
adult form, and odontohypophosphatasia [3]. The perinatal form occurs in utero and exhib-
its the most severe manifestations. Patients are stillborn or die during the early postnatal 
period. They show hypomineralization of the cranial bone and shortened and deformed 
limbs during gestation, which are easily revealed by ultrasonic examination. The hypo-
mineralization of bones causes a membranous cranium and early craniosynostosis as 
well as musculoskeletal disorder after birth. The ribs are also hypomineralized, leading 
to respiratory failure after birth, which often requires respiratory aid. Failure of respira-
tory management often causes respiratory infections, which are the main cause of death. 
Epileptic seizures sometimes occur due to a deficit of PLP in neuronal cells, since PLP 
needs TNAP to enter neuronal cells. A deficit of PLP in neuronal cells causes a decrease in 
the inhibitory neurotransmitter GABA, leading to epileptic seizures. The perinatal benign 
form is a recently reported form [42]. Although the symptoms are recognized in gesta-
tion, prognosis is good and nonlethal. The infantile form occurs before 6 months of age 
and also shows severe manifestations. Patients display rickets and deformity of ribs and 
limbs, and fail to thrive. They also exhibit respiratory failure due to hypomineralization 
of the ribs, which requires respiratory aid. Recent progress in respiratory management 
elongates their lifespan. In addition, they often show hypercalcemia and hypercalciuria, 
leading to nephrocalcinosis. The childhood form shows manifestations after 6 months 
of age, whose symptoms are milder and not life-threatening. Patients show deformity 
of limbs, delayed walking, waddling gait, and muscle weakness. Craniosynostosis and 

Figure 1. Mineralization process focusing on the matrix vesicle.
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3. Molecular process of mineralization and the role of TNAP in 
mineralization

Biomineralization in hard tissues including bone occurs in a two-step process [34]. 
Hypertrophic chondrocytes, osteoblasts, and odontocytes in the bone and dental tissues bud 
matrix vesicles (MVs) from the cell membrane [2, 35]. MVs are 50–200 nm in diameter and 
are enclosed by a membrane. MVs are a type of extracellular vesicles; however, the difference 
between MVs and exosomes, which are secreted by cells in the nonmineralized condition, is 
unclear [36]. TNAP is one of the most abundant proteins on the membrane of an MV [34]. 
The other proteins that are abundant in MVs are annexins A2, A5, and A6, Ca2+-ATPase, 
nucleotide pyrophosphatase phosphodiesterase 1 (NPP1), Pit-1 (a sodium-phosphate 
cotransporter), and PHOSPHO1, all of which have important roles in mineralization [9, 34]. 
Biologically, mineralization is defined as the deposition of hydroxyapatite (Ca10(PO4)6(OH)2) 
crystals among the collagen fibers. If this process is insufficient, extracellular spaces are not 
mineralized, which leads to the formation of an abnormal soft tissue called osteoid tissue. In 
the first step of the mineralization, hydroxyapatite is formed in an MV. The membrane lipids 
of the MV provide a source of phosphate; of these lipids, phosphatidylcholine and phos-
phatidylethanolamine are hydrolyzed by phospholipase C (PLC), yielding phosphocholine 
(PCho) and phosphoethanolamine (PEA), respectively [37]. Subsequently, PCho and PEA 
are hydrolyzed by PHOSPHO1, a cytosolic phosphatase abundant in MVs [38]. The phos-
phate transporter, Pit-1, provides another source of phosphate. On the other hand, calcium 
is incorporated into MVs via an annexin calcium channel, which consists of annexins A2, A5, 
and A6 [34, 35]. When the concentration of calcium phosphate rises beyond the solubility of 
calcium phosphate, hydroxyapatite crystal formation begins. Subsequently, hydroxyapatite 
crystals penetrate the MV membrane and elongate in the extracellular space [34, 35]. For the 
elongation of hydroxyapatite, calcium and phosphate should be provided by the extracel-
lular space. Although calcium ions may be abundant in this milieu, phosphate is provided 
mainly by the TNAP on the MV membrane, which hydrolyzes PPi to yield inorganic phos-
phate (Pi) [2, 8, 34]. This hydrolysis by TNAP has dual roles; it supplies a source of phosphate 
for hydroxyapatite formation and degrades an inhibitor of hydroxyapatite formation (PPi). 
Ultimately, formed hydroxyapatite crystals deposit among collagen fibers, and mineraliza-
tion is complete (Figure 1). Although the crown domain of TNAP can bind collagen and is 
suggested to have a role in hydroxyapatite deposition, it has not been elucidated whether 
TNAP plays a direct role in hydroxyapatite deposition.

Extracellular PPi is formed by NPP1 on the MV membrane by hydrolysis of ATP and also 
provided by a membrane transporter of PPi, ANKH (the human homolog of ANK, the mouse 
progressive ankylosis gene product). Therefore, mineralization is regulated by the balance of 
the activities of these three molecules: TNAP, NPP1, and ANKH [9, 39, 40], Experiments using 
mice with knockout of these three genes showed that loss of activity of NPP1 or ANKH leads 
to hypercalcification (ectopic calcification of aorta and/or vertebrae and joints), whereas that 
of TNAP causes hypomineralization [41].
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4. Clinical features of HPP including laboratory tests

HPP is classified into six forms depending on the onset age and the clinical severity 
(Table 2): perinatal (lethal) form, perinatal benign form, infantile form, childhood form, 
adult form, and odontohypophosphatasia [3]. The perinatal form occurs in utero and exhib-
its the most severe manifestations. Patients are stillborn or die during the early postnatal 
period. They show hypomineralization of the cranial bone and shortened and deformed 
limbs during gestation, which are easily revealed by ultrasonic examination. The hypo-
mineralization of bones causes a membranous cranium and early craniosynostosis as 
well as musculoskeletal disorder after birth. The ribs are also hypomineralized, leading 
to respiratory failure after birth, which often requires respiratory aid. Failure of respira-
tory management often causes respiratory infections, which are the main cause of death. 
Epileptic seizures sometimes occur due to a deficit of PLP in neuronal cells, since PLP 
needs TNAP to enter neuronal cells. A deficit of PLP in neuronal cells causes a decrease in 
the inhibitory neurotransmitter GABA, leading to epileptic seizures. The perinatal benign 
form is a recently reported form [42]. Although the symptoms are recognized in gesta-
tion, prognosis is good and nonlethal. The infantile form occurs before 6 months of age 
and also shows severe manifestations. Patients display rickets and deformity of ribs and 
limbs, and fail to thrive. They also exhibit respiratory failure due to hypomineralization 
of the ribs, which requires respiratory aid. Recent progress in respiratory management 
elongates their lifespan. In addition, they often show hypercalcemia and hypercalciuria, 
leading to nephrocalcinosis. The childhood form shows manifestations after 6 months 
of age, whose symptoms are milder and not life-threatening. Patients show deformity 
of limbs, delayed walking, waddling gait, and muscle weakness. Craniosynostosis and 

Figure 1. Mineralization process focusing on the matrix vesicle.
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high intracranial pressure sometimes occur. These patients also show premature loss of 
deciduous teeth due to failure of cementum formation [43]. Radiologically, childhood 
form patients exhibit a characteristic tongue-like radiolucent projection from the rachitic 
growth plate into the metaphysis due to a focal bone defect at the ends of long bones [1, 
3]. The adult form occurs during middle age. Although the natural history of the adult 
form has not been well characterized, patients sometimes have a history of rickets and/
or premature loss of deciduous teeth [44]. In the adult form, osteomalacia develops with 
pain associated with often recurring metatarsal stress fractures. In some patients, calcium 
pyrophosphate dehydrate crystals are deposited on articular cartilage due to an increase 
in concentrations of endogenous PPi [1]. Odontohypophosphatasia manifests only den-
tal symptoms such as premature loss of deciduous teeth without skeletal symptoms  
due to rickets or osteomalacia.

Form Inheritance 
pattern

Onset Symptoms Prognosis

Perinatal AR In utero Deformity of extremities Lethal

Membranous cranium

Respiratory failure

Epileptic seizures

Perinatal benign AR or AD In utero Rickets Benign

Infantile AR After birth Rickets, Craniosynostosis Mostly lethal

Before 6 months 
of age

Respiratory failure

Failure to thrive

Epileptic seizures

Premature loss of deciduous 
teeth

Childhood AR or AD After 6 months 
of age

Rickets Benign

Musculoskeletal weakness

Premature loss of deciduous 
teeth

Adult AR or AD Middle age Osteomalacia Benign

Stress fractures

Odontohypophosphatasia AR or AD Premature loss of deciduous 
teeth

Benign

Dental caries

AR: autosomal recessive, AD: autosomal dominant.

Table 2. Clinical features of hypophosphatasia.
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General

 Failure to thrive

 Poor feeding

 Weakness

Skeletal

 Hypomineralization

 Rickets/osteomalacia

 Short, deformed limbs

 Membranous cranium

 Craniosynostosis

 Deformed ribs

 Skeletal pain

 Short statue

Muscular

 Muscle weakness

 Gait disturbances; delayed walking, waddling gait

Neuronal

 Epileptic seizures (pyridoxine dependent)

 Irritability

Respiratory

 Respiratory failure

Renal

 Nephrocalcinosis

Dental

 Premature loss of deciduous teeth

 Dental caries

Blood examination

 Reduced serum ALP

 Elevated plasma PPi, PLP and PEA

 Elevated plasma Ca2+

Urinalysis

 Elevated urine PEA

 Elevated urine Ca2+

Different presentation of symptoms is exhibited depend on the forms.

Table 3. Signs and symptoms of HPP.
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high intracranial pressure sometimes occur. These patients also show premature loss of 
deciduous teeth due to failure of cementum formation [43]. Radiologically, childhood 
form patients exhibit a characteristic tongue-like radiolucent projection from the rachitic 
growth plate into the metaphysis due to a focal bone defect at the ends of long bones [1, 
3]. The adult form occurs during middle age. Although the natural history of the adult 
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or premature loss of deciduous teeth [44]. In the adult form, osteomalacia develops with 
pain associated with often recurring metatarsal stress fractures. In some patients, calcium 
pyrophosphate dehydrate crystals are deposited on articular cartilage due to an increase 
in concentrations of endogenous PPi [1]. Odontohypophosphatasia manifests only den-
tal symptoms such as premature loss of deciduous teeth without skeletal symptoms  
due to rickets or osteomalacia.
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Before 6 months 
of age
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Failure to thrive
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Premature loss of deciduous 
teeth

Childhood AR or AD After 6 months 
of age

Rickets Benign

Musculoskeletal weakness

Premature loss of deciduous 
teeth

Adult AR or AD Middle age Osteomalacia Benign

Stress fractures

Odontohypophosphatasia AR or AD Premature loss of deciduous 
teeth

Benign

Dental caries

AR: autosomal recessive, AD: autosomal dominant.
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 Gait disturbances; delayed walking, waddling gait

Neuronal

 Epileptic seizures (pyridoxine dependent)

 Irritability
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 Respiratory failure

Renal

 Nephrocalcinosis
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 Premature loss of deciduous teeth

 Dental caries

Blood examination

 Reduced serum ALP

 Elevated plasma PPi, PLP and PEA

 Elevated plasma Ca2+

Urinalysis

 Elevated urine PEA
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Different presentation of symptoms is exhibited depend on the forms.
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A common histopathological feature of HPP is hypomineralization of bone and teeth [1]. 
Extracellular hydroxyapatite crystals are reduced, although mineralization occurs within the 
MV, because PHOSPHO1 acts in the MV. Elongation of hydroxyapatite is impaired. Osteoid 
tissues are increased in bone, which contains nonmineralized extracellular matrix, and they 
cause rickets or osteomalacia [45].

For all forms, a characteristic laboratory finding is low serum alkaline phosphatase activity, 
in which the bone isozyme is reduced [1]. In addition, the natural enzyme substrates, plasma 
PPi and PLP are elevated. Urine PEA is also elevated, although it is doubtful whether this 
compound is a natural substrate of TNAP. However, because urine PEA is easy to evaluate by 
using high-performance liquid chromatography (HPLC), the measurement of PEA is widely 
used for the diagnosis [2]. The combination of low ALP activity with elevated PPi or PEA is 
strong evidence for HPP. In some milder cases, however, an increase in PEA is not shown, 
and, in some cases, PEA is slightly elevated in carriers [46]. Signs and symptoms of HPP are 
summarized in Table 3.

5. Genetic aspect of HPP

5.1. Inheritance of HPP

HPP is an autosomal recessive inherited disease [1]. Carriers usually do not exhibit any mani-
festations. Sometimes, however, carriers show subnormal serum ALP activity and slightly 
higher urine PEA values [2, 46]. The penetrance differs among forms. In some milder cases, 
an autosomal dominant cases have been reported [47, 48], and the dominant negative effect 
accounts for some autosomal dominant cases [48]. In addition, different severity of the symp-
toms within the same family has been reported [49, 50], suggesting the involvement of epi-
genetic mechanisms.

5.2. Prevalence of HPP

The prevalence of HPP was estimated as 1 in 100,000 live births in the Toronto area in Canada, 
where the first case was found [51]. In Manitoba, Canada, the prevalence is higher in the 
Mennonite group, being 1 in 2500, according to a founder effect of a particular mutation [52]. 
In Europe, the prevalence of severe cases is estimated as 1 in 300,000 [53], whereas in Japan it 
is 1 in 450,000 for patients who have the c.1559delT allele [46]. This particular allele is a severe 
allele and is characteristic of Japanese families (46.8% of Japanese patients with HPP have this 
deletion allele) [46].

5.3. Genetic diagnosis

When HPP is suspected, collection of the family history and the making of a pedigree are 
important for genetic counseling [54]. Clinical diagnosis can be done by laboratory biochemi-
cal examinations and ultrasonic and radiographic findings. Definitive diagnosis is performed 
by genetic testing. Genomic DNA of the patient is amplified, and the nucleotide sequences 
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are determined. Polymerase chain reaction-single-strand conformation polymorphism (PCR-
SSCP), PCR-denaturing gradient gel electrophoresis (PCR-DGGE), and high-resolution melt-
ing curve analysis (HRM) methods used to be employed for this purpose, but direct nucleotide 
sequencing may be the most effective current method of analysis. Once the mutation of the 
proband is determined, the inheritance can be pursued by testing the parents’ DNA, which 
makes it possible to give a genetic counseling, because the inheritance pattern of HPP is basi-
cally Mendelian inheritance [54, 55]. However, as mentioned above, the same mutation can 
result in different phenotypes in some families. In addition, a rare case of paternal unipa-
rental isodisomy has been reported [56]. Once a genetic diagnosis is established, enzymatic 
activity and mineralization activity can be evaluated [57]. An expression plasmid contain-
ing the mutant cDNA is transfected into U2OS cells, which are osteoblast-like cells that lack 
ALP activity. The cells are then cultured for an appropriate period, and enzymatic activity 
is estimated. For the mineralization assay, the transfected cells are cultured in a mineraliza-
tion medium that contains β-glycerophosphate as an artificial substrate for TNAP, with or 
without ascorbic acid. After about 5 days of culture, mineralization is estimated by Alizarin 
Red S staining [57].

5.4. Prenatal diagnosis

Prenatal diagnosis by ALP enzymatic assay or by immunological detection using amniotic 
fluid and chorionic villus has been reported, but their diagnostic value is low [3] because of 
contamination of fetal intestinal ALP and maternal ALP. HPP can be diagnosed using ultra-
sonography and radiography during the second trimester, but the differential diagnosis is 
complicated. DNA-based diagnosis using chorionic villus is accurate if information about the 
nucleotide sequences within the family has been obtained [54, 58]. However, prediction of 
the prognosis of the disease is not easy, because of the fact that the same mutations can cause 
different phenotypes even in the same family. In addition, ethical considerations including 
genetic counseling are very important when prenatal genetic diagnosis is performed [54].

6. Mutations in the ALPL gene

To date, a total of 335 mutations in the ALPL gene have been reported [6]. The TNAP gene 
mutations’ databases (http://www.sesep.uvsq.fr/03_hypo_mutations.php) of the University 
of Versailles-Saint Quentin en Yvelines provide up-to-date information regarding mutations 
[55]. Almost all of these mutations are located within the exons, although some mutations 
are in the promoter region, exon-intron boundaries and introns. In addition, over 70% of the 
mutations are missense mutations, 11% are small deletions, 6% are splicing mutations, 5% 
are nonsense mutations, 3% are small insertions, and 3% are large deletions [6]. Only one 
regulatory mutation has been reported [59]. Many of the patients are compound heterozy-
gotes. Generally, the interaction between the mutant alleles determines the phenotypes of 
the patients. Residual activities of mutant TNAPs influence the enzymatic activity and the 
mineralizing activity of the compound heterozygotes. However, the relationships of geno-
type and phenotype are rather complicated, and the phenotypes are not always estimated 
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A common histopathological feature of HPP is hypomineralization of bone and teeth [1]. 
Extracellular hydroxyapatite crystals are reduced, although mineralization occurs within the 
MV, because PHOSPHO1 acts in the MV. Elongation of hydroxyapatite is impaired. Osteoid 
tissues are increased in bone, which contains nonmineralized extracellular matrix, and they 
cause rickets or osteomalacia [45].
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PPi and PLP are elevated. Urine PEA is also elevated, although it is doubtful whether this 
compound is a natural substrate of TNAP. However, because urine PEA is easy to evaluate by 
using high-performance liquid chromatography (HPLC), the measurement of PEA is widely 
used for the diagnosis [2]. The combination of low ALP activity with elevated PPi or PEA is 
strong evidence for HPP. In some milder cases, however, an increase in PEA is not shown, 
and, in some cases, PEA is slightly elevated in carriers [46]. Signs and symptoms of HPP are 
summarized in Table 3.

5. Genetic aspect of HPP

5.1. Inheritance of HPP

HPP is an autosomal recessive inherited disease [1]. Carriers usually do not exhibit any mani-
festations. Sometimes, however, carriers show subnormal serum ALP activity and slightly 
higher urine PEA values [2, 46]. The penetrance differs among forms. In some milder cases, 
an autosomal dominant cases have been reported [47, 48], and the dominant negative effect 
accounts for some autosomal dominant cases [48]. In addition, different severity of the symp-
toms within the same family has been reported [49, 50], suggesting the involvement of epi-
genetic mechanisms.

5.2. Prevalence of HPP

The prevalence of HPP was estimated as 1 in 100,000 live births in the Toronto area in Canada, 
where the first case was found [51]. In Manitoba, Canada, the prevalence is higher in the 
Mennonite group, being 1 in 2500, according to a founder effect of a particular mutation [52]. 
In Europe, the prevalence of severe cases is estimated as 1 in 300,000 [53], whereas in Japan it 
is 1 in 450,000 for patients who have the c.1559delT allele [46]. This particular allele is a severe 
allele and is characteristic of Japanese families (46.8% of Japanese patients with HPP have this 
deletion allele) [46].

5.3. Genetic diagnosis

When HPP is suspected, collection of the family history and the making of a pedigree are 
important for genetic counseling [54]. Clinical diagnosis can be done by laboratory biochemi-
cal examinations and ultrasonic and radiographic findings. Definitive diagnosis is performed 
by genetic testing. Genomic DNA of the patient is amplified, and the nucleotide sequences 
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ing curve analysis (HRM) methods used to be employed for this purpose, but direct nucleotide 
sequencing may be the most effective current method of analysis. Once the mutation of the 
proband is determined, the inheritance can be pursued by testing the parents’ DNA, which 
makes it possible to give a genetic counseling, because the inheritance pattern of HPP is basi-
cally Mendelian inheritance [54, 55]. However, as mentioned above, the same mutation can 
result in different phenotypes in some families. In addition, a rare case of paternal unipa-
rental isodisomy has been reported [56]. Once a genetic diagnosis is established, enzymatic 
activity and mineralization activity can be evaluated [57]. An expression plasmid contain-
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from the combination of the genotypes. Mutation sites are scattered throughout the gene, but 
there are some “hot spots.” In Caucasian patients, p.E191K (a moderate allele with a domi-
nant negative effect) and p.D378V (a severe allele) are frequent mutations [60, 61], whereas 
c.1559delT (pL520RfsX86; a severe allele) and p.F327L (a moderate allele) are frequent in 
Japanese patients [62, 63]. c.1559delT also has founder effects, and the frequency of c.1559delT 
is mentioned above [46, 62].

7. Structure and function of mutant TNAP

Mutation sites of TNAP proteins are classified by its domain structure [30]. Severe pheno-
types are associated with the mutations that are located in the active site and its vicinity, the 
homodimer interface, the crown domain, and the calcium-binding domain. Mutations in the 
active site valley (the entry site of the substrate into the active site) resulted in less severe 
phenotypes [30]. Mutations in the other regions of the protein are inclined to show residual 
enzymatic activity and are, therefore, milder phenotypes.

Because most of the patients are compound heterozygotes, the residual activity and pheno-
type are determined by the interaction of two mutant proteins [55]. In some cases, especially 
in autosomal dominant cases, dominant negative mechanisms are suggested, in which cases 
the mutant proteins affect the function of the wild-type enzymes [48]. Those interactions have 
not been precisely elucidated and need to be explored in more detail in order to reveal the 
genotype–phenotype interrelationships and pathophysiology of HPP.

8. Treatment of HPP based on the pathophysiology of the disease

There have been several trials for the treatment of HPP. Respiratory aid somehow succeeds 
in saving life in the perinatal and the infantile forms, although it is a symptomatic treatment. 
Other symptomatic treatments are diet therapies, including calcium restriction and vitamin 
D supplementation, and surgical operations for bone fractures and craniosynostosis [1]. In 
terms of treatment based on the pathophysiology of HPP, ERT has been attempted. Whyte 
et al. used the serum of Paget’s disease patients who exhibited a high level of TNAP for 
enzyme replacement [64]. Infusion of PLAP has also been attempted based on the observation 
that, when the patients with mild forms become pregnant, which causes a high serum ALP 
level according to an increase in PLAP, they sometimes show improvement of symptoms. 
Those ERT attempts, however, failed to improve the symptoms [3]. Bone marrow transplan-
tation (BMT) and mesenchymal cell transplantation have also been attempted. Those trials 
showed a slight improvement but an insufficient effect [65]. Successful ERT was reported in 
2012, in which bioengineered TNAP was administered [7]. The C-terminal membrane-bound 
region of human TNAP was eliminated and replaced with the Fc region of human IgG and 
deca-aspartate sequences [66]. This bioengineered TNAP is, therefore, soluble, can be easily 
purified using the Fc region, and has high affinity for hydroxyapatite through acidic peptides 
such as deca-aspartate [66]. Before the trial, an animal experiment using the bioengineered 
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TNAP in a knockout mouse (Akp2−/−; AKP2 is the mouse homolog of the ALPL) that is a good 
mimic of the perinatal form of HPP, showed elongation of life and improvements in bone and 
dental defects without respiratory failure [66, 67]. The clinical trial with the bioengineered 
TNAP (ENB-0040; asfotase alfa) was conducted with five perinatal and six infantile patients 
[7]. It was administered first as a single intravenous infusion of 2 mg/kg, which was then 
followed by subcutaneous injections three times per week at a dose of 1 mg/kg for 48 weeks. 
With the exception of one case who died of respiratory failure that was unrelated with asfo-
tase alfa, the recruited patients showed improvements in rickets and respiratory failure [7]. 
Asfotase alfa (StrensiqST; Alexion Pharmaceuticals, Inc.) was approved in Japan, the EU, 
Canada, and the USA in that order in 2015 [2]. Asfotase alfa has dramatically changed the 
treatment of HPP [68]. Asfotase alfa is indicated for the treatment of patients with perinatal-, 
infantile- and juvenile-onset HPP [69], in which juvenile-onset HPP means almost the same as 
the childhood form. The current protocol of the recommended administration is subcutane-
ous injection six times a week at a dose of 1 mg/kg or three times a week at 2 mg/kg, and the 
maximal volume of injection is 1 ml [69]. The half-life of asfotase alfa is 5 days in the case of 
subcutaneous administration. The most common adverse reactions (≥ 10%) are injection site 
reactions, lipodystrophy, ectopic calcifications, and hypersensitivity reactions. Patients with 
HPP are at increased risk for developing ectopic calcifications, especially of the eye including 
the cornea and conjunctiva, and the kidneys (nephrocalcinosis). Although ectopic calcifica-
tion of the blood vessels has not been reported, it is conceivable that long -term administra-
tion may cause medial artery calcification. Medial artery calcification or Mönckeberg-type 
calcification is often shown as a lethal complication in chronic kidney disease (CKD) patients 
[70]. In CKD patients, hyperphosphatemia triggers transformation of smooth muscle cells 
in the media into osteoblastic cells that express elevated TNAP, which then stimulates calci-
fication in the medial artery by a mechanism similar to that of bone mineralization [71, 72]. 
Asfotase alfa is still not indicated for milder form HPP patients. In this regards, the natu-
ral history of the adult form has not been well elucidated [44], and more study is needed. 
Similarly, odontohypophosphatasia may be still underdiagnosed, because dentists usually 
do not evaluate the serum ALP value. There should be more investigation into the feasibility 
of using asfotase alfa for those milder forms.

9. Future perspective

Although current ERT has drastically changed the treatment of HPP, many problems are 
indicated regarding asfotase alfa administration. First of all, two or three injections per week 
are needed for this ERT treatment, which burdens patients with injections and parents with 
administration fees. The interval between injections can be elongated by introducing some 
modifications into the enzyme preparation. Other possible therapies are bone marrow stem-
cell transplantation and/or combination therapy of such transplantation with ERT. Another 
possible trial is a trial of gene therapy. Using viral vectors, gene therapy was successfully 
used to treat knockout mice (AKP2−/−) [73, 74]. Since a viral vector containing ALPL cDNA 
that is injected into blood cannot maintain an effective concentration, gene therapy in com-
bination with stem-cell transplantation (ex vivo gene therapy) may be more effective [75]. 
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Once gene-transferred stem cells are transplanted, no other injection may be necessary [2]. 
Although gene therapy seems to be a promising procedure, results have so far only been 
obtained for mouse models, and its feasibility and safety in humans must be investigated.

10. Conclusions

HPP is a systemic skeletal disorder that is caused by TNAP deficiency. Human TNAP is one 
of the four isoenzymes of alkaline phosphatase and is expressed ubiquitously. The TNAP 
protein is linked to the outer membrane of cells via a GPI anchor and works as an enzyme in a 
homodimer state. TNAP is essential for biomineralization; it is located on the MV membrane 
and plays a role in the elongation of hydroxyapatite crystals into the extracellular space.

HPP is classified into six forms and clinical severity varies among the forms. Hypomineralization 
of hard tissues is a common feature of HPP. In the severe forms, patients show rickets and 
respiratory failure that cause death. Milder forms exhibit musculoskeletal disorder or teeth 
problems. Although low serum ALP activity and an elevated urine PEA value are character-
istic of HPP, genetic diagnosis is the definitive diagnosis. ERT using a genetically modified 
enzyme (asfotase alfa) opens up a new vista in the therapy of HPP, especially for severe forms 
of HPP. Although asfotase alfa has drastically changed the treatment of HPP, there remain 
still several problems with its use that need to be resolved.
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Abstract

The study was conducted on 20 white nonlinear male rats, which were divided into 2
groups of 10 animals each. Rats in the first group were used as control. Rats in the second
groupwere induced type I diabetes by intraperitoneal (i.p.) administration of streptozotocin
(65 mg/kg). Diabetes in rats was confirmed by the presence of hyperglycemia. For the
establishment of nociceptive pain sensation, mechanical nociceptive test and tail-flick test
were conducted in rats. Further animals were anesthetized by i.p. administration of Nem-
butal (40 mg/kg). The study of dynamic properties of muscle contraction was performed
under conditions of the tibia muscle activation by using the modulated stimulation of
efferent n. tibialis. Streptozotocin (STZ) was injected in rats; as a result, the blood glucose
level was increased by 4.4 times (p ≤ 0.001). Pain sensitivity in diabetic rats was suppressed,
indicating the development of peripheral neuropathy. In rats with diabetes, biomechanical
parameters of tibia muscle contraction such as the maximum force of contraction, the speed
of maximum force of contraction, the retention time of maximum force of contraction and
integrated power of muscle contraction (it is calculated on the total area of the received force
curves) were violated. This prevents adequate implementation motor neuron pools muscu-
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Abstract

The study was conducted on 20 white nonlinear male rats, which were divided into 2
groups of 10 animals each. Rats in the first group were used as control. Rats in the second
groupwere induced type I diabetes by intraperitoneal (i.p.) administration of streptozotocin
(65 mg/kg). Diabetes in rats was confirmed by the presence of hyperglycemia. For the
establishment of nociceptive pain sensation, mechanical nociceptive test and tail-flick test
were conducted in rats. Further animals were anesthetized by i.p. administration of Nem-
butal (40 mg/kg). The study of dynamic properties of muscle contraction was performed
under conditions of the tibia muscle activation by using the modulated stimulation of
efferent n. tibialis. Streptozotocin (STZ) was injected in rats; as a result, the blood glucose
level was increased by 4.4 times (p ≤ 0.001). Pain sensitivity in diabetic rats was suppressed,
indicating the development of peripheral neuropathy. In rats with diabetes, biomechanical
parameters of tibia muscle contraction such as the maximum force of contraction, the speed
of maximum force of contraction, the retention time of maximum force of contraction and
integrated power of muscle contraction (it is calculated on the total area of the received force
curves) were violated. This prevents adequate implementation motor neuron pools muscu-
lar system, which will have significant consequences in accurate positional movements.
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1. Introduction

The damages of the peripheral nervous system in patients with diabetes mellitus are recorded
in 40–60% of cases and manifests itself in the form of diabetic polyneuropathy. The incidence of
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diabetic polyneuropathy increases with age and duration of diabetes mellitus [1]. According to
recent data, in the last 10 years, in young patients with type 1 diabetes, an increase in the
incidence of diabetic polyneuropathy from 24.2% to 62.9% has been observed [2]. Diabetic
neuropathy correlates with a high risk of cardiovascular complications [3, 4]. Patients with
diabetic polyneuropathy are also at risk for the formation of trophic ulcers that do not heal for
a long time and often lead to amputating a limb [5–7]. In the USA, 15% of all patients with
diabetes will develop foot ulcers [8].

Mortality due to diabetes mellitus, complicated by diabetic polyneuropathy, remains high in
all countries of the world, regardless of their socioeconomic status [3]. Patients with diabetic
polyneuropathy often require outside help, which, of course, is reflected on the quality of their
life [9, 10].

Metabolic, vascular and immune theories were proposed to explain the pathogenesis of dia-
betic polyneuropathy [11]. Independent causes of the risk of this serious complication of
diabetes mellitus are age, male gender, unsatisfactory control of the level of glycaemia, ele-
vated lipid levels in the blood, height, overweight and obesity, and insulin treatment [12–16].
Thus, the pathogenesis of diabetic polyneuropathy is multifactorial. It includes the increase of
mitochondrial production of free radicals due to hyperglycemia-induced oxidative stress [1]. A
number of other factors affect the activity of neurons, mitochondrial function, permeability of
membranes and endothelial function. These include the activation of polyol aldose reductase
pathway [17], activation of poly(ADP ribose) polymerase [18], and modified Na+/K+-ATPase
pump function [19].

In diabetic polyneuropathy, autonomic, motor, large fiber and small fiber nerve functions are
attacked [20]. The most frequent variant of defeat of peripheral nervous system at a diabetes is
distal symmetric sensorimotor neuropathy [21]. As a rule, this complication occurs in a few
years from the onset of the underlying disease [22]. This form of diabetic polyneuropathy
develops slowly (chronically), the first symptoms (numbness and paresthesia) occur in the
lower extremities, sometimes unilateral [23]. Distal symmetric sensorimotor neuropathy is the
cause of the development of chronic neuropathic pain syndrome. Pain is the reason for 40% of
patient visits in a primary care setting, and about 20% of these have had pain for more than
6 months [24]. In this form of neuropathy, poorly myelinated and thin nonmyelinated fibers
are affected in various combinations. In most cases, at the onset of the disease, the neurological
deficit is caused by the damages to fine fibers. Symptoms of their damages are manifested by
burning or shooting pain, hyperalgesia, paresthesia, disturbances of pain and temperature
sensitivity, ulceration of the feet and a decrease in pain sensitivity from the internal organs.
With the defeat of myelinated (thick) fibers, there is a violation of deep and vibrational
sensitivity, and a decrease or loss of tendon reflexes.

Diabetic polyneuropathy affects both type 1 and type 2 diabetes patients, although specific
differences exist in the underlying pathobiology, pathology and clinical expression of the
disease [25]. In type 1 diabetes patients, diabetic polyneuropathy is more rapid and severe.

The nerve conduction study is a reliable and objective diagnostic method to evaluate the diabetic
polyneuropathy treatment response [26]. Although a nerve conduction study is regarded as the
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gold standard in clinical research, it is not useful in clinical practice because it is time-consuming,
requires special devices and trained examiners, and has no general consensus regarding its
criteria, even after multiple investigations [27]. That is why the experiments on the rats give us
possibility to investigate the mechanisms of diabetic polyneuropathy development, to evaluate
the quality of treatment, and to propose the new approaches to diagnostic and treatment of
diabetic polyneuropathy.

In isometric conditions, analysis of registered effort developed by the muscle due to frequency-
modulated stimulation of its nerve is the qualitative indicator of the level of neuro andmyopathy
pathological processes.

Phenomenological approach in the analysis of pathological processes that influence the mechan-
ical properties of the muscle makes it possible to establish important relationships between the
real macroscopic parameters of the muscle state, such as the strength, length and level of
efferent activity. Frequently, the analysis of pathological changes in muscle dynamics is suffi-
cient for the analysis of central regulatory processes, both motor activity and pathological state
of the organism as a whole.

The dynamics of contractile component is determined by the delicate interaction of motor
neuron pools that appeared in the muscle through the activated motor neuron and the activa-
tion of actin and myosin myofilaments interactions. Dependence of muscle force response on
value, duration of applied stimulation (force-velocity for the initial site) and on time of
achievement and retention of the stationary state of the contractile process makes possible to
track the level of pathological processes development that affect the mechanisms of position-
ing in muscle dynamics. These processes play a huge role in the accurate positional move-
ments of hands and fingers, even minor violations in the control system of these movements
lead to serious domestic and physiological problems.

The rapid excitement of contractile apparatus, in the process of prolonged activation of muscle
fibers, usually undergoes a slow and stable modification, which can partly be due to the
phosphorylation of the so-called light chains of myosin located in the neck of the bridge. A
slower dephosphorylation process under conditions of prolonged uninterrupted activation of
the muscle fiber causes stable phosphorylation of myosin, which, apparently, increases the
mobility of the bridges or changes their orientation. Analysis of amplitude-velocity changes of
activated muscle’s force response makes it possible to assess the influence of developing
pathology on these processes. One of the most effective and widely used methods to identify
the dynamic systems’ levels pathologies is to determine the reaction in responses to the
harmonic input effects of different velocity ranges of increase stimulating irritations.

2. Dynamic properties of skeletal muscle contraction in rats with diabetes

2.1. Methods of experiment conduction

The study was conducted on 20 white nonlinear laboratory male rats, which were divided
into two groups of 10 animals each. The rats in the first group were used as control. Rats in
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Diabetic polyneuropathy affects both type 1 and type 2 diabetes patients, although specific
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slower dephosphorylation process under conditions of prolonged uninterrupted activation of
the muscle fiber causes stable phosphorylation of myosin, which, apparently, increases the
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the second group were induced type I diabetes by administration of streptozotocin (STZ)
(65 mg/kg, i/р). Diabetes in rats was confirmed by the presence of hyperglycemia. On the
28th day of experiment, glucose loading test was conducted for the confirmation of diabetes
presence. For the establishment of pain sensation, mechanical nociceptive test was conducted
in rats (Randall-Selitto analgesiometer test) [28]. Also heat-induced rat tail-flick latency was
determined as a measure for nociceptive pain [29].

Animals were anesthetized (Ketamine (100 mg/kg “Pfizer”, USA), and tracheotomy and con-
nection to lung ventilator were performed. In the area of the popliteal fossa, musculus gastroc-
nemius was isolated and cut down to be attached to the force sensors. Further, the animal was
fixed in a stereotaxic machine with the head, pelvis and extremities rigid fixation system.
Nerve that innervate musculus gastrocnemius was fixed on a bipolar platinum wire electrode
for further electrical stimulation. The parameters of stimulation signals were programmed. The
skin edges (hind legs) around the incision were sutured to the machine tool and formed trays
with the muscle and nerve and were filled with liquid paraffin. Heart rate and ECG ampli-
tudes were monitored during surgery and experiments [30].

Before stimulation of the spinal cord, the ventral root muscle was connected to a load that did
not stretch it because of unilateral mechanical limiter, and only shortening of the muscle was
possible. After activation, the isometric growth of the force began until the muscular effort
reached the external load, after that the isotonic shortening of the muscle started.

In the initial stage of the shortening, it was possible to distinguish a near-linear part of motion
due to velocity measurement at which it was possible to establish the empirical dependence of
the contraction rate on the level of isotonic loads. The pathological processes that occurred
during the development of diabetic polyneuropathy modulated the muscular response regis-
tered by us. The level of this modulation was a qualitative characteristic of residual physiolog-
ical disorders both at the neuropathic and at the myopathy level of pathology development.
The statistical analysis of the data was conducted in the program Statistica 8.0. To approximate
this empirical dependence, several analytic approaches were selected.

As a modulating component, a stimulating signal of different amplitudes and times charac-
teristics was used and regarded as an input effect, and the output signal was the first
harmonic of the muscle-developed effort and the subsequent realization of the modulated
stimulation pool.

2.2. The analysis of electro-physiological parameters used in work as indicators of
pathological processes development during diabetic polyneuropathy

2.2.1. The changes in time of muscle force response beginning caused by a single stimulation pool

Time between first and second mitotic response that was caused by successive stimulation
with fixed meaning between them (2000 ms). This indicator makes it possible to assess the
presence or absence of pathologies (neuropathy or myopathy) during the initial stages of
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the study, and to correct the algorithm of further investigation whether pathological
changes are present.

2.2.2. The changes in time of muscle force response beginning caused by 10 consecutive stimulation
pools with 10 s relaxation time between them

When the intensity of stimulation changes, the temporal parameters of the stimulation pools
conduction in axon do not remain constant. The investigation of changes of time delays of
impulses conduction with an increase number of stimuli makes it possible to assess the level of
pathological changes in the neuromuscular preparation with prolonged, static reactions of the
muscular system. High-frequency stimulation of peripheral afferents that form monosynaptic
contacts with motor neuron causes an effective summation of successive action potentials and
stable depolarization of the cell membrane. In this case, the pulse frequency is determined by
the average level of membrane depolarization and increases with rise of frequency stimulation.
During the development of pathological processes associated with diabetic polyneuropathy,
the use of stimulation without relaxation of the corresponding long transsynaptic activation of
motor neurons causes adaptive time decrease of stimuli conduction. Change in this parameter
is the marker of pathological processes presence in the neuromuscular preparation while
applying stimulation signals close to physiological parameters.

We analyzed several basic biomechanical parameters during studying the myotonic response
of the muscle. These parameters are universal markers that show the presence of biomechan-
ical disturbances caused by factors of different nature.

Changes in each of described biomechanical parameters is an indicative marker of the dys-
function presence in the excitation-response chain of both the neuromuscular preparation and
the state of the organism as a whole.

We have designated the investigated segments of biomechanical responses for more favorable
description of the changes in the obtained curves (Figure 1).

2.2.3. The changes in time to reach maximum force response

The maximum force generation on which the active muscle is capable is an important indicator
for fast, ballistic, nontargeted movements (Figure 1—Δt1) The changes of this indicator show
the level of physiological dysfunction of neuromuscular preparation when it implements the
maximum power tasks.

2.2.4. The changes in time of achievement of stationary state of contraction, with the use of
modulated stimulation signal

The stationary state of the active muscle is a temporal area of the contractile activity of the
muscle tissue without the presence of a significant trend in one or the other direction, during
the activation of the muscle (Figure 1—Δt2). Physiologically, the stationary state of the active
muscle is the level of muscle force production that corresponds to the physiological state of the
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presence. For the establishment of pain sensation, mechanical nociceptive test was conducted
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the study, and to correct the algorithm of further investigation whether pathological
changes are present.

2.2.2. The changes in time of muscle force response beginning caused by 10 consecutive stimulation
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When the intensity of stimulation changes, the temporal parameters of the stimulation pools
conduction in axon do not remain constant. The investigation of changes of time delays of
impulses conduction with an increase number of stimuli makes it possible to assess the level of
pathological changes in the neuromuscular preparation with prolonged, static reactions of the
muscular system. High-frequency stimulation of peripheral afferents that form monosynaptic
contacts with motor neuron causes an effective summation of successive action potentials and
stable depolarization of the cell membrane. In this case, the pulse frequency is determined by
the average level of membrane depolarization and increases with rise of frequency stimulation.
During the development of pathological processes associated with diabetic polyneuropathy,
the use of stimulation without relaxation of the corresponding long transsynaptic activation of
motor neurons causes adaptive time decrease of stimuli conduction. Change in this parameter
is the marker of pathological processes presence in the neuromuscular preparation while
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ical disturbances caused by factors of different nature.
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the state of the organism as a whole.
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The maximum force generation on which the active muscle is capable is an important indicator
for fast, ballistic, nontargeted movements (Figure 1—Δt1) The changes of this indicator show
the level of physiological dysfunction of neuromuscular preparation when it implements the
maximum power tasks.
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modulated stimulation signal

The stationary state of the active muscle is a temporal area of the contractile activity of the
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neuromuscular preparation at this moment. The time of its establishment is a time of adapta-
tion processes passage in the muscle during its activation by stimulating pools, to select the
optimal amplitude-strength characteristics of the contracting muscle in order to realize the
incoming stimulations with the least deviations from the CNS tasks.

2.2.5. The changes in time of stationary state retention, with the use of modulated stimulation signal

The retention of stationary state is an indicator of adaptability of the muscular system to a new
state of the neuromuscular system, altered by a pathological action (Figure 1—Δt3). In some
cases, we could record relatively stable periodic changes in the level of stationary state at the
applied pulse activity frequency, but without significant dependencies of these fluctuations to
the level of pathology development or methods of drug administration. We consider the
presence of oscillations at the phases of stationary state retention is a consequence of individ-
ual differences in the muscular system of experimental laboratory animals.

Figure 1. Schematic representation of analyzed biomechanical parameters of muscles gastrocnemius contraction using a
modulated stimulation signal.
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2.2.6. The changes in time of maximum contraction force generation

This marker is an indicator of the general dysfunction of the muscular system, index of decrease
(with pathologies development) of the maximum possible force response (Figure 1—Fmax). The
change in this parameter can be related either to a violation in the neuronal component or to
the miotic components of the studied pathology. The dysfunction of this parameter can also be
associated with a violation of the integrity of the signals that generate motor neurons in the
synaptic current, and as a result, the violation of the summation of the transmembrane currents
occurred in accordance with the internal membrane properties. That influences the pathological
transformation of the sequence of action potentials that trigger a muscle contraction that causes
the maximum force response.

2.2.7. The changes in minimum contraction force generation

This data show the maximum pathological changes caused by the pathological process during
analyzing changes in contraction of each successive contractile act (Figure 1—Fmin). This
marker is the main indicator of muscle dysfunction while performing simple one-joint move-
ments. The phenomenological analysis of it makes possible to establish the presence of cause-
effect relationships between the level of decrease in biomechanical activity of muscles, the
basic mechanical parameters of movements and the level of development of the pathological
process. The accuracy of such conclusions is enhanced due to multiple repetitions of these
stimuli and stimulation time increase.

2.2.8. The changes in integrated power of muscle contraction

The integrated power is subtracted from the total area of force curves (Figure 1—S) and is an
indicator of the overall capacity of the muscle with the use of applied stimulation pools.
Analysis of this value makes it possible to evaluate the mechanisms of the formation of muscu-
lar activity in the equilibrium system, in the force-external load system, that is, a physiological
analogue of the working capacity of the muscular system as a whole.

2.2.9. The changes in fatigue processes of the neuromuscular preparation accompanied by diabetic
polyneuropathy

In condition of 1 and 2 Hz, unrelaxed stimulation of the analysis of fatigue processes develop-
ment was made, which makes it possible to evaluate the development of fatigue in different
time ranges. Fatigue evaluation was calculated by time intervals with achievements of 50 and
30% force responses, with stimulation irritations. It should be noted that in control, the change
of this data had a long time frame, which complicated the description of fatigue processes
development during pathology. Therefore, for more precise description of results, the change
in control values was considered 100%, and while analyzing the data, the percentage differ-
ence was described.
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neuromuscular preparation at this moment. The time of its establishment is a time of adapta-
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ual differences in the muscular system of experimental laboratory animals.

Figure 1. Schematic representation of analyzed biomechanical parameters of muscles gastrocnemius contraction using a
modulated stimulation signal.
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2.2.10. Analysis of fusion index

To analyze the dynamics of real movements, we considered the peculiarities of the transfor-
mation of segmental and descending activity during the development of polyneuropathy. An
important role in the realization of the motor function belongs dedicated to asymmetric nature
of the muscle reactions as a result of increase in the level of incoming efferent activity. In
our work, almost all movements are relatively simple and are provided with straight pattern
of motor neuron populations. Since motor neurons directly control muscle contraction, the
nature of the transformation of activity coming to them from multiple sources is largely
predetermined by the peculiarities of muscle dynamics. The significant inertia of muscle
contraction during the development of the pathological process requires motor neurons to
have such dynamic properties that could compensate for the insufficiently high-speed param-
eters of muscle contraction. Thus, the slowdown of smooth tetanus appearance can be used as
another parameter to describe the dynamics of pathologies development. We investigated the
transition of active muscle force response from the state of the unfused tetanus to the fused
one. We had also analyzed the time variation between the peaks of the force response and their
maximum force. Two above-described parameters are important for the transition of the active
muscle from the state of unfused tetanus to the fused one. The analysis of their changes shows
us the peculiarities of dysfunction generation by individual motor units, and the consistent
nature of their activation provides the possibility of smooth regulation of the force developed
by the whole muscle.

3. Electrophysiology

STZ was injected in rats on 28th day of experiment; as a result, blood glucose level was
increased by 4.4 times (p ≤ 0.001). On the 14th and 28th day of development of diabetes, the
threshold of pain sensitivity increased by 26.4% (p < 0.05) and 95.86% (p < 0.01), accordingly,
by comparison to an initial level (before STZ injection). Therefore, pain sensitivity in diabetic
rats was suppressed, indicating the development of peripheral neuropathy.

Force response of musculus gastrocnemius in rats with diabetic polyneuropathy caused by
single stimulation pool with frequency of 50 Hz showed that time of the force response
beginning increased by 119.34% with stimulation through the nerve (Figures 2 and 3). It
should be noted that time of force response in the condition of direct stimulation though the
muscle did not change.

The time of force response beginning increased from 121.25% at the first run till 142.27% at the
tenth run in case of 10 consecutive stimulation pools usage (Figures 1 and 3). It was concluded
the presence of neuropathic changes associated with the impossibility of generation of 10
consecutive stimulation pulses without significant physiological disturbances of myopathy
origin.
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It was shown that the diabetic polyneuropathy leads to significant dysfunctions during stim-
ulation signal transfer to effector. When the parameters of stimulation signal approach to the
physiological level, the dysfunction of neuromuscular activity increases till the level that is
capable to disturb the overall dynamics of the contractile process.

Figure 3. The change in time of muscle force response in rats with diabetic neuropathy caused by 10 consecutive irritation
pools by modulated electrostimulation with 50 Hz frequency. The relaxation time is 10 s. The meanings are represented as
percentages from control values considered as 100%. 1—control values; 2–11—consecutive irritation pools; a—direct
stimulation of the muscle; b—stimulation through the nerve.

Figure 2. The change in time of muscle force response in rats with diabetic neuropathy caused by 10 consecutive irritation
pools by modulated electrostimulation with 50 Hz frequency. The relaxation time is 10 s. Cont—control; Δt1—time
between two consecutive stimulation pools; Δt2—time of muscle force response beginning; a—direct stimulation of the
muscle, rat with diabetic neuropathy; b—stimulation through the nerve, rat with diabetic neuropathy.
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Thus, the use of streptozotocin increases time of force response, which is an adequate criterion
for the presence of neuropathy in rats with diabetic neuropathy.

As a result, amplitude-force changes in the muscle response were revealed (Figure 4), both
compared to control or to direct muscle stimulation. It should be noted that the presence of
clearly expressed fluctuation changes in the phase of stationary state retention in rats with
diabetic polyneuropathy with stimulation through the nerve.

Figure 4. The changes in the dynamic parameters of musculus gastrocnemius contraction in rats with diabetic
polyneuropathy, stimulated by modulated electrostimulation with 50 Hz frequency and duration of 2, 4 and 6 s. The
relaxation time is 10 s. a—direct stimulation of the muscle; b—stimulation through the nerve; 1, 2, 3—stimulation time 2, 4
and 6 s, respectively; Cont—control, Δt1—phase of the maximum force response, Δt2—phase of stationary state of
contraction.
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The change in time of maximum force reach (Figure 5) caused by 10 consecutive stimulation
pools modulated by electrostimulation with 50 Hz frequency and duration of 2 s was 183.41%
at the first and 213.27% at the tenth run, respectively. When stimulation time was increased till
4 and 6 s, the data were 188.49% (1), 243.47% (10), 188.49% (1) and 243.47% (10), respectively.

Figure 5. The change in time of maximum force reach by musculus gastrocnemius in rats with diabetic polyneuropathy
caused by 10 consecutive stimulation pools with electrostimulation with 50 Hz frequency and duration 2, 3 and 4 s. The
relaxation time is 10 s. The meanings are represented as percentages from control values considered as 100%. 1—control
values; 2–11—consecutive irritation pools; a—direct stimulation of the muscle; b—stimulation through the nerve.
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The time of stationary state reach by musculus gastrocnemius in rats with diabetic neuro-
pathy by stimuli for 2 s showed that the time increased from 211.34% at the first till 249.14%
at the tenth run corresponding (Figure 6). When stimulation time was increased till 4 and
6 s—215.64% (1), 253.78% (10) and 234.12% (1) 297.66% (10), respectively. At the same time, the
time of stationary state retention also decreased linearly as with the increase in the number of
stimulating pools and with an increase in the stimulation longevity (Figure 7).

Figure 6. The change in time of stationary state reach by musculus gastrocnemius in rats with diabetic polyneuropathy
caused by 10 consecutive stimulation pools with electrostimulation with 50 Hz frequency and duration 2, 4 and 6 s. The
relaxation time is 10 s. The meanings are represented as percentages from control values considered as 100%. 1—control
values; 2–11—consecutive irritation pools; a—direct stimulation of the muscle; b—stimulation through the nerve.
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The changes in the maximum and minimum force of muscle contraction in rats with diabetic
neuropathy caused by 10 consecutive stimulation pools with modulated electrostimulation
with 50 Hz frequency and duration 2, 4 and 6 s were analyzed. The decrease in the maximum
force was found from 99.34% at first run till 91% at tenth run, as well as decrease in the
minimum force response was found from 99% (1) till 90.78% (10). The changes in these
indicators with increasing stimulation duration up to 4 s were as follows: 98.71% (1) to
78.58% (10) and 97% (1) to 51.8% (10) for the maximum and minimum force, respectively.
Increase in stimulation up to 6 s: 97% (1) to 51.8% (10) and 91.18% (1) to 65.34% (1) for the
maximum and minimum force, respectively.

Figure 7. The change of integrated power of musculus gastrocnemius in rats with diabetic polyneuropathy caused by 10
consecutive stimulation pools with electrostimulation with 50 Hz frequency and duration 2, 3 and 4 s. The relaxation time
is 10 s. The meanings are represented as percentages from control values considered as 100%. 1—control values;
2–11—consecutive irritation pools; a—direct stimulation of the muscle; b—stimulation through the nerve.
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Integrated power in rats with diabetic polyneuropathy showed a slight decrease from 100% at
the first run to 92.37% at the tenth run with stimulation duration of 2 s. More significant
changes were recorded at 4 and 6 s stimulation from 98.7% (1) to 71.16% (10) and from
94.71% (1) to 49.6% (10), respectively.

Based on the obtained data, it could be concluded that with the development of diabetic
neuropathy for all 10 consecutive stimulation pools, the formation of a stable muscle response
in the phases of the maximum force retention (and stationary state) does not occur. The
dynamics of amplitude-force formation had a clear tendency to reduce the stabilization time
of the constant power characteristics.

Biomechanical curves showed that prolonged stimulation with 1 and 2 Hz frequency (Figure 8)
decreased the maximum force response of the muscle throughout the period of stimulation.
Stimulation of 2 Hz caused the development of rapid fatigue processes, and the maximum change
in muscle power productivity occurs on 1min of force parameters registration (Figures 8 and 9). If
we continue stimulation in the same way, after 150 s, the muscle passes into a state of complete
nonexcitability (Figure 10).

Figure 8. Curves of musculus gastrocnemius force generation caused by unrelaxed stimulation by electrostimulation
with 1 Hz (a) and 2 Hz (b) frequency. Δt1—time of force reduction by 50% compared to the initial level; Δt2—time of force
reduction by 30% compared to the initial level.
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The time of muscle contraction force reduction during diabetic polyneuropathy by 50% was 55
and 39 s, respectively. The time of muscle contraction force reduction by 30% was 165 s at 1 Hz
and 82 s at 2 Hz (Figure 9).

Thus, it can be assumed that the conversion of the depolarization current to the impulse fre-
quency of the outgoingmotor neuron during the development of these pathological processes is
a linear process of the development of fatigue with the absence of rapid adaptation by a
constant frequency stimulus. The registered parameters during fatigue process development
were similar to the processes of motor neuron impulse frequency changing caused by severe
pathological disorders of the neuromuscular preparation. The transformation of depolarization
current into the pulse frequency in this case is a nonlinear process, most likely connected with
numerous pathological processes in organism. The absence of both initial and subsequent
adaptation of the induced fatigue process can be associated with processes of inactivation of
Ca channels located in the initial axon segments.

Figure 9. Time of musculus gastrocnemius force reduction in rats with diabetic neuropathy by 50% (1) and 30% (2)
compare to initial level caused by unrelaxed stimulation by electrostimulation with frequency 1 Hz and 2 Hz. a—control;
b—direct stimulation of the muscle; c—stimulation of the muscle through the nerve; 1—time of force reduction by 50%
compared to the initial level; 2—time of force reduction by 30% compared to the initial level.
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Maximum force contraction during diabetic neuropathy decreased from 97% till 30% with
stimulation of 1 Hz and duration of 200 s (Figure 11).

With stimulation of 2 Hz and duration of 200 s, the maximum force contraction of musculus
gastrocnemius in rats with diabetic neuropathy decreased significantly from 95 to 5%, respec-
tively (Figure 10).

Time between the development of the maximum force response decreased by 65 min during
first unfused tetanus till 53 min during the fifth contraction (Figures 10). The change in peaks
force is 311 mN at the first contraction and 331 mN at the fifth contraction of the unfused
tetanus. The time for establishing of fused tetanus caused with stimulation of 20 Hz and 6 s
duration was 4789 ms. In control this time was 3456 ms (Figure 12).

Figure 10. Musculus gastrocnemius maximum force reduction in rats with diabetic neuropathy compared to the initial
level caused by unrelaxed stimulation by electrostimulation with 1 Hz and 2 Hz frequency and duration of 200 s. The
meanings are represented as percentages from control values considered as 100%. a—control; b—rat with diabetic
neuropathy; 1–21—consecutive irritation pools.
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4. Conclusions

To form macroindicators of neuromuscular activity during the development of diabetic poly-
neuropathy numerous complex, nonlinear nonstationary processes occur. The influence of

Figure 12. The changes in time between the development of the maximum force response (a), force (b), during the first
five contractions of unfused tetanus and the time of its establishment (c), stimulation with 20 Hz frequency of the control
(cont) and diabetic (diabete) rats. 1–5—consecutive irritation pools.

Figure 11. The changes in musculus gastrocnemius maximum force response development at five first peaks of the
unfused tetanus caused by stimulation with 20 Hz frequency in rats with diabetic neuropathy. a—it is the general view
of the muscle force response caused by stimulation with 20 Hz frequency, for 6 s control (1), rats with diabetic neuropathy
(2); b—five consecutive peaks of the tetanus; *—indicated parameters of the investigated rats; Δt1–Δt5—time of force
response development 1–5 consecutive reductions; Δf1–Δf5—the force of consecutive peaks of the first contractions of
musculus gastrocnemius.
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pathological factors on these processes leads to either complete dysfunction of these parame-
ters or their desynchronization. As a result, the whole muscle as a dynamic system is not able
to adequately implement the pool of neural activity getting from the central nervous system.
The nature and level of these dysfunctions is linearly related to the level of pathological
processes development, the analysis of which at present can be carried out exclusively at the
phenomenological level. Despite new experimental approaches in studying microlevel of
neuromuscular regulation, traditional electro-physiological models with usage of neuromuscular
preparation in vivo are still important. Such studies should be conducted not only to obtain
accurate quantitative analysis of the pathologies of muscle dynamics but also to study the
totality of the central processes involved in the regulation of muscle contraction.

In condition of diabetic polyneuropathy development, differences in the response of the muscle
to frequency changes indicate that to determine the contractile properties of the muscle, it is
important to know not only the current values of the force response and activation intensity but
also the history of changes in these parameters. The consequence of above-described dysfunction
of the neuromuscular complex is the need of motor neurons to generate powerful dynamic
discharge components to resume the error-free operation of the muscular system. Thus, at the
same levels of the stationary state of the efferent command, an increase in the duration of the
preceding dynamic component not only slows down the transition to a new equilibrium force
but also leads to decrease in the maximum force response. The mechanokinetic curves showed
the changes in the implementation of complex stimulation programs during the development of
polyneuropathy. The analysis of dynamic properties of various parts of the motor system gives
an idea of the presence of changes in the dynamics of complex movements associated with the
precision positioning of joints and the ability of the system to correct the descending motor
commands by adaptation processes in the central neurons.

Usage of static characteristics “stimulation signal-reduction force” to analyze the pathological
processes during diabetic polyneuropathy development will lead to incomplete picture of
pathology development. For an adequate understanding and analysis of these changes, a
multifaceted experimental approach is needed with the possibility of simultaneous monitoring
of various biomechanical parameters with different amplitude-time intervals and a labile
system of external stimulation. Only in this case it becomes possible to trace the changes in
the reaction of neuromuscular preparation to stimulation that are responsible for the develop-
ment of ballistic precision positional movements, the analysis of which will be a critical factor
in concluding the level of development of pathologies in diabetic polyneuropathy.
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Abstract

Renal transplantation is currently the best alternative for patients with end-stage renal dis-
ease. Immune responses activated against the allograft are a decisive factor in transplanta-
tion outcomes and patient survival. Although short-term graft and patient survival have 
improved significantly as a result of better donor matching systems, novel immunosup-
pressive agents and enhanced care, long-term outcomes remain unfavorable and reflect 
sub-clinical injury caused by chronic rejection. The immune system lies at the intersection 
of immunogenic tolerance and graft failure; thus, it is a major determinant of pathology in 
the context of renal transplantation. During the early stages of transplantation increased 
expression of cytokines has been observed in addition to increased expression of adhesion 
proteins and immune cells. This early inflammatory response does not necessarily end in 
graft rejection, although this will depend on the severity of the inflammation. Activation 
of Toll-like Receptors (TLRs), damaging molecular patterns (DAMPs), and other com-
ponents of innate immunity is key to the formation of atherosclerotic plaques and the 
development of autoimmune diseases. Initially the donor antigens are presented to the 
T lymphocytes of the recipient. This activation induces their proliferation, differentiation 
and cytokine production. Successful kidney transplant recipients need to develop immu-
nologic tolerance against donor antigens. In this chapter, we address some of the innate 
and adaptive immune mechanisms associated with kidney transplantation; emphasizing 
their role in allograft rejection.

Keywords: kidney, transplantation, immunopathology, graft rejection, immunology
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(OPTN), there are currently close to 100,000 people in the U.S. waiting for a lifesaving kid-
ney transplant. Only between January and May 2017, 14,075 kidney transplants took place 
in the United States; of which 11,702 organs came from deceased donors and 2373 came 
from living donors. Renal transplantation has become the treatment of choice for patients 
with end-stage renal disease (ESRD); though its success and widespread use are still limited 
by the availability of suitable organs and allograft rejection [1]. In recent decades, short-
term graft survival has improved significantly as consequence of better donor matching 
systems, novel immunosuppressive agents and enhanced care. Unfortunately, long-term 
outcomes remain unfavorable and reflect subclinical injury caused by antibody-mediated 
allograft rejection (ABMR) [2]. The immune system lies at the intersection between immu-
nogenic tolerance and graft failure and as such, it is a major determinant of pathology 
in the context of renal transplantation [3]. The immune system is a complex network of 
lymphoid organs, cells, and molecules responsible for body homeostasis and host defense. 
Although the main function of the immune system is to protect against external pathogens 
and molecules, the presence of foreign antigens on the donor organ also triggers innate and 
adaptive immune responses in the recipient that will largely determine graft performance 
and patient survival.

2. Activation of innate immunity in kidney transplantation

Innate immune responses are required for the activation of cellular and molecular mecha-
nisms behind the physiopathology of kidney transplantation [4]. During the early stages of 
transplantation, innate immunity is essential for the activation of the adaptive immune sys-
tem, whereas at later stages, innate components promote an inflammatory microenvironment 
that enhances allograft damage.

2.1. Cells of the innate immune system

The cellular components of innate immunity are phagocytic leukocytes (neutrophils, 
monocytes, eosinophils, and basophils), natural killer (NK) cells, and dendritic cells 
(DCs). Ischemic injury that occurs during organ transplantation promotes alloimmune 
responses including innate cell recruitment [5]. Infiltrating neutrophils release proteases, 
free radicals, and proinflammatory molecules such as interleukin 6 (IL-6), interleukin  
8 (IL-8), and tumor necrosis factor alpha (TNF-α) within the graft. It has been demon-
strated that a high neutrophil-lymphocyte ratio amplifies the inflammatory process during 
acute renal failure [6]. Furthermore, neutrophil-depleted mice and intracellular adhesion 
molecule 1 (ICAM-1) knockouts are more resistant to renal ischemic injury; suggesting that 
neutralizing neutrophil activity could increase transplant success rates by reducing early 
graft damage [7]. Macrophages are also an important source of interleukin 1 (IL-1), IL-6, 
transforming growth factor beta (TFG-β), interferon γ-induced protein 10 (IP-10), mono-
cyte chemoattractant protein 1 (MCP-1), and macrophage inflammatory protein 2 (MIP-2) 
during ischemia [8]. In the context of renal damage, monocytes are recruited within the 
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first few days thanks to C–C chemokine receptor type 2 (CCR2) and CX3C chemokine 
receptor 1 (CX3CR1) ligand release. Subsequently, these monocytes are transformed into 
macrophages able to phagocyte damaged cells and present peptides to alloreactive T cells 
in peripheral lymph nodes [8, 9]. There is NK cell recruitment after ischemia and during 
the early stages of renal transplantation [10, 11]. NK cells keep other cells in check for 
major histocompatibility complex (MHC) surface expression through killer Ig-like recep-
tors (KIR) [12]. In allotransplantation, lack of MHC Class I recognition triggers NK effec-
tor mechanisms, including perforin-dependent cell lysis and cytokine production [13]. NK 
cells seem to play an important role in the induction of acute renal damage and long-term 
graft survival as demonstrated in mice that exhibit abnormalities in recruitment of these 
cells and are more resistant to kidney damage [10, 11].

2.2. Role of pattern recognition receptors and damaging molecular patterns in renal 
transplantation

In the early 1990s, Janeway proposed that all innate immune cells had pattern recogni-
tion receptors (PRRs) that can discriminate between self-components and pathogens. Soon 
after, Polly Matzinger suggested that our immune system is designed to recognize signs of 
harm rather than to discriminate between self and nonself, which could explain how innate 
immune activation can occur under sterile conditions such as in allotransplantation [14]. 
Consequently, pathogen-associated molecular patterns (PAMPs) and DAMPs are designed 
to signal damage threats [15]. DAMPs and PAMPs arise in the allograft during pre- and post-
transplant periods; and activation of vascular PRRs such as TLRs, C-type lectin receptors, 
Nod-like receptors, and retinoic acid-inducible gene-I-like receptors can trigger production 
of proinflammatory cytokines [4].

The surgical process as well as ischemic injury, precondition for a systemic inflammatory 
reaction by releasing high mobility group box 1 (HMGB1) and heat shock proteins; as well 
as by increasing Toll-like receptor 4 (TLR4) expression in endothelial and peripheral blood 
cells [16]. The immunosuppressant cyclosporin A also induces HMGB1 release and promotes 
immune cell infiltration into the renal graft [17]. Furthermore, blocking HMGB1 reduced cel-
lular infiltrate, IL-6 and TNF-α production in kidneys subjected to ischemia, and decreased of 
MCP-1 which is reflected in reduced nephrotoxicity [18]. On the other hand, HMGB1 appears 
to play a protective role; the administration of recombinant HMGB1 prevents dysfunction, 
tissue damage, and inflammation in animals subjected to ischemia [19].

2.3. The complement system

The complement system is a set of membrane-anchored and serum proteins that work in a 
coordinated way to eliminate microorganisms or damaged cells. The functions of comple-
ment include opsonization, inflammation through secondary products that result from the 
degradation of anaphylatoxins and formation of the membrane attack complex (MAC). There 
are three known complement pathways: the classical pathway that depends on the previous 
binding of antibodies, the alternate pathway that depends on the spontaneous hydrolysis and 
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first few days thanks to C–C chemokine receptor type 2 (CCR2) and CX3C chemokine 
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ment include opsonization, inflammation through secondary products that result from the 
degradation of anaphylatoxins and formation of the membrane attack complex (MAC). There 
are three known complement pathways: the classical pathway that depends on the previous 
binding of antibodies, the alternate pathway that depends on the spontaneous hydrolysis and 
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binding of C3 and the pathway of lectins that depends on the binding of proteins to carbo-
hydrates. Currently, there is evidence to suggest the participation of the three complement 
pathways during renal transplantation [20–22].

2.4. Innate-adaptive immunity interactions

Communication between innate and adaptive immunity largely depends on antigen presen-
tation. T and B cells express antigen-specific receptors (TCR and BCR). The signals elicited 
by the TCR and BCR are insufficient to achieve the proper activation state, and costimula-
tory molecules and cytokines provided by innate immune cells are necessary [4]. Although 
DCs are the most efficient APCs, neutrophils, basophils, and eosinophils also influence the 
outcome of adaptive immunity. Neutrophils can recruit IL-17-producing Th17 lympho-
cytes by releasing CCL2 and CCL20. Interestingly, patients with a history of chronic renal 
dysfunction showed a significant increase in IL-17 producing cells [23]. Basophils are nor-
mally activated by IL-3 or immunoglobulin binding in different renal structures; and are an 
important source of cytokines, thymic stromal lymphopoietin, leukotrienes and histamines 
which may influence the outcome of adaptive immune responses [24, 25]. Basophils express 
MCH Class II and are considered important regulators of T and B cell activation. Moreover, 
an increase in eosinophils in renal transplant, recipients has been proposed as a predictor 
of allograft success [26].

3. Adaptive immune responses

3.1. Allorecognition, T-cell activation, T cell–mediated cytotoxicity, and B lymphocytes

The term allorecognition refers to recognition of diverse forms of genes between a mem-
ber of the same species by T cells and involve Human major histocompatibility complex 
(MHC) glycoproteins. MHC is a family composed by the most studied antigens in trans-
plantation field. These antigens are widely known as human leukocyte antigens (HLA). 
The genes encoding HLA antigens are highly polymorphic, this feature represents a big 
obstacle in the study of mechanisms of graft rejection. Class I HLA are present in mem-
branes of the nucleated cell of humans and its function is to present small endogenous 
antigens to CD8 T lymphocytes. Class II are expressed on dendritic cells, macrophages,  
B cells, endothelial, and some types of epithelial cells. This T cell recognition event is the 
first step of graft rejection. There are two different ways in which T cells recognize allo-
antigens, i.e., direct and indirect. Direct recognition is when CD8+ and CD4+ T cells from 
the recipient recognize MHC class I and class II presented by APCs and donor peptides. 
Indirect recognition is mediated by specialized APCs form the recipient presenting to T 
cells [27]. Donor endothelial cells express molecules that stimulate T cells, these activated 
cells provide help to B cells resulting in the production of alloantibodies [28]. Although the 
most studied role of B cells is associated with alloantibodies and donor specific antibod-
ies, there are controversial opinions about the deleterious role of these antibodies and its 
association with poor graft outcomes [29].
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4. Immunotolerance in transplantation

The term immunotolerance implies the absence of recognition and renal graft attack by the 
immune cells of the recipient. One of the most important developments in the field of organ 
transplantation has been the use of immunosuppressive therapies that interfere with immune 
recognition and consequently delay graft rejection. Nonetheless, although immunosuppres-
sion is used, some immune adaptation may develop in the graft. To choose a clinically suc-
cessful immunosuppressive therapy, several factors must be considered: they must be easily 
applicable in clinical practice, there should be enough evidence of their effectiveness, they 
must be stable over time even in conditions where the immune system is altered, and their 
mechanism of action should not have cross-reactions with other therapies. As a final point, it 
should be possible to measure and control its levels in the transplanted patient [30]. Induction 
of tolerance can occur through various mechanisms that include thymic deletional, central 
and peripheral deletional, and nondeletional mechanisms.

4.1. Mechanisms of -cell tolerance

T cell tolerance in transplantation is a regulated process that ensures the tolerance and per-
manence of antigens, similarly to tolerance required for the maintenance of self-antigens [31]. 
It consists of several stages: deletion, anergy, suppression, and ignorance. Tolerance is main-
tained by several mechanisms initiating in the thymus, where T cells are chosen by negative 
selection. The main mechanism of transplanted antigens tolerance is through intrathymic dele-
tion of donor-reactive T cells [32]. Although there are additional mechanisms of peripheral 
tolerance, most T cells are eliminated by this mechanism. Peripheral deletion of T cells is an 
important mechanism of tolerance, in which CD4 T cells reactive to donor antigens show acti-
vation, as well as apoptotic cell death. Once the tolerance is given T cells cannot respond to 
antigens, a state known as anergy. A costimulatory block induces anergy and has been success-
fully applied for tolerance induction. The activation of the T cell requires at least two signals: 
an antigen-dependent T cell receptor-mediated signal 1 and an antigen-independent costimu-
latory signal 2 [33]. CD4 and CD25 T cell regulators are actively involved in the development of 
immunological tolerance toward the graft. Ignorance is another mechanism that occurs when 
donor antigens are not recognized by the lymphoid system of the recipient or when lympho-
cytes fail to invade the graft. However, this mechanism applies to nonvascularized grafts.

The aim of tolerance induction in renal transplantation is to block direct and indirect allore-
sponse pathways. In the first, it is necessary to establish the depletion of the recipient T cells 
and the activation of suppressor cells capable of regulating T cells. Some drugs can induce the 
death of alloreactive T cells. On the other hand, oral administration of allopeptides may also 
produce specific tolerance to corresponding alloantigens and generate specific production 
and activation of regulatory T cells.

4.2. Induction of immunologic tolerance

Tolerance induction requires alloreactive T-cell deletion in the thymus before these cells 
can be released to the periphery. Hematopoietic chimerism is a widespread method to 
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induce tolerance. Animal models have improved our understanding of this mechanism 
that ranges from tolerance induction through the injection of allogeneic cells into newborn 
mice to the use of adult irradiated animals injected with allogeneic donor bone marrow 
[34]. Tolerance induction at the peripheral systemic level needs to target mature T cells 
by blocking T cell molecules located on its surface, which have important roles in the acti-
vation of signaling pathways that impact cell function directly. To this end, antibodies 
directed against CD4 or CD8 or costimulatory molecules have been used. CD28 receptor 
blockade prevents proinflammatory cytokine production, as well as T cell survival and 
proliferation. It is also possible to interfere with the signaling pathways involved in T cell 
survival and proliferation, which is the case of the mTOR pathway inhibitor rapamycin. 
Clinical studies in humans have focused on graft tolerance induction by pretransplanting 
donor hematopoietic cells in human leukocyte antigen (HLA)-matched and mismatched 
kidney transplant recipients [35, 36].

4.3. Immunosuppressive therapy in renal transplantation

The discovery of effective immunosuppressive drugs has had great impact in the field of 
transplantation. Currently available immunosuppressive therapies focus on three main 
objectives: induction, maintenance, and treatment of rejection. For induction therapy three 
types of antibodies are used, the lymphocytes depleting agents, antithymocyte globulin 
and alemtuzumab, and basiliximab (nondepleting) [37]. Basiliximab, an IL-2 receptor 
antagonist and it is used in combination with other immunosuppressants, significantly 
reduces acute rejection in large clinical studies [38]. The use of antithymocyte antibodies in 
diseased donor recipients also reduces early acute rejection incidence. Nevertheless, its use 
has been associated with reversible leukopenia, thrombocytopenia, and cytomegalovirus 
infection [39].

The use of calcineurin inhibitors cyclosporine and tacrolimus has been key in reduc-
ing the risk of rejection and has greatly improved short-term graft survival outcomes. 
Unfortunately, in the long run they also help develop histological changes typical of 
nephropathy that diminish kidney graft function and increase risk of graft loss [40, 41]. 
A T cell costimulatory inhibitor called belatacept was introduced to avoid the deleteri-
ous effects of calcineurin inhibitors. In several studies, belatacept prevents acute rejection 
in renal transplantation comparable to cyclosporine [42]. Since the 1980s, several options 
have been developed to reduce kidney transplant rejection. Monoclonal muromonab-CD3/
OKT3, monoclonal interleukin-2 receptor (IL-2R) antibodies (daclizumab and zenapax), 
and antiproliferative agents (mycophenolate mofetil) are part of a large list of options 
currently available in renal transplantation [43]. Nevertheless, some transplant experts 
propose a reduction in the use of immunosuppressive drugs in order to reduce the neph-
rotoxicity that can also end in fibrosis and graft rejection. Additionally, some transplant 
recipients develop diabetes, cardiovascular disease, dyslipidemia associated to immuno-
suppressant therapies. For this reason, it is estimated that kidney grafts can function on 
average 10 years after the transplantation [44, 45].
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5. Graft rejection

Current immunosuppressant therapies have drastically reduced acute rejection events in kid-
ney transplant recipients [46, 47]. Unfortunately, there is still a high percentage of short- and 
long-term kidney graft loses secondary to ABMR [2]. Here, we will discuss the contribution 
of adaptive and innate immune cells; as well as antibodies, molecules from the complement 
system and chemokines to disease states that lead to kidney graft rejection (Figure 1).

5.1. T cell–mediated rejection

T cell mediated rejection (TCMR) is characterized by infiltration of the donor graft intersti-
tium by host CD4 and CD8 T effector and memory cells, macrophages, and dendritic cells; 
followed by epithelial dedifferentiation and tubulitis [48, 49] (see histopathological findings 
in Figure 2). TCMR is the predominant phenotype found in kidney transplant recipients with 
early rejection and it is still an important cause of graft dysfunction that when left untreated 
causes fibrosis, tubular atrophy, and irreversible nephron loss [50]. Genes expressed by effec-
tor T cells, APCs, and macrophages stimulated with IFN-γ are abundant in the transcriptomic 
signature of TCMR. These transcripts are mostly related to T cell receptor signaling, T helper 
differentiation and communication between adaptive and innate immune cells; highlighting 
the importance of these pathways in TCMR [51]. Cytotoxic molecules like perforin, granulysin,  

Figure 1. Mechanisms of ABMR and TCMR in kidney transplantation. Preformed and de novo DSAs, complement 
proteins, and antibody-dependent NK cell-mediated IFN-γ release and cytotoxicity have emerged as key immune 
players in the development of the microvascular damage characteristic of ABMR. Meanwhile, in TCMR the interaction 
of infiltrating T cells with intragraft APCs and macrophages triggers an inflammatory response dependent on TCR 
synapse and subsequent activation, and characterized by chemokine (CCL5) and cytokine (CXCL9, CXCL10, and 
CXCL11) release.
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Fas ligand, and granzyme A and B are also expressed in TCMR; though it has been demon-
strated that they are not directly linked to the mechanism of injury [48, 52]. Instead, TCMR 
is considered an inflammatory reaction initiated by the engagement of TCR on cognate T 
cells with its antigen on APCs [53, 54]. It has been suggested that a very small proportion 
of infiltrating T cells are able to establish a TCR-mediated interaction with the allograft [55]. 
However, this interaction is important in the establishment of TCMR inflammatory pheno-
type since it activates the effector T cell and APC, induces INF-γ secretion and further pro-
motes myeloid and T cell recruitment by inducing chemokines and adhesion molecules [56]. 
Interestingly, increased expression of immune checkpoints responsible for modulating T cell 
activation such as cytotoxic T-lymphocyte antigen 4, programmed death-ligand 1 and 2 have 
also been associated with TCMR; suggesting these molecules might be regulating some of 
the interactions between T cells and APCs within the graft microenvironment [51]. Moreover, 
evidence that the programmed cell death protein 1 (PD1) pathway may be critical in main-
taining tolerance and preventing TCMR comes from a report case in which administration of 
an anti-PD1 antibody to a kidney transplant recipient with metastatic cutaneous squamous-
cell carcinoma resulted in allograft rejection [57].

B cells are robust APCs that can readily capture, process and present antigen for T cell recogni-
tion. Still, the role of B cells in TCMR development was initially overlooked since studies in B 
cell-deficient mice reported similar rejection rates in skin and heart transplants, as well as efficient 
CD4 T cell priming [58, 59]. The first evidence of a possible role of B cells in TCMR came from 
a systematic study of gene expression patterns using DNA microarrays in biopsy samples from 
renal allografts that found a surprising association between dense CD20+ B cell infiltrates and 
both, steroid resistance and graft loss [60]. Although the prognostic significance of CD20+ B cell 
infiltrates in acute cellular rejection is a matter of debate, the presence of these B cell clusters in 
cases of pure TCMR and their close proximity to CD4+ T cells suggests they might have antibody-
independent functions in allograft rejection by acting as APCs [61–64]. Interestingly, reversible 
rejection episodes with monocytic infiltrates and scant T cells have been described in severely 
T cell-depleted patients, emphasizing the central role of macrophages in allograft rejection [65].

Figure 2. T cell-mediated rejection. The hallmark of TCMR is the infiltration of mononuclear cells to the interstitium and 
tubules. (A) Prominent intersticial inflamatory cell infiltrate. PAS 5×. (B) Higher magnification reveals infiltration of the 
tubular epithelium by mononuclear cells (tubulitis). PAS 40×. Courtesy of Dr. Claudia Mendoza-Cerpa, Laboratory of 
Pathology, IMSS-CMNO, Guadalajara; México.
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Macrophages in TCMR exert dual functions by promoting initiation and progression of kid-
ney injury through secretion of proinflammatory mediators and interaction with other cells 
in the graft; whilst also in charge of tissue remodeling and repair during the recovery phase 
[66, 67]. Interestingly, reversible rejection episodes with monocytic infiltrates and scant T cells 
have been described in severely T cell-depleted patients, emphasizing the central role of mac-
rophages in allograft rejection [65].

An increase in IFN-γ induces CCL5, CXCL9, CXCL10, CXCL11, and MHC class I and II 
expression; and is an important feature of TCMR [68, 69]. In the context of TCMR, IFN-γ has 
protective and proinflammatory functions as evidenced by IFN-γ-deficient recipient animals 
or donors lacking IFN-γ receptors or IFN-γ-regulated factor 1 [68, 70].

5.2. Antibody-mediated rejection

Evidence form multiple studies supports the humoral theory of transplantation strongly 
advocated by Dr. Paul Terasaki, in which antibodies are not only responsible for immedi-
ate hyperacute allograft rejection but can produce chronic vascular damage, fibrosis, and 
graft rejection months or even years posttransplantation [71]. Hyperacute allograft rejec-
tion occurs soon after the graft is perfused with blood of the recipient due to preformed 

Figure 3. Interstitial hemorrhage in hyperacute allograft rejection. Microphotography shows severe capillary injury 
with subsequent peritubular capillary disruption. Hematoxylin & eosin 10×. Courtesy of Dr. Claudia Mendoza-Cerpa, 
Laboratory of Pathology, IMSS-CMNO, Guadalajara; México.
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Fas ligand, and granzyme A and B are also expressed in TCMR; though it has been demon-
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evidence that the programmed cell death protein 1 (PD1) pathway may be critical in main-
taining tolerance and preventing TCMR comes from a report case in which administration of 
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tion. Still, the role of B cells in TCMR development was initially overlooked since studies in B 
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a systematic study of gene expression patterns using DNA microarrays in biopsy samples from 
renal allografts that found a surprising association between dense CD20+ B cell infiltrates and 
both, steroid resistance and graft loss [60]. Although the prognostic significance of CD20+ B cell 
infiltrates in acute cellular rejection is a matter of debate, the presence of these B cell clusters in 
cases of pure TCMR and their close proximity to CD4+ T cells suggests they might have antibody-
independent functions in allograft rejection by acting as APCs [61–64]. Interestingly, reversible 
rejection episodes with monocytic infiltrates and scant T cells have been described in severely 
T cell-depleted patients, emphasizing the central role of macrophages in allograft rejection [65].

Figure 2. T cell-mediated rejection. The hallmark of TCMR is the infiltration of mononuclear cells to the interstitium and 
tubules. (A) Prominent intersticial inflamatory cell infiltrate. PAS 5×. (B) Higher magnification reveals infiltration of the 
tubular epithelium by mononuclear cells (tubulitis). PAS 40×. Courtesy of Dr. Claudia Mendoza-Cerpa, Laboratory of 
Pathology, IMSS-CMNO, Guadalajara; México.
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[66, 67]. Interestingly, reversible rejection episodes with monocytic infiltrates and scant T cells 
have been described in severely T cell-depleted patients, emphasizing the central role of mac-
rophages in allograft rejection [65].
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advocated by Dr. Paul Terasaki, in which antibodies are not only responsible for immedi-
ate hyperacute allograft rejection but can produce chronic vascular damage, fibrosis, and 
graft rejection months or even years posttransplantation [71]. Hyperacute allograft rejec-
tion occurs soon after the graft is perfused with blood of the recipient due to preformed 

Figure 3. Interstitial hemorrhage in hyperacute allograft rejection. Microphotography shows severe capillary injury 
with subsequent peritubular capillary disruption. Hematoxylin & eosin 10×. Courtesy of Dr. Claudia Mendoza-Cerpa, 
Laboratory of Pathology, IMSS-CMNO, Guadalajara; México.
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Figure 4. Antibody-mediated rejection. Two of the three criteria required for AMR. (A to C) Microvascular inflammation: 
glomerulitis, peritubular capilaritis, and intimal arteritis. PAS and H&E 40×. (D) Linear staining of C4d in peritubular 
capillaries IP 40×. Courtesy of Dr. Claudia Mendoza-Cerpa, Laboratory of Pathology, IMSS-CMNO, Guadalajara; México.

antibodies directed primarily at the vasculature of the donor organ [72]. These antibod-
ies activate the complement cascade and induce neutrophil infiltration, endothelial dam-
age, interstitial hemorrhage (Figure 3), edema, fibrin deposition, platelet aggregation, and 
thrombosis; causing the organ to fail within a few hours after transplantation. Hyperacute 
rejection used to be a frequent occurrence in transplantation before cross-match tests were 
designed to screen potential recipients for circulating anti-HLA antibodies to the prospec-
tive donor [73].

Antibody-mediated rejection (ABMR) pathogenesis involves mechanisms of graft injury 
caused by donor-specific anti-HLA antibodies (DSAs) and non-HLA antibodies; and has been 
associated with progressive decline in graft function and poor transplantation outcomes [74]. 
Molecular changes in the microvasculature characteristic of tissue remodeling and repair are 
common manifestations of ABMR, as well as neutrophilic infiltration and fibrosis (Figure 4) 
[50]. ABMR can be acute or chronic, and can also manifest in cases of mixed TCMR/AMBR 
rejection [2]. It is estimated that close to 20% of renal allograft recipients will develop de novo 
DSAs within 10 years posttransplant [75]. DSAs bind to allogenic HLA and non-HLA targets  
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expressed by graft microvasculature and induce antibody-dependent cell cytotoxicity, com-
plement activation and modulation of signaling pathways within vascular cells. These events 
promote the development of irreversible lesions that compromise graft function that eventu-
ally lead to rejection [76].

Complement activation is a well-established mechanism of ABMR [22, 77–79]. Although in 
some models, a causal relationship between antibody-mediated complement activation and 
graft damage has not been demonstrated [80]. DSAs bind to their targets on donor endothe-
lial cells where they cause complement activation, and membrane attack complex formation. 
Interestingly, DSAs also activate an endothelial proinflammatory gene program to support 
allograft injury through noncanonical NF-κB signaling [81]. The graft microvasculature limits 
antibody injury by inducing the expression of the complement inhibitors CD55 and CD59 
[82]. IgG subclasses exhibit variability in their hinge region that controls Fc region affinity 
for FcγRs and complement components [83]. Transcriptomic studies of ABMR biopsies have 
revealed an enrichment of endothelial, NK cells and IFN-γ-inducible transcripts. NK cells 
secrete IFN-γ upon FcγR crosslinking, a positive feedback mechanism that enhances HLA 
expression on endothelial cells and results in more DSA deposition and activation of local 
immunity [82].

6. Future directions

Improving kidney transplantation outcomes and patient survival is a challenging task. It is 
now clear that the cooperation between the innate and humoral arms of the immune sys-
tem plays complex roles in graft tolerance and rejection. For this reason, understanding the 
immune mechanisms responsible for graft rejection in allotransplantation has becomes essen-
tial in our quest to develop better diagnostic tools and immunosuppressant therapies that can 
successfully be translated into the clinic.

Acknowledgements

This work was supported by the National Council of Science and Technology of Mexico 
(CONACYT project number 653).

Author details

Zesergio Melo1,2*, Juan A. Ruiz-Pacheco1, Claudia A. Mendoza-Cerpa2 and Raquel Echavarria1

*Address all correspondence to: zesergiomelo@gmail.com

1 CONACyT-Centro de Investigacion Biomedica de Occidente, IMSS-Guadalajara, Mexico

2 Laboratory of Pathology, IMSS-CMNO, Guadalajara, Mexico

Immunopathology of Kidney Transplantation
http://dx.doi.org/10.5772/intechopen.70596

153



Figure 4. Antibody-mediated rejection. Two of the three criteria required for AMR. (A to C) Microvascular inflammation: 
glomerulitis, peritubular capilaritis, and intimal arteritis. PAS and H&E 40×. (D) Linear staining of C4d in peritubular 
capillaries IP 40×. Courtesy of Dr. Claudia Mendoza-Cerpa, Laboratory of Pathology, IMSS-CMNO, Guadalajara; México.

antibodies directed primarily at the vasculature of the donor organ [72]. These antibod-
ies activate the complement cascade and induce neutrophil infiltration, endothelial dam-
age, interstitial hemorrhage (Figure 3), edema, fibrin deposition, platelet aggregation, and 
thrombosis; causing the organ to fail within a few hours after transplantation. Hyperacute 
rejection used to be a frequent occurrence in transplantation before cross-match tests were 
designed to screen potential recipients for circulating anti-HLA antibodies to the prospec-
tive donor [73].

Antibody-mediated rejection (ABMR) pathogenesis involves mechanisms of graft injury 
caused by donor-specific anti-HLA antibodies (DSAs) and non-HLA antibodies; and has been 
associated with progressive decline in graft function and poor transplantation outcomes [74]. 
Molecular changes in the microvasculature characteristic of tissue remodeling and repair are 
common manifestations of ABMR, as well as neutrophilic infiltration and fibrosis (Figure 4) 
[50]. ABMR can be acute or chronic, and can also manifest in cases of mixed TCMR/AMBR 
rejection [2]. It is estimated that close to 20% of renal allograft recipients will develop de novo 
DSAs within 10 years posttransplant [75]. DSAs bind to allogenic HLA and non-HLA targets  

Pathophysiology - Altered Physiological States152

expressed by graft microvasculature and induce antibody-dependent cell cytotoxicity, com-
plement activation and modulation of signaling pathways within vascular cells. These events 
promote the development of irreversible lesions that compromise graft function that eventu-
ally lead to rejection [76].

Complement activation is a well-established mechanism of ABMR [22, 77–79]. Although in 
some models, a causal relationship between antibody-mediated complement activation and 
graft damage has not been demonstrated [80]. DSAs bind to their targets on donor endothe-
lial cells where they cause complement activation, and membrane attack complex formation. 
Interestingly, DSAs also activate an endothelial proinflammatory gene program to support 
allograft injury through noncanonical NF-κB signaling [81]. The graft microvasculature limits 
antibody injury by inducing the expression of the complement inhibitors CD55 and CD59 
[82]. IgG subclasses exhibit variability in their hinge region that controls Fc region affinity 
for FcγRs and complement components [83]. Transcriptomic studies of ABMR biopsies have 
revealed an enrichment of endothelial, NK cells and IFN-γ-inducible transcripts. NK cells 
secrete IFN-γ upon FcγR crosslinking, a positive feedback mechanism that enhances HLA 
expression on endothelial cells and results in more DSA deposition and activation of local 
immunity [82].

6. Future directions

Improving kidney transplantation outcomes and patient survival is a challenging task. It is 
now clear that the cooperation between the innate and humoral arms of the immune sys-
tem plays complex roles in graft tolerance and rejection. For this reason, understanding the 
immune mechanisms responsible for graft rejection in allotransplantation has becomes essen-
tial in our quest to develop better diagnostic tools and immunosuppressant therapies that can 
successfully be translated into the clinic.

Acknowledgements

This work was supported by the National Council of Science and Technology of Mexico 
(CONACYT project number 653).

Author details

Zesergio Melo1,2*, Juan A. Ruiz-Pacheco1, Claudia A. Mendoza-Cerpa2 and Raquel Echavarria1

*Address all correspondence to: zesergiomelo@gmail.com

1 CONACyT-Centro de Investigacion Biomedica de Occidente, IMSS-Guadalajara, Mexico

2 Laboratory of Pathology, IMSS-CMNO, Guadalajara, Mexico

Immunopathology of Kidney Transplantation
http://dx.doi.org/10.5772/intechopen.70596

153



References

[1] Levey AS, Coresh J. Chronic kidney disease. Lancet. 2012;379(9811):165-180

[2] Djamali A, Kaufman DB, Ellis TM, Zhong W, Matas A, Samaniego M. Diagnosis and 
management of antibody-mediated rejection: Current status and novel approaches. 
American Journal of Transplantation. 2014;14(2):255-271

[3] Gaber LW, Knight RJ, Patel SJ. A surgeons' guide to renal transplant immunopathol-
ogy, immunology, and immunosuppression. Surgical Clinics of North America. 2013; 
93(6):1293-1307

[4] Cucchiari D, Podestà MA, Ponticelli C. The critical role of innate immunity in kidney 
transplantation. Nephron. 2016;132(3):227-237

[5] Salvadori M, Rosso G, Bertoni E. Update on ischemia-reperfusion injury in kid-
ney transplantation: Pathogenesis and treatment. World Journal of Transplantation. 
2015;5(2):52-67

[6] Erdem E. Neutrophil lymphocyte ratio in aute renal failure. Indian Journal of Nephrology. 
2015;25(2):126-127

[7] Kelly KJ, Williams WW, Colvin RB, Meehan SM, Springer TA, Gutierrez-Ramos JC, et al. 
Intercellular adhesion molecule-1-deficient mice are protected against ischemic renal 
injury. Journal of Clinical Investigation. 1996;97(4):1056-1063

[8] Takada M, Nadeau KC, Shaw GD, Marquette KA, Tilney NL. The cytokine-adhesion 
molecule cascade in ischemia/reperfusion injury of the rat kidney. Inhibition by a solu-
ble P-selectin ligand. Journal of Clinical Investigation. 1997;99(11):2682-2690

[9] Li L, Huang L, Sung SS, Vergis AL, Rosin DL, Rose CE, et al. The chemokine recep-
tors CCR2 and CX3CR1 mediate monocyte/macrophage trafficking in kidney ischemia-
reperfusion injury. Kidney International. 2008;74(12):1526-1537

[10] Zhang ZX, Wang S, Huang X, Min WP, Sun H, Liu W, et al. NK cells induce apoptosis 
in tubular epithelial cells and contribute to renal ischemia-reperfusion injury. Journal of 
Immunology. 2008;181(11):7489-7498

[11] Zhang ZX, Huang X, Jiang J, Lau A, Yin Z, Liu W, et al. Natural killer cells mediate long-
term kidney allograft injury. Transplantation. 2015;99(5):916-924

[12] Ljunggren HG, Kärre K. In search of the ‘missing self': MHC molecules and NK cell rec-
ognition. Immunology Today. 1990;11(7):237-244

[13] Moretta A, Pende D, Locatelli F, Moretta L. Activating and inhibitory killer immuno-
globulin-like receptors (KIR) in haploidentical haemopoietic stem cell transplantation to 
cure high-risk leukaemias. Clinical and Experimental Immunology. 2009;157(3):325-331

[14] Matzinger P. Tolerance, danger, and the extended family. Annual Review of Immunology. 
1994;12:991-1045

Pathophysiology - Altered Physiological States154

[15] Medzhitov R, Janeway CA. Decoding the patterns of self and nonself by the innate 
immune system. Science. 2002;296(5566):298-300

[16] Wu H, Chen G, Wyburn KR, Yin J, Bertolino P, Eris JM, et al. TLR4 activation mediates kid-
ney ischemia/reperfusion injury. Journal of Clinical Investigation. 2007;117(10):2847-2859

[17] González-Guerrero C, Cannata-Ortiz P, Guerri C, Egido J, Ortiz A, Ramos AM. TLR4-
mediated inflammation is a key pathogenic event leading to kidney damage and fibrosis 
in cyclosporine nephrotoxicity. Archives of Toxicology. 2017;91(4):1925-1939

[18] Wu H, Ma J, Wang P, Corpuz TM, Panchapakesan U, Wyburn KR, et al. HMGB1 con-
tributes to kidney ischemia reperfusion injury. Journal of the American Society of 
Nephrology. 2010;21(11):1878-1890

[19] Wang C, Liu XX, Huang KB, Yin SB, Wei JJ, Hu YF, et al. Preconditioning with recombi-
nant high-mobility group box 1 induces ischemic tolerance in a rat model of focal cere-
bral ischemia-reperfusion. Journal of Neurochemistry. 2016;137(4):576-588

[20] Frémeaux-Bacchi V, Legendre CM. The emerging role of complement inhibitors in trans-
plantation. Kidney International. 2015;88(5):967-973

[21] Sacks SH, Zhou W. The role of complement in the early immune response to transplan-
tation. Nature Reviews. Immunology. 2012;12(6):431-442

[22] Stegall MD, Chedid MF, Cornell LD. The role of complement in antibody-mediated 
rejection in kidney transplantation. Nature Reviews. Nephrology. 2012;8(11):670-678

[23] Chung BH, Kim KW, Kim BM, Doh KC, Cho ML, Yang CW. Increase of Th17 cell phe-
notype in kidney transplant recipients with chronic allograft dysfunction. PLoS One. 
2015;10(12):e0145258

[24] Colvin RB, Dvorak HF. Letter: Basophils and mast cells in renal allograft rejection. 
Lancet. 1974;1(7850):212-224

[25] Stone KD, Prussin C, Metcalfe DD. IgE, mast cells, basophils, and eosinophils. The 
Journal of Allergy and Clinical Immunology. 2010;125(2 Suppl 2):S73-S80

[26] Weir MR, Hall-Craggs M, Shen SY, Posner JN, Alongi SV, Dagher FJ, et al. The prog-
nostic value of the eosinophil in acute renal allograft rejection. Transplantation. 1986; 
41(6):709-712

[27] Game DS, Lechler RI. Pathways of allorecognition: Implications for transplantation tol-
erance. Transplant Immunology. 2002;10(2-3):101-108

[28] Vella JP, Vos L, Carpenter CB, Sayegh MH. Role of indirect allorecognition in experi-
mental late acute rejection. Transplantation. 1997;64(12):1823-1828

[29] Coelho V, Saitovitch D, Kalil J, Silva HM. Rethinking the multiple roles of B cells in 
organ transplantation. Current Opinion in Organ Transplantation. 2013;18(1):13-21

[30] Auchincloss H Jr. In search of the elusive Holy Grail: The mechanisms and prospects 
for achieving clinical transplantation tolerance. American Journal of Transplantation. 
2001;1(1):6-12

Immunopathology of Kidney Transplantation
http://dx.doi.org/10.5772/intechopen.70596

155



References

[1] Levey AS, Coresh J. Chronic kidney disease. Lancet. 2012;379(9811):165-180

[2] Djamali A, Kaufman DB, Ellis TM, Zhong W, Matas A, Samaniego M. Diagnosis and 
management of antibody-mediated rejection: Current status and novel approaches. 
American Journal of Transplantation. 2014;14(2):255-271

[3] Gaber LW, Knight RJ, Patel SJ. A surgeons' guide to renal transplant immunopathol-
ogy, immunology, and immunosuppression. Surgical Clinics of North America. 2013; 
93(6):1293-1307

[4] Cucchiari D, Podestà MA, Ponticelli C. The critical role of innate immunity in kidney 
transplantation. Nephron. 2016;132(3):227-237

[5] Salvadori M, Rosso G, Bertoni E. Update on ischemia-reperfusion injury in kid-
ney transplantation: Pathogenesis and treatment. World Journal of Transplantation. 
2015;5(2):52-67

[6] Erdem E. Neutrophil lymphocyte ratio in aute renal failure. Indian Journal of Nephrology. 
2015;25(2):126-127

[7] Kelly KJ, Williams WW, Colvin RB, Meehan SM, Springer TA, Gutierrez-Ramos JC, et al. 
Intercellular adhesion molecule-1-deficient mice are protected against ischemic renal 
injury. Journal of Clinical Investigation. 1996;97(4):1056-1063

[8] Takada M, Nadeau KC, Shaw GD, Marquette KA, Tilney NL. The cytokine-adhesion 
molecule cascade in ischemia/reperfusion injury of the rat kidney. Inhibition by a solu-
ble P-selectin ligand. Journal of Clinical Investigation. 1997;99(11):2682-2690

[9] Li L, Huang L, Sung SS, Vergis AL, Rosin DL, Rose CE, et al. The chemokine recep-
tors CCR2 and CX3CR1 mediate monocyte/macrophage trafficking in kidney ischemia-
reperfusion injury. Kidney International. 2008;74(12):1526-1537

[10] Zhang ZX, Wang S, Huang X, Min WP, Sun H, Liu W, et al. NK cells induce apoptosis 
in tubular epithelial cells and contribute to renal ischemia-reperfusion injury. Journal of 
Immunology. 2008;181(11):7489-7498

[11] Zhang ZX, Huang X, Jiang J, Lau A, Yin Z, Liu W, et al. Natural killer cells mediate long-
term kidney allograft injury. Transplantation. 2015;99(5):916-924

[12] Ljunggren HG, Kärre K. In search of the ‘missing self': MHC molecules and NK cell rec-
ognition. Immunology Today. 1990;11(7):237-244

[13] Moretta A, Pende D, Locatelli F, Moretta L. Activating and inhibitory killer immuno-
globulin-like receptors (KIR) in haploidentical haemopoietic stem cell transplantation to 
cure high-risk leukaemias. Clinical and Experimental Immunology. 2009;157(3):325-331

[14] Matzinger P. Tolerance, danger, and the extended family. Annual Review of Immunology. 
1994;12:991-1045

Pathophysiology - Altered Physiological States154

[15] Medzhitov R, Janeway CA. Decoding the patterns of self and nonself by the innate 
immune system. Science. 2002;296(5566):298-300

[16] Wu H, Chen G, Wyburn KR, Yin J, Bertolino P, Eris JM, et al. TLR4 activation mediates kid-
ney ischemia/reperfusion injury. Journal of Clinical Investigation. 2007;117(10):2847-2859

[17] González-Guerrero C, Cannata-Ortiz P, Guerri C, Egido J, Ortiz A, Ramos AM. TLR4-
mediated inflammation is a key pathogenic event leading to kidney damage and fibrosis 
in cyclosporine nephrotoxicity. Archives of Toxicology. 2017;91(4):1925-1939

[18] Wu H, Ma J, Wang P, Corpuz TM, Panchapakesan U, Wyburn KR, et al. HMGB1 con-
tributes to kidney ischemia reperfusion injury. Journal of the American Society of 
Nephrology. 2010;21(11):1878-1890

[19] Wang C, Liu XX, Huang KB, Yin SB, Wei JJ, Hu YF, et al. Preconditioning with recombi-
nant high-mobility group box 1 induces ischemic tolerance in a rat model of focal cere-
bral ischemia-reperfusion. Journal of Neurochemistry. 2016;137(4):576-588

[20] Frémeaux-Bacchi V, Legendre CM. The emerging role of complement inhibitors in trans-
plantation. Kidney International. 2015;88(5):967-973

[21] Sacks SH, Zhou W. The role of complement in the early immune response to transplan-
tation. Nature Reviews. Immunology. 2012;12(6):431-442

[22] Stegall MD, Chedid MF, Cornell LD. The role of complement in antibody-mediated 
rejection in kidney transplantation. Nature Reviews. Nephrology. 2012;8(11):670-678

[23] Chung BH, Kim KW, Kim BM, Doh KC, Cho ML, Yang CW. Increase of Th17 cell phe-
notype in kidney transplant recipients with chronic allograft dysfunction. PLoS One. 
2015;10(12):e0145258

[24] Colvin RB, Dvorak HF. Letter: Basophils and mast cells in renal allograft rejection. 
Lancet. 1974;1(7850):212-224

[25] Stone KD, Prussin C, Metcalfe DD. IgE, mast cells, basophils, and eosinophils. The 
Journal of Allergy and Clinical Immunology. 2010;125(2 Suppl 2):S73-S80

[26] Weir MR, Hall-Craggs M, Shen SY, Posner JN, Alongi SV, Dagher FJ, et al. The prog-
nostic value of the eosinophil in acute renal allograft rejection. Transplantation. 1986; 
41(6):709-712

[27] Game DS, Lechler RI. Pathways of allorecognition: Implications for transplantation tol-
erance. Transplant Immunology. 2002;10(2-3):101-108

[28] Vella JP, Vos L, Carpenter CB, Sayegh MH. Role of indirect allorecognition in experi-
mental late acute rejection. Transplantation. 1997;64(12):1823-1828

[29] Coelho V, Saitovitch D, Kalil J, Silva HM. Rethinking the multiple roles of B cells in 
organ transplantation. Current Opinion in Organ Transplantation. 2013;18(1):13-21

[30] Auchincloss H Jr. In search of the elusive Holy Grail: The mechanisms and prospects 
for achieving clinical transplantation tolerance. American Journal of Transplantation. 
2001;1(1):6-12

Immunopathology of Kidney Transplantation
http://dx.doi.org/10.5772/intechopen.70596

155



[31] Alpdogan O, van den Brink MR. Immune tolerance and transplantation. Seminars in 
Oncology 2012;39(6):629-642

[32] Manilay JO, Pearson DA, Sergio JJ, Swenson KG, Sykes M. Intrathymic deletion of allo-
reactive T cells in mixed bone marrow chimeras prepared with a nonmyeloablative con-
ditioning regimen. Transplantation. 1998;66(1):96-102

[33] Fehr T, Sykes M. Tolerance induction in clinical transplantation. Transplant Immunology. 
2004;13(2):117-130

[34] Lechler RI, Garden OA, Turka LA. The complementary roles of deletion and regulation 
in transplantation tolerance. Nature Reviews. Immunology. 2003;3(2):147-158

[35] Scandling JD, Busque S, Dejbakhsh-Jones S, Benike C, Millan MT, Shizuru JA, et al. 
Tolerance and chimerism after renal and hematopoietic-cell transplantation. The New 
England Journal of Medicine. 2008;358(4):362-368

[36] Kawai T, Sachs DH, Sprangers B, Spitzer TR, Saidman SL, Zorn E, et al. Long-term 
results in recipients of combined HLA-mismatched kidney and bone marrow transplan-
tation without maintenance immunosuppression. American Journal of Transplantation. 
2014;14(7):1599-1611

[37] Hardinger KL, Brennan DC, Klein CL. Selection of induction therapy in kidney trans-
plantation. Transplant International: Official Journal of the European Society for Organ 
Transplantation. 2013;26(7):662-672

[38] Nashan B, Moore R, Amlot P, Schmidt AG, Abeywickrama K, Soulillou JP. Randomised 
trial of basiliximab versus placebo for control of acute cellular rejection in renal allograft 
recipients. CHIB 201 International Study Group. Lancet. 1997;350(9086):1193-1198

[39] Charpentier B, Rostaing L, Berthoux F, Lang P, Civati G, Touraine JL, et al. A three-arm 
study comparing immediate tacrolimus therapy with antithymocyte globulin induction 
therapy followed by tacrolimus or cyclosporine A in adult renal transplant recipients. 
Transplantation. 2003;75(6):844-851

[40] Flechner SM. Reviewing the evidence for de novo immunosuppression with sirolimus. 
Transplantation Proceedings. 2008;40(10 Suppl):S25-S28

[41] Verghese PS, Dunn TB, Chinnakotla S, Gillingham KJ, Matas AJ, Mauer MS. Calcineurin 
inhibitors in HLA-identical living related donor kidney transplantation. Nephrology, 
Dialysis, Transplantation. 2014;29(1):209-218

[42] Masson P, Henderson L, Chapman JR, Craig JC, Webster AC. Belatacept for kidney trans-
plant recipients. The Cochrane Database of Systematic Reviews. 2014;(11):CD010699

[43] Prashar R, Venkat KK. Immunosuppression minimization and avoidance protocols: 
When less is not more. Advances in Chronic Kidney Disease. 2016;23(5):295-300

[44] Miller LW. Cardiovascular toxicities of immunosuppressive agents. American Journal of 
Transplantation. 2002;2(9):807-818

Pathophysiology - Altered Physiological States156

[45] Scantlebury V, Shapiro R, Fung J, Tzakis A, McCauley J, Jordan M, et al. New onset of 
diabetes in FK 506 vs cyclosporine-treated kidney transplant recipients. Transplantation 
Proceedings. 1991;23(6):3169-3170

[46] Ponticelli C. Calcineurin-inhibitors in renal transplantation. Too precious to be aban-
doned. Nephrology, Dialysis, Transplantation. 2000;15(9):1307-1309

[47] Halloran PF, Chang J, Famulski K, Hidalgo LG, Salazar ID, Merino Lopez M, et al. 
Disappearance of T cell-mediated rejection despite continued antibody-mediated rejec-
tion in late kidney transplant recipients. Journal of the American Society of Nephrology. 
2015;26(7):1711-1720

[48] Halloran PF. T cell-mediated rejection of kidney transplants: A personal viewpoint. 
American Journal of Transplantation. 2010;10(5):1126-1134

[49] Einecke G, Broderick G, Sis B, Halloran PF. Early loss of renal transcripts in kidney 
allografts: Relationship to the development of histologic lesions and alloimmune effec-
tor mechanisms. American Journal of Transplantation. 2007;7(5):1121-1130

[50] Halloran PF, Famulski KS, Reeve J. Molecular assessment of disease states in kidney 
transplant biopsy samples. Nature Reviews. Nephrology. 2016;12(9):534-548

[51] Venner JM, Famulski KS, Badr D, Hidalgo LG, Chang J, Halloran PF. Molecular land-
scape of T cell-mediated rejection in human kidney transplants: Prominence of CTLA4 
and PD ligands. American Journal of Transplantation. 2014;14(11):2565-2576

[52] Sharma VK, Bologa RM, Li B, GP X, Lagman M, Hiscock W, et al. Molecular executors 
of cell death--differential intrarenal expression of Fas ligand, Fas, granzyme B, and per-
forin during acute and/or chronic rejection of human renal allografts. Transplantation. 
1996;62(12):1860-1866

[53] Walch JM, Zeng Q, Li Q, Oberbarnscheidt MH, Hoffman RA, Williams AL, et al. Cognate 
antigen directs CD8+ T cell migration to vascularized transplants. Journal of Clinical 
Investigation. 2013;123(6):2663-2671

[54] Adams AB, Williams MA, Jones TR, Shirasugi N, Durham MM, Kaech SM, et al. 
Heterologous immunity provides a potent barrier to transplantation tolerance. Journal 
of Clinical Investigation. 2003;111(12):1887-1895

[55] Chalasani G, Dai Z, Konieczny BT, Baddoura FK, Lakkis FG. Recall and propagation of 
allospecific memory T cells independent of secondary lymphoid organs. Proceedings of 
the National Academy of Sciences of the United States of America. 2002;99(9):6175-6180

[56] Glimcher LH, Townsend MJ, Sullivan BM, Lord GM. Recent developments in the 
transcriptional regulation of cytolytic effector cells. Nature Reviews. Immunology. 
2004;4(11):900-911

[57] Lipson EJ, Bagnasco SM, Moore J, Jang S, Patel MJ, Zachary AA, et al. Tumor regression 
and allograft rejection after administration of anti-PD-1. The New England Journal of 
Medicine. 2016;374(9):896-898

Immunopathology of Kidney Transplantation
http://dx.doi.org/10.5772/intechopen.70596

157



[31] Alpdogan O, van den Brink MR. Immune tolerance and transplantation. Seminars in 
Oncology 2012;39(6):629-642

[32] Manilay JO, Pearson DA, Sergio JJ, Swenson KG, Sykes M. Intrathymic deletion of allo-
reactive T cells in mixed bone marrow chimeras prepared with a nonmyeloablative con-
ditioning regimen. Transplantation. 1998;66(1):96-102

[33] Fehr T, Sykes M. Tolerance induction in clinical transplantation. Transplant Immunology. 
2004;13(2):117-130

[34] Lechler RI, Garden OA, Turka LA. The complementary roles of deletion and regulation 
in transplantation tolerance. Nature Reviews. Immunology. 2003;3(2):147-158

[35] Scandling JD, Busque S, Dejbakhsh-Jones S, Benike C, Millan MT, Shizuru JA, et al. 
Tolerance and chimerism after renal and hematopoietic-cell transplantation. The New 
England Journal of Medicine. 2008;358(4):362-368

[36] Kawai T, Sachs DH, Sprangers B, Spitzer TR, Saidman SL, Zorn E, et al. Long-term 
results in recipients of combined HLA-mismatched kidney and bone marrow transplan-
tation without maintenance immunosuppression. American Journal of Transplantation. 
2014;14(7):1599-1611

[37] Hardinger KL, Brennan DC, Klein CL. Selection of induction therapy in kidney trans-
plantation. Transplant International: Official Journal of the European Society for Organ 
Transplantation. 2013;26(7):662-672

[38] Nashan B, Moore R, Amlot P, Schmidt AG, Abeywickrama K, Soulillou JP. Randomised 
trial of basiliximab versus placebo for control of acute cellular rejection in renal allograft 
recipients. CHIB 201 International Study Group. Lancet. 1997;350(9086):1193-1198

[39] Charpentier B, Rostaing L, Berthoux F, Lang P, Civati G, Touraine JL, et al. A three-arm 
study comparing immediate tacrolimus therapy with antithymocyte globulin induction 
therapy followed by tacrolimus or cyclosporine A in adult renal transplant recipients. 
Transplantation. 2003;75(6):844-851

[40] Flechner SM. Reviewing the evidence for de novo immunosuppression with sirolimus. 
Transplantation Proceedings. 2008;40(10 Suppl):S25-S28

[41] Verghese PS, Dunn TB, Chinnakotla S, Gillingham KJ, Matas AJ, Mauer MS. Calcineurin 
inhibitors in HLA-identical living related donor kidney transplantation. Nephrology, 
Dialysis, Transplantation. 2014;29(1):209-218

[42] Masson P, Henderson L, Chapman JR, Craig JC, Webster AC. Belatacept for kidney trans-
plant recipients. The Cochrane Database of Systematic Reviews. 2014;(11):CD010699

[43] Prashar R, Venkat KK. Immunosuppression minimization and avoidance protocols: 
When less is not more. Advances in Chronic Kidney Disease. 2016;23(5):295-300

[44] Miller LW. Cardiovascular toxicities of immunosuppressive agents. American Journal of 
Transplantation. 2002;2(9):807-818

Pathophysiology - Altered Physiological States156

[45] Scantlebury V, Shapiro R, Fung J, Tzakis A, McCauley J, Jordan M, et al. New onset of 
diabetes in FK 506 vs cyclosporine-treated kidney transplant recipients. Transplantation 
Proceedings. 1991;23(6):3169-3170

[46] Ponticelli C. Calcineurin-inhibitors in renal transplantation. Too precious to be aban-
doned. Nephrology, Dialysis, Transplantation. 2000;15(9):1307-1309

[47] Halloran PF, Chang J, Famulski K, Hidalgo LG, Salazar ID, Merino Lopez M, et al. 
Disappearance of T cell-mediated rejection despite continued antibody-mediated rejec-
tion in late kidney transplant recipients. Journal of the American Society of Nephrology. 
2015;26(7):1711-1720

[48] Halloran PF. T cell-mediated rejection of kidney transplants: A personal viewpoint. 
American Journal of Transplantation. 2010;10(5):1126-1134

[49] Einecke G, Broderick G, Sis B, Halloran PF. Early loss of renal transcripts in kidney 
allografts: Relationship to the development of histologic lesions and alloimmune effec-
tor mechanisms. American Journal of Transplantation. 2007;7(5):1121-1130

[50] Halloran PF, Famulski KS, Reeve J. Molecular assessment of disease states in kidney 
transplant biopsy samples. Nature Reviews. Nephrology. 2016;12(9):534-548

[51] Venner JM, Famulski KS, Badr D, Hidalgo LG, Chang J, Halloran PF. Molecular land-
scape of T cell-mediated rejection in human kidney transplants: Prominence of CTLA4 
and PD ligands. American Journal of Transplantation. 2014;14(11):2565-2576

[52] Sharma VK, Bologa RM, Li B, GP X, Lagman M, Hiscock W, et al. Molecular executors 
of cell death--differential intrarenal expression of Fas ligand, Fas, granzyme B, and per-
forin during acute and/or chronic rejection of human renal allografts. Transplantation. 
1996;62(12):1860-1866

[53] Walch JM, Zeng Q, Li Q, Oberbarnscheidt MH, Hoffman RA, Williams AL, et al. Cognate 
antigen directs CD8+ T cell migration to vascularized transplants. Journal of Clinical 
Investigation. 2013;123(6):2663-2671

[54] Adams AB, Williams MA, Jones TR, Shirasugi N, Durham MM, Kaech SM, et al. 
Heterologous immunity provides a potent barrier to transplantation tolerance. Journal 
of Clinical Investigation. 2003;111(12):1887-1895

[55] Chalasani G, Dai Z, Konieczny BT, Baddoura FK, Lakkis FG. Recall and propagation of 
allospecific memory T cells independent of secondary lymphoid organs. Proceedings of 
the National Academy of Sciences of the United States of America. 2002;99(9):6175-6180

[56] Glimcher LH, Townsend MJ, Sullivan BM, Lord GM. Recent developments in the 
transcriptional regulation of cytolytic effector cells. Nature Reviews. Immunology. 
2004;4(11):900-911

[57] Lipson EJ, Bagnasco SM, Moore J, Jang S, Patel MJ, Zachary AA, et al. Tumor regression 
and allograft rejection after administration of anti-PD-1. The New England Journal of 
Medicine. 2016;374(9):896-898

Immunopathology of Kidney Transplantation
http://dx.doi.org/10.5772/intechopen.70596

157



[58] Brändle D, Joergensen J, Zenke G, Bürki K, Hof RP. Contribution of donor-specific anti-
bodies to acute allograft rejection: Evidence from B cell-deficient mice. Transplantation. 
1998;65(11):1489-1493

[59] Epstein MM, Di Rosa F, Jankovic D, Sher A, Matzinger P. Successful T cell priming in B 
cell-deficient mice. Journal of Experimental Medicine. 1995;182(4):915-922

[60] Sarwal M, Chua MS, Kambham N, Hsieh SC, Satterwhite T, Masek M, et al. Molecular 
heterogeneity in acute renal allograft rejection identified by DNA microarray profiling. 
The New England Journal of Medicine. 2003;349(2):125-138

[61] Hippen BE, DeMattos A, Cook WJ, Kew CE, Gaston RS. Association of CD20+ infiltrates 
with poorer clinical outcomes in acute cellular rejection of renal allografts. American 
Journal of Transplantation. 2005;5(9):2248-2252

[62] Tsai EW, Rianthavorn P, Gjertson DW, Wallace WD, Reed EF, Ettenger RB. CD20+ lym-
phocytes in renal allografts are associated with poor graft survival in pediatric patients. 
Transplantation. 2006;82(12):1769-1773

[63] Zarkhin V, Kambham N, Li L, Kwok S, Hsieh SC, Salvatierra O, et al. Characterization of 
intra-graft B cells during renal allograft rejection. Kidney International. 2008;74(5):664-673

[64] Bagnasco SM, Tsai W, Rahman MH, Kraus ES, Barisoni L, Vega R, et al. CD20-positive 
infiltrates in renal allograft biopsies with acute cellular rejection are not associated with 
worse graft survival. American Journal of Transplantation. 2007;7(8):1968-1973

[65] Kirk AD, Hale DA, Mannon RB, Kleiner DE, Hoffmann SC, Kampen RL, et al. Results from 
a human renal allograft tolerance trial evaluating the humanized CD52-specific mono-
clonal antibody alemtuzumab (CAMPATH-1H). Transplantation. 2003;76(1):120-129

[66] Cao Q, Harris DC, Wang Y. Macrophages in kidney injury, inflammation, and fibrosis. 
Physiology (Bethesda, Md.). 2015;30(3):183-194

[67] Lee S, Huen S, Nishio H, Nishio S, Lee HK, Choi BS, et al. Distinct macrophage pheno-
types contribute to kidney injury and repair. Journal of the American Society of Nephro-
logy. 2011;22(2):317-326

[68] Halloran PF, Afrouzian M, Ramassar V, Urmson J, Zhu LF, Helms LM, et al. Interferon-
gamma acts directly on rejecting renal allografts to prevent graft necrosis. The American 
Journal of Pathology. 2001;158(1):215-226

[69] Halloran PF, Miller LW, Urmson J, Ramassar V, Zhu LF, Kneteman NM, et al. IFN-
gamma alters the pathology of graft rejection: Protection from early necrosis. Journal of 
Immunology. 2001;166(12):7072-7081

[70] Afrouzian M, Ramassar V, Urmson J, Zhu LF, Halloran PF. Transcription factor IRF-1 in 
kidney transplants mediates resistance to graft necrosis during rejection. Journal of the 
American Society of Nephrology. 2002;13(5):1199-1209

[71] Terasaki PI. A personal perspective: 100-year history of the humoral theory of transplan-
tation. Transplantation. 2012;93(8):751-756

Pathophysiology - Altered Physiological States158

[72] Kissmeyer-Nielsen F, Olsen S, Petersen VP, Fjeldborg O. Hyperacute rejection of kidney 
allografts, associated with pre-existing humoral antibodies against donor cells. Lancet. 
1966;2(7465):662-665

[73] Patel R, Terasaki PI. Significance of the positive crossmatch test in kidney transplanta-
tion. The New England Journal of Medicine. 1969;280(14):735-739

[74] Loupy A, Viglietti D, Mengel M. Complement inhibition in HLA-incompatible kidney 
transplants: Persisting antibody-mediated injury despite marked decrease of clinical 
ABMR. The New England Journal of Medicine. 2015;15(5):1139-1140

[75] Everly MJ. Incidence and hazards of alloantibodies in renal transplantation. Clinical 
Transplants. 2013;313-317

[76] Butler CL, Valenzuela NM, Thomas KA, Reed EF. Not all antibodies are created equal: 
Factors that influence antibody mediated rejection. Journal of Immunology Research. 
2017;2017:7903471

[77] Wang H, Arp J, Liu W, Faas SJ, Jiang J, Gies DR, et al. Inhibition of terminal complement 
components in presensitized transplant recipients prevents antibody-mediated rejec-
tion leading to long-term graft survival and accommodation. Journal of Immunology. 
2007;179(7):4451-4463

[78] Valenzuela NM, McNamara JT, Reed EF. Antibody-mediated graft injury: Complement-
dependent and complement-independent mechanisms. Current Opinion in Organ 
Transplantation. 2014;19(1):33-40

[79] Akiyoshi T, Hirohashi T, Alessandrini A, Chase CM, Farkash EA, Neal Smith R, et al. 
Role of complement and NK cells in antibody mediated rejection. Human Immunology. 
2012;73(12):1226-1232

[80] Csencsits K, Burrell BE, Lu G, Eichwald EJ, Stahl GL, Bishop DK. The classical comple-
ment pathway in transplantation: Unanticipated protective effects of C1q and role in 
inductive antibody therapy. American Journal of Transplantation. 2008;8(8):1622-1630

[81] Jane-Wit D, Manes TD, Yi T, Qin L, Clark P, Kirkiles-Smith NC, et al. Alloantibody and 
complement promote T cell-mediated cardiac allograft vasculopathy through noncanon-
ical nuclear factor-κB signaling in endothelial cells. Circulation. 2013;128(23):2504-2516

[82] Venner JM, Hidalgo LG, Famulski KS, Chang J, Halloran PF. The molecular landscape of 
antibody-mediated kidney transplant rejection: Evidence for NK involvement through 
CD16a Fc receptors. American Journal of Transplantation. 2015;15(5):1336-1348

[83] Valenzuela NM, Hickey MJ, Reed EF. Antibody subclass repertoire and graft outcome 
following solid organ transplantation. Frontiers in Immunology. 2016;7:433

Immunopathology of Kidney Transplantation
http://dx.doi.org/10.5772/intechopen.70596

159



[58] Brändle D, Joergensen J, Zenke G, Bürki K, Hof RP. Contribution of donor-specific anti-
bodies to acute allograft rejection: Evidence from B cell-deficient mice. Transplantation. 
1998;65(11):1489-1493

[59] Epstein MM, Di Rosa F, Jankovic D, Sher A, Matzinger P. Successful T cell priming in B 
cell-deficient mice. Journal of Experimental Medicine. 1995;182(4):915-922

[60] Sarwal M, Chua MS, Kambham N, Hsieh SC, Satterwhite T, Masek M, et al. Molecular 
heterogeneity in acute renal allograft rejection identified by DNA microarray profiling. 
The New England Journal of Medicine. 2003;349(2):125-138

[61] Hippen BE, DeMattos A, Cook WJ, Kew CE, Gaston RS. Association of CD20+ infiltrates 
with poorer clinical outcomes in acute cellular rejection of renal allografts. American 
Journal of Transplantation. 2005;5(9):2248-2252

[62] Tsai EW, Rianthavorn P, Gjertson DW, Wallace WD, Reed EF, Ettenger RB. CD20+ lym-
phocytes in renal allografts are associated with poor graft survival in pediatric patients. 
Transplantation. 2006;82(12):1769-1773

[63] Zarkhin V, Kambham N, Li L, Kwok S, Hsieh SC, Salvatierra O, et al. Characterization of 
intra-graft B cells during renal allograft rejection. Kidney International. 2008;74(5):664-673

[64] Bagnasco SM, Tsai W, Rahman MH, Kraus ES, Barisoni L, Vega R, et al. CD20-positive 
infiltrates in renal allograft biopsies with acute cellular rejection are not associated with 
worse graft survival. American Journal of Transplantation. 2007;7(8):1968-1973

[65] Kirk AD, Hale DA, Mannon RB, Kleiner DE, Hoffmann SC, Kampen RL, et al. Results from 
a human renal allograft tolerance trial evaluating the humanized CD52-specific mono-
clonal antibody alemtuzumab (CAMPATH-1H). Transplantation. 2003;76(1):120-129

[66] Cao Q, Harris DC, Wang Y. Macrophages in kidney injury, inflammation, and fibrosis. 
Physiology (Bethesda, Md.). 2015;30(3):183-194

[67] Lee S, Huen S, Nishio H, Nishio S, Lee HK, Choi BS, et al. Distinct macrophage pheno-
types contribute to kidney injury and repair. Journal of the American Society of Nephro-
logy. 2011;22(2):317-326

[68] Halloran PF, Afrouzian M, Ramassar V, Urmson J, Zhu LF, Helms LM, et al. Interferon-
gamma acts directly on rejecting renal allografts to prevent graft necrosis. The American 
Journal of Pathology. 2001;158(1):215-226

[69] Halloran PF, Miller LW, Urmson J, Ramassar V, Zhu LF, Kneteman NM, et al. IFN-
gamma alters the pathology of graft rejection: Protection from early necrosis. Journal of 
Immunology. 2001;166(12):7072-7081

[70] Afrouzian M, Ramassar V, Urmson J, Zhu LF, Halloran PF. Transcription factor IRF-1 in 
kidney transplants mediates resistance to graft necrosis during rejection. Journal of the 
American Society of Nephrology. 2002;13(5):1199-1209

[71] Terasaki PI. A personal perspective: 100-year history of the humoral theory of transplan-
tation. Transplantation. 2012;93(8):751-756

Pathophysiology - Altered Physiological States158

[72] Kissmeyer-Nielsen F, Olsen S, Petersen VP, Fjeldborg O. Hyperacute rejection of kidney 
allografts, associated with pre-existing humoral antibodies against donor cells. Lancet. 
1966;2(7465):662-665

[73] Patel R, Terasaki PI. Significance of the positive crossmatch test in kidney transplanta-
tion. The New England Journal of Medicine. 1969;280(14):735-739

[74] Loupy A, Viglietti D, Mengel M. Complement inhibition in HLA-incompatible kidney 
transplants: Persisting antibody-mediated injury despite marked decrease of clinical 
ABMR. The New England Journal of Medicine. 2015;15(5):1139-1140

[75] Everly MJ. Incidence and hazards of alloantibodies in renal transplantation. Clinical 
Transplants. 2013;313-317

[76] Butler CL, Valenzuela NM, Thomas KA, Reed EF. Not all antibodies are created equal: 
Factors that influence antibody mediated rejection. Journal of Immunology Research. 
2017;2017:7903471

[77] Wang H, Arp J, Liu W, Faas SJ, Jiang J, Gies DR, et al. Inhibition of terminal complement 
components in presensitized transplant recipients prevents antibody-mediated rejec-
tion leading to long-term graft survival and accommodation. Journal of Immunology. 
2007;179(7):4451-4463

[78] Valenzuela NM, McNamara JT, Reed EF. Antibody-mediated graft injury: Complement-
dependent and complement-independent mechanisms. Current Opinion in Organ 
Transplantation. 2014;19(1):33-40

[79] Akiyoshi T, Hirohashi T, Alessandrini A, Chase CM, Farkash EA, Neal Smith R, et al. 
Role of complement and NK cells in antibody mediated rejection. Human Immunology. 
2012;73(12):1226-1232

[80] Csencsits K, Burrell BE, Lu G, Eichwald EJ, Stahl GL, Bishop DK. The classical comple-
ment pathway in transplantation: Unanticipated protective effects of C1q and role in 
inductive antibody therapy. American Journal of Transplantation. 2008;8(8):1622-1630

[81] Jane-Wit D, Manes TD, Yi T, Qin L, Clark P, Kirkiles-Smith NC, et al. Alloantibody and 
complement promote T cell-mediated cardiac allograft vasculopathy through noncanon-
ical nuclear factor-κB signaling in endothelial cells. Circulation. 2013;128(23):2504-2516

[82] Venner JM, Hidalgo LG, Famulski KS, Chang J, Halloran PF. The molecular landscape of 
antibody-mediated kidney transplant rejection: Evidence for NK involvement through 
CD16a Fc receptors. American Journal of Transplantation. 2015;15(5):1336-1348

[83] Valenzuela NM, Hickey MJ, Reed EF. Antibody subclass repertoire and graft outcome 
following solid organ transplantation. Frontiers in Immunology. 2016;7:433

Immunopathology of Kidney Transplantation
http://dx.doi.org/10.5772/intechopen.70596

159



Chapter 9

The Way from Renal Calcifications and Urinary Crystals
to Kidney Stones: An Important Aspect in the
Pathogenesis of Calcium Nephrolithiasis

Johannes M. Baumann

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.70598

Provisional chapter

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited. 

DOI: 10.5772/intechopen.70598

The Way from Renal Calcifications and Urinary 
Crystals to Kidney Stones: An Important Aspect in the 
Pathogenesis of Calcium Nephrolithiasis

Johannes M. Baumann

Additional information is available at the end of the chapter

Abstract

The formation of calcium (Ca) stones occurs in an initial phase by fixed growth on kidney 
calcifications consisting either of intratubular crystal accumulations protruding in renal 
calices (Randall’s plugs) or of interstitial hydroxyapatite deposits (Randall’s plaques) 
broken through the covering epithelial layers. Crystal aggregation (AGN) seems to be 
responsible for stone growth during crystalluria. This chapter reports on new aspects 
of the AGN of calcium oxalate being the most frequent stone compound and tries to 
explain why despite the widespread occurrence of kidney calcifications and crystallu-
ria not everybody forms stones. Urinary crystals normally are protected from AGN by 
coats of urinary macromolecules (UMs) which by their identical electronegative charge 
create zones of electrostatic repulsion. At high urinary concentration or ionic strength 
respectively, these zones are compressed and can be bridged by self-aggregated UMs. 
Self-AGN occurs in concentrated urine by the adsorption of UMs on free surfaces like 
Randall’s plugs or plaques. High oxalate excretion and high urine concentration favor-
ing intratubular crystal accumulation, breaking of epithelial layers on Randall’s plaques 
and self-AGN of UMs are most deleterious factors in Ca stone formation and have to be 
avoided by stone metaphylaxis.

Keywords: calcium nephrolithiasis, crystalluria, Randall’s plaques and plugs, urinary 
macromolecules, calcium oxalate aggregation

1. Introduction

The pathogenesis of kidney stones that often are accompanied by very painful colic and 
can lead to renal failure and even to the loss of a kidney is far from being clear. In Western 
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 populations, nephrolithiasis has reached a prevalence up to 10% [1]. Kidney stones are com-
posed of crystal aggregates within an organic matrix. Long times stone formation mainly was 
ascribed to a pathological excretion of substances being involved in crystal formation. Fourier 
transform infrared spectroscopy being now commonplace for stone analysis shows that cal-
cium oxalate (CaOx) is the most frequent stone compound. For calcium nephrolithiasis, the 
most frequent stone disease and the topic of this chapter, the important substances are cal-
cium, oxalic and citric acid the latter being a calcium chelator [2]. However, not all stone form-
ers show a pathological excretion of these compounds, and some anomalies also are found 
in urine of people without stone formation. Later on, stone research was focused on urinary 
macromolecules (UMs, mainly proteins and some glycosaminoglycans) being an integral part 
of the stone matrix and some of them promoting or inhibiting the crystallization of stone min-
erals [3]. In the meantime, more than 70 of such substances were isolated [4, 5], and 11 of them 
containing anionic residues like carboxyglutamic acid, phosphate and sialic acid are thought 
to be relevant for stone formation [6]. But anomalies with respect to excretion or composition 
of these UMs were exclusively found in some small groups of patients [7].

Modern urological endoscopy which allows the inspection of the whole renal cavity showed 
that calcium oxalate and phosphate stones comprising about 80% of all concretions [8] gen-
erally start by a fixed growth on papillary calcifications, which were already described as 
potential source of nephrolithiasis in 1937 by Randall [9]. Recently much work was done to 
elucidate the pathogenesis of these calcifications being present either as interstitial deposits 
of calcium phosphate (Randall’s plaques) or as intratubular accumulation of calcium oxalate 
crystals (Randall’s plugs) [10–12]. These calcifications when protruding into renal calyces can 
induce stone formation either by heterogeneous nucleation of new crystals or more probably 
by the aggregation (AGN) of crystals during crystalluria. The initial fixation on kidney calci-
fications allows stones to grow to a critical size where they cannot be washed out anymore by 
the urine flow and where they become symptomatic. However, the finding of kidney calcifica-
tions and crystalluria is much more frequent than stone disease [3], and Randall’s plaques can 
persist during some decades without or with only minimal stone formation [13]. Therefore, 
the question raises whether special crystallization conditions in urine might be responsible 
for stone formation by the apposition of new crystals on Randall’s plaques and plugs. This 
question stimulated us to an intensive study of the formation and especially the AGN of 
calcium oxalate crystals being with 60% the most frequent stone compound [8]. Experiments 
were directly performed in urine where like in other biological mediums, crystals as well as 
Randall’s plaques and plugs always are coated by proteins [14]. Instead of the study of indi-
vidual compounds thought to be involved in stone formation, the overall effect of UMs was 
compared to that one of urine and urinary ultrafiltrate. UMs were isolated either by a hemo-
filtration procedure or by temporary adsorption on Ca phosphate to which urinary proteins 
have a high affinity.

2. Measurement of calcium oxalate (CaOx) crystallization in urine

An approved test system which uses an increase of the rate of particle sedimentation as  measure 
for crystal AGN was modified [15]. Contrary to current crystal production in  standardized and 
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protein-free solutions and with a long period of crystal ripening, CaOx was directly produced 
in urine by an oxalate titration [16]. Crystallization was followed monitoring optical density 
(OD) by a spectrophotometer. Typical crystallization curves are shown in Figure 1A and C. 
During a titration period of 15 min with the addition of 0.1 mM/min of sodium oxalate, a rapid 
increase of OD indicating crystal formation is observed. From the time lag of this increase, the 
critical oxalate addition to induce crystallization can be calculated and used as a measure for 
the metastability of urine with respect to CaOx crystallization. At the end of titration, maximal 
OD reflecting particle concentration in solutions [15] is determined, and magnetic stirring is 
stopped. Following the further course during at least 30 min, two different types of curves are 
observed. One type (Figure 1A) is characterized by a continuous slow OD decrease, which by 
scanning electron microscopy (SEM) of the sediment (Figure 1B) mainly can be attributed to 
the sedimentation of single crystals of CaOx monohydrate. From this low −mdOD/dt, the sedi-
mentation rate of single crystals and an average particle size can be calculated [17]. The other 
type of curve is represented in Figure 1C. After an initial phase of slow OD decrease varying 
from 7 to 35 min and called suspensions stability, a rapid decline of OD is observed which by 
SEM of the sediment (Figure 1D) can be attributed to crystal AGN. Since OD mainly reflects 
particle concentration, the rapid OD decrease can be explained by an increased particle clear-
ing in the observation field of the spectrophotometer. This high clearing bases on the one hand 
on an accelerated sedimentation of crystal aggregates (the sedimentation rate increases with 
particle diameter in square) and on the other hand on the diminution of particle concentration 
by the integration of a lot of single crystals into few large aggregates. Interestingly, the rapid 

Figure 1. Crystallization curves (CC) of urine and scanning electron microscopy (SEM) of sediments: (A) urine with 
inhibition of CaOx AGN in CC (low maximal rate of OD decrease, −mdOD/dt) and (B) mainly with single crystals of 
CaOx monohydrate and only a few small aggregates in SEM, (C) urine with intensive AGN (high −mdOD/dt) in CC, and 
(D) large aggregates predominating in SEM. Bars on SEM indicating 20 μm.

The Way from Renal Calcifications and Urinary Crystals to Kidney Stones: An Important Aspect...
http://dx.doi.org/10.5772/intechopen.70598

163



 populations, nephrolithiasis has reached a prevalence up to 10% [1]. Kidney stones are com-
posed of crystal aggregates within an organic matrix. Long times stone formation mainly was 
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vidual compounds thought to be involved in stone formation, the overall effect of UMs was 
compared to that one of urine and urinary ultrafiltrate. UMs were isolated either by a hemo-
filtration procedure or by temporary adsorption on Ca phosphate to which urinary proteins 
have a high affinity.

2. Measurement of calcium oxalate (CaOx) crystallization in urine

An approved test system which uses an increase of the rate of particle sedimentation as  measure 
for crystal AGN was modified [15]. Contrary to current crystal production in  standardized and 
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OD decrease reflecting AGN stops after on average 30% of OD has disappeared by AGN [16]. 
Therefore, AGN in crystal suspensions seems to be limited to a critical OD or particle concen-
tration. The maximal OD decrease observed in our experiments is expressed as maximal OD 
change per minute (−mdOD/dt).

UM solutions and urinary ultrafiltrate (UF) were obtained using a hemofilter the excluding 
limit of the dialysis membrane being 5 kDa [18]. To gain UF urine was placed on one side of the 
membrane and the filtrate collected on the other side. UMs were isolated by dialyzing urine 
against bi distilled water. This procedure showed a volume recovery of 96% and thus allowed 
the isolation of UMs in their almost original concentration. UM solutions also were prepared 
by Ca phosphate precipitation in urine, which was induced by the addition of sodium hydro-
gen phosphate at pH 7.0 [19]. After centrifugation and discharge of the supernatant, the pre-
cipitate was dissolved in distilled water buffered to pH 5.0 and with a volume corresponding 
to the urine volume used for precipitation. To obtain comparable results experiments in urine, 
ultrafiltrate and UM solutions were performed at identical pH, Na, and Ca concentration.

3. Crystallization conditions of CaOx in urine and within the kidney

CaOx crystallization in urine is a complex process. It occurs when the product of ion activi-
ties of Ca and oxalic acid (Caa × Oxa) exceeds a critical value called formation product (FP). 
In filtered urine, this FP was found to be very high. It exceeded about 14 times the product 
of ion activities (Cae × Oxe) observed in urine after equilibration with CaOx crystals in excess, 
the ratio Caa × Oxa/Cae × Oxe being a measure for the state of saturation [2]. Ion activities 
and thus crystallization tendency of calcium and oxalic acid are reduced by the formation of 
highly soluble complexes of Ca with citric acid and of Ox with magnesium. These complexes 
reduce the concentrations of Ca and Ox being disposable for crystallization. The influence of 
stone forming substances, chelators, and pH on the state of urinary saturation with respect to 
CaOx can be calculated by special computer programs [20] or experimentally be tested [21]. 
Equilibration experiments performed with CaOx crystals in 76 urines from recurrent calcium 
stone formers demonstrated that supersaturation with respect to CaOx was only significantly 
(p < 0.001) correlated with urinary Ox concentration. The same experiments performed with 
brushite on the other hand showed that Ca phosphate saturation mainly is governed by Ca 
concentration and pH. Also clinical observations demonstrated that hyperoxaluria generally 
is much more important for the genesis of CaOx stones than hypercalciuria [22]. In 60 urines, 
an average addition of 0.64 mM Ox without a significant difference between stone patients 
and controls was necessary to induce CaOx crystallization [16]. Such high urinary Ox concen-
trations are apart from rare cases of primary hyperoxaluria exclusively observed after exces-
sive Ox ingestion [23]. Nevertheless, crystalluria is a frequent finding. Crystals are found in 
9–48% urines of stone patients and in 2–26% of healthy controls [24]. The discrepancy between 
clinical and experimental observations can be explained by heterogeneous crystal nucleation 
where preformed surfaces of Ca phosphate crystals, damaged renal tubular cells, and cellular 
debris in urine [3] allow the formation of CaOx far below the high FP necessary for spontane-
ous nucleation. Cellular debris comprises about 50% of urinary deposits [25].
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For stone formation, crystals have to be retained in the kidney. This seems for single crys-
tals hardly to be possible. In the nephron, Ox normally reaches a sufficient concentration for 
CaOx crystallization at the end of collecting ducts (CD), but at extremely high Ox concen-
trations, crystallization already can occur in the descending loop of Henle (DLH) [26]. Both 
situations are schematically indicated in Figure 2. Even at the high Ox concentrations neces-
sary to induce crystal formation in DLH crystallization is a relative slow process compared 
to urinary transit time (UT) through the nephron. Following CaOx crystallization in urine 
by repeated measurement of the ionic Ca decay by a ion selective electrode shows that even 
after an extreme Ox addition of 1 mM crystallization reaches during an average transit time 
through the nephron of 3 min only about half of its final value (Figure 3). The figure demon-
strates that the study of crystals in urine which previously has remained several times in the 
bladder hardly can be representative for the situation in the kidney. For the end of the neph-
ron when crystals have passed inner tubular diameters of minimal 15–60 μm, maximal crystal 
diameters of 4 μm were calculated [27]. The discrepancy of crystals size and tubular dimen-
sions is even more pronounced when crystallization starts at the end of collecting ducts where 
crystals only can grow during a few seconds until they reach the renal papilla (Figure 2). 
Therefore, for the formation of obstructing plugs, crystals have to aggregate as demonstrated 

Figure 2. Localization of CaOx crystallization in the nephron (hatched areas): descending loop of Henle (DLH), collecting 
duct (CD), renal papilla (RP), maximal crystal diameter (DCr) expected at nucleation site (a), at RP (b), minimal inner 
tubular diameter (DT), urinary transit time (UT) to RP.
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change per minute (−mdOD/dt).
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the ratio Caa × Oxa/Cae × Oxe being a measure for the state of saturation [2]. Ion activities 
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reduce the concentrations of Ca and Ox being disposable for crystallization. The influence of 
stone forming substances, chelators, and pH on the state of urinary saturation with respect to 
CaOx can be calculated by special computer programs [20] or experimentally be tested [21]. 
Equilibration experiments performed with CaOx crystals in 76 urines from recurrent calcium 
stone formers demonstrated that supersaturation with respect to CaOx was only significantly 
(p < 0.001) correlated with urinary Ox concentration. The same experiments performed with 
brushite on the other hand showed that Ca phosphate saturation mainly is governed by Ca 
concentration and pH. Also clinical observations demonstrated that hyperoxaluria generally 
is much more important for the genesis of CaOx stones than hypercalciuria [22]. In 60 urines, 
an average addition of 0.64 mM Ox without a significant difference between stone patients 
and controls was necessary to induce CaOx crystallization [16]. Such high urinary Ox concen-
trations are apart from rare cases of primary hyperoxaluria exclusively observed after exces-
sive Ox ingestion [23]. Nevertheless, crystalluria is a frequent finding. Crystals are found in 
9–48% urines of stone patients and in 2–26% of healthy controls [24]. The discrepancy between 
clinical and experimental observations can be explained by heterogeneous crystal nucleation 
where preformed surfaces of Ca phosphate crystals, damaged renal tubular cells, and cellular 
debris in urine [3] allow the formation of CaOx far below the high FP necessary for spontane-
ous nucleation. Cellular debris comprises about 50% of urinary deposits [25].
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CaOx crystallization at the end of collecting ducts (CD), but at extremely high Ox concen-
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situations are schematically indicated in Figure 2. Even at the high Ox concentrations neces-
sary to induce crystal formation in DLH crystallization is a relative slow process compared 
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by repeated measurement of the ionic Ca decay by a ion selective electrode shows that even 
after an extreme Ox addition of 1 mM crystallization reaches during an average transit time 
through the nephron of 3 min only about half of its final value (Figure 3). The figure demon-
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ron when crystals have passed inner tubular diameters of minimal 15–60 μm, maximal crystal 
diameters of 4 μm were calculated [27]. The discrepancy of crystals size and tubular dimen-
sions is even more pronounced when crystallization starts at the end of collecting ducts where 
crystals only can grow during a few seconds until they reach the renal papilla (Figure 2). 
Therefore, for the formation of obstructing plugs, crystals have to aggregate as demonstrated 

Figure 2. Localization of CaOx crystallization in the nephron (hatched areas): descending loop of Henle (DLH), collecting 
duct (CD), renal papilla (RP), maximal crystal diameter (DCr) expected at nucleation site (a), at RP (b), minimal inner 
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by the finding of large crystal aggregates on micro photographs of Randall’s plugs [10]. AGN 
also seems to be responsible for the acquisition of CaOx on Randall’s plaques and generally 
for the growth of calcium stones [28].

4. Crystal aggregation (AGN) in urine and within the kidney

Already in 1969, crystal AGN was found to be an important element in stone formation. In 
a study of six patients with short-term stone recurrence and six healthy controls, patients 
showed contrary to the controls 3 h after Ox ingestion large CaOx aggregates with diameters 
up to 200 μm in their urine [29]. However, in our crystallization test, AGN could also be pro-
duced by high Ox addition in 11 urines of 30 healthy people but less frequent than in urine of 
unselected stone patients (20/30, p < 0.05) [16]. Interestingly, this AGN started with a delay of 
15–35 min being not only beyond the average urinary transit time (UT) of 3 min in the neph-
ron but also beyond an average UT in the renal pelvis of 12 min [30]. Crystal AGN seems thus 
to depend on urinary Ox or crystal concentration respectively and on an induction time also 
called suspensions stability.
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Figure 3. Ionic Ca (Ca2+) decay after addition of 1 mM Ox to urine: half time (•) and endpoint of crystallization (dashed 
line), average urinary transit time through the nephron (UTN).
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For AGN, particles have to collide. Under physiological conditions (without stirring or shak-
ing), this collision occurs by particle sedimentation or Brownian motion (diffusion). At maxi-
mal crystal concentrations of 24,000 crystals/ml being observed during crystalluria [27], only 
2.5 × 10−5 collisions per minute can be expected by diffusion within the short UT through the 
nephron [17]. Sedimentation on the other hand can accumulate under these conditions on a 
tubular wall being in horizontal position 1.3 crystals/min and on kidney calcifications or stone 
surfaces 624 crystals/cm2 and minute. These accumulation rates are positively correlated with 
particle diameter in square and particle concentration whereas collision rates increase by par-
ticle concentration in square [17]. To get some insight in AGN processes within an appropri-
ate observation time, studies have to be performed in highly concentrated crystal suspensions 
where AGN mainly occurs on the basis of diffusion. For the measurement of CaOx AGN in 
urine, Ox additions of 1.5 mM were necessary. Even under these extreme conditions, urine 
showed a high inhibitory activity with respect to CaOx AGN. AGN only was observed in 31 
of 60 urines and always with some delay [16].

Inhibition of AGN can be ascribed to an electrical surface potential which allows identically 
charged particles only to near to critical distance where diffusion or sedimentation is com-
pensated by electrostatic repulsion [31]. Also lower surface potentials act as intermediate bar-
rier, which slows down AGN by the fact that numerous attempts are necessary to overcome 
electrostatic repulsion. This may explain the delay of AGN which was always observed in 
urine. In urine, crystals are coated by urinary macromolecules (UMs) which provide by their 
anionic residues an electronegative surface potential in the order of −15 mV [18]. Scanning 
electron microscopic pictures of CaOx crystals being incubated in albumin or globulin 
solutions showed protein coats on the crystals with diameters of 10–20 nm [14]. UM coats 
can be composed as mentioned in the Introduction by more than 70 different proteins [5]. 
Confronted with such multiple substances often with an unknown influence on crystalliza-
tion processes, we decided to center our studies on whole urine, on UM solutions which were 
directly isolated from urine and on albumin being a frequent compound of urinary crystals 
and stones [3].

Although the adsorption of proteins like prothrombin fragment 1 and albumin was ascribed 
to a face-specific interaction between Ca in the lattice of CaOx crystals and selected anionic 
groups in the proteins [32], the coating of surfaces by UMs can also be a rather unspecific pro-
cess. As Figure 4 shows, not only crystals but also latex beads can be easily coated by UMs. 
This coating bases on a hydrophobic effect between proteins and latex. By Zetasizer analysis, 
latex beads showed after the incubation in UM solutions, an increase of particle diameters by 
40 μm corresponding to an UM coat of 20 μm. A pH change in the UM solution from 6.0 to 
5.0 diminished the negative surface potentials of the coated beads from −34 to −24 mV and 
produced a massive increase of particle diameters or AGN, respectively. This pH effect which 
bases on a reduced ionization of the anionic protein residues by an increased H+ concen-
tration demonstrates that surface potentials are essential for the inhibition of AGN. Further 
experiments which were performed with latex beads in almost electrolyte and especially 
Ca-free albumin solutions showed that the AGN of UM-coated particles too can base on a 
hydrophobic effect [19].
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ing), this collision occurs by particle sedimentation or Brownian motion (diffusion). At maxi-
mal crystal concentrations of 24,000 crystals/ml being observed during crystalluria [27], only 
2.5 × 10−5 collisions per minute can be expected by diffusion within the short UT through the 
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Although the adsorption of proteins like prothrombin fragment 1 and albumin was ascribed 
to a face-specific interaction between Ca in the lattice of CaOx crystals and selected anionic 
groups in the proteins [32], the coating of surfaces by UMs can also be a rather unspecific pro-
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5.0 diminished the negative surface potentials of the coated beads from −34 to −24 mV and 
produced a massive increase of particle diameters or AGN, respectively. This pH effect which 
bases on a reduced ionization of the anionic protein residues by an increased H+ concen-
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Figure 4. Affinity of urinary macromolecules (UMs) to latex beads (LBs) measured by particle size distribution (PSD) 
within a 2-min interval: (A) PSD of LBs before incubation in UM solution, (B) after incubation, (C) pH change from 6.0 to 
5.0 in suspension of latex in UM solution showing from the left to the right curve a progressive increase of particle size 
due to AGN of the coated latex beads.

Pathophysiology - Altered Physiological States168

Pathological UMs with reduced anionic groups are found to be responsible for crystal 
AGN in urine [33–35] and were observed in urine of some stone patients [36–38]. However, 
also dialysis in a hemofilter abolishes the inhibitory activity of UMs [16]. All UM solu-
tions obtained by dialysis from 29 urines with previously low maximal sedimentation 
rates showed a massive increase of −mdOD/dt indicating AGN (Figure 5). In order to find 
low molecular weight substances which might be responsible for the inhibition of AGN, 
crystallization tests were repeated in urinary ultrafiltrate (UF) with an identical result as 
obtained in the UM solution. Also a loss of important substances by the adsorption on 
the large surface of the hemofilter could be excluded by repeating crystallization tests 
in UM solutions where UMs were isolated only by temporary adsorption on Ca phos-
phate and consecutive dilution as described above. Further experiments performed with 
albumin brought an explanation for this peculiar loss of AGN inhibition after temporary 
contact with large surfaces. Albumin at high concentration has a tendency to self-AGN 
[39], which is demonstrated in Figure 6A. By the measurement of particle size distribution 
(PSD) immediately after the preparation of an albumin solution (AS) in a high urinary 
concentration of 20 mg/l, a main peak at 10 nm being typical for albumin and a lower sec-
ond peak around 1000 nm were found. Two minutes later, the main peak was somewhat 
diminished and peaks around 350 and 4100 nm became visible indicating progressive 
self-AGN of albumin. However, in the CaOx crystallization test performed in AS, only a 
minimal acceleration of sedimentation was observed (Figure 7A). The diluted Ca phos-
phate precipitate of AS on the other hand showed in PSD that all extracted albumin was 
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Figure 5. Effect of UM isolation on inhibition of CaOx AGN (low −mdOD/dt): native urine (NU), dialysed urine (DU), 
ultrafiltrate (UF), and dissolved Ca phosphate precipitates of urine (DP) (n = 29, x ± SD, NU vs. DU, UF and DP p < 0.001).
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Figure 4. Affinity of urinary macromolecules (UMs) to latex beads (LBs) measured by particle size distribution (PSD) 
within a 2-min interval: (A) PSD of LBs before incubation in UM solution, (B) after incubation, (C) pH change from 6.0 to 
5.0 in suspension of latex in UM solution showing from the left to the right curve a progressive increase of particle size 
due to AGN of the coated latex beads.
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Figure 5. Effect of UM isolation on inhibition of CaOx AGN (low −mdOD/dt): native urine (NU), dialysed urine (DU), 
ultrafiltrate (UF), and dissolved Ca phosphate precipitates of urine (DP) (n = 29, x ± SD, NU vs. DU, UF and DP p < 0.001).
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aggregated into a high single peak at 480 nm (Figure 6B) and in the crystallization test, a 
rapid OD decrease being characteristic for intensive crystal AGN was found (Figure 7B). 
These observations demonstrate that crystal AGN also occurs in the presence of normal 
but self-aggregated UMs. UM aggregates with increasing size like aggregated albumin 
obviously can bridge critical distances of electrostatic repulsion and connect crystals prob-
ably by hydrophobic binding to their UM coats. Scanning electron microscopy of Ca Ox 
crystals being incubated in gamma globulin solutions showed at crystal convergence of 
some aggregates large amounts of amorphous material suggesting a crystal binding by 
aggregated proteins [14].

The formation of Randall’s plugs seems to be a product of crystal AGN. Randall’s plugs are 
observed as origin of kidney stones at states of massive chronic supersaturation of urine either 
with respect to CaOx as found in primary hyperoxaluria or with respect to Ca phosphate 
in primary hyperparathyroidism [40]. Under these conditions, crystallization as mentioned 
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Figure 6. Particle size distribution (PSD) of albumin: (A) PSD in albumin solution in high urinary concentration (AS, 
20mg/l) and (B) PSD in dissolved Ca phosphate precipitate of AS (DPA).
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above already can start in DLH. During their way through the nephron, crystals can drop 
by sedimentation on tubular walls where they stick and together with following crystals can 
form large crystal accumulations. Such accumulations probably are an ideal platform for the 
adsorption and self-AGN of UMs. Massive crystalluria and even hyperoxaluria are known to 
damage tubular cells and thus to favor the sticking of crystals on tubular walls [41]. Damaged 
tubular cells produce pathological proteins which also favor this sticking and the AGN of the 
crystals [3]. Furthermore, basement membrane denuded by its epithelial layer can induce het-
erogeneous nucleation of CaOx [42]. These mechanisms can provoke massive crystal aggre-
gates which protruding from ducts of Bellini into renal calices can raise stone formation in the 
kidney as observed by urological endoscopy [40].

5. CaOx AGN in the presence of hydroxyapatite (HAP), a possible  
model for stone formation on Randall’s plaques (RPLs)

Idiopathic Ca nephrolithiasis where by definition no metabolic or endocrinologic disor-
ders like primary hyperoxaluria or hyperparathyroidism are found is the most frequent 
stone disease and generally starts by stone growth on RPLs [10–12, 40]. RPLs are subepi-
thelial deposits of Ca phosphate in the renal papilla which by disruption of the covering 
epithelial layer can come in contact with urine and give raise to stone growth. The Ca 
phosphate deposits, mainly HAP, are a consequence of the transformation of epithelial 
cells into an osteoplastic phenotype with an increased production of bone-specific  proteins 

Figure 7. Crystallization curve of AS and DPA: AS shows with a relative low −mdOD/dt inhibition of CaOx AGN, and a 
high −mdDO/dt in DPA indicates massive AGN (n = 5, x ± SD, p < 0.01).
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like osteopontin (OP) favoring tissue mineralization [12]. Histological analysis with immu-
nohistochemistry or infrared spectroscopy of RPLs with an adherent stone showed that 
the RPLs consisted of an OP matrix with HAP deposits, whereas the adherent stone in 
addition to OP and HAP contained Tamm-Horsfall glycoprotein (THG) and CaOx crystals 
[40]. Stone formation on RPLs thus seems to occur at the interface of HAP and CaOx crys-
tals being embedded in proteins like OP and THG which like albumin have a tendency to 
self-AGN [3]. The osteoplastic transformation of epithelial cells which mainly occurs in 
the loop of Henle was ascribed to vascular or metabolic disorders since in epidemiological 
studies, stone disease was found to be associated with hypertension, myocardial infarc-
tion, diabetes, or metabolic syndrome [12]. However, RPLs seem to be very frequent and 
not always associated with stone disease. High-resolution radiography of 50 consecutive 
sets of cadaveric kidneys showed in 57% radiographic evidence consistent with RPLs [43]. 
In an older study, in all kidneys of 100 randomly selected autopsies, some papillary calci-
fications were found but only in seven cases of kidney stones [44]. Urological endoscopy 
revealed RPLs even in 43% of cases not being related to stone disease [45]. The mechanisms 
involved in the progression of a RPL to a kidney stone are far from being clear. One of 
these processes is breaking of epithelial layers, which brings the calcifications of RPLs in 
contact with pelvic urine [12]. A further unknown factor is the formation of CaOx crys-
tals on the denuded and protein-coated HAP of RPLs. Therefore, we tried to mimic this 
formation by the study of CaOx crystallization in the presence UM-coated HAP (cHAP). 
Contrary to previous studies performed immediately after thawing of frozen urine, 15 
freshly voided urines of five healthy men were examined.

To prepare cHAP, commercially available HAP crystals (0.05 mg/ml) were incubated at 37° 
during at least 30 min in one portion each of 15 urines from healthy persons [46]. After 
centrifugation and discharge of the supernatant, the crystals were suspended in a second 
portion of the same urine. Ca and pH were adapted to the standard values of 2 mM and 
6.0, respectively, used in the tests. CaOx crystallization tests as described above were per-
formed in urine with and without the cHAP suspension. By this procedure, a high −mdOD/
dt indicating AGN was observed in 8 of 15 urines performed with cHAP, whereas in the test 
performed without cHAP, only one of the 15 urines showed a high −mdOD/dt. Interestingly, 
urines with and without cHAP-induced AGN significantly (p < 0.01) could be distinguished 
by their sodium concentration (Figure 8) being an indicator for urinary ionic strength [47]. A 
high ionic strength seems to favor AGN, whereas urine dilution abolished the cHAP-induced 
AGN. All urines with an initially high −mdOd/dt showed after dilution and adaption of Ca 
and pH to the initial values only a slow OD decrease being typical for the sedimentation of 
single crystals without AGN. Urinary dilution down to 33% did not disturb urinary inhibi-
tory activity with respect to not cHAP-related CaOx AGN, which is in agreement with the 
finding that urine even diluted to 20% is still an excellent inhibitor of the AGN of CaOx crys-
tals [48]. The promotion of AGN by a high ionic strength can be explained by its influence on 
the extension on electrostatic surface potentials (ESPs). In electrolyte-containing solutions, 
ESP exponentially decreases with increasing distance from negatively charged particles by 
a cation accumulation (in our experiment of sodium) [31]. In concentrated urine with a high 
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ionic strength, ESP is compressed to a few nanometers where crystals can approach to dis-
tances where self-aggregated UMs can take over their bridging effect.

To get more information about CaOx AGN being induced by cHAP, supplementary experi-
ments were performed in solutions of albumin in a high urinary concentration (AS, 20 mg/l). 
The comparison of experiments performed in AS and in concentrated urine showed almost 
identical results (Figure 9). A high inhibitory activity with respect to CaOx AGN of AS and 
urine was abolished by the cHAP addition and also in the dissolved Ca phosphate precipi-
tates (DPs) of urine and AS. Under the special conditions of our experiments, albumin seems 
to be an ideal substance to mimic UM effects. Adsorption on surfaces favors self-AGN of 
UMs as demonstrated with respect to albumin and thus can turn inhibitors to promoters of 
AGN [46]. Ca phosphates are excellent substrates for UM adsorption [5]. HAP of RPLs being 
denuded from their epithelial cells is therefore an ideal platform to initiate stone formation by 
the adsorption and self-AGN of UMs. Since the effect of UMs or albumin on CaOx AGN was 
identical when adsorbed on HAP or when being in solution after temporary adsorption, HAP 
of RPLs is more likely to act as a mediator of crystal AGN than as a heterogeneous nuclea-
tor for CaOx formation as suggested by others [12]. Indeed, scanning electron microscopy 
of urinary sediments after HAP-induced CaOx AGN showed in agreement with findings on 
RPLs large CaOx aggregates which were in the surroundings but not in direct contact with 
the HAP crystals [49].

Figure 8. CaOx AGN (increase of −mdOD/dt) induced by UM-coated hydroxyapatite (cHAP) in urine: crystallization 
test without (o) and with the addition of 0.05 mg/ml cHAP (•) at low and at high sodium concentrations (Na) and after 
urinary dilution (UD) (n = 8, x ± SD).
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6. Summary and conclusions

The formation of Ca stones in the kidney during crystalluria seems to base on crystal AGN 
either on Randall’s plugs or on plaques. Urine has, as demonstrated by our study, a high 
inhibitor capacity with respect to CaOx AGN. Coating of crystals by electronegative charged 
UMs creates zones of electrostatic repulsion between the crystals which under normal condi-
tions and within the short urinary transit time in the kidney hardly can be overwhelmed by 
diffusion or sedimentation being responsible for particle collision and thus AGN. Zones of 
electrostatic repulsion are reduced in the presence of pathological UMs with a lack of anionic 
residues or in concentrated urine with a high ionic strength. UMs with a lack of negatively 
charged anionic groups create an insufficient surface potential on UM-coated crystals. At high 
ionic strength, the extent of surface potentials is compressed by an increased accumulation 
of cations. Under these conditions, zones of electrostatic repulsion probably can be bridged 
by normal but self-aggregated UMs. Self-AGN occurs by the adsorption of UMs on surfaces 
especially of HAP with its high affinity to UMs. The AGN of UM-coated particles like uri-
nary crystals or latex beads probably mainly bases on a hydrophobic effect between the large 
hydrophobic protein segments. This effect can occur either directly between pathological UM 
coats or is mediated by self-aggregated but normal UMs.

Stone formation on Randall’s plugs mainly occurs at high urinary supersaturation with 
respect to Ca salts as observed in primary hyperoxaluria or in hyperparathyroidism both with 

Figure 9. Almost identical results obtained in crystallization test (CT) performed with concentrated urine (•) and 
albumin solution (AS, 20 mg/l (o): CT performed in native urine or AS (native), in urine or AS with UM or albumin 
coated HAP (+cHAP) and in dissolved Ca phosphate precipitates of urine or AS (DP) (n = 8, x ± SD).
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high recurrence rates of stone formation. At such states of chronic urinary supersaturation, 
crystallization already can start in the descending loop of Henle and crystals during their way 
through the nephron can stick to tubular walls and by sedimentation can accumulate further 
crystals. Tubular cells damaged by massive crystalluria favor crystal sticking and produce 
pathological UMs, which enhance crystal AGN. Crystal accumulates are ideal platforms for 
the adsorption of UMs and their self-AGN and thus for crystal AGN. By such mechanisms, 
large crystal plugs can be formed which when protruding out from ducts of Bellini into the 
renal calices may give raise to stone formation. Whereas in hyperparathyroidism nephrolithi-
asis can be cured by parathyroidectomy, the treatment of primary hyperoxaluria is extremely 
difficult but not the topic of this chapter. However, in stone metaphylaxis, a high fluid intake 
is essential which apart from urinary supersaturation also reduces ionic strength and urinary 
transit time through the collecting ducts and the renal pelvis.

The formation of Randall’s plaques (RPLs) being the origin of most idiopathic Ca stones 
seems to be a complex process of biomineralization. RPLs are frequent but not always con-
nected with stone disease. Even in the case of nephrolithiasis, stone formation on a RPL can 
take decades, whereas other RPLs in the same kidney can remain stone free [13]. Idiopathic 
Ca nephrolithiasis often is characterized by long stone free intervals [50]. In these cases, stone 
formation seems more to be the result of a coincidence of noisy factors than a real disease. 
A most dangerous constellation is an excessive ingestion of Ox rich food (e.g., chocolate) in 
combination with a poor fluid intake. After excessive Ox intake, a threefold increase of uri-
nary Ox was observed [23]. High urinary Ox and consecutive crystal concentrations can, as 
mentioned above, induce the secretion of pathological UMs and destroy epithelial layers of 
RPLs. The consequence is that HAP deposits come in contact with crystals in a concentrated 
urine where self-AGN and AGN are enhanced by a high ionic strength and a high UM con-
centration. Therefore, for idiopathic Ca stone patients, dietary Ox restriction and a high fluid 
intake are mandatory. However, only the last measure is evidence based [51]; since in stud-
ies of stone metaphylaxis, the compliance of patients especially of those with long stone-free 
intervals often is rather poor.
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Abstract

The prostate is an accessory gland of the male reproductive tract, and its presence is
universal in mammals. It is committed to the prostatic fluid production and storage,
which is released with other semen components during ejaculation. Such fluid contributes
to increasing motility and fertility of the spermatozoa, and the neutralization of the
vagina, thus playing an important role in fertilization. Few pathological complications,
often progressively aggravated with age, can affect this gland (i.e. benign and malignant
proliferative changes; all to be described next in this chapter). Nowadays, the neoplastic
expansion is the main motivator and contributor for studies on enlightening of growth
regulation mechanisms and physiology of the prostate.

Keywords: physiology, pathology, benign prostatic hyperplasia, prostate cancer,
biomarkers

1. Prostate anatomy

The human prostate is a pelvic gland located under the urinary bladder and in front of the
rectum, and it is composed by glandular and non-glandular structures surrounded by one
same capsule [1–3]. It consists mainly of muscular-fibrous tissue, which it is subdivided into
about 50 tubule-alveolar glands [4], at the lateral and posterior segment of the urethra, which
drain to 20–30 small prostatic ductules opening in the prostate, or close to the posterior wall of
the prostatic urethra [5–8]. The prostatic secretion, which accounts for approximately 20% of
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the seminal fluid, confers a characteristic odor of this flowing, and participates in the activation
of spermatozoa [8]. The ducts of the prostatic glands open into a sulcus located on each side of
the urethral ridge, called the prostatic sinus. The prostate is traversed throughout the prostatic
portion of the urethra, from the base to the apex, with a slightly curved course in the anterior-
posterior direction, and closer to its anterior face [5–8].

The prostate is anatomically described as an inverted pyramid whose apex is the lowest
portion, and which is located about 1.5 cm behind the lower border of the pubic symphysis
and is directly related to the upper face of the urogenital diaphragm. The base of the prostate
gland is in a horizontal plane that passes through the middle part of the pubic symphysis, and
it is directly related to the cervix of the bladder and the inner ostium of the urethra. Inferior-
lateral surfaces are convex and are separated from the superior fascia of the pelvic diaphragm
by a venous plexus, and are related to the pubococcygeal muscles [6–9]. The posterior surface
is flattened and triangular, and it is related to the bladder of the rectum. The anterior surface is
narrow and separated from the pubic symphysis by retropubic fat tissue. The upper part is
related to the seminal glands and to the lower extremities of the vas deferens, and near its base
presents small depressions for the entrance of the ejaculatory ducts [6].

Despite not being clearly distinguished anatomically, the following prostate lobes are tradi-
tionally defined: right, left and a middle lobe [5–8]. In pathology, the prostate is described in
different zones (peripheral zone, central zone, transition zone and anterior fibro-muscular
zone) [9]. The right and left lobes are not isolated from each other, being connected, prior to
the urethra, by the isthmus of the prostate, constituted by fibromuscular tissue. Their muscular
fibers represent the superior continuation of the external sphincter muscle of the urethra to the
cervix of the bladder, and it is devoid of glandular tissue. The middle lobe, of variable size, is
the part of the prostate that protrudes internally from the upper part of the posterior face of the
organ, between the ejaculatory duct and the urethra [5–8]. However, structurally, the middle
lobe is indeed inseparable from the right and left lobes. In each prostate lobe we can identify
four lobules: (I) Posterior-Inferior, located posterior to the urethra, and inferior to the ejacula-
tory ducts. It constitutes the face of the prostate, palpable to digital rectal examination; (II)
Lateral-Inferior, directly lateral to the urethra, forming the major part of the right or left lobe;
(III) Superomedial, deeply to the inferoposterior lobe, surrounding the ipsilateral ejaculatory
duct; (IV) Anteromedial, deeply to the inferolateral lobe, directly lateral to the proximal
portion of the prostatic urethra.

The superior fascia of the pelvic diaphragm reflects in the superior direction from the visceral
fascia of the pelvis to envelop the prostate, and then continues superiorly over the bladder. The
portion covering the prostate is dense and fibrous, being called the fascia of the prostate. It is
located externally to the prostate capsule and is separated from it, laterally and anteriorly, by
the loose connective tissue harboring the prostatic venous plexus. The fascia of the prostate
fuses anteriorly with the tendinous arch of the pelvic fascia, which at the level of the pube is
called the medial puboprostatic ligament [5–7]. Smooth muscle fibers fulfill this ligament, and
it is called the puboprostatic muscle. The lateral puboprostatic ligament extends from the
fascia of the prostate to the tendon arch of the pelvic fascia. Inferior to the puboprostatic
ligaments, the prostate associates with the medial borders of the pubococcygeus muscle, and
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from this point the muscle fibers extend in the superior direction to fuse with the fascia of the
prostate, forming the prostate lifting muscle. Later, the fascia of the prostate is separated from
the tunica of the rectum by the rectovesical septum [6, 10].

The prostatic arteries are usually direct branches of the inferior bladder artery from one of the
branches of the internal iliac artery. In some cases, it may be a branch of the internal pudendal
artery, or the medial rectal artery [5–7, 10]. The veins draining the prostate girdle, to form the
prostatic venous plexus, located in the fascia of the prostate. The prostatic venous plexus
continuous superiorly with the bladder venous plexus, and communicates posteriorly with
the internal vertebral venous plexus. The lymphatic vessels of the prostate drain into the
internal iliac lymph nodes [5–7, 10]. Finally, the prostate is innervated by sympathetic fibers
from the lower hypogastric plexus. These fibers innervate smooth muscle fibers and blood
vessels [5–7, 10].

2. Prostate gland hormonal regulation

There are considerable variations related to the prostate anatomy, biochemistry and pathology
of several mammal species. In humans, the sexual accessory tissues (or glands) produce high
concentration of several biologically active substances, such as fructose, citric acid, spermine,
prostaglandins, zinc, proteins including immunoglobulins, and specific enzymes (i.e. esterases
and phosphatases) [11].

The growth, differentiation and maintenance of the activity of the prostate gland [12] are
mainly controlled by androgens, which is the basis of the anti-androgenic therapies for the
treatment of primary prostate cancer. The development and physiology of the prostate is also
directly modulated by somatothrophic hormones (such as insulin, prolactin and growth hor-
mone), retinoic acid and estrogen [13, 14], as well as a biomolecular scenario of complex
interactions between the epithelium and stroma [15], which sum up to a complicated and
poorly understood regulatory mechanism.

Receptors type androgen receptor (AR) and estrogen receptor (ER) are responsible for mediat-
ing the physiological effects of androgens and estrogens, respectively [16, 17]. Briefly, the
receptor located in the cytoplasm binds to testosterone or dihydrotestosterone, dissociates a
heat shock protein (HSP), dimerizes, and it is translocated to the nucleus, where, together with
a variety of co-activators and co-repressors, activates or inactivates different sets of genes [18].
The classic AR has 110 kDa and several features in common with members of the nuclear
receptor family, such as estrogen receptors, progesterone, thyroid hormones, and peroxisome
proliferator-activated receptors (PPARs) [19].

Testosterone and dihydrotestosterone (DHT) act through AR. The AR primarily functions as a
transcription factor. It is an extremely important molecule, responsible for the primary male
sex differentiation (formation of gonads and external genitalia), and for the pubertal acquisi-
tion of the male secondary characteristics (events associated with puberty and adolescence)
[20]. It is also liable for most cases of complete androgen insensitivity (resulting in infertile XY
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the urethral ridge, called the prostatic sinus. The prostate is traversed throughout the prostatic
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it is called the puboprostatic muscle. The lateral puboprostatic ligament extends from the
fascia of the prostate to the tendon arch of the pelvic fascia. Inferior to the puboprostatic
ligaments, the prostate associates with the medial borders of the pubococcygeus muscle, and
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karyotype female) [21], and it is deeply associated with the origin of prostate tumors and,
particularly, with the recurrence of androgen independent cancer [22–24].

The most striking androgen dependence of the prostate gland is observed by hormonal or
surgical castration. In a rat model, removal of the testes results in prostate involution to
approximately 10% of its original size after 21 days. Epithelial cells death and stroma reorga-
nization are responsible by such event [25]. Similar to AR, estrogen receptors (ERs) belong to
the family of nuclear receptors. The two subtypes, ERα and ERβ, have different physiological
roles. They share homology with each other, but are the products of different genes [26]. Both
ERα and ERβ are expressed in the prostate. In adults, ERα and ERβ are preferentially found in
the stroma and in the epithelium, respectively [27]. Similarly to the AR, ER expression might
be suppressed by methylation of its promoters, and this epigenetic alteration was suggested to
be involved in both benign prostatic hyperplasia and prostate cancer development [28, 33].

The action of estrogens on prostatic ductal morphogenesis and cell differentiation is complex
[14]. However, a brief exposure of rodents to estrogens during neonatal development causes
irreversible and dose-dependent effects on morphology, cellular organization and function of
the gland [29, 30]. Reduced prostate size at adulthood was associated with decreased respon-
siveness at puberty due to reduced AR content [31]. The reduced AR levels were justified by
increased proteasomal degradation of AR protein at postnatal day 10 [32].

Estrogen exposure to occasional doses during the gestation period causes increased concentra-
tions of androgen receptor in mice, ductal budding and prostate weight later in the adulthood
[34]; whereas the neonatal exposure to high doses compromises the growth epithelial differen-
tiation, and accounts for changes in the secretory function, as well as for incidence of prostatic
intraepithelial neoplasia (PIN) and prostatitis [14, 29]. The effect of high doses of estrogens on
the neonatal prostate is due not only to the changes in the androgen concentrations, via
permanent actions on the hypothalamic-gonadal pituitary gland, but also due to direct effects
on the prostate gland, since the administration of testosterone is not able to reverse those
effects [35]; this phenomena is known as estrogenic imprinting.

High doses of estrogen administered in adult animals function as castration, resulting in the
inhibition of the hypothalamic-pituitary-gonadal axis, by suppression of the gonadotrophin
releasing hormone, and consequent blockage of the hormone testosterone by the testes [36, 37].
Nonetheless, such effects can be reversed (contrary to those observed in neonates), by
replacing testosterone or dihydrotestosterone hormones.

It is well established that some of the circulating androgens are converted into estrogens in
various peripheral tissues by the enzyme aromatase [38]. The aromatase was also identified in
the human prostate, suggesting that this gland is able to perform the aromatization reaction
and it is a feasible local source of estrogen production [39]. Estrogens acts in target cells all over
the body and in addition to sexual organs they influence growth, health and cell activity.
Despite early work of estrogens used as therapy for androgen-resistant prostate cancer, it can
be critical in predisposing prostate cancer.

Estrogens also participate in several pathological changes in the prostate; among the very well
described pathologies is the induction of chronic inflammation [40, 41], squamous metaplasia
reported in several species of mammals [42–44], and human prostate cancer [45].
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There are several pathological complications, including benign and malign proliferative alter-
ations, often aging escalate-associated, that affect prostate gland. So, studies focusing on the
growth regulation and physiology of the prostate are very precious to understand the origin
and progression of these pathologies.

3. Benign prostate hyperplasia (BPH)

Benign prostate hyperplasia (BPH) is a common urological issue that causes prostate enlarge-
ment in men after 40-years-old. It is a noncancerous augmentation of the prostate gland size,
with stromal and glandular epithelial hyperplasia in the transition zone. It is estimated that 50%
of 50 year old, and 75% of 80 year old men could have some lower urinary tract symptom
(LUTS). In such condition the urethra can be partially or totally blocked, resulting in urinary
retention, weak urination stream, incomplete bladder emptying and hesitancy; and so carrying
secondary problems as urinary tract infections, bladder stones and chronic kidney disease,
culminating in kidney failure. The LUTS is reflection of the hormonal changes rising with age,
and resulting in abnormal stromal and epithelial cell proliferation (hyperplasia) in the transition
zone of the prostate. The molecular etiology of these events remains unclear, but few studies
attempt to correlate it to sex steroids hormones [46], also known as gonadocorticoids and
gonadal steroids, that interact with vertebrate androgen and estrogen receptors. It is important
to mention that the BPH is generally not a precursor lesion to a prostate cancer (PCa) condition.

Some animal models studies, including dogs and chimpanzees, have been performed in order to
understand the prostate conditions. Chimpanzees sporadically suffer from age-associated BPH,
and are the closest match to human prostate gland. Throughout the time, dogs are like human
counterpart because they develop BPH containing distinct nodules of hyperplasia with diffuse
areas of compression of the rectum producing constipation, a symptom opposed to the urinary
retention in men [47, 48]. In order to supply these deficiencies, some transgenic animal models
using other normal mammal species were developed. Prostate-specific 15-LOX-2 transgenic
mouse and PPAR∂ knockdown mice naturally develop increased prostate size with age, in
addition to epithelial-hyperplasia, and prostatic intraepithelial neoplasia progression [49, 50].

4. Prostate cancer

Nearly 14 million new cases of cancer occurred worldwide during 2012 [51], generating
around 8.2 million deaths. More than a half of cancer deaths arose in countries of medium or
low human development index (HDI). The four most common types, in this order were lung,
female breast, bowel and PCa. Among malignant neoplasms that affect men, PCa is the most
common, after non-melanoma skin tumors, especially in the male population from the sixth
decade of life. This is a recognized public health problem, since according to data from the
Mortality Information System (MIS), 13,773 deaths were caused by PCa in Brazil in 2013 [52].

Considering the statistics worldwide, PCa prevalence is only beaten by lung cancer in men.
Unlike some types of tumors, the incidence of PCa has increased over the years. There are two
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the gland [29, 30]. Reduced prostate size at adulthood was associated with decreased respon-
siveness at puberty due to reduced AR content [31]. The reduced AR levels were justified by
increased proteasomal degradation of AR protein at postnatal day 10 [32].
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the neonatal prostate is due not only to the changes in the androgen concentrations, via
permanent actions on the hypothalamic-gonadal pituitary gland, but also due to direct effects
on the prostate gland, since the administration of testosterone is not able to reverse those
effects [35]; this phenomena is known as estrogenic imprinting.

High doses of estrogen administered in adult animals function as castration, resulting in the
inhibition of the hypothalamic-pituitary-gonadal axis, by suppression of the gonadotrophin
releasing hormone, and consequent blockage of the hormone testosterone by the testes [36, 37].
Nonetheless, such effects can be reversed (contrary to those observed in neonates), by
replacing testosterone or dihydrotestosterone hormones.

It is well established that some of the circulating androgens are converted into estrogens in
various peripheral tissues by the enzyme aromatase [38]. The aromatase was also identified in
the human prostate, suggesting that this gland is able to perform the aromatization reaction
and it is a feasible local source of estrogen production [39]. Estrogens acts in target cells all over
the body and in addition to sexual organs they influence growth, health and cell activity.
Despite early work of estrogens used as therapy for androgen-resistant prostate cancer, it can
be critical in predisposing prostate cancer.

Estrogens also participate in several pathological changes in the prostate; among the very well
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main factors for this association: the improvement of diagnostic methods and the extended life
expectancy of men over the years; since PCa has slow growth and its incidence is age-
associated, it is very comprehensible the increased detection of this malignant neoplasia lately
in the years. The origin of PCa and the several processes giving direction to PCa carcinogenesis
are still unclear, but often are assumed that several components may influence it, among which
stands out: diet, genetic, hormonal, and environmental factors; all currently being widely
investigated in the literature.

The treatment of PCa can be very controversial because there are many variables, such as the
patient’s age, prostatic specific antigen (PSA) concentrations and the stage of the tumor.
Patients in inoperable conditions, due to age, are treated with hormone therapy or radiation.
The most common hormone therapy for PCa is the androgen deprivation, since the prostate
gland is a highly androgen dependent gland, and because the majority of prostate tumors
originate from androgen-dependent glandular epithelial cells of the prostate [53]. The thera-
pies in use for PCa will be best addressed later in this chapter.

5. Clinical diagnosis and biomarkers for PCa

The diagnosis and follow-up of PCa patients are often difficult because of the absence of
specific markers that could change accordingly to the status of disease, the best therapy, and
the existence of future complications caused by the chosen treatment.

For several decades many researchers joined efforts to study biomarkers of prognosis and
treatment for PCa. Almost 50-years, PSA measurement represented the best marker for PCa.
The primary idea was to substitute the digital rectal examination by PSA screening; neverthe-
less this was not possible despite the low specificity and false positive rate, as it is also
observed in BPH [54]. No significant progress in the use of PSA as a precise biomarker of PCa
was achieved during the past years.

Beyond this scenario, advances in genetic testing for PCa risk and new molecular diagnostic
assays have been designed to improve diagnostic accuracy and treatment decision beyond
prostate-specific antigen (PSA) testing. PSA is a protein of the kallikrein family synthesized in
the prostatic epithelium and secreted in the seminal fluid. From its discovery in 1970 to the
present day, it is a diagnostic tool used as a tumor marker for early diagnosis, treatment and
monitoring of patients with neoplasia in conjunction with the rectal examination. However,
many studies have questioned the use of this biomarker for a diagnosis, due to the exponential
increase in the diagnosis of PCa and, consequently, the increase of unnecessary hormonal,
radiotherapeutic, chemotherapeutic and surgical treatments such as radical prostatectomy
[55, 56]. PSA evaluation is performed by its measurement in serum using immunoassay (34
kDa). Normal values vary according to the method used. In most tests, values of up to 2.5 ng/
mL are allowed as normal. If this value is higher, it is indicated to request the dosage of
fractionated PSA, which relates total PSA to free PSA (fPSA). The result is expected to be equal
to or greater than 20%; if it is lower, there is a probability that it is a PCa [57]. However, this test
does not have 100% of specificity or sensitivity, insofar as there is PCa whose PSA is not
altered, and there are other transient factors that can raise serum PSA levels, such as prostatitis
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[58], benign prostatic hyperplasia [59], prostatic biopsies [60] and trauma, due to prostatic cell
lysis releasing PSA into the bloodstream [61].

Despite results enhancing detection at earlier stage and decreasing the number of metastatic
patients, the use of prostate-specific antigen (PSA) to detect PCa has low specificity, unneces-
sary biopsies and frequently mistaken diagnoses. Also, PCa has various features so prognosis
following diagnosis is greatly variable. Hence, there is a requirement for new prognostic bio-
markers, particularly to differentiate between inactive and aggressive forms of the disease, to
improve clinical management of PCa patients. Research continues into finding additional
markers that may allow this goal to be attained.

In order to improve the specificity of PSA as a tumor biomarker, tests called PHI (Prostatic
Health Index), that predicts the risk of having PCa and 4 K score™ (predicts the risk of having
high-risk of PCa) were launched on the American and European markets [62]. 4 K score™ blood
test combines 4 prostatic biomarkers (total PSA, fPSA, intact PSA, and human kallekrein 2(hK2))
with the age of the patient, the digital rectal exam (DRE) findings (presence of a nodule or not),
and the result of previous biopsies [63]. The higher the score, the greater the probability of
finding tumor cells in a biopsy (Gleason ≥ 7). This test combination is interesting because it does
not allow unnecessary biopsies to be performed, whereas post-operative, as well as any surgery,
has risks and can lead to future complications for the patient, affecting his quality of life.

Another non-invasive test available is the ExoDxTM Prostate (IntelliScore) Test18, which,
through urinalysis, assesses the risk of developing invasive PCa, and thereby target the best
treatment by molecular analysis of three specific genes in exosome and microvesic RNAs
released by tumor cells, called extracellular vesicles (further discussed in this chapter) [64].
These related genes (ERG, PCA3 and SPDEF) are most commonly related to tumor progression
and, consequently, its aggressiveness and invasion [65].

It is important to note that these tests are not accessible to the entire population, either because
of the high cost of the technology, or because some countries have still not approved it. Thus,
the main diagnostic method used nowadays for the screening and detection of the PCa
remains PSA testing and rectal examination (DRE). If the results of these exams are altered, a
biopsy is necessary to confirm the diagnosis, and determine the aggressiveness and prognosis
of the cancer. This is done by histological analysis of the biopsied tissue, following classifica-
tion according to the Gleason Scale. This system consists of the sum of 2 values that represent
the degree of the tumor, and that determine the dominant cellular pattern and the most
frequent cellular pattern, respectively. Tumor grades range from 1 to 5, the former representing
more differentiated and prostate restricted tumors, while the latter represents totally undiffer-
entiated tumors that have normally infiltrated the glandular stoma. The score, therefore,
ranges from 2 (1 + 1) to 10 (5 + 5), and values below 4 on the Gleason Scale represent a well
differentiated PCa; between 5 and 7, an intermediate PCa; and between 8 and 10, advanced
PCa [66]. The determination of the degree and stage of cancer allows classification into high,
intermediate and low risk categories.

The clinical picture of castrated-resistant prostate cancer (CRPC) is quite heterogeneous, rang-
ing from the asymptomatic increase in the PSA indices to the distant metastasis (commonly
bone metastasis), with an important impairment of the patient’s quality of life [66]. This is a
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the prostatic epithelium and secreted in the seminal fluid. From its discovery in 1970 to the
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monitoring of patients with neoplasia in conjunction with the rectal examination. However,
many studies have questioned the use of this biomarker for a diagnosis, due to the exponential
increase in the diagnosis of PCa and, consequently, the increase of unnecessary hormonal,
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[55, 56]. PSA evaluation is performed by its measurement in serum using immunoassay (34
kDa). Normal values vary according to the method used. In most tests, values of up to 2.5 ng/
mL are allowed as normal. If this value is higher, it is indicated to request the dosage of
fractionated PSA, which relates total PSA to free PSA (fPSA). The result is expected to be equal
to or greater than 20%; if it is lower, there is a probability that it is a PCa [57]. However, this test
does not have 100% of specificity or sensitivity, insofar as there is PCa whose PSA is not
altered, and there are other transient factors that can raise serum PSA levels, such as prostatitis
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the main diagnostic method used nowadays for the screening and detection of the PCa
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entiated tumors that have normally infiltrated the glandular stoma. The score, therefore,
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intermediate and low risk categories.

The clinical picture of castrated-resistant prostate cancer (CRPC) is quite heterogeneous, rang-
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bone metastasis), with an important impairment of the patient’s quality of life [66]. This is a
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reflection of the complexity and diversity of biomolecular alterations already found in biop-
sies. Tumor progression is related to a number of genetic changes that can affect AR, signaling
cascades, apoptosis mechanisms and cell regulation, or, as in many cases, a combination of all
of them [67].

Biomolecular techniques, such as fluorescent in situ hybridization (FISH) and Microarray, for
example, have identified a variety of key factors genes, oncogenes and tumor suppressor
genes, related to the development and progression of PCa [68, 69]. The use of molecular
techniques also allowed the identification of some genes related to the suppressive function of
metastasis, opening a new perspective for researching the phenomenon of tumor invasion to
other tissues and, with that, to identify and elucidate new indicators of prognosis, or even PCa
target therapies. As example, some studies have focused attention on the CDH1 gene and its
protein expression, located on chromosome 16q22, which encodes the E-cadherin, a glycopro-
tein responsible for cell-cell adhesion, an important cellular function that prevents EMT in
tumor progression [70].

The Metastatic prostate adenocarcinoma (metPA) is diagnosed by immunohistochemistry.
Nowadays very promising biomarkers have been used to determine prostatic origin of metPA,
such as prostate specific membrane antigen (PSMA) and NKX3.1 [71]. PSMA is a type II
membrane protein not secreted and is expressed in all forms of prostate tissue, but it is
expressed at high levels on malignant prostate cells with limited extraprostatic expression
[72]. Many approaches to target PSMA include DNA-based vaccines, as well as passive
administration of monoclonal antibodies (PSMA-mAb), including 7E11.C5.3, that has already
been approved by USA FDA (Food and Drug Administration); the medication is commercially
available as ProstaScint® [72, 73].

Compared to PSA, PSMA is upregulated with androgen deprivation, and its expression was
correlated with cancer aggressiveness and poor prognosis, while PSA decreases with androgen
deprivation [72]. PSMA was also evaluated in PCa using PETmolecular imaging system. After
all, PSMA is not specific only to prostate gland; it is expressed in other normal tissues (such as
salivary glands, duodenal mucosa, renal tubular cells, and neuroendocrine cells in the colon),
and in malignant cells (renal cell carcinomas, colon carcinomas, and endothelial cells that
surround or are into the tumors) [74].

Although multiple independent studies sought to demonstrate evidence that genetic variations
may be independent predictors of PCa risk in addition to family history and serum PSA levels,
the challenge in the years to come will be to introduce these new gene-based diagnostic and
prognostic tests in algorithms integrating the other known risk factors including age, ethnicity,
family history and PSA level to better tailor diagnostic and therapeutic strategies for PCa.

5.1. The extracellular vesicles (exosomes) and PCa: beyond classical biomarkers

Several studies have related to novel PCa biomarkers that can precisely detect, and treat, types
of aggressive cancer by headlining circulating tumor cells (CTCs) and circulating extracellular
vesicles (EVs) (Figure 1). Notably, EVs are released by almost all the cells, and brings lots of
molecular information. The study based on EVs provides lots of information about its content,
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Figure 1. Representative TEM images of exosomes derived from (a) C42 PCa cell line, (b) LNCaP xenograft serum and (c)
patient plasma by ultracentrifugation method. Exosomes were negatively stained with 2% uracyl acetate after removal of
moisture. Arrows indicate cup-shaped structures which are identified as exosomes (30–100 nm in diameter). From:
Kharmate et al. [86]. Online available at: http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0154967.

Figure 2. Schematic representation of possible role of EGFR-exosomes in cancer progression. Ligand binding induces rapid
activation and internalization of EGFR and endocytosis. Whether EGFR escapes lysosomal degradation and is released
extracellularly via exosomes is unknown. The transfer of EGFR via exosomes may significantly alter the tumor microen-
vironment and could be relevant to progression of an aggressive PCa. From: Kharmate et al. [86]. Online available at:
http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0154967.
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such as: lipids, proteins, nucleic acids and metabolites [75, 76]. All of each can be isolated in
small volumes from body fluids, just by using some steps of ultracentrifugation, as a non-
invasive method to monitor disease progression, and are proposed to function as tumor-
specific molecular signatures. They are small structures (50–150 nm) that carry genetic and/or
nongenetic materials from tumor cells. Recent study analyzed the presence of CD9 and CD63
(a housekeeping exosome marker) positive EVs, demonstrating that patients with metastatic
cancer and detectable CTCs have higher CD9 detectable in plasma [77]. The CD9 positive EVs
were found higher in plasma of PCa patients compared to HPB patients, and were related to
paracrine signaling that contributes to PCa progression [77]. In silico reanalysis of genes
involved in vesicular trafficking demonstrated that the expression of required well-known
endosomal sorting complexes, such as RAB27A, RAB27B and VPS36, are downregulated in
patients with advanced PCa [78].

Other studies suggest possible micro-RNAs roles in PCa [79] due to their recruitment to EVs
present in various human body fluids; they are miR-2909 and miR-615-3p, which was detected
in urinary-exosomal of PCa patients [80, 81]. Also EVs was useful to monitor the response to
radiation therapy, in the search for a personalized treatment according to different profiling
levels [82].

Table 1. Biomarkers in PCa detection and prognosis.
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Additionally to androgens (as described in Section 3), prostate physiology is, in part, regu-
lated by the epidermal growth factor (EGF), whose action is mediated by its receptor
(EGFR). EGFR is one of the mediators of cell proliferation, and its overexpression has been
associated with aggressiveness and invasion of PCa. It has been described and identified as
an important anti-PCa target, and some inhibitors of EGFR were tested with limited effec-
tiveness in prostate cancer patients; they are Gefitinib, Lapatinib, and Erlotinib [83–85].
Recently, EGFR was also observed in EVs (Figure 2) of PCa patients [86].

Previous studies have demonstrated that PSA can be detectable in plasma and urine derived
EV’s [87]. Logozzi et al. [88] demonstrated that an acid microenvironment (such as the tumor
microenvironment), functions as a key factor for the exosomal releasing, and determines the
quality and quantity of released vesicles, including the ones containing PSA, an enzyme that
needs an acidic microenvironment for full activation, in PCa.

Figure 3. The prostate specific antigen (PSA) remains the most used biomarker in the management of early prostate cancer
(PCa), in spite of the problems related to false positive results and overdiagnosis. New biomarkers have been proposed in
recent years with the aim of increasing specificity and distinguishing aggressive from non-aggressive PCa. The emerging
role of the prostate health index and the 4Kscore: both are blood-based tests related to the aggressiveness of the tumor,
which provide the risk of suffering PCa and avoiding negative biopsies. Furthermore, the use of urine has emerged as a
non-invasive way to identify new biomarkers in recent years, including the PCA3 and TMPRSS2: ERG fusion gene.
Available results showed PCA3 score usefulness to decide the repetition of biopsy in patients with a previous negative
result, although its relationship with the aggressiveness of the tumor is controversial. More recently, aberrant the
microRNA expression in PCa has been reported by different authors. The utility of circulating and urinary microRNAs in
the detection and prognosis of PCa has also been explored. Although several of these new biomarkers have been
recommended by different guidelines, large prospective and comparative studies are necessary to establish their value in
PCa detection and prognosis. From: Filella and Foj [69]. Online available at: http://www.mdpi.com/1422-0067/17/11/1784.
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To summarize, in recent years, many new promising PCa biomarkers have been identified
(Table 1) (Figure 3), and found to be associated with tumor aggressiveness. Multiplied studies
showed the utility of the PHI, the 4Kscore™ and the PCA3 score to reduce the number of
unnecessary prostate biopsies in PSA tested men. Actually, these biomarkers have been
recommended for different guidelines. Still, large prospective studies, avoiding bias due to
selection of patients according to PSA serum levels, are necessary to compare the value of these
biomarkers. Also, new efforts are necessary to standardize the methodology for the measure-
ment of exosomal and non-exosomal miRNAs, in order to analyze accurately their usefulness
in the management of patients with early PCa. Finally, the combined role of these biomarkers
together with magnetic resonance imaging data should be elucidated [89].

Adapted from: Filella and Foj [69]. (*Recommended by the National Comprehensive Cancer
Network).

6. Treatment modalities for PCa

PCa treatment is variable, and it is chosen according to the staging of the cancer and, mainly,
according to the patient’s own preference. Since this type of cancer has slow growth, the
presence of low-risk groups, where tumor is diagnosed still in situ, is indicative of an active
surveillance treatment in which the patient only accompanies the tumor through regular PSA
testing, and digital touch every 3–6 months [90]. During this follow-up period, if the existence
of a tumor progression is observed, radiotherapy or surgery is indicated by total removal of
the prostate gland (radical prostatectomy).

Radical prostatectomy may be the first choice of the patient who opts for complete removal of
the gland, by caution of future metastasis. It is an effective procedure, however, just like any
surgical procedure, there may be complications and compromise the patient’s quality of life.
For this procedure, the most common complications are the urinary incontinence, erectile
dysfunction, and inguinal hernia; anyhow, the prognosis tends to be positive and long-lasting
[91]. Nonetheless, some tumors may recur over time even after radical prostatectomy. In such
cases, it is important to evaluate whether the recurrence was local or occurred at a distance
(lymph nodes or other organs, such as liver, bone, or lung).

Hormone therapy is usually used in patients with lymph node involvement or distant metasta-
sis. It consists of reducing androgen concentrations to the level of castration. This can be done by
surgical method through bilateral orchiectomy, or through drugs that act on the androgen
receptor (AR) pathways; the latter being more commonly used nowadays. At first, hormone
deprivation therapy has great effects on the control of advanced PCa. However, it is known that
part of the cases evolves to the state of CRPC. The mechanisms responsible for progression of
tumor growth, despite hormonal blockade, have not been fully elucidated yet. Current studies
have shown that molecular changes in the androgen receptor (AR) are related to such progres-
sion. Among these changes, it is relevant to mention the overexpression of AR, mutations in the
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AR gene that allow its activation by other endogenous steroids, increased production of growth
factors activating AR even in the absence of androgen, changes in co-regulatory proteins and
upregulation of enzymes related to androgen synthesis [92].

There are two drug lines for hormone therapy; the first line accounts for the central blockers
that constitute the agonists of gonadotrophin-releasing hormone (GnRH agonists), and the
peripheral androgen receptor blockers. Usually they are used in a comminuted way, since the
central blockers, for example, Leuprolide (Lupron) and Gosserelin Acetate (Zoladex), acts
through the interruption of the pituitary feedback mechanism, inhibiting LH realizing by the
pituitary gland, and leading to a decreased testoterone production [63]. However, because
these drugs initially boosted testosterone production, the combination with peripheral andro-
gen receptor blockers, such as Bicalutamide (Casodex), Flutamide (Flutamide) and Androcur
(Androcur), shall be indicated due to their binding capacity to the ARs in a way that inhibits
androgenic stimulation, deactivating their genetic expression [93].

The second line of therapy is most commonly used when PCa is resistant to the first-line
hormonal therapies stage. Abiraterone Acetate (Zytiga) is a drug that primarily acts on the
adrenal gland through the inhibition of the 17α-hydroxylase/C17, 20-lyase (CYP17) enzyme,
essential for androgen biosynthesis in tissues [94, 95]. Enzalutamide (Xtandi) is another drug
of this therapeutic line that works by inhibiting androgen receptors, their signaling pathways,
and is able to act on anti-androgen-resistant tumor cells.

It is important to emphasize that hormonal therapy is a palliative treatment, in that it acts to
contain the progression of advanced PCa, and not its elimination. In this context, given the
scarcity of effective treatments for these types of tumors, it is promising to still search for new
biomarkers capable of not only diagnosing PCa early, but also being able to evaluate its
aggressiveness and prognosis.
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Abstract

Polycystic ovary syndrome (PCOS) is one of the most common endocrine disorders in 
women of reproductive age. The clinical picture characterized by both endocrine disor-
ders (hyperandrogenism, menstrual cycle disorders, obesity) and metabolic alteration 
with implications for women’s health and reproductive and metabolic consequences. 
Leventhal described for the first time a syndrome characterized by polycystic ovaries 
associated with menstrual cycle disorders, hirsutism, and obesity. The pathophysiol-
ogy and other metabolic disorders that make the PCOS more complex than originally 
described are the most common cause of infertility linked to chronic anovulation. In fact, 
this is a multifactorial disorder that involves the hypothalamus, pituitary, ovary, adrenal, 
and peripheral adipose tissues, which are simultaneously involved in the pathogenesis 
of the syndrome.

Keywords: infertility, polycystic ovary (PCO), polycystic ovarian syndrome (PCOS), 
menstrual irregularities, acne, hirsutism, anovulation, obesity, hyperandrogenism, 
insulin resistance and hyperinsulinemia, metformin

1. Introduction

Polycystic ovary syndrome (PCOS) is a common endocrine disorder among women of repro-
ductiveage. It was described for the first time by Stein and Leventhal in 1935 [1].

The PCOS Consensus Workshop Group has proposed a review of diagnostic criteria, defining 
PCOS as the presence of at least two of the following criteria together [2]:
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• Oligo-anovulation

• Hyperandrogenism with clinical or biochemical signs

• Polycystic ovary appearance on ultrasound examination

In order to establish the diagnosis of PCOS, it is important to exclude other disorders with 
a similar clinical presentation, such as congenital adrenal hyperplasia, Cushing’s syndrome, 
and androgen-secreting tumors.

2. Clinical presentation and clinical components in polycystic ovary 
syndrome (PCOS)

2.1. Menstrual irregularities in women with polycystic ovary syndrome (PCOS)

This often occurs during the adolescent period at the menarche with menstrual irregulari-
ties mainly oligomenorrhea or less frequently amenorrhea. Over 70% of women with PCOS 
spontaneously reach menstrual regularity in the fourth decade of their life with metabolic 
dysfunction mainly in perimenopausal age [3]. The chronic state of anovulation present in 
these patients will produce amenorrhea and oligomenorrhea. An elevated pulse frequency 
for the luteinizing hormone (LH) has been documented [4]. The increased pulse frequency of 
the hypothalamic gonadotropin-releasing hormone (GnRH) promotes the transcription of the 
LH beta-subunit compared to the follicle-stimulating hormone (FSH) beta-subunit [5]. It is 
unclear whether this increase in pulse frequency is due to an inherent anomaly of the GnRH 
pulse generator or caused by low progesterone levels due to the chronic state of anovulation 
as progesterone slows down the GnRH pulse generator [6].

Most women with this syndrome exhibit oligomenorrhea with irregular vaginal bleeding epi-
sodes. The cause of such bleeding is not always referred to ovulation but may be caused by a 
sudden drop in plasma estrogen levels [7].

Increased ovarian androgen biosynthesis in the polycystic ovary syndrome results from abnor-
malities at all levels of the hypothalamic-pituitary-ovarian axis [8]. The etiopathogenesis of PCOs 
is multifactorial; all these factors act by creating a vicious circle that eventually leads to the syn-
drome. It is not yet clear at present what pathogenic event that triggers the chain reaction that 
leads to hyperandrogenism. The clinical manifestation of PCOs is the result of a series of altera-
tions of physiological mechanisms, so there is not always a full expression of this syndrome. 
PCOs usually occur in puberty with menstrual disorders, hirsutism, and obesity. Alongside 
endocrine disorders, there are also metabolic disorders which, however, become more and 
more evident with the progress of time until they become predominant after menopause.

3. Obesity

Obesity is present in 30–60% of patients with PCOS with body mass index (BMI) greater than 
30 kg/m2 and is often associated with a state of hyperinsulinism. However, even in this case, 
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the cutoff choice can be discussed and modified on the basis of geographical and socioeco-
nomic considerations. The presence of obesity in women with PCOS results in worsening in 
the metabolic and reproductive outcomes [9].

Obese women with PCOS compared to women with normal weight with PCOS have increased 
prevalence of glucose intolerance and type 2 diabetes mellitus [10], higher prevalence of hir-
sutism [11], greater risk of metabolic syndrome, and therefore cardiovascular disease [12, 13]. 
Obesity increases the prevalence of obstructive sleep apnea in patients with PCOS [14].

A lipolysis dysregulation in PCOS patients has been documented [15], as an increased lipoly-
sis of visceral fat resulting in an increase in free fatty acids released directly into the portal 
circulation. The free fatty acid levels in the hepatic portal circulation are the major modulators 
of hepatic gluconeogenesis [16]. This increased visceral fat lipolysis may be one of the mecha-
nisms for increased risk of glucose intolerance [17].

In obese women with PCOS, physical activity and low-calorie diet intake lead to an improve-
ment in ovarian function and reduction of the risk of type 2 diabetes mellitus [18]. Exercise and 
weight control are highly recommended because of their direct effect not only on the metabolic 
framework but also on ovarian function and restoration of fertility [19]. Success in treating obesity 
requires a multidisciplinary approach involving the dietician, the psychologist, and the physician.

4. Hirsutism

The perception of hirsutism as a problem depends on cultural and ethnic factors. The com-
monly used Ferriman-Gallwey score for clinical evaluation and score above 8 is considered 
diagnostic [20]. The fact remains that it is an extremely subjective assessment.

The incidence of hirsutism in Caucasian women is 60–70%, while in Japanese women is 
30% [21].

In PCOS patients, hyperinsulinism also contributes to increased adrenal androgen secretion 
in part by increasing adrenal sensitivity to adrenocorticotropic hormone (ACTH) action [22].

4.1. Acne

It is a polymorphic dermatitis sustained by a chronic inflammatory process of the hair follicle. 
In the genesis of acne, four pathological events are distinguished: follicular channel hyper-
keratosis, sebaceous hypersecretion, bacterial proliferation, and inflammation.

Chronic hyperandrogenism causes an increase in sebaceous secretion, thus forming a cystic 
collection resulting in bacterial overlap and thereby stimulating the inflammatory process. It 
has been estimated roughly that one-third of PCOS patients have acne [23, 24].

4.2. Infertility

The main cause of infertility in PCOS women is chronic anovulation. However, subfertility 
may be related to the increase of plasma LH levels in the follicular phase of the cycle, caus-
ing a resumption of the second meiotic division of the oocyte and the release of premature 
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ovocytes [25]. High levels of luteinizing hormone (LH) found in polycystic ovary syndrome 
seem to be related to increased frequency of spontaneous abortions. Other factors that connect 
PCOS and spontaneous abortion are not yet well known; however, various factors involved 
in steroidogenesis, folliculogenesis, oocyte maturation, and reduced endometrial receptivity 
contribute to this vicious cycle between PCOS and abortion [26].

4.3. Insulin resistance and hyperandrogenism in PCOS

There are numerous evidence that polycystic ovary syndrome (PCOS) is a disorder character-
ized by insulin resistance and hyperinsulinemia.

Insulin resistance is a condition for which a normal insulin concentration produces attenuated 
biological effects in cases where pancreatic function is intact, leading to compensatory hyper-
insulinemia. The presence of insulin resistance does not imply systematic glucose intolerance, 
and blood glucose may be normal.

Prospective and retrospective observational studies show that at least 40% of women with 
PCOS exhibit glucose intolerance and that in the 10–20% will develop type 2 diabetes mellitus 
later in their life between the age of 55 and 65 years [27, 28].

Prior to the development of glucose intolerance, the defect of insulin secretion may remain 
latent and only occur in conditions that increase insulin resistance, such as the onset of gesta-
tional diabetes or a glucose intolerance in the case of corticosteroid treatment.

The molecular mechanism responsible for insulin resistance in PCOS appears to be unique 
and specific for this syndrome and different from the one present in obesity. Altered phos-
phorylation of the insulin receptor has been described, resulting in a lack of signal transduc-
tion [29].

The ovarian tissue in women with PCOS remains sensitive to the action of insulin, although 
there is a systemic resistance to insulin.

Ovarian stimulation seems to involve a signal transduction system other than glucose trans-
port, in particular a different second messenger, probably inositol phosphoglycan [30, 31].

Insulin and insulin-like growth factor 1 (IGF-1) are important regulators of ovarian function 
and directly and indirectly affect ovarian steroidogenesis and androgenic status. Insulin acts 
directly on the ovarian cells of the theca by activating cytochrome P450 c17alpha hydroxylase 
and 17,20-lyase activity (key enzyme in the synthesis of androgens) and also synergistically 
promotes the synthesis of androgen induced by the LH.

Insulin acts indirectly by suppressing the circulating levels of sex hormone-binding globulin 
(SHBG), resulting in increased free testosterone, and the fraction of the bioavailable hormone 
for tissues.

Finally, insulin may suppress liver synthesis of IGF-1-binding protein (IGFBP-1), thereby 
increasing the bioavailability of IGF-1, another important regulator of androgenic ovarian 
synthesis. It also appears that insulin may act at the hypothalamus level by modifying the 
pulsed secretion of LH, thus also affecting ovarian steroidogenesis (Figure 1) [32, 33].
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There is currently no insulin resistance screening test, whereas a criterion for defining met-
abolic syndrome has been established that includes components associated with insulin 
resistance syndrome including visceral obesity, hypertension, fasting hyperglycemia, and 
dyslipidemia [34]. Other groups add the oral glucose tolerance test (OGTT) to evaluate the 
fasting blood glucose and at a distance of 2 hours after an oral dose of 75 g of glucose [34].

These characteristics make women with PCOS at increased risk of metabolic syndrome, defined 
in the past as X syndrome or insulin resistance syndrome [35]. Metabolic abnormalities in women 
with PCOS therefore require a change in the clinical approach to this syndrome, recognizing 
that this condition is chronic and with possible long-term consequences. The metabolic disor-
ders linked to insulin resistance usually become predominant with age advancement (Figure 2).

The most common metabolic disorders are those that are traditionally linked to insulin resis-
tance and usually become predominant with age advancement.

4.4. Role and issues of ultrasound in the diagnosis of PCOS

Initially, Adams’s ultrasound criteria have been used for ultrasound assessment of the ovaries 
in women with PCOS which required 10 or more  follicles with a diameter of 2–10 mm around 
an  hyperechogenic stroma [37, 38]. Although they are still the most widely used, Adams’ cri-
teria are not universally accepted for the diagnosis of polycystic ovary basically because there 
is a considerable overlap between the normal ultrasound aspect and that of polycystic ovaries 
regarding the number of follicles and the size of the ovaries, and therefore no reliable cutoff 
has been identified with satisfactory sensitivity and specificity.

Transvaginal ultrasound is the most commonly used for diagnosis of polycystic ovary (PCO). 
Ultrasound criteria were subsequently modified resulting in increased ovarian volume 
(>10 cm3) and the presence of >12 follicles in diameter of 2–9 mm in at least one ovary for 
PCOS diagnosis [39].

Figure 1. Factors involved in  altering follicular steroidogenesis.
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Women who use oral contraceptives should be excluded from this criterion as they mod-
ify ovarian morphology in healthy women and probably even in women with polycystic 
ovary [2].

The prevalence of polycystic ovary depending on the age of women: 21.6% in women  
<35 years and 7.9% in women >35 years [40].

The ultrasound aspect of polycystic ovary can be an isolated finding in asymptomatic patients 
as well as patients with typical clinical and biochemical manifestations of PCOS may have 
morphologically normal ovaries.

The variability of the ultrasound description of ovarian morphology (number and location of 
follicles, hyperechogenic stroma) is a fact even though recent studies consider the increase in 
ovarian volume (>10 cm3) as the most reliable criterion for ultrasound evaluation of PCOS [41].

The characteristic ultrasound feature is an increase in  ovarian stroma vascularization at 
Doppler ultrasound [42, 43], which in turn may be related to changes in ovarian morphol-
ogy. It is necessary to clarify the correlation between ovarian volume and stromal vascu-
larization with ovarian steroidogenesis in patients with PCOS. It is believed that vascular 
endothelial growth factor (VEGF) plays an important role in increasing stromal flow in 
patients with PCOS (Figure 3) [44].

4.5. Combined oral contraceptive pills in PCOS patient

Combined oral contraceptives (COC) are the most widely used therapeutic option for treating 
menstrual irregularities. Oral contraceptives cause suppression of LH, resulting in a reduc-
tion in androgenic ovarian secretion. The estrogenic component of the combined oral contra-
ceptive induces an increase in sex hormone-binding globulin (SHBG) hepatic synthesis. The 
various progestogen components of the COC have different effects on the circulating levels of 
the SHBG [45]. Combined oral contraceptives also significantly reduce the risk of endometrial 
cancer [45].

The COC pills containing ethinylestradiol and a progestogen with antiandrogenic activity 
(cyproterone acetate or drospirenone) are effective for the treatment of hirsutism in women 

Figure 2. Criteria for metabolic syndrome [36].

Pathophysiology - Altered Physiological States208

with PCOS. The duration of this treatment for at least 6 months is related to the long physi-
ological duration of the hair follicle, while the effect on acne is faster [46].

The best combined oral contraceptive for patients with PCOS is still not well identified. 
Recent studies have shown that COC therapy may at least partly cause a further worsening 
of insulin sensitivity in PCOS patients despite a significant reduction in circulating andro-
gens [47, 48].

The effect of COC on insulin balance in women with PCOS remains uncertain. Although the 
use of combined oral contraceptives is not associated with increased risk of type 2 diabetes 
mellitus in the general population, studies in women with PCOS have shown mixed results, 
and this risk cannot be excluded [49].

4.6. Insulin-sensitizing drugs as new therapeutic approach in PCOS

In recent years, numerous studies have been conducted on the use of insulin-sensitizing drugs 
such as metformin in women with PCOS.

Considering the evidence that insulin resistance and hyperinsulinemia would play a patho-
genic role in the development of polycystic ovary syndrome. Metformin improves insulin 
resistance by reducing glucose intestinal absorption and gluconeogenesis. It also increases the 
circulating levels of SHBG and FSH with improved ovarian steroidogenesis and normalization 
of follicular growth [50].

A systematic review evaluated the effectiveness of insulin-sensitizing drugs in women 
with PCOS. Metformin administration in women with PCOS is associated with a reduction 
in serum insulin levels and free and total testosterone levels [51]. In short-term therapies 
(3–6 months), it promotes spontaneous ovulation [51]. There is a decrease in blood pressure 

Figure 3. Ultrasound assessment of the polycystic ovary: international consensus definition [39].
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and LDL cholesterol, whereas the effect on body mass index is not significant [51]. Insulin-
sensitizing drugs seem to improve some of the clinical parameters of PCOS, but there is not 
enough evidence of their safety and efficacy in long-term therapies [51].

4.7. Endometrial hyperplasia and the risk of endometrial cancer in PCOS patient

The presence of chronic anovulation leads to an increase of estrogen levels which, over the 
years, can lead to endometrial hyperplasia and increased risk for endometrial cancer [52].

In women with PCOS, there may be obesity and type 2 diabetes mellitus, two conditions asso-
ciated with increased risk for endometrial cancer.

Women suffering from  PCOS and severe oligomenorrhea (interval of more than 3 months 
between menstruations) or amenorrhea, a cyclic treatment for 12 days with a progestogen to 
induce bleeding every 1–3 months [53]. It also recommended a hysteroscopy and endometrial 
biopsy in the case of ultrasound thickening of the endometrium [53].

5. Conclusions

The natural history of the polycystic ovarian syndrome and the role of possible extra-ovarian 
factors such as obesity, insulin resistance, and environmental factors in the manifestations of 
the phenotype of PCOS are the subject of scientific debate.

The sonographic finding of polycystic ovary (PCO) appearance, even if isolated, needs more 
attention in its clinical evaluation.

Polycystic ovary (PCO) pathogenetic evolution toward a PCOS phenotype is not yet well 
codified. The pathogenesis of PCOS and its natural history are the determining factors for 
a real assessment of PCOS. However, longitudinal studies are needed to better clarify the 
pathophysiology of PCOS and its impact on reproductive health.
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