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## Preface

There is nothing better than the exact solution of mathematical problems, for example, equations or integrals. There are a huge number of such relatively simple cases but the number of complex problems, which have only approximate solutions, is bigger, even tends to infinity. The approximate solutions are looked for either by analytical methods or by numerical analysis. A powerful and widely applicable analytical approach to the obtaining of reliable approximate solutions is the perturbation method, namely, the development of a perturbation theory of the selected problem. This general approach is well combined with numerical calculations and computer simulations.

The perturbation theories look alike and can easily be recognized through their main features. Their results are represented by infinite series expansions around an exact solution of a simpler problem. The latter is usually a result of a suitable reduction of the initial problem when the mathematical part, which is responsible for the lack of exact solution, is ignored. The ignored part is called "perturbation part." Under the supposition that the perturbation term has a small effect on the final result, the solution of the entire problem is represented as an infinite series in powers of some expansion parameter, which is a small factor in the ignored term. The first term in this expansion is usually labeled by the subscript " 0 " (zero-order term) and represents the solution of the exactly solved reduced task, whereas the other terms are in powers of the expansion parameter.

The perturbation series are infinite, but in the self-consistent theories, the magnitude of the terms in nonzero power decreases with the increase of the expansion parameter powers, and the final sum of the perturbation terms is smaller than the zero-order term. In this much desired case, the perturbation leads to a relatively small correction to the result for the exactly solvable part of the problem. This usually happens under some conditions that depend on the features of the specific task and are to be deduced within the development of the theory. In case of a number of relevant problems, both in mathematics and natural sciences, the perturbation contributions are larger than the zero-order solution. This circumstance requires a more specific interpretation of the final results.

In other important cases, the perturbation series are divergent for some parameters of the theory. This situation is frequent in research problems in natural sciences, in particular, in physics. Significant efforts to extract useful information from asymptotic perturbation series are the daily concern of many theoretical physicists working on the most important physics problems, particularly in the field of quantum field theory and in the theory of phase transitions, where the interparticle interactions are relatively strong. Namely, the interaction terms in the Hamiltonian of a physical system are usually chosen as the perturbation part of perturbation expansions in quantum field theory and statistical physics, where the perturba-
tion methods are widely used on the basis of the so-called Green's function approach. In modern theory of strongly interacting systems, the perturbation expansions are combined with ideas of scaling and renormalization, and thus these expansions are in the basis of the so-called renormalization group. The latter is a powerful tool of investigation of the effect of strong interactions in field theories.

Once introduced and highly developed in physics, perturbation methods of study are also spread in chemistry-mainly in quantum chemistry, in physical chemistry, in chemical physics, and in biophysics. In the last three-four decades, new interdisciplinary research fields appeared, for example, sociophysics and econophysics, where perturbation theories together with numerical analysis and computer simulations will undoubtedly be very important.

The book contains seven chapters, written by noted experts and young researchers who present their recent studies of both pure mathematical problems of perturbation theories and application of perturbation methods to the study of important topics in physics, for example, renormalization group theory and applications to basic models in theoretical physics (Y. Takashi), the quantum gravity and its detection and measurement (F. Bulnes), atom-photon interactions (E. G. Thrapsaniotis), treatment of spectra and radiation characteristics by relativistic perturbation theory (A. V. Glushkov et al.), and Green's function approach and some applications (Jing Huang). The pure mathematical issues are related to the problem of generalization of the boundary layer function method for bisingularly perturbed differential equations (K. Alymkulov and D. A. Torsunov) and to the development of new homotopy asymptotic methods and their applications (Baojian Hong).
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Professor of Physics
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Sofia, Bulgaria
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#### Abstract

Here, we generalize the boundary layer functions method (or composite asymptotic expansion) for bisingular perturbed differential equations (BPDE that is perturbed differential equations with singular point). We will construct a uniform valid asymptotic solution of the singularly perturbed first-order equation with a turning point, for BPDE of the Airy type and for BPDE of the second-order with a regularly singular point, and for the boundary value problem of Cole equation with a weak singularity.A uniform valid expansion of solution of Lighthill model equation by the method of uniformization and the explicit solution-this one by the generalization method of the boundary layer function-is constructed. Furthermore, we construct a uniformly convergent solution of the Lagerstrom model equation by the method of fictitious parameter.
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## 1. Preliminary

### 1.1. Symbols $O, o, \sim$. Asymptotic expansions of functions

Let a function $f(x)$ and $\varphi(x)$ be defined in a neighborhood of $x=0$.
Definition 1. If $\lim _{x \rightarrow 0} \frac{f(x)}{\varphi(x)}=M$, then write $f(x)=O(\varphi(x)), \quad x \rightarrow 0$, and $M$ is constant.
If $\lim _{x \rightarrow 0} \frac{f(x)}{\varphi(x)}=0$, then write $f(x)=o(\varphi(x)), \quad x \rightarrow 0$.
If $\lim _{x \rightarrow 0} \frac{f(x)}{\varphi(x)}=1$, then write $f(x) \sim \varphi(x), \quad x \rightarrow 0$.
Definition 2. The sequence $\left\{\delta_{n}(\varepsilon)\right\}$, where $\delta_{n}(\varepsilon)$ defined in some neighborhood of zero, is called the asymptotic sequence in $\varepsilon \rightarrow 0$, if

$$
\lim _{\varepsilon \rightarrow 0} \frac{\delta_{n+1}(\varepsilon)}{\delta_{n}(\varepsilon)}=0, \quad \forall n=1,2, \ldots
$$

For example.

$$
\left\{\varepsilon^{n}\right\},\left\{(1 / \ln (1 / \varepsilon))^{n}\right\},\left\{(\varepsilon \ln (1 / \varepsilon))^{n}\right\} .
$$

Note 1. Everywhere below $\varepsilon$ denotes a small parameter.
Definition 3 . We say that $f(x)$ function can be expanded in an asymptotic series by the asymptotic sequence $\left\{\varphi_{n}(x)\right\}, x \rightarrow 0$, if there exists a sequence of numbers $\left\{f_{n}\right\}$ and has the relation

$$
f(x)=\sum_{k=0}^{n} f_{k} \varphi_{k}(x)+O\left(\varphi_{n+1}(x)\right), \quad x \rightarrow 0,
$$

and write

$$
f(x)^{\sim} \sum_{k=0}^{\infty} f_{k} \varphi_{k}(x), \quad x \rightarrow 0 .
$$

### 1.2. The asymptotic expansion of infinitely differentiable functions

Theorem (Taylor (1715) and Maclaurin (1742)). If the function $f(x) \in C^{\infty}$ in some neighborhood of $x=0$, then it can be expanded in an asymptotic series for the asymptotic sequence $\left\{x^{n}\right\}$, i.e.,
$f(x) \sim \sum_{n=1}^{\infty} f_{n} x^{n}$, where $f_{n}=f^{(n)}(0) / n!$.
Thus, the concept of an asymptotic expansion was given for the first time by Taylor and Maclaurin,although an explicit definition was given by Poincaré in 1886.

### 1.3. The asymptotic expansion of the solution of the ordinary differential equation

Consider the Cauchy problem for a normal ordinary differential equation

$$
\begin{equation*}
y^{\prime}(x)=f(x, y, \varepsilon), \quad y(0)=0 . \tag{1}
\end{equation*}
$$

The function $f(x, y, \varepsilon)$ is infinitely differentiable on the variables $x, y, \varepsilon$ in some neighborhood $O(0,0,0)$. It is correct next.

Theorem 1. The solution $y=y(x, \varepsilon)$ of problem (1) exists and unique in some neighborhood point $O(0,0,0)$ and $y(x, \varepsilon) \in C^{\infty}$, for small $x, \varepsilon$.
Corollary. The solution of problem (1) can be expanded in an asymptotic series by the small parameter $\varepsilon$, i.e.,

$$
\begin{equation*}
y(x, \varepsilon)=\sum_{k=1}^{\infty} \varepsilon^{k} y_{k}(x) . \tag{2}
\end{equation*}
$$

Here and below, the equality is understood in an asymptotic sense.

Note 2. Theorem 1 for the case when $f(x, y, \varepsilon)$ is analytical was given in [1] by Duboshin.
Note 3. This theorem 1 is not true if $f(x, y, \varepsilon)$ is not smooth at $\varepsilon$. For example, the solution of a singularly perturbed equation

$$
\varepsilon y^{\prime}(x)=-y(x), \quad y(0)=a
$$

function $y(x)=a e^{-x / \varepsilon}$ and is not expanded in an asymptotic series in powers of $\varepsilon$, because here $f(x, y, \varepsilon)=-y(x) / \varepsilon$ and $f$ have a pole of the first order with respect to $\varepsilon$.

Note 4. The series 2 is a uniform asymptotic expansion of the function $y(x)$ in a neighborhood of $x=0$.

For example. Series

$$
y(x, \varepsilon)=1+\varepsilon x^{-1}+\left(\varepsilon x^{-1}\right)^{2}+\ldots+\left(\varepsilon x^{-1}\right)^{n}+\ldots
$$

It is not uniform valid asymptotic series on the interval [ 0,1 , but it is a uniform valid asymptotic expansion of the segment $\left[\varepsilon^{\alpha}, 1\right]$, where $0<\alpha<1$.

### 1.4. Singularly perturbed ordinary differential equations

We divide such equations into three types:
(I) Singular perturbations of ordinary differential equations such as the Prandtl-Tikhonov [2-56], i.e., perturbed equations that contain a small parameter at the highest derivative, i.e., equations of the form

$$
y^{\prime}(x)=f(x, y, \varepsilon), \quad y(0)=0, \quad \varepsilon z^{\prime}(x)=g(x, y, \varepsilon), \quad z(0)=0,
$$

where $f, g$ are infinitely differentiable in the variables $x, y, \varepsilon$ in the neighborhood of $O(0,0,0)$. It is obvious that unperturbed equation $(\varepsilon=0)$

$$
y_{0}{ }^{\prime}(x)=f(x, y, 0), \quad 0=g(x, y, 0)
$$

is a first order.
Definition 4. Singularly perturbed equation will be called bisingulary perturbed if the corresponding unperturbed differential equation has a singular point, or this one is an unbounded solution in the considering domain.

For example

1. Equation $\varepsilon y^{\prime}(x)=-y(x)$ is a singularly perturbed ordinary differential equation.
2. Equation Vander Pol

$$
\varepsilon y^{\prime \prime}(x)+\left(1-y^{2}(x)\right) y^{\prime}(x)+y(x)=0 .
$$

It is a bisingularly perturbed ordinary differential equation with singular points, if $y(x)= \pm 1$.
3. $\varepsilon y^{\prime}(x)-x y(x)=1, x \in[0,1]$ is a bisingularly perturbed equation, because the unperturbed equation has an unbounded solution $y_{0}(x)=-x^{-1}$.
4. $\quad \varepsilon y^{\prime \prime}(x)-x y(x)=1, \quad x \in[0,1]$ is a bisingularly perturbed equation also.
(II) Singularly perturbed differential equations such as the Lighthill's type [57-69], in which the order of the corresponding unperturbed equation is not reduced, but has a singular point in the considering domain.

For example, a Lighthill model equation

$$
(x+\varepsilon y(x)) y^{\prime}(x)+p(x) y(x)=r(x), \quad y(1)=a
$$

where $x \in[0,1], p(x), r(x) \in C^{\infty}[0,1]$. For unperturbed equation

$$
x y_{0}^{\prime}(x)+p(x) y_{0}(x)=r(x)
$$

point $x=0$ is a regular singular point.
(III) A singularly perturbed equation with a small parameter is considered on an infinite interval. For example, the Lagerstrom equation [70-81]

$$
\begin{aligned}
& y^{\prime \prime}(x)+n x^{-1} y^{\prime}(x)+y(x) y^{\prime}(x)=\beta\left(y^{\prime}(x)\right)^{2} \\
& y(\varepsilon)=0, y(\infty)=1
\end{aligned}
$$

where $0<\beta$ is a given number and $n$ is the dimension space.
Remark. The division into such classes is conditional, because singularly perturbed equation of Van der Pol in the neighborhood of points $y= \pm 1$ leads to an equation of Lighthill type [2, 3].

### 1.5. Methods of construction of asymptotic expansions of solutions of singularly perturbed differential equations

1. The method of matching of outer and inner expansions $[13,19,28,29,37,49]$ is the most common method for constructing asymptotic expansions of solutions of singularly perturbed differential equations. Justification for this method is given by Il'in [22]. However, this method is relatively complex for applied scientists.
2. The boundary layer function method (or composite asymptotic expansion)dates back to the work of many mathematicians. For the first time, this method for a singularly perturbed differential equations in partial derivatives is developed by Vishik and Lyusternik [52] and for nonlinear integral-differential equations (thus for the ordinary differential equations) Imanaliev [24], O'Malley (1971) [38], and Hoppenstedt (1971) [42].

It should be noted that, for the first time, the uniform valid asymptotic expansion of the solution of Eq. (5) is constructed by Vasil'eva (1960) [50] after Wasow [69] and Sibuya in 1963 [68] by the method of matching.

This method is constructive and understandable for the applied scientists.
3. The method of Lomov or regularization method [33] is applied for the construction of uniformly valid solutions of a singularly perturbed equation and will apply Fredholm ideas.
4. The method WKB or Liouville-Green method is used for the second-order differential equations.
5. The method of multiple scales.
6. The averaging method is applicable to the construction of solutions of a singularly perturbed equation on a large but finite interval.

Here, we consider a bisingularly perturbed differential equations and types of equations of Lighthill and Lagerstrom.

Here, we generalize the boundary layer function method for bisingular perturbed equations. We will construct a uniform asymptotic solution of the Lighthill model equation by the method of uniformization and construct the explicit solution of this one by the generalized method of the boundary layer functions.

Furthermore, we construct a uniformly convergent solution of the Lagerstrom model equation by the method of fictitious parameter.

## 2. Bisingularly perturbed ordinary differential equations

### 2.1. Singularly perturbed of the first-order equation with a turning point

Consider the Cauchy problem [5]

$$
\begin{equation*}
\varepsilon y^{\prime}(x)+x y(x)=f(x), \quad 0<x \leq 1, \quad y(0)=a, \tag{3}
\end{equation*}
$$

where $f(x) \in C^{\infty}[0,1], f(x)=\sum_{\mathrm{k}=0}^{\infty} f_{k} x^{k}, f_{k}=f^{(k)}(0) / k!, f_{0} \neq 0 ; \quad a$ is the constant
Explicit solution of the problem (3) has the form: $y(x)=a e^{-x^{2} / 2 \varepsilon}+\frac{1}{\varepsilon} \int_{0}^{x} e^{\left(s^{2}-x^{2}\right) / 2 \varepsilon} f(s) d s$.
The corresponding unperturbed equation $(\varepsilon=0)$

$$
-x \tilde{y}(x)+f(x)=0,
$$

has a solution $\tilde{y}(x)=f(x) / x$, which is unbounded at $x=0$.
If you seek a solution to problem (1) in the form

$$
\begin{equation*}
y(x)=y_{0}(x)+\varepsilon y_{1}(x)+\varepsilon^{2} y_{2}(x)+\ldots, \tag{4}
\end{equation*}
$$

then

$$
\begin{gathered}
y_{0}(x)=\frac{f(x)}{x} \sim f_{0} x^{-1}, \quad x \rightarrow 0, \\
y_{1}(x)=x^{-1} y_{0}^{\prime}(x) \sim f_{0} x^{-3}, \quad x \rightarrow 0, \\
y_{2}(x)=x^{-1} y_{1}^{\prime}(x) \sim 3 f_{0} x^{-5}, \quad x \rightarrow 0, \\
y_{3}(x)=x^{-1} y_{2}^{\prime}(x) \sim 3 \cdot 5 f_{0} x^{-5}, \quad x \rightarrow 0, \\
y_{n}(x)=x^{-1} y_{n-1}^{\prime}(x) \sim 3 \cdot 5 \cdot \ldots \cdot(2 n-1) f_{0} x^{-(2 n+1)}, \quad x \rightarrow 0,
\end{gathered}
$$

and a series of Eq. (4) is asymptotic in the segment $(\sqrt{\varepsilon}, 1]$, and the point $x_{0}=\sqrt{\varepsilon}=\mu$ is singular point of the asymptotic series of Eq. (4). Therefore, the solution of problem (3) we will seek in the form

$$
\begin{equation*}
y(x)=\mu^{-1} \pi_{-1}(t)+Y_{0}(x)+\pi_{0}(t)+\mu\left(Y_{1}(x)+\pi_{1}(t)\right)+\mu^{2}\left(Y_{2}(x)+\pi_{2}(t)\right)+\ldots, \quad \mu \rightarrow 0 \tag{5}
\end{equation*}
$$

where $Y_{k}(x) \in C^{(\infty)}[0,1], \quad \pi_{k}(t) \in C^{(\infty)}\left[0, \mu^{-1}\right], \quad x=\mu t$ and boundary layer functions $\pi_{k}(t)$ decreasing by power law as $t \rightarrow \infty$, that is, $\pi_{k}(t)=O\left(t^{-m}\right), \quad t \rightarrow \infty, m \in N$.

Substituting Eq. (5) into Eq. (3), we obtain

$$
\begin{align*}
& \pi_{-1}^{\prime}(t)+\mu^{2} Y_{0}^{\prime}(x)+\mu \pi_{0}^{\prime}(t)+\mu^{3} Y_{1}^{\prime}(x)+\mu^{2} \pi_{1}^{\prime}(t)+\mu^{4} Y_{2}^{\prime}(x)+\mu^{3} \pi_{2}^{\prime}(t)+\mu^{5} Y_{3}^{\prime}(x)+\mu^{4} \pi_{3}^{\prime}(t)+\ldots \\
& +x Y_{0}(x)+\mu x Y_{1}(x)+\mu^{2} x Y_{2}(x)+\mu^{3} x Y_{3}(x)+\ldots+t \pi_{-1}(t)+\mu t \pi_{0}(t)+\mu^{2} t \pi_{1}(t)+\mu^{3} t \pi_{2}(t) \\
& +\mu^{4} t \pi_{3}(t)+\ldots=f(x) . \tag{6}
\end{align*}
$$

The initial conditions for the functions $\pi_{k-1}(t), k=0,1, \ldots$ we take in the next form

$$
\pi_{-1}(0)=0, \pi_{0}(0)=a-Y_{0}(0), \pi_{k}(0)=-Y_{k}(0), \quad k=1,2, \ldots
$$

From Eq. (6), we have

$$
\begin{gather*}
\mu^{0}: \quad \pi_{-1}^{\prime}(t)+t \pi_{-1}(t)+x Y_{0}(x)=f(x),  \tag{7.-1}\\
\mu^{1}: \quad \pi_{0}^{\prime}(t)+t \pi_{0}(t)+x Y_{1}(x)=0,  \tag{7.0}\\
\mu^{k+1}: \quad \pi_{k}^{\prime}(t)+t \pi_{k}(t)+x Y_{k+1}(x)+Y_{k-1}^{\prime}(x)=0, \quad k=1,2, \ldots \tag{7.k}
\end{gather*}
$$

To $Y_{0}(x)$ function has been smooth, and we define it from the equation

$$
x Y_{0}(x)=f(x)-f_{0} \Rightarrow Y_{0}(x)=\left(f(x)-f_{0}\right) / x
$$

and then from Eq. (7.-1), we have obtained the equation

$$
\pi_{-1}^{\prime}(t)+t \pi_{-1}(t)=f_{0}
$$

Therefore

$$
\pi_{-1}(t)=f_{0} e^{-t^{2} / 2} \int_{0}^{t} e^{s^{2} / 2} d s \in C^{\infty}\left[0, \mu^{-1}\right]
$$

Obviously, this function bounded and is infinitely differentiable on the segment $\left[0, \mu^{-1}\right]$, and

$$
\pi_{-1}(t)=-\frac{f_{0}}{t}\left(1+\frac{1}{t^{2}}+\frac{3}{t^{4}}+\ldots\right), \quad t \rightarrow \infty .
$$

This asymptotic expression can be obtained by integration by parts the integral expression for $\pi_{-1}(t)$.
Eq. (7.0) define $Y_{1}(x)$ and $\pi_{0}(t)$. Let $Y_{1}(x) \equiv 0$, then

$$
\pi_{0}^{\prime}(t)+t \pi_{0}(t)=0, \quad \pi_{0}(0)=a-f_{1}
$$

Hence, we find

$$
\pi_{0}(t)=\left(a-f_{1}\right) e^{-t^{2} / 2}
$$

From Eq. (7c) for $k=1$, we have

$$
\pi_{1}^{\prime}(t)+t \pi_{1}(t)+x \Upsilon_{2}(x)+Y_{0}^{\prime}(x)=0
$$

Let $x Y_{2}(x)=Y_{0}^{\prime}(0)-Y_{0}^{\prime}(x)$, then $\pi_{1}^{\prime}(t)+t \pi_{1}(t)=-Y_{0}^{\prime}(0)$.
From these, we get

$$
Y_{2}(x)=\left(Y_{0}^{\prime}(0)-Y_{0}^{\prime}(x)\right) / x, \quad \pi_{1}(t)=-f_{2} e^{-t^{2} / 2} \int_{0}^{t} e^{s^{2} / 2} d s \in C^{\infty}\left[0, \mu^{-1}\right]
$$

and

$$
\pi_{-1}(t)=\frac{f_{2}}{t}\left(1+\frac{1}{t^{2}}+\frac{3}{t^{4}}+\ldots\right), \quad t \rightarrow \infty .
$$

From Eq. (7c) for $k=2$, we have

$$
\pi_{2}^{\prime}(t)+t \pi_{2}(t)+x Y_{3}(x)+Y_{1}^{\prime}(x)=0 \text { or } \pi_{2}^{\prime}(t)+t \pi_{2}(t)+x Y_{3}(x)=0 .
$$

Let $Y_{3}(x) \equiv 0$, then

$$
\pi^{\prime}{ }_{2}(t)+t \pi_{2}(t)=0, \quad \pi_{2}(0)=-Y_{2}(0)=2 f_{3} .
$$

From this, we get

$$
\pi_{2}(t)=2 f_{3} e^{-t^{2} / 2} .
$$

Analogously continuing this process, we determine the others of the functions $Y_{k}(x), \pi_{k}(t)$.
In order to show that the constructed series of [Eq. (5)] is asymptotic series, we consider remainder term $R_{m}(x)=y(x)-y_{m}(x)$,
where $y_{m}(x)=\frac{1}{\mu} \pi_{-1}(t)+Y_{0}(x)+\pi_{0}(t)+\mu\left(Y_{1}(x)+\pi_{1}(t)\right)+\ldots+\mu^{m}\left(Y_{m}(x)+\pi_{m}(t)\right)$.
For the remainder term $R_{m}(x)$, we obtain a problem:

$$
\begin{equation*}
\varepsilon R_{m}^{\prime}(x)+x R_{m}(x)=-\mu^{m+2} Y_{m}^{\prime}(x), \quad 0<x \leq 1, \quad R_{m}(0)=0 . \tag{8}
\end{equation*}
$$

We note that if $m$ is odd, then $Y_{m}^{\prime}(x) \equiv 0$.
The problem (8) has a unique solution

$$
R_{m}(x)=-\mu^{m} e^{-x^{2} / 2 \varepsilon} \int_{0}^{x} Y_{m}^{\prime}(s) e^{s^{2} / 2 \varepsilon} d s
$$

and from this, we have $R_{m}(x)=O\left(\mu^{m}\right), \mu \rightarrow 0, x \in[0,1]$.

### 2.2. Bisingularly perturbed in a homogenous differential equation of the Airy type

Consider the boundary value problem for the second-order ordinary in a homogenous differential equation with a turning point

$$
\begin{gather*}
\varepsilon y^{\prime \prime}(x)-x y(x)=f(x), \quad x \in(0,1),  \tag{9}\\
y(0)=0, \quad y(1)=0 . \tag{10}
\end{gather*}
$$

where $f(x)=\sum_{k=0}^{\infty} f_{k} x^{k}, \quad x \rightarrow 0, \quad f_{k}=f^{(k)}(0) / k!, \quad f_{0} \neq 0$.
Note 5. It is the general case of this one was considered in Ref. [8, 45-47].
Without loss of generality, we consider the homogeneous boundary conditions, since $y(0)=a, y(1)=b, \quad a^{2}+b^{2} \neq 0, \quad$ using transformation

$$
y(x)=a+(b-a) x+z(x)
$$

can lead to conditions (10).

If the asymptotic solution of the problems (9)-(10) we seek in the form

$$
\begin{equation*}
y(x)=y_{0}(x)+\varepsilon y_{1}(x)+\varepsilon^{2} y_{2}(x)+\ldots \tag{11}
\end{equation*}
$$

then we have

$$
\begin{gathered}
y_{0}(x)=-\frac{f(x)}{x} \sim f_{0} x^{-1}, \quad x \rightarrow 0, \\
y_{1}(x)=x^{-1} y_{0}^{\prime \prime}(x) \sim 1 \cdot 2 f_{0} x^{-4}, \quad x \rightarrow 0, \\
y_{2}(x)=x^{-1} y_{1}^{\prime \prime}(x) \sim 1 \cdot 2 \cdot 4 \cdot 5 f_{0} x^{-7}, \quad x \rightarrow 0, \\
y_{3}(x)=x^{-1} y_{2}^{\prime \prime}(x) \sim 1 \cdot 2 \cdot 4 \cdot 5 \cdot 7 \cdot 8 f_{0} x^{-10}, \quad x \rightarrow 0, \\
y_{n}(x)=x^{-1} y_{n-1}^{\prime \prime}(x) \sim 1 \cdot 2 \cdot 4 \cdot 5 \cdot 7 \cdot 8 \cdot \ldots \cdot(3 n-2) \cdot(3 n-1) f_{0} x^{-(3 n+1)}, 0<n, \quad x \rightarrow 0,
\end{gathered}
$$

and the series (11) is asymptotic in the segment $(\sqrt[3]{\varepsilon}, 1]$. The point $x_{0}=\sqrt[3]{\varepsilon}=\mu$ is singular point of asymptotic series (11).

The solution of problems (9) and (10) will be sought in the form

$$
\begin{equation*}
y(x)=\mu^{-1} \pi_{-1}(t)+\sum_{k=0}^{\infty} \mu^{k}\left(Y_{k}(x)+\pi_{k}(t)\right)+\sum_{k=0}^{\infty} \lambda^{k} w_{k}(\eta), \tag{12}
\end{equation*}
$$

where $t=x / \mu, \mu=\sqrt[3]{\varepsilon}, \eta=(1-x) / \lambda, \lambda=\sqrt{\varepsilon}$. Here, $Y_{k}(x) \in C^{\infty}[0,1], \pi_{k}(t) \in C^{\infty}[0,1 / \mu]$ is boundary layer function in a neighborhood of $t=0$ and decreases by the power law as $t \rightarrow \infty$, and the function $w_{k}(t) \in C^{\infty}[0,1 / \lambda]$ is boundary function in a neighborhood of $\eta=0$ and decreases exponentially as $\eta \rightarrow \infty$.

Substituting Eq. (12) in Eq. (9), we get

$$
\begin{gather*}
\sum_{k=0}^{\infty} \mu^{k}\left(\pi^{\prime \prime}{ }_{k-1}(t)-t \pi_{k-1}(t)\right)+\sum_{k=0}^{\infty} \mu^{k+3} Y^{\prime \prime}{ }_{k}(x)-x \sum_{k=0}^{\infty} \mu^{k} Y_{k}(x)=f(x)  \tag{13}\\
\sum_{k=0}^{\infty} \lambda^{k}\left(w_{k}^{\prime \prime}(\eta)-(1-\lambda \eta) w_{k}(\eta)\right)=0 . \tag{14}
\end{gather*}
$$

From Eq. (13), we have

$$
\begin{gather*}
\mu^{0}: \quad \pi^{\prime \prime}{ }_{-1}(t)-t \pi_{-1}(t)-x Y_{0}(x)=f(x),  \tag{15.-1}\\
\mu^{1}: \quad \pi_{0}^{\prime \prime}(t)-t \pi_{0}(t)-x Y_{1}(x)=0,  \tag{15.0}\\
\mu^{2}: \quad \pi_{1}^{\prime \prime}{ }_{1}(t)-t \pi_{1}(t)-x Y_{2}(x)=0,  \tag{15.1}\\
\mu^{3}: \quad \pi_{2}^{\prime \prime}{ }_{2}(t)-t \pi_{2}(t)+Y^{\prime \prime}{ }_{0}(x)-x Y_{3}(x)=0,  \tag{15.2}\\
\mu^{k}: \quad \pi_{k-1}^{\prime \prime}(t)-t \pi_{k-1}(t)+Y^{\prime \prime}{ }_{k-3}(x)-x Y_{k}(x)=0, \quad k>3, \tag{15.k}
\end{gather*}
$$

Boundary conditions for functions $\pi_{k-1}(t), k=0,1, \ldots$ we take next form

$$
\pi_{-1}(0)=0, \pi_{k}(0)=-Y_{k}(0), \lim _{\mu \rightarrow 0} \pi_{k-1}(1 / \mu)=0, \quad k=0,1,2, \ldots
$$

To $Y_{0}(x)$ function has been smooth; therefore, we define it from the equation

$$
-x Y_{0}(x)=f(x)-f_{0} \Rightarrow Y_{0}(x)=-\left(f(x)-f_{0}\right) / x,
$$

then from Eq. (15.1), we have the equation

$$
\pi_{-1}^{\prime \prime}(t)-t \pi_{-1}(t)=f_{0 .}
$$

Let us prove an auxiliary lemma.
Lemma 1 . Next boundary value problem

$$
\begin{gather*}
z^{\prime \prime}(t)-t z(t)=b, \quad 0<t<1 / \mu, \text { here } b \text { is the constant, }  \tag{16}\\
z(0)=z^{0}, \quad z(1 / \mu) \rightarrow 0, \quad \mu \rightarrow 0 \tag{17}
\end{gather*}
$$

will have the unique solution and this one have next form

$$
z(t)=z^{0} \frac{A i(t)}{A i(0)}-\pi b\left(A i(t) \int_{0}^{t} B i(s) d s+B i(t) \int_{t}^{1 / \mu} A i(s) d s-A i(t) \sqrt{3} \int_{0}^{1 / \mu} A i(s) d s\right),
$$

and $z(t) \in C^{\infty}\left[0, \mu^{-1}\right]$.
Proof. We verify the boundary conditions:

$$
z(0)=z^{0}-\pi b\left(B i(0) \int_{0}^{1 / \mu} A i(s) d s-A i(0) \sqrt{3} \int_{0}^{1 / \mu} A i(s) d s\right),
$$

as $B i(0)=A i(0) \sqrt{3}$, so $z(0)=z^{0}$.

$$
z(1 / \mu)=z^{0} \frac{A i(1 / \mu)}{A i(0)}-\pi b(1-\sqrt{3}) A i(1 / \mu) \int_{0}^{1 / \mu} B i(s) d s
$$

as $A i(t) \sim t^{-1 / 4} e^{-\frac{2}{3} p^{3 / 2}}, \quad B i(t) \sim t^{-1 / 4} e^{\frac{2}{5^{3} / 2}}, \quad t \rightarrow \infty$, so $z(1 / \mu)=O(\mu), \quad \mu \rightarrow 0$.
Now we show that $z(t)$ satisfies Eq. (16). For this, we compute derivatives:

$$
\begin{gathered}
z^{\prime}(t)=z^{0} \frac{A i^{\prime}(t)}{A i(0)}-\pi b\left(A i^{\prime}(t) \int_{0}^{t} B i(s) d s+B i^{\prime}(t) \int_{t}^{1 / \mu} A i(s) d s-A i^{\prime}(t) \sqrt{3} \int_{0}^{1 / \mu} A i(s) d s\right) \\
z^{\prime \prime}(t)=z^{0} \frac{A i^{\prime \prime}(t)}{A i(0)}-\pi b\left(A i^{\prime \prime}(t) \int_{0}^{t} B i(s) d s+B i^{\prime \prime}(t) \int_{t}^{1 / \mu} A i(s) d s-\frac{1}{\pi}-A i^{\prime \prime}(t) \sqrt{3} \int_{0}^{1 / \mu} A i(s) d s\right)
\end{gathered}
$$

Substituting the expressions for $z^{\prime \prime}(t)$ and $z(t)$ in Eq. (17), and given that $A i^{\prime \prime}(t)-t A i(t) \equiv 0$ and $B i^{\prime \prime}(t)-t B i(t) \equiv 0$, we get: $b \equiv b$.

The uniqueness of $z(t)$ the solution is proved by contradiction. Let $u(t)$ also be a solution of problems (16) and (17), $z(t) \neq u(t)$. Considering the function $r(t)=z(t)-u(t)$, for the function $r(t)$, we obtain the problem

$$
r^{\prime \prime}(t)-\operatorname{tr}(t)=0, \quad 0<t<1 / \mu, \quad r(0)=0, \quad r(1 / \mu) \rightarrow 0, \quad \mu \rightarrow 0 .
$$

The general solution of the homogeneous equation is
$r(t)=c_{1} A i(t)+c_{2} B i(t) ; \quad c_{1,2}$ is the constant.
Considering the boundary condition $r(1 / \mu) \rightarrow 0, \mu \rightarrow 0$, we have $c_{2}=0 ; r(t)=c_{1} \operatorname{Ai}(t)$. And the second condition $r(0)=0, c_{1}=0$ follows. This implies that $r(t) \equiv 0$.

Therefore, $z(t) \equiv u(t)$. It is obvious that $z(t) \in C^{\infty}\left[0, \mu^{-1}\right]$. Lemma 1 is proved.
This Lemma 1 implies the existence and uniqueness of $\pi_{-1}(t) \in C^{\infty}\left[0, \mu^{-1}\right]$ solution of the problem:

$$
\pi_{-1}^{\prime \prime}(t)-t \pi_{-1}(t)=f_{0}, \quad 0<t<1 / \mu, \quad \pi_{-1}(0)=0, \quad \pi_{-1}(1 / \mu) \rightarrow 0, \quad \mu \rightarrow 0 .
$$

This function bounded and is infinitely differentiable on the segment $\left[0, \mu^{-1}\right]$, and as $t \rightarrow \infty$ :

$$
\pi_{-1}(t)=-\frac{f_{0}}{t}\left(1+\frac{1 \cdot 2}{t^{3}}+\frac{1 \cdot 2 \cdot 4 \cdot 5}{t^{6}}+\ldots\right) .
$$

This asymptotic expression can be obtained by integration by parts the integral expression for $\pi_{-1}(t)$.
From Eq. (15.0), we define $Y_{1}(x)$ and $\pi_{0}(t)$. Let $Y_{1}(x) \equiv 0$, then

$$
\pi_{0}^{\prime \prime}(t)-t \pi_{0}(t)=0, \quad \pi_{0}(0)=f_{1}, \quad \pi_{0}(1 / \mu) \rightarrow 0, \quad \mu \rightarrow 0,
$$

And by Lemma 1, we have

$$
\pi_{0}(t)=f_{1} A i(t) / A i(0) .
$$

Analogously, from Eq. (15.1), we define $Y_{2}(x)$ and $\pi_{1}(t)$. Let $Y_{2}(x) \equiv 0$, then

$$
\pi_{1}^{\prime \prime}(t)-t \pi_{1}(t)=0, \quad \pi_{1}(0)=0, \quad \pi_{0}(1 / \mu) \rightarrow 0, \quad \mu \rightarrow 0 .
$$

In view of Lemma 1 , we have $\pi_{1}(t) \equiv 0$.
To $Y_{3}(x)$ function has been smooth; as above, we define it from the equation

$$
x Y_{3}(x)=Y_{0}^{\prime \prime}(x)-Y_{0}^{\prime \prime}(0) \Rightarrow Y_{3}(x)=\left(Y_{0}^{\prime \prime}(x)-Y_{0}^{\prime \prime}(0)\right) / x, \quad\left(Y_{0}^{\prime \prime}(0)=-2 f_{3}\right),
$$

then Eq. (15.2) to $\pi_{2}(t)$ hase the problem

$$
\pi_{2}{ }_{2}(t)-t \pi_{2}(t)=2 f_{3^{\prime}} \quad \pi_{2}(0)=0, \quad \pi_{2}(1 / \mu) \rightarrow 0, \quad \mu \rightarrow 0 .
$$

By Lemma 1, we can write an explicit solution to this problem, and this solution bounded and is infinitely differentiable on the segment $\left[0, \mu^{-1}\right]$, and as $t \rightarrow \infty$ :

$$
\pi_{2}(t)=-\frac{2 f_{3}}{t}\left(1+\frac{1 \cdot 2}{t^{3}}+\frac{1 \cdot 2 \cdot 4 \cdot 5}{t^{6}}+\ldots\right) .
$$

Analogously continuing this process, we determine the rest of the functions $Y_{k}(x), \pi_{k}(t)$.
Now we will define functions $w_{k}(\eta)$ from the equality (14) by using the boundary conditions $y(1)=0$ We state problems

$$
\begin{equation*}
L w_{0} \equiv w^{\prime \prime}{ }_{0}(\eta)-w_{0}(\eta)=0, \quad w_{0}(0)=Y_{0}(1), \quad \lim _{\eta \rightarrow \infty} w_{0}(\eta)=0 \tag{18.0}
\end{equation*}
$$

$$
\begin{equation*}
L w_{k}=-\eta w_{k-1}(\eta), \quad w_{2 i}(0)=Y_{3 i}(1), w_{2 i-1}(0)=0, \lim _{\eta \rightarrow \infty} w_{k}(\eta)=0, \quad k, i \in N . \tag{18.k}
\end{equation*}
$$

One can easily make sure that all these problems (18.0) and (18.k) have unique solutions such that $w_{k}(\eta) \in C^{\infty}[0, \infty), w_{k}(\eta)=O\left(e^{-\eta}\right)$ with $\eta \rightarrow \infty$.

Thus, all functions $Y_{k}(x), w_{k}(\eta)$, and $\pi_{k}(t)$ in equality (12) are defined, i.e., a formally asymptotic expansion is constructed. Let us justify the constructed expansion. Let

$$
y_{m}(x)=\mu^{-1} \pi_{-1}(t)+\sum_{k=0}^{3 m} \mu^{k}\left(Y_{k}(x)+\pi_{k}(t)\right)+\sum_{k=0}^{2 m} \lambda^{k} w_{k}(\eta), \quad r_{m}(x)=y(x)-y_{m}(x) .
$$

Then for the remainder term, we state the following problem:

$$
\begin{gather*}
\varepsilon r^{\prime \prime}{ }_{m}(x)-x r_{m}(x)=O\left(\varepsilon^{m+1 / 2}\right), \quad \varepsilon \rightarrow 0, \quad x \in(0,1) .  \tag{19}\\
r_{m}(0)=O\left(e^{-1 / \sqrt{\varepsilon}}\right), \quad r_{m}(1)=O\left(\varepsilon^{m+1}\right), \quad \varepsilon \rightarrow 0 . \tag{20}
\end{gather*}
$$

Let $r_{m}(x)=\left(2-x^{2}\right) R_{m}(x) / 2$, and then problems (19) and (20) take the form

$$
\begin{gathered}
\varepsilon R^{\prime \prime}{ }_{m}(x)-\frac{4 x \varepsilon}{2-x^{2}} R_{m}^{\prime}(x)-\left(\frac{2 \varepsilon}{2-x^{2}}+x\right) R_{m}(x)=O\left(\varepsilon^{m+1 / 2}\right), \quad \varepsilon \rightarrow 0, \\
R_{m}(0)=O\left(e^{-1 / \sqrt{\varepsilon}}\right), \quad R_{m}(1)=O\left(\varepsilon^{m+1}\right), \quad \varepsilon \rightarrow 0 .
\end{gathered}
$$

According to the maximum principle [23, p. 117, 82], we have $R_{m}(x)=O\left(\varepsilon^{m-1 / 2}\right), \varepsilon \rightarrow 0, x \in[0,1]$.
Hence, we get $r_{m}(x)=O\left(\varepsilon^{m-1 / 2}\right), \quad \varepsilon \rightarrow 0, \quad x \in[0,1]$.
Thus, we have proved.
Theorem 2. Let $f(0) \neq 0$, then the solution to problem (9) and (10) will have next form

$$
y(x)=\frac{1}{\sqrt[3]{\varepsilon}} \pi_{-1}\left(\frac{x}{\sqrt[3]{\varepsilon}}\right)+\sum_{k=0}^{\infty} \sqrt[3]{\varepsilon^{k}}\left(y_{k}(x)+\pi_{k}\left(\frac{x}{\sqrt[3]{\varepsilon}}\right)\right)+\sum_{k=0}^{\infty} \sqrt{\varepsilon^{k}} w_{k}\left(\frac{1-x}{\sqrt{\varepsilon}}\right) .
$$

Example. Consider the problem

$$
\varepsilon y^{\prime \prime}(x)-x y(x)=1+x, \quad x \in(0,1), \quad y(0)=0, \quad y(1)=0 .
$$

The asymptotic solution this problem we can represent in the form $y(x)=\mu^{-1} \pi_{-1}(t)+$ $\sum_{k=0}^{3} \mu^{k}\left(Y_{k}(x)+\pi_{k}(t)\right)+w_{0}(\eta)+\lambda w_{1}(\eta)+\lambda^{2} w_{2}(\eta)+R(x)$.
We have got $Y_{0}(x)=-(1+x-1) / x=-1, \quad Y_{1,2,3}(x) \equiv 0$,

$$
\begin{gathered}
\pi_{-1}(t)=-\pi\left(A i(t) \int_{0}^{t} B i(s) d s+B i(t) \int_{t}^{1 / \mu} A i(s) d s-A i(t) \sqrt{3} \int_{0}^{1 / \mu} A i(s) d s\right), \\
\pi_{0}(t)=A i(t) / A i(0), \quad \pi_{1,2,3}(t) \equiv 0, w_{0}(\eta)=2 e^{-\eta}, \quad w_{k}(\eta)=O\left(e^{-\eta}\right), k=1,2 . \\
\varepsilon R^{\prime \prime}(x)-x R(x)=O\left(\varepsilon^{3 / 2}\right), 0<x<1, R(0)=O\left(e^{-1 / \sqrt{\varepsilon}}\right), R(1)=O\left(\varepsilon^{2}\right), \varepsilon \rightarrow 0 .
\end{gathered}
$$

We have

$$
y(x)=\varepsilon^{-1 / 3} \pi_{-1}(t)-1+2 e^{-(1-x) / \sqrt{\varepsilon}}+\pi_{0}(t)+\sqrt{\varepsilon} w_{1}(\eta)+\varepsilon w_{2}(\eta)+O(\sqrt{\varepsilon}), \varepsilon \rightarrow 0
$$

### 2.3. Bisingularly perturbed equation of the second order with a regularly singular point

Consider the boundary value problem $[6,7]$

$$
\begin{gather*}
L_{\varepsilon} y \equiv \varepsilon y^{\prime \prime}+x y^{\prime}-q(x) y=f(x), \quad x \in[0,1],  \tag{21}\\
y(0)=0, \quad y(1)=0, \tag{22}
\end{gather*}
$$

where $q(x), f(x) \in C^{\infty}[0,1]$.
Here, for simplicity, we consider the case $q(0)=1, q(x) \geq 1$.
The solution of the unperturbed problem

$$
M y \equiv x y^{\prime}-q(x) y=f(x),
$$

represented as

$$
\begin{equation*}
y_{0}(x) \equiv x p(x) \int_{1}^{x} r(s) s^{-2} d s, \tag{23}
\end{equation*}
$$

where

$$
r(x)=p^{-1}(x) f(x), \quad p(x)=\exp \left\{\int_{1}^{x}(q(x)-1) s^{-1} d s\right\} .
$$

Extracting in Eq. (23), the main part of the integral in the sense of Hadamard [34], it can be represented as

$$
\begin{equation*}
y_{0}(x)=a(x)+r_{1} x p(x) \ln x, \tag{24}
\end{equation*}
$$

where

$$
\begin{align*}
& a(x)=x p(x) \int_{1}^{x}\left(r(s)-r_{0}-r_{1} s\right) s^{-2} d s+r_{0} p(x)[x-1],  \tag{25}\\
& r_{0}=r(0), r_{1}=r^{\prime}(0)=p(0)^{-1}\left[f^{\prime}(0)-q^{\prime}(0) f(0)\right] .
\end{align*}
$$

Function $a(x) \in C^{\infty}[0,1]$.
Theorem 3. Suppose that the conditions referred to the above with respect to $q(x)$ and $f(x)$. Then the asymptotic behavior of the solution of the problems (21) and (22) can be written as:

$$
\begin{equation*}
\sum_{k=0}^{\infty} \mu^{k}\left(z_{k}(x)+\pi_{k}(t)\right), \quad \varepsilon=\mu^{2}, \quad x=\mu t, \tag{26}
\end{equation*}
$$

where $z_{k}(x) \in C^{\infty}[0,1], \pi_{k}(t) \in C^{\infty}\left[0, \mu^{-1}\right]$.
Function $z_{0}(x)$ is a solution of equation

$$
M z_{0}=f(x)-c_{0} x p(x),
$$

wherec ${ }_{0}=p(0)^{-1}\left[f^{\prime}(0)-q^{\prime}(0) f(0)\right]$.
The coefficients $z_{k}(x)$ of the series (26) will be determined as the solution of equations

$$
M z_{k}=-z^{\prime \prime}{ }_{k-1}(x)-c_{k} x p(x),
$$

where $c_{k}=p(0)^{-1}\left[-z^{\prime \prime \prime}{ }_{k-1}(0)+z^{\prime \prime}{ }_{k-1}(0) q^{\prime}(0)\right]$, with boundary conditions $z_{k}(1)=0, k \geq 1$.
Functions $\pi_{k}(t)$ is the solution of the equations

$$
L \pi_{k} \equiv \pi^{\prime \prime}{ }_{k}(t)+t \pi_{k}^{\prime}{ }_{k}(t)-q(\mu t) \pi_{k}(t)-c_{k} \mu t p(\mu t)
$$

with boundary conditions $\pi_{k}(0)=-z_{k}(0), \pi_{k}\left(\mu^{-1}\right)=0$.
Next, we use the following lemma.
Lemma 2. The problem

$$
M y=f(x)-r_{1} x p(x)
$$

It has a unique solution $y(x) \in C^{\infty}[0,1]$.
The proof of Lemma 2 follows from Eqs. (24) and (25).
Lemma 3. A boundary value problem

$$
L_{0} v \equiv v^{\prime \prime}+t v^{\prime}-v(t)=0, \quad v(0)=a, \quad v(1 / \mu)=0
$$

has solution $v(t)=a X(t)$, where

$$
X(t)=t \int_{t}^{\mu^{-1}} s^{-2} \exp \left(\frac{-s^{2}}{2}\right) d s, \quad 0 \leq X(t) \leq 1, \quad X(0)=1 .
$$

The proof of Lemma 3 is obvious.
Lemma 4. In order to solve the boundary value problem

$$
L_{0} W=-\mu t, W(0)=W\left(\mu^{-1}\right)=0,
$$

we have the estimate

$$
0 \leq W(\mu, t) \leq e^{-1} \ln \mu^{-1} .
$$

Proof. This follows from the fact that the solution of this problem existsuniquely by the maximum principle $[23,82]$ and will be represented in the form

$$
W(\mu, t)=\mu t \int_{t}^{\mu^{-1}} y^{-2} \exp \left(-\frac{y^{2}}{2}\right) \int_{0}^{y} s^{2} \exp \left(\frac{s^{2}}{2}\right) d s d y
$$

Lemma 5. The estimate

$$
\left|\pi_{k}(\mu, t)\right|<B_{k}
$$

where $0<B_{k}$ is constant.
Proof. Consider the function

$$
V_{ \pm}(\mu, t)=\gamma_{1} W(\mu, t)+\gamma_{2} X(t) \pm \pi_{k}(\mu, t),
$$

where $\gamma_{1}$ and $\gamma_{2}$ are positive constants such that

$$
\gamma_{1}>\max _{[0,1]}|p(x)|, \gamma_{2}>\left|z_{k}(0)\right| .
$$

It is obvious that

$$
V_{ \pm}(\mu, 0)>0, \quad V_{ \pm}\left(\mu, \mu^{-1}\right)>0, \quad L_{0} V_{ \pm} \equiv V_{ \pm}^{\prime \prime}(t)+t V_{ \pm}^{\prime}(t)-V_{ \pm}(t)<0
$$

From the maximum principle, it follows that $\left|\pi_{k}(\mu, t)\right|<\gamma_{1} W(\mu, t)+\gamma_{2} X(t)$.
Now the proof of the lemma 5 follows from estimates of $W(\mu, t)$ and $X(t)$.
If we introduce the notation

$$
Y_{n}(x, \varepsilon)=\sum_{k=0}^{n} \varepsilon^{k}\left(z_{k}(x)+\pi_{k}(\mu, t)\right),
$$

where $z_{k}(x), \tau_{k}(\mu, t)$ are constructed above functions, then

$$
L_{\varepsilon} Y_{n}(x, \varepsilon)=f(x)+\varepsilon^{n+1} z^{\prime \prime}{ }_{n} .
$$

Let $y(x, \varepsilon)$ be the solution of the problems (21) and (22). Then

$$
\left|L_{\varepsilon}\left(Y_{n}(x, \varepsilon)-y(x, \varepsilon)\right)\right|<B_{n} \varepsilon^{n+1}, \quad Y_{n}(0, \varepsilon)-y(0, \varepsilon)=Y_{n}(1, \varepsilon)-y(1, \varepsilon)=0 .
$$

Therefore, $\left|Y_{n}(x, \varepsilon)-y(x, \varepsilon)\right|<B_{n} \varepsilon^{n+1}$.

### 2.4. The bisingular problem of Cole equation with a weak singularity

The following problem is considered [9, 13, 28, 29],

$$
\begin{gather*}
\varepsilon y^{\prime \prime}(x)+\sqrt{x} y^{\prime}(x)-y(x)=0,0<x<1,  \tag{27}\\
y(0)=a, \quad y(1)=b \tag{28}
\end{gather*}
$$

where $x \in[0,1] ; a, b$ are the given constants.
The unperturbed equation $\sqrt{x} y^{\prime}(x)-y(x)=0,0<x<1$,
has the general solution

$$
y_{0}(x)=c e^{2 \sqrt{x}}, c-\text { const. }
$$

This is a nonsmooth function in $[0,1]$.

We seek asymptotic representation of the solution of the problems (27) and (28) in the form:

$$
\begin{equation*}
y(x)=\sum_{k=0}^{n} \varepsilon^{k} y_{k}(x)+\sum_{k=0}^{3(n+1)} \mu^{k} \pi_{k}(t)+R(x, \varepsilon), \tag{29}
\end{equation*}
$$

where $t=x / \mu^{2}, \varepsilon=\mu^{3}, y_{k}(x) \in C[0,1], \pi_{k}(t) \in C\left[0,1 / \mu^{2}\right], R(x, \varepsilon)$ is the reminder term.
Substituting Eq. (29) into Eq. (27), we have

$$
\begin{gather*}
\sum_{k=0}^{n} \varepsilon^{k}\left(\varepsilon y_{k}{ }_{k}(x)+\sqrt{x} y^{\prime}{ }_{k}(x)-y_{k}(x)\right)+\frac{1}{\mu}\left(\pi^{\prime \prime}{ }_{0}(t)+\sqrt{t} \pi^{\prime}{ }_{0}(t)\right) \\
+\sum_{k=1}^{3(n+1)} \mu^{k-1}\left(\pi^{\prime \prime}{ }_{k}(t)+\sqrt{t} \pi^{\prime}{ }_{k}(t)-\pi_{k-1}(t)\right)-\mu^{3(n+1)} \pi_{3(n+1)}(t)+\varepsilon R^{\prime \prime}(x, \varepsilon)+\sqrt{x} R^{\prime}(x, \varepsilon)  \tag{30}\\
-R(x, \varepsilon)-h(x, \varepsilon)+h(x, \varepsilon)=0
\end{gather*}
$$

By the method of generalized boundary layer function, we put the term $h(x, \varepsilon)=\sum_{k=0}^{n-1} \varepsilon^{k} h_{k}(x)$ into the equation. We choose functions $h_{k}(x)$ so that $y_{k}(x) \in C[0,1]$.

Taking into account the boundary condition (28), from Eq. (30), we obtain

$$
\begin{align*}
& \sqrt{x} y_{0}^{\prime}(x)-y_{0}(x)=0, \quad 0<x<1, \quad y_{0}(1)=b .  \tag{31}\\
& \sqrt{x} y_{k}^{\prime}(x)-y_{k}(x)=h_{k-1}(x)-y_{k-1}^{\prime \prime}(x), \quad 0<x<1, \quad k \in N, \quad y_{k}(1)=0 . \tag{32}
\end{align*}
$$

The solution of the problems (31) and (32) exists. It is unique and has the form

$$
y_{0}(x)=b e^{2(\sqrt{x}-1)}, y_{k}(x)=e^{2 \sqrt{x}} \int_{1}^{x} \frac{h_{k-1}(s)-y^{\prime \prime}{ }_{k-1}(s)}{\sqrt{s}} e^{-2 \sqrt{s}} d s, \quad k \in N .
$$

We choose indefinite functions $h_{k}(x)$ as follows: $y_{k-1}^{\prime \prime}(x)-h_{k-1}(x) \in C[0,1]$. We can represent

$$
y_{0}(x)=b e^{-2}\left(1+2 \sqrt{x}+\frac{(2 \sqrt{x})^{2}}{2!}+\frac{(2 \sqrt{x})^{3}}{3!}+\frac{(2 \sqrt{x})^{4}}{4!}+\ldots+\frac{(2 \sqrt{x})^{n}}{n!}+\ldots\right)
$$

Let $h_{1}(x)=b e^{-2}\left(2 \sqrt{x}+\frac{(2 \sqrt{x})^{3}}{3!}\right)^{\prime \prime}=-b e^{-2}\left(\frac{1}{2 \sqrt{x^{3}}}-\frac{1}{\sqrt{x}}\right)$.
Then

$$
\begin{gathered}
y_{0}^{\prime \prime}(x)-h_{0}(x) \in C[0,1], \mu^{3} h_{1}\left(t \mu^{2}\right)=-c_{1}\left(\frac{1}{2 \sqrt{t^{3}}}-\frac{\mu^{2}}{\sqrt{t}}\right), \quad c_{1}=b e^{-2}, \\
y_{1}(x)=c_{1} e^{2 \sqrt{x}} \int_{1}^{x}\left(-\frac{1}{2 s^{2}}+\frac{1}{s}+\frac{1}{2 s^{2}} e^{2 \sqrt{s}}-\frac{1}{\sqrt{s^{3}}} e^{2 \sqrt{s}}\right) e^{-2 \sqrt{s}} d s .
\end{gathered}
$$

We can rewrite $y_{1}(x)$ in the form:

$$
y_{1}(x)=y_{1,0}+y_{1,1}(2 \sqrt{x})+y_{1,2}(2 \sqrt{x})^{2}+y_{1,3}(2 \sqrt{x})^{3}+\ldots
$$

where $y_{1,0}=\left(\frac{3}{2}+\frac{1}{2 e^{2}}\right) c_{1}, y_{1,1}=\left(\frac{1}{6}+\frac{1}{2 e^{2}}\right) c_{1}, y_{1,2}=\left(\frac{-1}{6}+\frac{1}{4 e^{2}}\right) c_{1}, y_{1,3}=\left(\frac{-1}{10}+\frac{1}{12 e^{2}}\right) c_{1}$.
Analogously, we have obtained

$$
h_{1}(x)=\left(y_{1,1}(2 \sqrt{x})+y_{1,3}(2 \sqrt{x})^{3}\right)^{\prime \prime}=-\frac{y_{1,1}}{2 \sqrt{x^{3}}}+\frac{6 y_{1,3}}{\sqrt{x}} .
$$

Then

$$
y_{2}^{\prime \prime}(x)-h_{2}(x) \in C[0,1], \mu^{6} h_{2}\left(t \mu^{2}\right)=-\frac{\mu^{3} y_{1,1}}{2 \sqrt{t^{3}}}+\frac{\mu^{5} y_{1,3}}{\sqrt{t}} .
$$

Continuing this process, we have

$$
h_{k-1}(x)=-\frac{y_{k-1,1}}{2 \sqrt{x^{3}}}+\frac{6 y_{k-1,3}}{\sqrt{x}}, k=4, \ldots, n,
$$

where $y_{k-1,1}, y_{k-1,3}$ are corresponding coefficients of the expansion of $y_{k-1,1}(x)$ in powers of $(2 \sqrt{x})$.

From Eq. (30), we have the following equations for the boundary functions $\pi_{k}(t)$ :

$$
\begin{gather*}
L \pi_{0} \equiv \pi^{\prime \prime}{ }_{0}(t)+\sqrt{t} \pi_{0}^{\prime}(t)=0, \quad 0<t<\tilde{\mu}, \quad \pi_{0}(0)=a-y_{0}(0), \quad \pi_{0}(\tilde{\mu})=0, \tilde{\mu}=1 / \mu^{2},  \tag{33}\\
L \pi_{3 k+1}(t)=\pi_{3 k}(t)+\frac{y_{k, 1}}{2 \sqrt{t^{3}}}, \quad 0<t<\tilde{\mu}, \quad \pi_{3 k+1}(0)=0, \quad \pi_{3 k+1}(\tilde{\mu})=0, \quad k=0,1, \ldots, n  \tag{34}\\
L \pi_{3 k+2}(t)=\pi_{3 k+1}(t), \quad 0<t<\tilde{\mu}, \quad \pi_{3 k+2}(0)=0, \quad \pi_{3 k+2}(\tilde{\mu})=0, \quad k=0,1, \ldots, n  \tag{35}\\
L \pi_{3 k+3}=\pi_{3 k+2}(t)-\frac{y_{k, 3}}{\sqrt{t}}, \quad 0<t<\tilde{\mu}, \quad \pi_{3 k}(0)=-y_{k}(0), \quad \pi_{3 k}(\tilde{\mu})=0, \quad k=0,1, \ldots, n-1  \tag{36}\\
L \pi_{3(n+1)}(t)=\pi_{3 n+2}(t)-\frac{y_{n, 3}}{\sqrt{t}}, \quad 0<t<\tilde{\mu}, \quad \pi_{3 n}(0)=0, \quad \pi_{3 n}(\tilde{\mu})=0 \tag{37}
\end{gather*}
$$

The solution of problem (33) is represented in the form

$$
\pi_{0}(t)=\left(a-b e^{-2}\right) A \int_{t}^{\tilde{\mu}} e^{-\frac{2}{s^{3} / 2}} d s, \quad A=\left(\int_{0}^{\tilde{\mu}} e^{-\frac{2}{s^{3} / 2}} d s\right)^{-1} .
$$

We note that $\pi_{0}(t)$ will exponentially decrease as $t \rightarrow \tilde{\mu}$.
Lemma 6. The general solution of this equation $L z(t)=0$ will have $z(t)=c_{1} Y(t)+c_{2} X(t)$; here $c_{1}, c_{2}$ are constants, and

$$
Y(t)=1-X(t), \quad X(t)=\alpha \int_{t}^{\tilde{\mu}} e^{-\frac{2}{s^{3} / 2}} d s \quad\left(\alpha \int_{0}^{\tilde{\mu}} e^{-\frac{2}{s^{3} / 2}} d s=1\right) .
$$

Two linearly independent solutions and $Y(t)=O(t), t \rightarrow 0,0<X(t) \leq 1$,

$$
\begin{equation*}
X(t)=t^{-\frac{1}{2}} e^{-\frac{2}{3} p^{3 / 2}}\left(1-\frac{1}{2} t^{-\frac{3}{2}}+\ldots+\frac{(-1)^{n}}{2^{n}} \prod_{k=1}^{n} 1 \cdot 4 \cdot \ldots \cdot(3 k-2) t^{-\frac{3 n}{2}}+\ldots\right), \quad t \rightarrow \tilde{\mu} \tag{38}
\end{equation*}
$$

Lemma 7. The boundary problem $L z(t)=0, z(0)=z(\tilde{\mu})=0$ will have only trivial solution. The proofs of Lemmas 6 and 7 are evident.
Theorem 4. The problem

$$
L z(t)=f(t), z(0)=0, \quad z(\tilde{\mu})=0,
$$

will have the unique solution and this one has the next form

$$
z(t)=\int_{0}^{\tilde{\mu}} G(t, s) e^{\frac{2^{3}}{s} s^{3 / 2}} f(s) d s,
$$

and $G(t, s)= \begin{cases}-Y(t) X(s), & 0 \leq t \leq s, \\ -Y(s) X(t), & s \leq t \leq \tilde{\mu},\end{cases}$
is the function of Green and $f(t) \in C(0, \tilde{\mu}]$.
Theorem 4 implies the existence and uniqueness of the solution of problem (34)-(37): $\left|\pi_{k}(t)\right|<l=$ const,$t \in[0, \tilde{\mu}]$.

Lemma 8. Asymptotical expansions of functions $\pi_{k}(t), t \rightarrow \tilde{\mu}(k=1,2, \ldots)$ will have the next forms

$$
\begin{gathered}
\pi_{1}(t)=-\frac{y_{0,1}}{2 t}\left(1+\frac{4}{5 \sqrt{t^{3}}}+\frac{7}{4 t^{3}}+\frac{42}{11 \sqrt{t^{9}}}+\frac{39}{2 t^{7}}+\ldots\right), \\
\pi_{2}(t)=\frac{y_{0,1}}{\sqrt{t}}\left(1+\frac{23}{40 \sqrt{t^{3}}}+\frac{173}{2 t^{3}}+\ldots\right), \pi_{3}(t)=-\frac{23 y_{0,1}}{60 \sqrt{t^{3}}}+O\left(\frac{1}{t^{3}}\right), \\
\pi_{3 k+1}(t)=t^{-1} \sum_{j=0}^{\infty} l_{3 k+1, j} t^{-\frac{3}{3}}, \pi_{3 k+2}(t)=t^{-1 / 2} \sum_{j=0}^{\infty} l_{3 k+2, j} t^{-\frac{3}{2} j}, \pi_{3 k}(t)=\sum_{j=1}^{\infty} l_{3 k, j} t^{-\frac{3}{j} j} .
\end{gathered}
$$

Proof for Lemma 8.
Firs proof. We can prove this lemma by applying formulas (38) and Theorem 4.
Second proof. We can receive these representations from Eqs. (34)-(37) directly.
Now we will prove the boundedness of the reminder function $R(x, \varepsilon)$. This function will satisfy the next equation:

$$
\begin{gathered}
\varepsilon R^{\prime \prime}(x, \varepsilon)+\sqrt{x} R^{\prime}(x, \varepsilon)-R(x, \varepsilon)=\mu^{3(n+1)} \pi_{3(n+1)}(t)+\varepsilon^{n+1}\left(h_{n}(x)-y_{n}^{\prime \prime}(x)\right), \\
R(0, \varepsilon)=0, \quad R(1, \varepsilon)=0 .
\end{gathered}
$$

Applying to this problem theorem [23, p.117, 82], we obtained

$$
|R(x, \varepsilon)| \leq \varepsilon^{n+1} C_{0 \leq x \leq 1} \max _{0 \leq t \leq \tilde{\mu}}\left|\pi_{3(n+1)}(t)+h_{n}(x)-y_{n}^{\prime \prime}(x)\right| .
$$

Therefore, we have $R(x, \varepsilon)=O\left(\varepsilon^{n+1}\right), \quad \varepsilon \rightarrow 0, x \in[0,1]$.
We prove next.
Theorem 5. The asymptotical expansion of the solution of the problems (27) and (28) and will have the next form

$$
y(x)=\sum_{k=0}^{n} \varepsilon^{k} y_{k}(x)+\sum_{k=0}^{3(n+1)} \mu^{k} \pi_{k}(t)+O\left(\varepsilon^{n+1}\right), \quad \varepsilon \rightarrow 0 .
$$

## 3. Singularly perturbed differential equations Lighthill type

### 3.1. The idea of the method of Poincare

Consider the equation

$$
\begin{equation*}
M y(x):=y^{\prime \prime}(x)+y(x)-\varepsilon y^{3}(x)=0 . \tag{39}
\end{equation*}
$$

Unperturbed equation has solutions $y_{0}(x)=a_{1} \cos x+b_{1} \sin x$ (where $a_{1}, b_{1}$ are arbitrary constants) with period $2 \pi$. We are looking for the periodic solution of the equation $y(x, \varepsilon)$ with a period of $\omega(\varepsilon)=\omega(0)=2 \pi$.

Note that the operator $M$ transforms Fourier series $\sum_{k=1}^{\infty} a_{k} \cos k x$ and $\sum_{k=1}^{\infty} a_{k} \sin k x$ in itself. Poincare's method reduces the existence of periodic solutions of differential equations to the existence of the solution of an algebraic equation.

We will seek a periodic solution of Eq. (39) with the initial condition

$$
y(0)=1, y^{\prime}(0)=0 .
$$

If we seek the solution in the form

$$
y(x)=y_{0}(x)+\varepsilon y_{1}(x)+\varepsilon^{2} y_{2}(x)+\ldots
$$

with the initial conditions

$$
y_{0}(0)=1, y_{0}^{\prime}(1)=0, y_{k}(0)=y_{k}^{\prime}(1)=0, k=1,2, \ldots
$$

then for $y_{s}(x), s=0,1, \ldots$ we have next equations

$$
\begin{gathered}
L y_{0}:=y_{0}^{\prime \prime}(x)+y_{0}(x)=0 \Rightarrow y_{0}(x)=\cos x \\
L y_{1}=\cos ^{3} x=\frac{3}{4} \cos x+\frac{1}{4} \cos 3 x \Rightarrow y_{1}(x)=\frac{3}{8} x \sin x-\frac{1}{32} \cos 3 x+\frac{1}{32} \cos x
\end{gathered}
$$

Thus, $y(x)=\cos x+\frac{\varepsilon}{8}\left(3 x \sin x-\frac{1}{4} \cos 3 x+\frac{1}{4} \cos x\right)+\ldots$ it is not a uniform expansion of the $y$ $(x)$ on the segment $[-\infty, \infty]$, since the term $\varepsilon x \sin x$ is present here.
If these secular terms do not appear in Eq. (39), it is necessary to make the substitution

$$
x=t\left(1+\varepsilon \alpha_{1}+\varepsilon^{2} \alpha_{2}+\ldots\right)
$$

where the constant $\alpha_{k}$ should be selected so as not to have secular terms in $t$.
Thus, the solution of Eq. (39) must be sought in the form

$$
\begin{align*}
& y(t)=y_{0}(t)+\varepsilon y_{1}(t)+\varepsilon^{2} y_{2}(t)+\ldots  \tag{40}\\
& x=t\left(1+\varepsilon \alpha_{1}+\varepsilon^{2} \alpha_{2}+\ldots\right)
\end{align*}
$$

Then Eq. (39) has the form

$$
z^{\prime \prime}(t)+\left(1+\alpha_{1} \varepsilon+\alpha_{2} \varepsilon^{2}+\ldots\right) z(t)=\varepsilon\left(1+\alpha_{1} \varepsilon+\alpha_{2} \varepsilon^{2}+\ldots\right) z^{3}(t)
$$

where $y(w(\varepsilon) t)=z(t)$.
We will seek the $2 \pi$ periodic solution of this equation in the form

$$
z(t)=z_{0}(t)+\varepsilon z_{1}(t)+\varepsilon^{2} z_{2}(t)+\ldots
$$

Then

$$
\begin{gathered}
L z_{0}:=z_{0}^{\prime \prime}(t)+z_{0}(t)=0 \Rightarrow z_{0}(t)=\cos t . \\
L z_{1}(t)=\alpha_{1} \cos t+\frac{3}{4} \cos t+\frac{1}{4} \cos 3 t .
\end{gathered}
$$

The function $Z_{1}(t)$ will have the periodical solution we take $\alpha_{1}=-3 / 4$. Then $z_{1}(t)=-\frac{1}{32} \cos 3 t$. Similarly, from equations

$$
\alpha z_{n}(t)=-\alpha_{n} \cos t+g\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}\right) \cos t+\sum_{m=1}^{2 n+1} \beta_{n} \cos m t
$$

$\alpha_{n}$ and etc. are uniquely determined.

Theorem 6. Equation (39) has a unique $2 \pi / \omega$ periodic solution, and it can be represented in the form (40).

### 3.2. The idea of the Lighthill method

Lighthill in 1949 [67] reported an important generalization of the method of Poincare.
He considered the model equation [67, 82]:

$$
\begin{equation*}
(x+\varepsilon y(x)) y^{\prime}(x)+q(x) y(x)=r(x), \quad y(1)=a \tag{41}
\end{equation*}
$$

where $x \in[0,1] q(x), r(x) \in C^{\infty}[0,1]$.
Lighthill proposed to seek the solution of Eq. (41) in the form

$$
\begin{align*}
& y(\xi)=y_{0}(\xi)+\varepsilon y_{1}(\xi)+\varepsilon^{2} y_{2}(\xi)+\ldots \\
& x=\xi+\varepsilon x_{1}(\xi)+\varepsilon^{2} x_{2}(\xi)+\ldots \tag{42}
\end{align*}
$$

It is obvious that Eq. (42) has generalized the Poincare ideas (see, the transformation Eq. (40)). At first, we consider the example

$$
\begin{equation*}
(x+\varepsilon y(x)) y^{\prime}(x)+y(x)=0, \quad y(1)=b \tag{43}
\end{equation*}
$$

It has exact solution

$$
\begin{equation*}
y(x)=\left(\sqrt{x^{2}+2 b \varepsilon+\varepsilon^{2} b^{2}}-x\right) / \varepsilon \tag{44}
\end{equation*}
$$

It is obvious that for $b>0$, the solution (43) exists on the interval $[0,1]$ and

$$
y(0)=\sqrt{2 b+\varepsilon b^{2}} / \sqrt{\varepsilon}
$$

The solution of Eq. (43) is obtained by the method of small parameter that can be obtained from Eq. (44). For this purpose, we write Eq. (44) in the form

$$
y(x)=\frac{x}{\varepsilon}\left(-1+\sqrt{1+2 b \frac{\varepsilon}{x}+b^{2}\left(\frac{\varepsilon}{x}\right)^{2}}\right)
$$

and considering $x^{2}>2 \varepsilon b$, this expression can be expanded in powers of $\varepsilon$, and then we have

$$
\begin{equation*}
y(x)=\frac{b}{x}+\frac{b^{2}}{2 x} \frac{\varepsilon}{x^{2}}\left(x^{2}-1\right)+\ldots+O\left(\frac{1}{x}\left(\frac{\varepsilon}{x^{2}}\right)^{n}\right)+\ldots \tag{45}
\end{equation*}
$$

The series (45) is uniformly convergent asymptotic series only on the segment $\left[\varepsilon^{\alpha}, 1\right], 0<\alpha<1 / 2$.

First, we write Eq. (43) in the form

$$
\begin{equation*}
(x+\varepsilon y(\xi)) y^{\prime}(\xi)+y(\xi) x^{\prime}(\xi)=0 \tag{46}
\end{equation*}
$$

Substituting Eq. (42) into Eq. (46):

$$
\begin{aligned}
& \left(\xi+\varepsilon\left(y_{0}(\xi)+x_{1}(\xi)\right)+\ldots+\varepsilon^{n}\left(y_{n-1}(\xi)+x_{n}(\xi)\right)+\ldots\right)\left(y_{0}^{\prime}(\xi)+\varepsilon y_{1}^{\prime}(\xi)+\ldots+\right. \\
& \left.+\varepsilon^{n} y_{n}^{\prime}(\xi)+\ldots\right)+\left(y_{0}(\xi)+\varepsilon y_{1}^{\prime}(\xi)+\ldots \varepsilon^{n} y_{n}^{\prime}(\xi)+\ldots\right)\left(1+\varepsilon x_{1}^{\prime}(\xi)+\ldots+\varepsilon^{n} x_{n}^{\prime}(\xi)+\ldots\right)=0
\end{aligned}
$$

and equating coefficients of the same powers $\varepsilon$, we have

$$
\begin{gather*}
\xi y_{0}^{\prime}(\xi)+y_{0}(\xi)=0  \tag{47}\\
\xi y_{n}^{\prime}(\xi)+y_{n}(\xi)+\sum_{i=0}^{n-1}\left(\left(y_{i}(\xi)+x_{i+1}(\xi)\right) y_{n-1-i}^{\prime}(\xi)+y_{i}(\xi) x_{n-i}^{\prime}(\xi)\right)=0, \quad y_{n}(1)=0, n=1,2, \ldots \tag{48}
\end{gather*}
$$

From Eq. (47), we have

$$
y_{0}(\xi)=b \xi^{-1}
$$

Using Eq. (47), Eq. (48) for $n=1$ can be written as

$$
\begin{equation*}
\xi y_{1}^{\prime}(\xi)+y_{1}(\xi)=\left(\xi x_{1}^{\prime}(\xi)-x_{1}(\xi)+y_{0}(\xi)\right) y_{0}^{\prime}(\xi)=0, \quad y_{1}(1)=0 \tag{49}
\end{equation*}
$$

If we put $x_{1}(\xi)=0$ in Eq. (49), we obtain

$$
\xi y_{1}^{\prime}(\xi)+y_{1}(\xi)=-b^{2} \xi^{-3}, \quad y_{1}(1)=0 .
$$

Hence, solving this equation, we have

$$
y_{1}(\xi)=b^{2}(2 \xi)^{-1}-b^{2}\left(2 \xi^{3}\right)^{-1}
$$

Since differentiation increased singularity of nonsmooth function, we select $x_{1}(\xi)$ so that the expression in the right side of Eq. (49) is equal to zero, i.e.,

$$
\xi x_{1}^{\prime}(\xi)-x_{1}(\xi)+y_{0}(\xi)=0, \quad x_{1}(1)=0
$$

Hence, we have

$$
x_{1}(\xi)=2^{-1} b \xi-(2 \xi)^{-1} b .
$$

Then Eq. (49) takes the form

$$
\xi y_{1}^{\prime}(\xi)+y_{1}(\xi)=0, \quad y_{1}(1)=0
$$

Hence, we obtain $y_{1}(\xi)=0$.

Now Eq. (48) for $n=2$ takes the form

$$
\xi y_{2}^{\prime}(\xi)+y_{2}(\xi)=\left(\xi x_{2}^{\prime}(\xi)-x_{2}(\xi)\right) y_{0}^{\prime}(\xi)=0, \quad y_{2}(1)=0 .
$$

Let $x_{2}(\xi)=0$, and then $y_{1}(\xi)=0$. Further also choose $x_{i}(\xi)=y_{i}(\xi)=0(i=3,4, \ldots)$, as they also satisfy the initial conditions. Thus, we have found that

$$
\begin{gather*}
y(\xi)=b \xi^{-1}  \tag{50}\\
x(\xi)=\xi+\frac{b}{2}\left(\xi-\frac{1}{\xi}\right) \varepsilon . \tag{51}
\end{gather*}
$$

Putting in Eq. (51) $x=0$, we have

$$
\begin{equation*}
\eta=\sqrt{b \varepsilon /(2+b \varepsilon)} . \tag{52}
\end{equation*}
$$

For $b>0$, the point $x=0$ is achieved. Moreover, the except in variable $\xi$ from Eq. (50) and to Eq. (51) setting $\xi$, we obtain the exact solution (44).

Now we will present the main idea of the Lighthill method to Eq. (41) under conditions: $q(x), r(x) \in C^{\infty}[0,1]$ and $q_{0}=q(0)>0$. We will write it in the form of

$$
\begin{equation*}
(x(\xi)+\varepsilon y(\xi)) y^{\prime}(\xi)=[r(x(\xi))-q(x(\xi)) y(\xi)] x^{\prime}(\xi), \quad y(1)=y^{0} . \tag{53}
\end{equation*}
$$

It is obvious that we have one equation for two unknown functions, $y(\xi), x(\xi)$. Now we substitute the series (42) to Eq. (53):

$$
\begin{aligned}
& \left(\xi+\sum_{k=0}^{\infty} \varepsilon^{k}\left(y_{k}(\xi)+x_{k}(\xi)\right)\right) \sum_{k=0}^{\infty} \varepsilon^{k} y_{k}^{\prime}(\xi)= \\
& =\left(\sum_{j=0}^{\infty} r_{j}(\xi)\left(\sum_{k=0}^{\infty} x_{k}(\xi) \varepsilon^{k}\right)^{j}-\sum_{j=0}^{\infty} q_{j}(\xi)\left(\sum_{k=0}^{\infty} x_{k}(\xi) \varepsilon^{k}\right)^{j}\right)\left(1+\sum_{k=0}^{\infty} x_{k}^{\prime}(\xi) \varepsilon^{k}\right),
\end{aligned}
$$

where $q_{j}=q_{j}(\xi)=\frac{1}{j!} q^{(j)}(\xi), \quad r_{j}=r_{j}(\xi)=\frac{1}{j!} r^{(j)}(\xi)$.
Hence, equating the coefficients of equal powers has $\varepsilon$

$$
\begin{gather*}
L u_{0} \equiv \xi y_{0}^{\prime}(\xi)+q(\xi) y_{0}(\xi)=r(\xi), \quad y_{0}(1)=y^{0},  \tag{54}\\
L y_{1}=\left[\xi y_{0}^{\prime} x_{1}^{\prime}-y_{0}^{\prime} x_{1}-y_{0} y_{0}^{\prime}\right]+\left(r_{1}-q_{1} y_{0}\right) x_{1}, \quad y_{1}(1)=0,  \tag{55}\\
L y_{2}=\left[\xi y_{0}^{\prime} x_{2}^{\prime}-\left(y_{0}+x_{1}\right) y_{1}^{\prime}-\left(y_{1}+x_{2}\right) y_{0}^{\prime}+\left(\left(r_{1}-q_{1} y_{0}\right) x_{1}-q y_{1}\right) x_{1}^{\prime}\right]+ \\
+\left\{r_{1} x_{2}+r_{2} x_{1}^{2}-q_{1} x_{1} y_{1}-\left(q_{1} x_{2}+q_{2} x_{1}^{2}\right) y_{0}\right\}, \quad y_{2}(1)=0, \tag{56}
\end{gather*}
$$

$$
\begin{align*}
& L y_{n}=\left[y_{0}^{\prime} x_{n}^{\prime}-y_{0}^{\prime} x_{n}+f_{n}\left(y_{0}, \ldots, y_{n-1}, x_{1}, \ldots, x_{n-1}, y_{0}^{\prime}, \ldots, y_{n-1}^{\prime}, x_{1}^{\prime}, \ldots, x_{n-1}^{\prime}\right)\right]+  \tag{57}\\
& +\left\{g_{n}\left(y_{0}, \ldots, y_{n-1}, x_{1}, \ldots, x_{n-1}\right)\right\}, y_{n}(1)=0 ; \ldots
\end{align*}
$$

where $q=q_{0}, r=r_{0}$,

$$
\begin{aligned}
& f_{n}=-\left(y_{0}+x_{1}\right) y_{n-1}^{\prime}-\left(y_{1}+x_{2}\right) y_{n-2}^{\prime}-\ldots-\left(y_{n-2}+x_{n-1}\right) y_{1}^{\prime}-y_{n-1} y_{0}^{\prime}+ \\
& +\left(r_{1} x_{1}-q y_{1}-q_{1} x_{1} y_{0}\right) x_{n-1}^{\prime}+\left(r_{1} x_{2}+r_{2} x_{1}^{2}-q y_{2}-q_{1} x_{1} y_{1}-\left(q_{1} x_{2}+q_{2} x_{1}^{2}\right) y_{0}\right) x_{n-2}^{\prime}+\ldots \\
& +\left(r_{1} x_{n-1}+2 r_{2} x_{1} x_{n-2}+2 r_{2} x_{2} x_{n-3}+\ldots+r_{n-1} x_{1}^{n-1}-q_{1} y_{1} x_{n-2}-\left(q_{1} x_{n-1}+2 q_{2} x_{1} x_{n-2}+\ldots\right.\right. \\
& \left.\left.+q_{n-1} x_{1}^{n-1}\right) y_{0}^{\prime}\right) x_{1}^{\prime}, \\
& \quad g_{n}=r_{1} x_{n}+2 r_{2} x_{1} x_{n-1}+\ldots+r_{n} x_{1}^{n}-q_{1} x_{1} y_{n-1}-\left(q_{1} x_{2}+q_{2} x_{1}^{2}\right) y_{n-2}-\ldots \\
& \quad-\left(q_{1} x_{n}+2 q_{2} x_{1} x_{n-1}+\ldots+q_{n} x_{1}^{n}\right) y_{0} .
\end{aligned}
$$

In these equations, the coefficient $r(\xi)-q(\xi) y_{0}(\xi)$ of the derivative $x_{n}^{\prime}(\xi)(n=1,2, \ldots)$ was replaced by Eq. (54) on $\xi y_{0}^{\prime}(\xi)$.

From Eq. (57) for $n=1,2, \ldots$, it follows that if we want to define functions $x_{n}(\xi)(n=1,2, \ldots)$ from this differential equations, then we must assume that

$$
\begin{equation*}
\xi y_{0}^{\prime}(\xi)=r(\xi)-q(\xi) y_{0}(\xi) \neq 0, \quad \xi \in(0,1] . \tag{58}
\end{equation*}
$$

And this condition cannot be avoided by applying the Lighthill method to Eq. (41). Condition (58) first appeared in [69], justifying Lighthill method, then in the works Habets [66] and Sibuya, Takahashi [68]. Comstock [65] on the example shows that the condition (58) is not necessary for the existence of solutions on the interval $[0,1]$. Further assume that the condition (58) holds. Note that the right-handside of Eq. (57) is linear with respect to $x_{n}(\xi)$, and $f_{n}$ function depends from $y_{0}^{\prime}, \ldots, y_{n-1}^{\prime}, x_{1}^{\prime}, \ldots, x_{n-1}^{\prime}$ only.

The solution of Eq. (54) can be written as

$$
\begin{equation*}
y_{0}(\xi)=\xi^{-q_{0}} g(\xi)\left(y^{0}+\int_{1}^{\xi} s^{q_{0}-1} r(s) g^{-1}(s) d s\right):=\xi^{-q_{0}} w(\xi) \tag{59}
\end{equation*}
$$

where $g(\xi)=\exp \left(\int_{1}^{\xi}\left(q_{0}-q(s)\right) s^{-1} d s\right)$.
Let

$$
w_{0}=y^{0}-\int_{0}^{1} s^{q_{0}-1} r(s) g^{-1}(s) d s \neq 0 \Leftrightarrow w_{0}=w(0) \neq 0
$$

Hence, we have

$$
\begin{equation*}
y_{0}(\xi) \sim \xi^{-q_{0}} w_{0}, \quad \xi \rightarrow 0 \tag{60}
\end{equation*}
$$

Since the differentiation of $y_{0}(\xi)$ increased of its singularity at the point $\xi=0$, it is better to choose such that the first brace in Eq. (55) is equal to zero, i.e.,

$$
\xi x_{1}^{\prime}=x_{1}+y_{0}, \quad x(1)=0 .
$$

Hence, using Eq. (60), we obtain

$$
\begin{equation*}
x_{1}(\xi)=\xi+\xi \int_{1}^{\xi} s^{-2} y_{0}(s) d s \sim-\frac{w_{0}}{1+q_{0}} \xi^{-q_{0}} . \tag{61}
\end{equation*}
$$

Then Eq. (55) takes the form

$$
L y_{1}=\left(r_{1}-q_{1} y_{0}\right) x_{1} \sim \tilde{a}_{1} \xi^{-2 q_{0}},
$$

where $\tilde{a}_{1}=$ const. Hence, we have

$$
\begin{equation*}
y_{1}(\xi) \sim a_{1} \quad \xi^{-2 q_{0}}\left(a_{1}=\text { const }\right), \xi \rightarrow 0 . \tag{62}
\end{equation*}
$$

Now equating to zero the expression in the first brace in the right-hand side of Eq. (56), we have

$$
\xi x_{2}^{\prime}-x_{2}=y_{1}+\left(\left(y_{0}+x_{1}\right) y_{1}^{\prime}-\left(\left(r_{1}-q_{1} y_{0}\right) x_{1}-q y_{1}\right) x_{1}^{\prime}\right)\left(y_{0}^{\prime}\right)^{-1} \sim \tilde{b}_{2} \xi^{-2 q_{0}}, \tilde{b}_{2}=\text { const. }
$$

From this, we get

$$
\begin{equation*}
x_{2}(\xi)^{\sim} b_{2} \xi^{-2 q_{0}}, \quad b_{2}=\text { const }, \quad \xi \rightarrow 0 . \tag{63}
\end{equation*}
$$

Now Eq. (56) takes the form

$$
L y_{2}=g_{2}\left(y_{0}, y_{1}, x_{1}, x_{2}\right) \sim \tilde{a}_{2} \xi^{-3 q_{0}}, \tilde{a}_{2}=\text { const, }, \xi \rightarrow 0
$$

Solving this equation, we have

$$
\begin{equation*}
y_{2}(\xi) \sim a_{2} \xi^{-3 q_{0}}, \quad a_{2}=\text { const, } \quad \xi \rightarrow 0 \tag{64}
\end{equation*}
$$

Next, the method of induction, it is easy to show that

$$
\begin{equation*}
x_{j}(\xi) \sim b_{j} \xi^{-j q_{0}}, \quad y_{j}(\xi) \sim a_{j} \xi^{-(j+1) q_{0}}, \quad j=1,2, \ldots \tag{65}
\end{equation*}
$$

Thus, the series (42) has the asymptotic

$$
\begin{gather*}
y(\xi) \sim \xi^{-q_{0}}\left(w_{0}+a_{1} \varepsilon \xi^{-q_{0}}+\ldots+a_{n}\left(\varepsilon \xi^{-q_{0}}\right)^{n}+\ldots\right), \quad \xi \rightarrow 0,  \tag{66}\\
x \sim \xi-\frac{w_{0}}{1+q_{0}} \xi^{-q_{0}} \varepsilon+b_{2}\left(\varepsilon \xi^{-q_{0}}\right)^{2}+\ldots+b_{n}\left(\varepsilon \xi^{-q_{0}}\right)^{n}+\ldots \tag{67}
\end{gather*}
$$

From Eq. (67), it follows that the point $x=0$ corresponds to the root of the equation

$$
\begin{equation*}
\eta+\varepsilon x_{1}(\eta)+\varepsilon^{2} x_{2}(\eta)+\ldots=0 \tag{68}
\end{equation*}
$$

Moreover, this equation should have a positive root and if the solution of Eq. (41) exists on the interval ( 0,1 ]. Solving Eq. (68), we obtain

$$
\begin{equation*}
\eta \sim\left(w_{0} \varepsilon / 1+q_{0}\right)^{1 /\left(1+q_{0}\right)}, \quad \varepsilon \rightarrow 0 \tag{69}
\end{equation*}
$$

And, under the condition $w_{0}>0, \eta_{0}$ will be positive. It is obvious that on the interval $\left[\xi_{0}, 1\right]$ series (42) or (66) and (67) remains asymptotic. Substituting Eq. (69) into Eq. (66), we have

$$
y(0) \sim w_{0}\left(\frac{w_{0} \varepsilon}{1+q_{0}}\right)^{-q_{0} /\left(1+q_{0}\right)}, \quad \varepsilon \rightarrow 0
$$

If $w_{0}<0$ the point $x=0$ does not have the positive root of Eq. (68), so that the solution of Eq. (41) goes to infinity, before reaching the point $x=0$.

We have the
Theorem 7. Suppose that the conditions (1) $q(x), r(x) \in C^{\infty}[0,1]$; (2) $q_{0}>0$; (3) $w_{0}>0$; (4) $\xi y_{0}^{\prime} \neq 0, \xi \in[0,1]$. Then the solution of problem (41) exists on the interval $[0,1]$, and it can be represented in the asymptotic series (42), (66) and (67).

Theorem 7 proved by Wasow [69], Sibuya and Takahashi [68] in the case where $q(x), r(x)$ are analytic functions on $[0,1]$; proved by Habets [66] in the case $q(x), r(x) \in C^{2}[0,1]$. Moreover, instead of the condition (3) Wasow impose a stronger condition: $a \gg 1$.

In the proof of Theorem 7, we will not stop because it is held by Majorant method.
From the foregoing, it follows that Wasow condition $y_{0}^{\prime}(\xi) \neq 0, \xi \in(0,1]$ is essential in the Lighthill method.
Comment 2. Prytula and later Martin [65] proposed the following variant of the Lighthill method. At first direct expansion determined using by the method of small parameter

$$
\begin{equation*}
y(x)=y_{0}(x)+\varepsilon y_{1}(x)+\varepsilon^{2} y_{2}(x)+\ldots \tag{70}
\end{equation*}
$$

and further at second they will make transformation

$$
\begin{equation*}
x=\xi+\varepsilon x_{1}(\xi)+\varepsilon^{2} x_{2}(\xi)+\ldots \tag{71}
\end{equation*}
$$

Here unknowns $x_{j}(\xi)$ are determined from the condition that function $y_{j}(\xi)$ was less singular function $y_{j-1}(\xi)$. We show that using the method Prytula or Martin, also cannot avoid Wasow conditions. Really, substituting Eq. (71) into Eq. (70) and expanding in a Taylor series in powers of $\varepsilon$, we have

$$
y(\xi)=y_{0}(\xi)+\varepsilon\left\{y_{1}(\xi)+y_{0}^{\prime}(\xi) x_{1}(\xi)\right\}+O\left(\varepsilon^{2}\right)
$$

Hence, to obtain a uniform representation of the solution to the second order by $\varepsilon$, we must to put to zero the expression in the curly brackets, i.e., $x_{1}(\xi)=-y_{1}(\xi) / y_{0}^{\prime}(\xi)$. Therefore, $y(\xi)=y_{0}(\xi)+O\left(\varepsilon^{2}\right)$. Hence, it is clear that we must make the condition of Wasow: $y_{0}^{\prime}(\xi) \neq 0$ in the method of Prytula or Martin also.

### 3.3. Uniformization method for a Lighthill model equation

We will consider the problem (41) again [3, 58-60], i.e.,

$$
\begin{equation*}
(x+\varepsilon y(x)) y^{\prime}(x)=r(x)-q(x) y(x), \quad y(1)=a, \tag{72}
\end{equation*}
$$

Theorem 8. Suppose that the problem (72) has a parametric representation of the solution $y=y(\xi), x=x(\xi)$, where $\xi \in[\eta, 1], \eta=\eta(\varepsilon)>0$, then the problem (72) is equivalent to the problem

$$
\left\{\begin{array}{l}
\xi y^{\prime}(\xi)=r(x(\xi))-q(x(\xi)) y(\xi), \quad y(1)=y^{0}  \tag{73}\\
\xi x^{\prime}(\xi)=x(\xi)+\varepsilon y(\xi), \quad x(1)=1, \quad \xi \in[\eta, 1]
\end{array}\right.
$$

where $\eta=\eta(\varepsilon)$ is the root equation $x(\eta)=0$ and if the root $\eta=\eta(\varepsilon)>0$ and $x(\xi)+\varepsilon y(\xi) \neq 0$ on the interval $[\eta, 1]$.

Proof. Sufficiency. Let the solution of the problem (72) exists and $x(\xi), y(\xi)$ are a parametric representation of the solution of the problem (72). Then introducing the variable-parameter $\xi$, we obtain the problem (73).

Necessity. Let it fulfill the conditions of Theorem 8. Then dividing the first equation by second one, we get Eq. (72). Theorem 8 is proved.

Equation (73) on the proposal of the Temple [43], we will call uniformizing equation for the problem (72).

We have the following
Theorem 9. Suppose that the first three conditions of Theorem 8. i.e.,(1) $q(x), r(x) \in C^{\infty}[0,1]$; (2) $q_{0}>0$; (3) $w_{0}>0$. Then the solution of problem (72) is represented in the form of an asymptotic series (42) and its solution can be obtained from uniformizing equation (73).

The proof of this theorem is completely analogous to the proof of Theorem 8 , even more easily.
Only it remains to show that under the conditions of Theorem 9 we can get an explicit solution $y=y(x, \varepsilon)$. Really, since

$$
\widetilde{x} \xi-\frac{w_{0}}{1+q_{0}} \xi^{-q_{0}} \varepsilon, \xi \rightarrow 0
$$

Let

$$
F(x, \xi, \varepsilon)=x-\xi+\frac{w_{0}}{1+q_{0}} \xi^{-q_{0}} \varepsilon+O\left(\left(\varepsilon \xi^{-q_{0}}\right)^{2}\right), \xi \rightarrow 0, \eta=\sqrt[90+1]{\frac{w_{0}}{1+q_{0}} \varepsilon} \varepsilon \rightarrow 0
$$

then

$$
\left.\frac{\partial F(x, \xi, \varepsilon)}{\partial \xi}\right|_{\xi=\eta(\varepsilon)}=-1-q_{0}+O\left(\varepsilon^{1 /\left(1+q_{0}\right)}\right) \neq 0, \quad \xi \in[\eta, 1] .
$$

Therefore, by the implicit function theorem, we can express $\xi: \xi=\varphi(x, \varepsilon)$.

Then when we put it in first equality (42), we obtain an explicit solution $y=y(x, \varepsilon)$.
Comment 3. Explicit asymptotic solution that this problem obtained in Section 3.4.
Example 43. Uniformized equation is

$$
\left\{\begin{array}{l}
\xi y^{\prime}(\xi)=-y(\xi), \quad y(1)=b, \\
\xi x^{\prime}(\xi)=x(\xi)+\varepsilon y(\xi), \quad x(1)=1, \quad \xi \in[\eta, 1],
\end{array}\right.
$$

It is easy to integrate this system, and we obtain

$$
y(\xi)=b \xi^{-1}, x(\xi)=\left(1+2^{-1} b \varepsilon\right) \xi-(2 \xi)^{-1} b \varepsilon
$$

Hence, excluding variable $\xi$, we have an exact solution (44).
Example $2[37,43]$ )

$$
(x+\varepsilon y(x)) y^{\prime}(x)+(2+x) y(x)=0, \quad y(1)=e^{-1} .
$$

Uniformized equation is

$$
\left\{\begin{array}{l}
\xi x^{\prime}(\xi)=x+\varepsilon y(\xi), \quad x(1)=1,  \tag{74}\\
\xi y^{\prime}(\xi)=-(2+x(\xi)) y(\xi), \quad y(1)=e^{-1}, \quad \xi \in[\eta, 1],
\end{array}\right.
$$

Let

$$
\left\{\begin{array}{l}
x(\xi)=x_{0}(\xi)+\varepsilon x_{1}(\xi)+O\left(\varepsilon^{2}\right)  \tag{75}\\
y(\xi)=y_{0}(\xi)+\varepsilon y_{1}(\xi)+O\left(\varepsilon^{2}\right)
\end{array}\right.
$$

Substituting Eq. (75) into Eq. (74), we have

$$
x_{0}(\xi)=\xi, x_{1}(\xi)=\xi \int_{1}^{\xi} e^{-s} s^{-4} d s, y_{0}(\xi)=e^{-\xi} \xi^{-2}, y_{1}(\xi)=-e^{-\xi} \xi^{-2} \int_{1}^{\xi} e^{-s} s^{-4} d s
$$

Hence if $\xi \rightarrow 0$, we obtain

$$
x_{0}(\xi)=\xi, \quad x_{1}(\xi)=-\frac{1}{3} \xi^{-2}+\ldots, \quad y_{0}(\xi)=\xi^{-2}+\ldots, \quad y_{1}(\xi)=-\frac{1}{6} \xi^{-4}+\ldots
$$

From the equation $x(\eta)=0$, we find $\eta: \eta \sim \sqrt[3]{\varepsilon / 3}$.
We prove that $x(\xi)+\varepsilon y(\xi) \neq 0$ on the interval $[\eta, 1]$.
Really,

$$
x(\xi)+\varepsilon y(\xi)^{\sim} \xi+\varepsilon \xi^{-2} \neq 0, \xi \in[\eta, 1] .
$$

### 3.4. It is construction explicit form of the solution of the model Lighthill equation

We will consider the problem [57], i.e., (41) again

$$
\begin{equation*}
(x+\varepsilon y(x)) y^{\prime}(x)+q(x) y(x)=r(x), \quad y(1)=b \tag{76}
\end{equation*}
$$

where $b$ is given constant, $x \in[0,1], \quad y^{\prime}(x)=d y / d x$. Given functions are subjected to the conditions $\mathrm{U}: q(x), r(x) \in C^{(\infty)}[0,1]$.

Here, we consider the case $q_{0}=-1$; this is done to provide a detailed illustration of the idea of the application of the method. We search for the solution of problem (76) in the form

$$
\begin{equation*}
y(x)=\mu^{-1} \pi_{-1}(t)+\sum_{k=0}^{\infty}\left(\pi_{k}(t)+u_{k}(x)\right) \mu^{k} \tag{77}
\end{equation*}
$$

where $t=x / \mu, \quad \varepsilon=\mu^{2}, u_{k}(x) \in C^{(\infty)}[0,1]$ and $\pi_{k}(t) \in C^{(\infty)}\left[0, \mu_{0}\right], \mu_{0}=1 / \mu$.
Note that $\pi_{k}(t)=\pi_{k}(t, \mu)$, i.e., $\pi_{k}(t)$ depends also on $\mu$, but this dependence is not indicated.
The initial conditions for the functions $\pi_{j}(t)$ are taken as

$$
\begin{equation*}
\pi_{-1}(1 / \mu)=b \mu, \quad b=u^{0}-\sum_{k=0}^{\infty} \mu^{k} u_{k}(1), \quad \pi_{k}\left(\mu_{0}\right)=0, \quad k=0,1, \ldots \tag{78}
\end{equation*}
$$

Substituting Eq. (77) into Eq. (76), we obtain to determine the functions $\pi_{k}(t), k=-1,0,1, \ldots$, $u_{n}(x), n=0,1, \ldots$,
we have the following equations:

$$
\begin{align*}
& \left(t+\pi_{-1}(t)\right) \pi_{-1}^{\prime}(t)=q(\mu t) \pi_{-1}(t), \quad \pi_{-1}\left(\mu_{0}\right)=b \mu,  \tag{79.-1}\\
& L u_{0}(x):=x u^{\prime}{ }_{0}(x)-q(x) u_{0}(x)=r(x), \quad u_{0}(x) \in C^{(\infty)}[0,1]  \tag{80.0}\\
& D \pi_{0}(t):=\left(t+\pi_{-1}(t)\right) \pi_{0}^{\prime}(t)+\left(\pi_{-1}^{\prime}(t)-q(\mu t)\right) \pi_{0}(t)=-u_{0}(t \mu) \pi_{-1}^{\prime}(t), \quad \pi_{0}\left(\mu_{0}\right)=0  \tag{79.0}\\
& L u_{1}(x)=0, \quad u_{1}(x) \in C^{(\infty)}[0,1],  \tag{80.1}\\
& D \pi_{1}(t)=-u_{0}(t \mu) \pi^{\prime}{ }_{0}(t)+\pi_{0}(t) \pi^{\prime}{ }_{0}(t)-u_{1}(t \mu) \pi^{\prime}{ }_{-1}(t), \quad \pi_{1}\left(\mu_{0}\right)=0  \tag{79.1}\\
& L u_{2}(x):=-u_{0}(x) u^{\prime}{ }_{0}(x), \quad u_{2}(x) \in C^{(\infty)}[0,1]  \tag{80.2}\\
& D \pi_{2}(t):=-u_{0}(t \mu) \pi^{\prime}{ }_{-1}(t)-\pi_{0}(t) \pi^{\prime}{ }_{1}(t)-u_{1}(t \mu) \pi^{\prime}{ }_{0}(t)-\pi_{1}(t) \pi^{\prime}{ }_{0}(t)-u_{2}(t \mu) \pi^{\prime}{ }_{-1}(t), \pi_{2}\left(\mu_{0}\right)=0  \tag{79.2}\\
& L u_{3}(x):=-u_{0}(x) u^{\prime}{ }_{1}(x)-u^{\prime}{ }_{0}(x) u_{1}(x), \quad u_{3}(x) \in C^{(\infty)}[0,1],  \tag{80.3}\\
& D \pi_{3}(t)=\sum_{\substack{i+j=2 \\
i \geq 0, j \geq-2}} u_{i}(\mu t) \pi_{l}^{j}(t)+\sum_{\substack{i+j=2 \\
i, j \geq 0}} \pi_{i}(t) \pi_{,}^{j}(t), \quad \pi_{3}\left(\mu_{0}\right)=0, \tag{79.3}
\end{align*}
$$

We solve these problems successively. We write problem (79.-1) as

$$
t z^{\prime}(t)-q(\mu t) z(t)=-z(t) z^{\prime}(t), \quad z\left(\mu_{0}\right)=b \mu,
$$

where

$$
z=\pi_{-1}(t), \quad \mu_{0}=\mu^{-1}
$$

The fundamental solution of the homogeneous equation corresponding to this equation is of the form

$$
z^{0}(t)=\exp \left\{\int_{\mu_{0}}^{t} q(\mu s) \frac{d s}{s}\right\}=\exp \left\{\int_{\mu_{0}}^{t}(q(\mu s)+1) \frac{d s}{s}-\int_{\mu_{0}}^{t} \frac{d s}{s}\right\}=\frac{p(t, \mu)}{\mu t}
$$

where

$$
p(t, \mu)=\exp \left\{\int_{\mu_{0}}^{t}(q(\mu s)+1) \frac{d s}{s}\right\}
$$

Using the expression for $z^{0}(t)$, the solution of the inhomogeneous equation for $z(t)$ can be written as

$$
z(t)=\frac{p(t, \mu)}{\mu t}\left[z\left(\mu_{0}\right)+\mu \int_{\mu_{0}}^{t} p^{-1}(s, \mu) z(s) z^{\prime}(s) d s\right],
$$

Or $t z(t)=p(t, \mu) b-p(t, \mu) \int_{\mu_{0}}^{t} p^{-1}(s, \mu) z(s) z^{\prime}(s) d s$.
After integrating by parts, we reduce the last expression to the following equation:

$$
t z(t)=p(t, \mu) b-\frac{z^{2}(t)}{2}+p(t, \mu) \frac{b^{2} \mu^{2}}{2}+\frac{p(t, \mu)}{2} \int_{\mu_{0}}^{t} \frac{1+q(\mu s)}{s} p^{-1}(s, \mu) z^{2}(s) d s
$$

or

$$
\begin{equation*}
z^{2}(t)+2 t z(t)-p(t, \mu) b_{0}=p(t, \mu) \int_{\mu_{0}}^{t} \phi(s, \mu) p^{-1}(s, \mu) z^{2}(s) d s:=p(t, \mu) T\left(t, z^{2}\right) \tag{81}
\end{equation*}
$$

where $\varphi(s, \mu)=(1+q(\mu s)) / s, \quad b_{0}=2 b+b^{2} \mu^{2}$.
Let $b_{0}>0$. Let us introduce the notation $z_{0}(t)=-t+\sqrt{t^{2}+b_{0} p(t, \mu)}$. This function satisfies the inequality $0<z_{0}(t) \leq M t^{-1}(t>0)$ and is a strictly decreasing bounded function on the closed interval $\left[0, \mu_{0}\right]$. Here and elsewhere, all constants independent of the small parameter $\mu$ are denoted by $M$. Let $S_{\mu}$ be the set of functions $z(t)$ satisfying the condition
$\left\|z-z_{0}\right\| \leq M \mu$, where $\|z\|=\max _{0 \leq t \leq \mu_{0}}|z(t)|$,

Theorem 10. If $b_{0}>0$, then there exists a unique constraint of the solution of problem (79.-1) from the set $S_{\mu}$.

Proof. Equation (81) is equivalent to the equation $z=F[t, z]$, where

$$
F[t, z]=-t+\sqrt{t^{2}+b p(t, \mu)+p(t, \mu) T\left(t, z^{2}\right)} .
$$

Suppose that $\|\varphi(t, \mu)\| \leq M \mu, \quad 0<m \leq p(t, \mu) \leq M, \quad\left\|p^{-1}(t)\right\| \leq M$. First, let us estimate $T\left(t, z^{2}\right)$ on the set $S_{\mu}$. We have

$$
\begin{aligned}
& \left|T\left(t, z^{2}\right)\right| \leq \int_{t}^{\mu_{0}}|\varphi(s, \mu)|\left|p^{-1}(s, \mu)\right||z(s)|^{2} d s \leq M \mu \int_{t}^{\mu_{0}}|z(s)|^{2} d s \leq M \mu \int_{0}^{\mu_{0}}|z(s)|^{2} d s \leq \\
& \leq M \mu \int_{0}^{1}|z(s)|^{2} d s+M \mu \int_{1}^{\mu_{0}}|z(s)|^{2} d s \leq M \mu .
\end{aligned}
$$

Here, we have used the triangle inequality

$$
|z(t)| \leq\left|z(t)-z_{0}(t)\right|+\left|z_{0}(t)\right|,
$$

as well as the inequality

$$
\left|z_{0}(t)\right| \leq M t^{-1} \quad(t>0) .
$$

The Fréchet derivative of the operator $F(t, z)$ with respect to $z$ at the point $z_{0}(t)$ is a linear operator:

$$
F_{z}^{\prime}\left(t, z_{0}\right) h=-p(t, \mu) \int_{t}^{\mu_{0}} \varphi(s, \mu) p^{-1}(s, \mu) z_{0}(s) h(s) \frac{d s}{\sqrt{t^{2}+p(t, \mu)\left(b+T\left(t, z^{2}\right)\right)}},
$$

where $h(t)$ is a continuous function on the closed interval $\left[0, \mu_{0}\right]$. Note that, in view of $T\left(t, z_{0}^{2}\right)=O(\mu)$, the denominator of this expression is strictly positive on the closed interval $\left[0, \mu_{0}\right]$. For $F_{z}^{\prime}\left(t, z_{0}\right)$, we can obtain the estimate $\left\|F_{z}\left(t, z_{0}\right)\right\| \leq M \mu \ln \mu^{-1}$ in the same way as the estimate for $T\left(t, z^{2}\right)$. Hence, in turn, it follows from the Lagrange inequality that the operator is a contraction operator in the set $S_{\mu}$. Therefore, by the fixed-point principle, Eq. (81) has a unique solution from the class $S_{\mu}$. The theorem is proved.

Corollary. The following inequalities hold:

1. $z(t)=\pi_{-1}(t) \geq M>0$ for all $t \in\left[0, \mu_{0}\right]$;
2. $\pi_{-1}(t) \leq M t^{-1}(t>0)$.

The other function $\pi_{j}(t), u_{j}(x), j=0,1,2, \ldots$ is determined from the inhomogeneous linear equations; therefore, the following lemmas are needed.

Lemma 9. For any function $f(x) \in C^{(\infty)}[0,1]$, the equation $L \xi=f(x)$ has a unique bounded solution $\xi(x) \in C^{(\infty)}[0,1]$ expressible as

$$
\xi(x)=Q(x) \int_{0}^{x} Q^{-1}(s) f(s) \frac{d s}{x}, Q(x)=\exp \left\{\int_{1}^{x}(q(s)+1) \frac{d s}{s}\right\} .
$$

Proof. The proof follows from the fact that the general solution of the equation under consideration is expressed as

$$
\xi(x)=Q(x) x^{-1}\left[\xi(1)+\int_{1}^{x} Q^{-1}(s) f(s) d s\right] .
$$

If we choose

$$
\xi(1)=\int_{0}^{1} Q^{-1}(s) f(s) d \mathrm{~s}
$$

then we obtain the required result.
This lemma implies that all the functions $u_{k}(x), k=0,1, \ldots$ are uniquely determined and belong to the class $C^{\infty}[0,1]$.

Lemma 10. The problem

$$
\begin{equation*}
\left(t+\pi_{-1}(t)\right) \eta^{\prime}(t)+\left(\pi_{-1}^{\prime}(t)-q(\mu t)\right) \eta(t)=k(t), \quad \eta\left(\mu_{0}\right)=0, \tag{82}
\end{equation*}
$$

where the function $k(t)$ belongs to $C^{\infty}[0,1]$ is continuous and bounded, and if $|k(t)| \leq M t^{-2}, t \rightarrow \infty$, has a unique uniformly bounded solution $\eta(t)=\eta(t, \mu)$ on the closed interval $t \in\left[0, \mu_{0}\right]$ for a small $\mu$.
Proof. The fundamental solution of the homogeneous equation (82) is of the form

$$
\Phi(t)=\frac{\left(1+\mu^{2} b\right) g(t, \mu)}{\mu\left(t+\pi_{-1}(t)\right)}, \quad g(t, \mu)=\exp \left\{-\int_{t}^{\mu_{0}}(1+q(\mu s)) \frac{d s}{s+\pi_{-1}(s)}\right\}
$$

Obviously, $\|g(t, \mu)\| \leq M$ and $g^{-1}(t, \mu) \leq M$ for $t \in\left[0, \mu_{0}\right]$ and $\mu$ aresmall. The solution of problem (82) can be expressed as

$$
\begin{equation*}
\eta(t)=\frac{g(t, \mu)}{t+\pi_{-1}(t)} \int_{\mu_{0}}^{t} g^{-1}(s, \mu) k(s) d s . \tag{83}
\end{equation*}
$$

The estimate of the integral term in Eq. (83) shows that it is bounded by the constant $M$. Hence, it also follows that $|\eta(t)| \leq M t^{-1}(t>0)$. The solution of problem (79.0) is defined by the integral Eq. (83), where

$$
k(t)=-u_{0}(t \mu) \pi_{-1}(t)=-u_{0}(t \mu) q(\mu t) \frac{\pi_{-1}(t)}{t+\pi_{-1}(t)},
$$

satisfies the assumptions of the lemma. Therefore, the function $\pi_{0}(t)$ is bounded on $\left[0, \mu_{0}\right]$. The boundedness of the other functions $\pi_{k}(t), k=1,2, \ldots$ is proved in a similar way, because the
right-hand sides of the equations defining these functions satisfy the assumptions of Lemma 10. The estimate of the asymptotic behavior of the series (77) is also carried out using Lemma 10.

Let us introduce the notation

$$
\begin{equation*}
y(x)=\mu^{-1} \pi_{-1}(t)+\sum_{k=0}^{n} \mu^{k}\left(\pi_{k}(t)+u_{k}(x)\right)+\mu^{n+1} R_{n+1}(x, \mu) . \tag{84}
\end{equation*}
$$

The following statement holds.
Theorem 11. Let $b_{0}>0$ (for this, it suffices that the condition $\left.b_{0}:=b-y_{0}(1)>0 h o l d s\right)$. Then the solution of problem (76) exists on the closed interval $[0,1]$ and its asymptotics can be expressed as Eq. (84) and $\left|R_{n+1}(x, \mu)\right| \leq M$ for all $x \in[0,1]$.

Example. Consider the equation

$$
(x+\varepsilon y(x)) y^{\prime}(x)+y(x)=1, \quad y(1)=b
$$

This equation is integrated exactly

$$
y(x)=\varepsilon^{-1}\left[-x+\sqrt{x^{2}+2 b_{0} \varepsilon+\varepsilon^{2}\left(y^{(0)}\right)^{2}+2 \varepsilon x}\right],
$$

where $b_{0}=b-1$. If $b_{0}>0$, then the solution of problem (1) exists on the closed interval $[0,1]$, which is confirmed by Theorem 11. The equation for $\pi_{-1}(t)$ is of the form

$$
\left(t+\pi_{-1}(t)\right) \pi_{-1}^{\prime}(t)+\pi_{-1}(t)=0, \quad \pi_{-1}\left(\mu_{0}\right)=b \mu .
$$

The solution of this problem can be expressed as

$$
\pi_{-1}(t)=-t+\sqrt{t^{2}+2 b+b^{2} \mu^{2}}
$$

The equation for $u 0(x)$ has the solution $y_{0}(x)=1 \in C^{\infty}[0,1]$. Further,

$$
\pi_{0}(t)=\frac{-\pi_{-1}(t)+b \mu}{t+\pi_{-1}(t)}, \quad u_{k}(x)=0, \quad k=1,2, \ldots
$$

where $b=b_{0}$. The asymptotics of the solutions of problem (76) can be expressed as
$y(x)=\mu^{-1} \pi_{-1}(x / \mu)+1+\pi_{0}(x / \mu)+o(\mu)$ for all $x \in[0,1], \quad \mu \rightarrow 0$.

## 4. Lagerstrom model problem

The problem [32]

$$
\begin{equation*}
v^{\prime \prime}(r)+\frac{k}{r} v^{\prime}(r)+v(r) v^{\prime}(r)=\beta\left[v^{\prime}(r)\right]^{2}, \quad v(\varepsilon)=0, \quad v(\infty)=1 \tag{85}
\end{equation*}
$$

where $0<\beta$ is constant, $k \in N$.
It has been proposed as a model for Lagerstrom Navier-Stokes equations at low Reynolds numbers. It can be interpreted as a problem of distribution of a stationary temperature $v(r)$.

The first two terms in Eq. (1) is $(k+1)$ dimensional Laplacian depending only on the radius, and the other two members - some nonlinear heat loss.

It turns out that not only the asymptotic solution but also convergent solutions of Eq. (1) can be easily constructed by a fictitious parameter [70]. The basic idea of this method is as follows. The initial problem is entered fictitious parameter $\lambda \in[0,1]$ with the following properties:

1. $\lambda=0$, the solution of the equation satisfies all initial and boundary conditions;
2. The solution of the problem can be expanded in integral powers of the parameter $\lambda$ for all $\lambda \in[0,1]$.

It is convenient in Eq. (85) to make setting $r=\varepsilon x, v=1-u$, then

$$
\begin{equation*}
u^{\prime \prime}(x)+\left(k x^{-1}+\varepsilon\right) u^{\prime}(x)-\lambda \varepsilon u(x) u^{\prime}(x)=\left[u^{\prime}(x)\right]^{2}, \quad u(1)=1, \quad u(\infty)=0 . \tag{86}
\end{equation*}
$$

We have the following
Theorem 12. For small $\varepsilon>0$, the solution of problem (86) can be represented in the form of absolutely and uniformly convergent series

$$
u(x)=u_{0}(x, \varepsilon)+v_{k}(\varepsilon) u_{1}(x, \varepsilon)+\ldots+v_{k}^{n}(\varepsilon) u_{n}(x, \varepsilon)+\ldots
$$

for the sufficiently small parameter $\varepsilon$, where

$$
v_{1}(\varepsilon) \sim\left(\ln \frac{1}{\varepsilon}\right)^{-1}, \quad v_{2} \sim \varepsilon \ln \frac{1}{\varepsilon}, \quad v_{k} \sim \frac{k-1}{k-2} \varepsilon(j>2) ; u_{k}(x, \varepsilon)=O(1), \forall x \in[1, \infty)
$$

Note that the function $u_{n}(x, \varepsilon)$ also depends on $k$, but for simplicity, this dependence is not specified.
Proof. We introduce Eq. (86) parameter $\lambda$, i.e., consider the problem

$$
\begin{equation*}
u^{\prime \prime}(x)+\left(k x^{-1}+\varepsilon\right) u^{\prime}(x)-\beta\left[u^{\prime}(x)\right]^{2}=\lambda \varepsilon u(x) u^{\prime}(x), \quad u(1)=1, \quad u(\infty)=0 \tag{87}
\end{equation*}
$$

Here, we will prove this Theorem 12 in the case $\beta=0$ only for simplicity.
Setting $\lambda=0$ in Eq. (87), we have

$$
\begin{equation*}
u_{0}^{\prime \prime}+\left(x^{-1} k+\varepsilon\right) u_{0}^{\prime}=0, \quad u_{0}(1)=1, \quad u_{0}(\infty)=0 . \tag{88}
\end{equation*}
$$

It has a unique solution

$$
u_{0}=X(x, \varepsilon):=1-X_{1}(X, \varepsilon), \quad X_{1}=C_{0} \int_{1}^{x} s^{-k} e^{-\varepsilon s} d s, \quad C_{0}^{-1}=\int_{1}^{\infty} s^{-k} e^{-\varepsilon s} d s .
$$

Therefore, Eq. (88) with zero boundary conditions is the Green's function

$$
K(x, s, \varepsilon)= \begin{cases}C_{0}^{-1} X_{1}(x, \varepsilon) X(s, \varepsilon), & 1 \leq x \leq s, \\ C_{0}^{-1} X_{1}(s, \varepsilon) X(x, \varepsilon), & s<x<\infty .\end{cases}
$$

Hence, the problem (87) is reduced to the system of integral equations

$$
\begin{align*}
& u(x)=X(x, \varepsilon)+\lambda \varepsilon \int_{1}^{\infty} G(x, s, \varepsilon) u(s) u^{\prime}(s) d s \\
& u^{\prime}(x)=X^{\prime}(x, \varepsilon)+\lambda \varepsilon \int_{1}^{\infty} G_{x}(x, s, \varepsilon) u(s) u^{\prime}(s) d s \tag{89}
\end{align*}
$$

where

$$
G(x, s, \varepsilon)= \begin{cases}X_{1}(x, \varepsilon) X(s, \varepsilon) / X^{\prime}(s, \varepsilon), & 1 \leq x \leq s, \\ X_{1}(s, \varepsilon) X(x, \varepsilon) / X^{\prime}(s, \varepsilon), & s<x<\infty .\end{cases}
$$

In Eq. (89), we make the substitution $u=X(x, \varepsilon) \varphi(x), \quad u^{\prime}=X^{\prime}(x, \varepsilon) \psi(x)$, and then we have

$$
\begin{align*}
& \varphi(x)=1+\lambda \varepsilon \int_{1}^{\infty} Q_{1}(x, s, \varepsilon) \varphi(s) \psi(s) d s:=1+\lambda \varepsilon Q_{1}(\varphi \psi), \\
& \psi(x)=1+\lambda \varepsilon \int_{1}^{\infty} Q_{2}(x, s, \varepsilon) \varphi(s) \psi(s) d s:=1+\lambda \varepsilon Q_{2}(\lambda \psi), \tag{90}
\end{align*}
$$

where

$$
\begin{aligned}
& Q_{1}=X^{-1}(x, \varepsilon) G(x, s, \varepsilon) X(s, \varepsilon) X^{\prime}(s, \varepsilon), \\
& Q_{2}=X_{x}^{-1}(x, \varepsilon) G_{x}(x, s, \varepsilon) X(s, \varepsilon) X^{\prime}(s, \varepsilon) .
\end{aligned}
$$

To prove the theorem, we need next
Lemma 11. The following estimate holds

$$
\begin{equation*}
\int_{1}^{\infty}\left|Q_{j}(x, s, \varepsilon)\right| d s \leq \int_{1}^{\infty} X(s, \varepsilon) d s \quad(j=1,2) \tag{91}
\end{equation*}
$$

Given that, we have $0 \leq X_{1}(x, \varepsilon) \leq 1, \quad\left|X^{\prime}(x, \varepsilon)\right|=X^{\prime}(x, \varepsilon), \quad X^{\prime}(x, \varepsilon) \leq 0, \quad x \in[1, \infty)$, we have

$$
\begin{aligned}
& \int_{1}^{\infty}\left|Q_{1}(x, s, \varepsilon)\right| d s \leq \int_{1}^{x} \frac{X_{1}(s, \varepsilon)}{X_{1}^{\prime}(s, \varepsilon)}\left|X^{\prime}(s, \varepsilon)\right| X(s, \varepsilon) d s+ \\
& +\int_{x}^{\infty} X^{-1}(x, \varepsilon) \frac{X^{2}(s, \varepsilon)\left|X^{\prime}(s, \varepsilon)\right|}{X^{\prime}(s, \varepsilon)} d s \leq \int_{1}^{x} X(s, \varepsilon) d s+\int_{x}^{\infty} X(s, \varepsilon) d s=\int_{1}^{\infty} X(s, \varepsilon) d s
\end{aligned}
$$

Inequality Eq. (91) for $j=2$ is proved similarly.

Further, by integrating by parts, we have

$$
\int_{1}^{\infty} X(s, \varepsilon) d s=-1+C_{0} \int_{1}^{\infty} s^{-k+1} e^{-\varepsilon s} d s \leq \int_{1}^{\infty} s^{-k+1} e^{-\varepsilon s} d s / \int_{1}^{\infty} s^{-k} e^{-\varepsilon s} d s:=\frac{v_{k}(\varepsilon)}{\varepsilon}
$$

Consequently,

$$
\begin{equation*}
\varepsilon \int_{1}^{\infty} X(x, \varepsilon) d s \leq v_{k}(\varepsilon) \tag{92}
\end{equation*}
$$

It is from integral expressing of $v_{k}(\varepsilon)$ we can obtain the asymptotic behavior such as indicated in the theorem.

With the solution of Eq. (90), we can expand in series

$$
\begin{aligned}
& \varphi(x)=1+\varphi_{1}(x, \varepsilon) \lambda+\varphi_{2}(x, \varepsilon) \lambda^{2}+\ldots \\
& \Psi(x)=1+\Psi_{1}(x, \varepsilon) \lambda+\Psi_{2}(x, \varepsilon) \lambda^{2}+\ldots
\end{aligned}
$$

The coefficients of this series are uniquely determined from the equations $\varphi_{0}=\Psi_{0}=1, \quad \varphi_{1}=\varepsilon Q_{1}(1), \quad \Psi_{1}=Q_{2}(1)$,
$\varphi_{n}=\varepsilon Q_{1}\left(\varphi_{n-1}\right)+\varepsilon Q_{1}\left(\Psi_{n-1}\right)+\varepsilon Q_{1}\left(\varphi_{1} \Psi_{n-2}\right)+\ldots+\varepsilon Q_{1}\left(\varphi_{n-2} \Psi_{1}\right)$,
$\Psi_{n}=\varepsilon Q_{2}\left(\varphi_{n-1}\right)+\varepsilon Q_{2}\left(\Psi_{n-1}\right)+\varepsilon Q_{2}\left(\varphi_{1} \Psi_{n-2}\right)+\ldots+\varepsilon Q_{2}\left(\varphi_{n-2} \Psi_{1}\right), \quad(n=2,3, \ldots)$.
Let $z=\sup _{1 \leq x<\infty}\{|\varphi(x)|,|\Psi(x)|\}$, then by using Eq. (92) we have a Majorant equation:
$z=1+\lambda v_{k}(\varepsilon) z^{2}$. The solution of this equation can be expanded in powers $\lambda$ the under condition $8 v_{k}(\varepsilon) \leq 1$ for all $\lambda \in[0,1]$.

If we call $u_{n}(x, \varepsilon)=\frac{X(x, \varepsilon) \varphi_{n}(x, \varepsilon)}{v_{k}^{n}(\varepsilon)}$, we get the proof of the theorem.
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#### Abstract

As we all know, perturbation theory is closely related to methods used in the numerical analysis fields. In this chapter, we focus on introducing two homotopy asymptotic methods and their applications. In order to search for analytical approximate solutions of two types of typical nonlinear partial differential equations by using the famous homotopy analysis method (HAM) and the homotopy perturbation method (HPM), we consider these two systems including the generalized perturbed Kortewerg-de VriesBurgers equation and the generalized perturbed nonlinear Schrödinger equation (GPNLS). The approximate solution with arbitrary degree of accuracy for these two equations is researched, and the efficiency, accuracy and convergence of the approximate solution are also discussed.
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## 1. Introduction

In the past decades, due to the numerous applications of nonlinear partial differential equations (NPDEs) in the areas of nonlinear science [1, 2], many important phenomena can be described successfully using the NPDEs models, such as engineering and physics, dielectric polarization, fluid dynamics, optical fibers and quantitative finance and so on [3-5]. Searching for analytical exact solutions of these NPDEs plays an important and a significant role in all aspects of this subject. Many authors presented various powerful methods to deal with this problem, such as inverse scattering transformation method, Hirota bilinear method, homogeneous balance method, Bäcklund transformation, Darboux transformation, the generalized Jacobi elliptic function expansion method, the mapping deformation method and so on [6-10]. But once people noticed the complexity of nonlinear terms of NPDEs, they could not find the exact analytic solutions for many of them, especially with disturbed terms. Researchers had to
develop some approximate and numerical methods for nonlinear theory; a great deal of efforts has been proposed for these problems, such as the multiple-scale method, the variational iteration method, the indirect matching method, the renormalization method, the Adomian decomposition method (ADM), the generalized differential transform method and so forth [11-13], among them the perturbation method [14], including the regular perturbation method, the singular perturbation method and the homotopy perturbation method (HPM) and so on.

Perturbation theory is widely used in numerical analysis as we all know. The earliest perturbation theory was built to deal with the unsolvable mathematical problems in the calculation of the motions of planets in the solar system [15]. The gradually increasing accuracy of astronomical observations led to incremental demands in the accuracy of solutions to Newton's gravitational equations, which extended and generalized the methods of perturbation theory. In the nineteenth century, Charles-Eugène Delaunay discovered the problem of small denominators which appeared in the $n$th term of the perturbative expansion when he was studying the perturbative expansion for the Earth-Moon-Sun system [16]. These welldeveloped perturbation methods were adopted and adapted to solve new problems arising during the development of Quantum Mechanics in the twentieth century. In the middle of the twentieth century, Richard Feynman realized that the perturbative expansion could be given a dramatic and beautiful graphical representation in terms of what are now called Feynman diagrams [17]. In the late twentieth century, because the broad questions about perturbation theory were found in the quantum physics community, including the difficulty of the $n$th term of the perturbative expansion and the demonstration of the convergent about the perturbative expansion, people had to pay more attention to the area of non-perturbative analysis, and much of the theoretical work goes under the name of quantum groups and non-commutative geometry [18]. As we all know, the solutions of the famous Korteweg-de Vries (KdV) equation cannot be reached by perturbation theory, even if the perturbations were carried out. Now, we can divide the perturbation theory to regular and singular perturbation theory; singular perturbation theory concerns those problems which depend on a parameter (here called $\varepsilon$ ) and whose solutions at a limiting value have a non-uniform behavior when the parameter tends to a pre-specified value. For regular perturbation problems, the solutions converge to the solutions of the limit problem as the parameter tends to the limit value. Both of these two methods are frequently used in physics and engineering today. There is no guarantee that perturbative methods lead to a convergent solution. In fact, the asymptotic series of the solution is the norm. In order to obtain the perturbative solution, we involve two distinct steps in general. The first is to assume that there is a convergent power asymptotic series about the parameter $\varepsilon$ expressing the solution; then, the coefficients of the $n$th power of $\varepsilon$ exist and can be computed via finite computation. The second step is to prove that the formal asymptotic series converges for $\varepsilon$ small enough or to at least find a summation rule for the formal asymptotic series, thus providing a real solution to the problem.

The homotopy analysis method (HAM) was firstly proposed in 1992 by Liao [19], which yields a rapid convergence in most of the situations [20]. It also showed a high accuracy to solutions of the nonlinear differential systems. After this, many types of nonlinear problems were solved with HAM by others, such as nonlinear Schrödinger equation, fractional KdV-

Burgers-Kuramoto equation, a generalized Hirota-Satsuma coupled KdV equation, discrete KdV equation and so on [21-24]. With this basic idea of HAM (as $\hbar=-1$ and $H(x, t)=1$ ), Jihuan He proposed the homotopy perturbation method(HPM) [25] which has been widely used to handle the nonlinear problems arising in the engineering and mathematical physics [26, 27].

In this chapter, we extend the applications of HAM and HPM with the aid of Fourier transformation to solve the generalized perturbed KdV-Burgers equation with power-law nonlinearity and a class of disturbed nonlinear Schrödinger equations in nonlinear optics. Many useful results are researched.

### 1.1. The homotopy analysis method (HAM)

Let us consider the following nonlinear equation

$$
\begin{equation*}
N[u(x, t)]=0, \tag{1}
\end{equation*}
$$

where $N$ is a nonlinear operator, $u(x, t)$ is an unknown function and $x$ and $t$ denote spatial and temporal independent variables, respectively.
With the basic idea of the traditional homotopy method, we construct the following zero-order deformation equation

$$
\begin{equation*}
(1-q) L\left[\phi(x, t ; q)-u_{0}(x, t)\right]=q \hbar H(x, t) N[\phi(x, t ; q)] \tag{2}
\end{equation*}
$$

where $\hbar \neq 0$ is a non-zero auxiliary parameter, $q \in[0,1]$ is the embedding parameter, $H(x, t)$ is an auxiliary function, $L$ is an auxiliary linear operator, $\tilde{u}_{0}(x, t)$ is an initial guess of $u(x, t)$ and $\phi(x, t ; q)$ is an unknown function. Obviously, when $q=0$ and $q=1$, it holds

$$
\begin{equation*}
\phi(x, t ; 0)=u_{0}(x, t), \phi(x, t ; 1)=u(x, t) . \tag{3}
\end{equation*}
$$

Thus, as $q$ increases from 0 to 1 , the solution $\phi(x, t ; q)$ varies from the initial guess $u_{0}(x, t)$ to the solution $u(x, t)$. Expanding $\phi(x, t ; q)$ in Taylor series with respect to $q$, we have

$$
\begin{align*}
& \phi(x, t ; q)=u_{0}+\sum_{m=1}^{\infty} u_{m} q^{m}  \tag{4}\\
& =u_{0}+q u_{1}+q^{2} u_{2}+\cdots ; u_{0}=\tilde{u}_{0}(x, t), u_{m}=u_{m}(x, t)
\end{align*}
$$

where

$$
\begin{equation*}
u_{m}(x, t)=\left.\frac{1}{m!} \frac{\partial^{m}}{\partial q^{m}} \phi(x, t ; q)\right|_{q=0} \tag{5}
\end{equation*}
$$

If the auxiliary linear operator, the initial guess, the auxiliary parameter and the auxiliary function are so properly chosen such that they are smooth enough, the Taylor's series (4) with respect to $q$ converges at $q=1$, and we have

$$
\begin{equation*}
u=\phi(x, t ; 1)=\sum_{m=0}^{\infty} u_{m} \tag{6}
\end{equation*}
$$

which must be one of the solutions of the original nonlinear equation, as proved by Liao. As $\hbar=-1$ and $H(x, t)=1$, Eq. (2) becomes

$$
\begin{equation*}
(1-q) L\left[\phi(x, t ; q)-u_{0}(x, t)\right]+q N[\phi(x, t ; q)]=0 \tag{7}
\end{equation*}
$$

Eq. (7) is used mostly in the HPM, whereas the solution is obtained directly, without using Taylor's series. As $H(x, t)=1$, Eq. (2) becomes

$$
\begin{equation*}
(1-q) L\left[\phi(x, t ; q)-u_{0}(x, t)\right]=q \hbar N[\phi(x, t ; q)], \tag{8}
\end{equation*}
$$

which is used in the HAM when it is not introduced in the set of base functions. According to definition (5), the governing equation can be deduced from Eq. (2). Define the vector

$$
\begin{equation*}
\vec{u}_{m}(x, t)=\left\{u_{0}, u_{1}, u_{2}, \cdots, u_{m}\right\} . \tag{9}
\end{equation*}
$$

Differentiating Eq. (2) $m$ times with respect to the embedding parameter $q$ and then setting $q=0$ and finally dividing them by $m!$, we have the so-called $m$ th-order deformation equation

$$
\begin{equation*}
L\left[u_{m}(x, t)-\chi_{m} u_{m-1}(x, t)\right]=\hbar H(x, t) R_{m-1}\left(\vec{u}_{m-1}, x, t\right) \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{m-1}\left(\vec{u}_{m-1}, x, t\right)=\left.\frac{1}{(m-1)!} \frac{\partial^{m-1}}{\partial q^{m-1}} N[\phi(x, t ; q)]\right|_{q=0} . \tag{11}
\end{equation*}
$$

And

$$
\chi_{m}=\left\{\begin{array}{l}
0, x \leq 1  \tag{12}\\
1, x \geq 2
\end{array}\right.
$$

It should be emphasized that $u_{m}(x, t)$ for $m \geq 1$ is governed by the linear Eq. (10) with the linear boundary conditions that come from the original problem, which can be easily solved by symbolic computation software such as Mathematica and Matlab.

### 1.2. The homotopy perturbation method

To illustrate the basic concept of the homotopy perturbation method, consider the following nonlinear system of differential equations with boundary conditions

$$
\left\{\begin{array}{l}
A(u)=f(r), r \in \Omega  \tag{13}\\
B\left(u, \frac{\partial u}{\partial n}\right)=0, r \in \Gamma=\partial \Omega
\end{array}\right.
$$

where $B$ is a boundary operator and $\Gamma$ is the boundary of the domain $\Omega, f(r)$ is a known analytical function. The differential operator $A$ can be divided into two parts, $L$ and $N$, in general, where $L$ is a linear and $N$ is a nonlinear operator. Eq. (13) can be rewritten as follows:

$$
\begin{equation*}
L(u)+N(u)=f(r) . \tag{14}
\end{equation*}
$$

We construct the following homotopy mapping $H(\phi, q): \Omega \times[0,1] \rightarrow R$, which satisfies

$$
\begin{equation*}
H(\phi, q)=(1-q)\left[L(v)-L\left(\tilde{u}_{0}\right)\right]+q[A(v)-f(r)]=0, q \in[0,1], r \in \Omega, \tag{15}
\end{equation*}
$$

where $\tilde{u}_{0}$ is an initial approximation of Eq. (13), and is the embedding parameter; we have the following power series presentation for $\phi$,

$$
\begin{equation*}
\phi=\sum_{i=0}^{\infty} u_{i}(x, t) q^{i}=u_{0}+q u_{1}+q^{2} u_{2}+\cdots \tag{16}
\end{equation*}
$$

The approximate solution can be obtained by setting $q=1$, that is

$$
\begin{equation*}
u=\lim _{q \rightarrow 1} \phi=u_{0}+u_{1}+u_{2}+\cdots . \tag{17}
\end{equation*}
$$

If we let $u_{0}(x, t)=\tilde{u}_{0}(x, t)$, notice the analytic properties of $f, L, \tilde{u}_{0}$ and mapping (15), we know that the series of (17) is convergence in most cases when $q \in[0,1][28]$. We obtain the solution of Eq. (13).

To study the convergence of the method, let us state the following theorem.
Theorem (Sufficient Condition of Convergence).
Suppose that $X$ and $Y$ are Banach spaces and $N: X \rightarrow Y$ is a contract nonlinear mapping that is

$$
\begin{equation*}
\forall u, u * \in X:\|N(u)-N(u *)\| \leq \gamma\|u-u *\|, 0<\gamma<1 . \tag{18}
\end{equation*}
$$

Then, according to Banach's fixed point theorem, $N$ has a unique fixed point $u$, that is $N(u)=u$. Assume that the sequence generated by homotopy perturbation method can be written as

$$
\begin{equation*}
U_{n}=N\left(U_{n-1}\right), U_{n}=\sum_{i=0}^{n} u_{i}, u_{i} \in X, n=1,2,3, \cdots, \tag{19}
\end{equation*}
$$

and suppose that

$$
\begin{gather*}
U_{0}=u_{0} \in B_{r}(u), B_{r}(u)=\{u * \in X \mid\|u *-u\|<\gamma\}  \tag{20}\\
\text { then, we have (i) } U_{n} \in B_{r}(u),\left(\text { ii) } \lim _{n \rightarrow \infty} U_{n}=u .\right. \tag{21}
\end{gather*}
$$

Proof. (i) By inductive approach, for $n=1$, we have
$\left\|U_{1}-u\right\|=\left\|N\left(U_{0}\right)-N(u)\right\| \leq \gamma\left\|U_{0}-u\right\|$ and then

$$
\left\|U_{n}-u\right\|=\left\|N\left(U_{n-1}\right)-N(u)\right\| \leq \gamma^{n}\left\|U_{0}-u\right\| \leq \gamma^{n} r \Rightarrow U_{n} \in B_{r}(u)
$$

(ii) Because of $0<\gamma<1$, we have $\lim _{n \rightarrow \infty}\left\|U_{n}-u\right\|=0$ that is $\lim _{n \rightarrow \infty} U_{n}=u$.

## 2. Application to the generalized perturbed KdV-Burgers equation

Consider the following generalized perturbed KdV-Burgers equation

$$
\begin{equation*}
u_{t}+\alpha u^{p} u_{x}+\beta u^{2 p} u_{x}+\gamma u_{x x}+\delta u_{x x x}=f(t, x, u) \tag{22}
\end{equation*}
$$

where $\alpha, \beta, \gamma, \delta, p$ are arbitrary constants, and $f=f(t, x, u)$ is a disturbed term, which is a sufficiently smooth function in a corresponding domain.

This equation with $p \geq 1$ is a model for long-wave propagation in nonlinear media with dispersion and dissipation. Eq. (22) arises in a variety of physical contexts which include a number of equations, and many valuable results about Eq. (22) have been studied by many authors in [29-31]. In fact, if one takes different value of $\alpha, \beta, \gamma, \delta, p$ and $f$, Eq.(22) represents a large number of equations, such as $K d V$ equation, MKdV equation, $C K d V$ equation, Burgers equation, KdV-Burgers equation and the equations as the following forms.

Fitzhugh-Nagumo equation [32]:

$$
\begin{equation*}
u_{t}-u_{x x}=f=u(u-\alpha)(1-u), \tag{23}
\end{equation*}
$$

Burgers-Huxley equation [33]

$$
\begin{equation*}
u_{t}+\alpha u^{\delta} u_{x}-\lambda u_{x x}=f=\beta u\left(1-u^{\delta}\right)\left(\eta u^{\delta}-\gamma\right) \tag{24}
\end{equation*}
$$

Burgers-Fisher equation [34]

$$
\begin{equation*}
u_{t}+\alpha u^{\delta} u_{x}-u_{x x}=f=\beta u\left(1-u^{\delta}\right) \tag{25}
\end{equation*}
$$

It's significant for us to handle Eq. (22).

### 2.1. The generalized KdV-Burgers equation

If we let $f=0$ in Eq. (22), we can obtain the famous generalized KdV-Burgers equation with nonlinear terms of any order [35, 36].

$$
\begin{equation*}
u_{t}+\alpha u^{p} u_{x}+\beta u^{2 p} u_{x}+\gamma u_{x x}+\delta u_{x x x}=0 . \tag{26}
\end{equation*}
$$

Eq. (26) is solved on the infinite line $-\infty<x<\infty$ together with the initial condition $u(x, 0)=$ $f(x),-\infty<x<\infty$ by using the HAM. We first introduce the traveling wave transform

$$
\begin{equation*}
\xi=x+c t+\xi_{0} . \tag{27}
\end{equation*}
$$

where $c$ are constants to be determined later and $\xi_{0} \in C$ are arbitrary constants. Secondly, we make the following transformation:

$$
\begin{equation*}
u(\xi)=v^{1 / p}(\xi) . \tag{28}
\end{equation*}
$$

Eq. (26) is reduced to the following form:

$$
\begin{align*}
& p(p+1)(2 p+1) \delta v(\xi) v^{\prime \prime}(\xi)+(p+1)(2 p+1) \delta(1-p) v^{\prime 2}(\xi) \\
& +p(p+1)(2 p+1) \gamma v(\xi) v^{\prime}(\xi)+c p^{2}(p+1)(2 p+1) v^{2}(\xi)  \tag{29}\\
& +p^{2}(2 p+1) \alpha v^{3}(\xi)+p^{2}(p+1) \beta v^{4}(\xi)=0
\end{align*}
$$

where the derivatives are performed with respect to the coordinate $\xi$. We can conclude that Eq. (26) has the following solution, by using the deformation mapping method:

$$
\begin{equation*}
\tilde{u}_{0}=\left\{-\frac{c(1+p)}{2 \alpha}+\frac{d(1+p) \gamma}{p \alpha} \sqrt{\frac{c^{2} p^{2}}{4 d^{2} \gamma^{2}}} \tanh \left(d \sqrt{\frac{c^{2} p^{2}}{4 d^{2} \gamma^{2}}}\left(x+c t+\xi_{0}\right)\right)\right\}^{\frac{1}{p}} . \tag{30}
\end{equation*}
$$

### 2.2. The approximate solutions by using HAM

To solve Eq. (22) by means of HAM, we choose the initial approximation

$$
\begin{equation*}
u_{0}(x, t)=\left.\tilde{u}_{0}(x, t)\right|_{t=0}=g(x) \tag{31}
\end{equation*}
$$

where $\tilde{u}_{0}(x, t)$ is an arbitrary exact solution of Eq. (23).
According to Eq. (1), we define the nonlinear operator

$$
\begin{equation*}
N[\phi]=\phi_{t}+\alpha \phi^{p} \phi_{x}+\beta \phi^{2 p} \phi_{x}+\gamma \phi_{x x}+\delta \phi_{x x x}-f(\phi), \phi=\phi(x, t ; q) . \tag{32}
\end{equation*}
$$

It is reasonable to express the solution $u(x, t)$ by set of base functions $g_{n}(x) t^{n}, n \geq 0$, under the rule of solution expression; it is straightforward to choose $H(x, t)=1$ and the linear operator

$$
\begin{equation*}
L[\phi(x, t ; q)]=\frac{\partial \phi(x, t ; q)}{\partial t} \tag{33}
\end{equation*}
$$

with the property

$$
\begin{equation*}
L[c(x)]=0 . \tag{34}
\end{equation*}
$$

From Eqs. (10, 11 and 32), we have

$$
\begin{align*}
R_{m-1}\left(\vec{u}_{m-1}, x, t\right)= & u_{m-1, t}+\gamma u_{m-1, x x}+\delta u_{m-1, x x x}+\alpha D_{m-1}\left(\phi^{p} \phi_{x}\right)  \tag{35}\\
& +\beta D_{m-1}\left(\phi^{2 p} \phi_{x}\right)-F\left(u_{0}, u_{1}, \cdots, u_{m-1}\right),
\end{align*}
$$

where

$$
\begin{equation*}
D_{m-1}\left(\phi^{n} \phi_{x}\right)=\sum_{k_{1}=0}^{n} \sum_{k_{2}=0}^{k_{1}} \sum_{k_{3}=0}^{k_{2}} \cdots \sum_{k_{m-1}=0}^{k_{m-2}} \sum_{i=0}^{m-1} C_{n}^{k_{1}} C_{k_{1}}^{k_{2}} k_{k_{2}}^{k_{3}} \cdots C_{k_{m-2}}^{k_{m-1}} u_{0}^{n-k_{1}} u_{1}^{k_{1}-k_{2}} \cdots u_{m-1}^{k_{m-1}} u_{i \xi} \tag{36}
\end{equation*}
$$

and $n \geq k_{1} \geq k_{2} \geq \cdots \geq k_{m-1} \geq 0 \in N$, with

$$
\begin{align*}
& \sum_{j=1}^{m-1} k_{j}+i=m-1, i=0, \cdots, m-1 \\
& F\left(u_{0}, u_{1}, \cdots, u_{m-1}\right)=\left.\frac{1}{(n-1)!} \frac{\partial^{(m-1)}}{\partial q^{m-1}} f(x, t, u)\right|_{q=0} . \tag{37}
\end{align*}
$$

Now, the solution of the mth-order deformation in Eq. (10) with initial condition $u_{m}(x, t)=0$ for $m \geq 1$ becomes

$$
\begin{equation*}
u_{m}=\chi_{m} u_{m-1}+L^{-1}\left[\hbar R_{m-1}\left(\vec{u}_{m-1}, x, t\right)\right], \tag{38}
\end{equation*}
$$

Thus, from Eqs. (31, 35 and 38), we can successively obtain

$$
\begin{gather*}
u_{0}=\tilde{u}_{0}(x, 0)=g(x),  \tag{39}\\
u_{1}=-\hbar t\left[\tilde{u}_{0 t}+f\left(u_{0}\right)\right], \tilde{u}_{0 t}=\left.\frac{\partial}{\partial t} \tilde{u}_{0}(x, t)\right|_{t=0}  \tag{40}\\
u_{2}=(1+\hbar) u_{1}+\hbar\left(\alpha u_{0}^{p} u_{1, x}+\beta u_{0}^{2 p} u_{1, x}+\gamma u_{1, x x}+\delta u_{1, x x x}-f_{u}\left(u_{0}\right) u_{1}\right) t  \tag{41}\\
\vdots  \tag{42}\\
u_{m}=(1+\hbar) u_{m-1}+\hbar\left[\gamma u_{1, x x}+\delta u_{1, x x x}+\alpha D_{m-1}\left(\phi^{p} \phi_{x}\right)+\beta D_{m-1}\left(\phi^{2 p} \phi_{x}\right)-F\left(u_{0}, u_{1}, \cdots, u_{m-1}\right)\right] t
\end{gather*}
$$

We obtain the mth-order approximate solution and exact solution of Eq. (22) as follows

$$
\begin{equation*}
u_{m, a p p r}=\sum_{k=0}^{m} u_{k}, u_{\text {exact }}=\phi(x, t ; 1)=\lim _{m \rightarrow \infty} \sum_{k=0}^{m} u_{k} \tag{43}
\end{equation*}
$$

if we choose

$$
\begin{equation*}
\tilde{u}_{0}(x, 0)=\left\{-\frac{c(1+p)}{2 \alpha}+\frac{d(1+p) \gamma}{p \alpha} \sqrt{\frac{c^{2} p^{2}}{4 d^{2} \gamma^{2}}} \tanh \left(d \sqrt{\frac{c^{2} p^{2}}{4 d^{2} \gamma^{2}}} x\right)\right\}^{\frac{1}{p}} . \tag{44}
\end{equation*}
$$

From Eqs. (39-44), we can obtain the corresponding approximate solution of Eq. (22).

### 2.3. Example

In the following, three examples are presented to illustrate the effectiveness of the HAM. We first plot the so-called $\hbar$ curves of $u_{\text {appr }}^{\prime \prime}(0,0)$ and $u_{\text {appr }}^{\prime \prime \prime}(0,0)$ to discover the valid region of $\hbar$, which corresponds to the line segment nearly parallel to the horizontal axis. The simulate comparison between the initial exact solution, exact solution and the fourth order of approximation solution is given.

Now, we consider the small perturbation term $f=\varepsilon \tilde{f}$ in Eq. (22).
Example 1. Consider the CKdV equation with small disturbed term

$$
\begin{equation*}
u_{t}+6 u u_{x}-6 u^{2} u_{x}+u_{x x x}=\varepsilon u^{2}, 0<\varepsilon \ll 1 \tag{45}
\end{equation*}
$$

with the initial exact solution

$$
\begin{equation*}
\tilde{u}_{0}(x, t)=\frac{1}{2}-\frac{1}{2} \tanh \left[\frac{1}{2}(x-t)\right] . \tag{46}
\end{equation*}
$$

From Section 2.2, we have

$$
\begin{gather*}
u_{0}=\frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{2} x\right), \tilde{u}_{0 t}=\frac{1}{4} \operatorname{sech}^{2}\left(\frac{1}{2} x\right),  \tag{47}\\
u_{1}=-\hbar\left\{\frac{1}{4} \operatorname{sech}^{2}\left(\frac{1}{2} x\right)+\varepsilon\left[\frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{2} x\right)\right]^{2}\right\} t  \tag{48}\\
u_{2}= \\
-(1+\hbar) \hbar t\left\{\frac{1}{4} \operatorname{sech}^{2}\left(\frac{1}{2} x\right)+\varepsilon\left[\frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{2} x\right)\right]^{2}\right\} \\
-\hbar^{2} t^{2}\left\{6\left[\frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{2} x\right)\right]\left\{\frac{1}{4} \operatorname{sech}^{2}\left(\frac{1}{2} x\right)+\varepsilon\left[\frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{2} x\right)\right]^{2}\right\} x\right. \\
+6 \hbar^{2} t^{2}\left[\frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{2} x\right)\right] 2\left\{\frac{1}{4} \operatorname{sech}^{2}\left(\frac{1}{2} x\right)+\varepsilon\left[\frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{2} x\right)\right]^{2}\right\} x \\
-  \tag{49}\\
= \\
+\frac{\hbar}{2} t^{2}\left\{\frac{1}{4} \operatorname{sech}^{2}\left(\frac{1}{2} x\right)+\varepsilon\left[\frac{1}{2}-\frac{1}{2} \tanh ^{2}\left(\frac{1}{2} x\right)\right]^{2}\right\} x \hbar^{2} t^{2}\left[\frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{2} x\right)\right]\left\{\frac{1}{4} \operatorname{sech}^{2}\left(\frac{1}{2} x\right)+\varepsilon\left[\frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{2} x\right)\right]^{2}\right\} \\
+ \\
\left.+2 \hbar t \varepsilon(1+\varepsilon)+2 \sinh \left(\frac{x}{2}\right)\right] \sec h^{5}\left(\frac{x}{2}\right)\{\hbar(5 t-3-3 \varepsilon)-3-3 \varepsilon \\
\\
+\left[\hbar\left(t-\varepsilon-1+2 t \varepsilon^{2}\right)-\varepsilon-1\right] \cosh (2 x)-2 \sinh \left(\frac{x}{2}\right)[1-\varepsilon+\hbar-\varepsilon \hbar \\
\\
+ \\
\left.\left.\left.+\hbar t\left(2-3 \varepsilon+2 \varepsilon^{2}\right)+(1-\varepsilon) \cosh x+\hbar\left(1-t-\varepsilon+2 t \varepsilon^{2}\right) \cosh x\right)\right]\right\}
\end{gather*}
$$

$$
\begin{align*}
u_{\text {appr }}= & \frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{2} x\right)-\hbar\left\{\frac{1}{4} \operatorname{sech}^{2}\left(\frac{1}{2} x\right)+-\varepsilon\left[\frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{2} x\right)\right]^{2}\right\} t \\
& +\frac{\hbar t}{32}\left[\cosh \left(\frac{x}{2}\right)-\sinh \left(\frac{x}{2}\right)\right] \sec h^{5}\left(\frac{x}{2}\right)\{\hbar(5 t-3-3 \varepsilon)-3-3 \varepsilon+ \\
& 2 \hbar t \varepsilon(1+\varepsilon)+2 \cosh (x)\left[2 \varepsilon-2-2 \hbar(1+\varepsilon)+\hbar t\left(2 \varepsilon^{2}+7 \varepsilon-3\right)\right]  \tag{50}\\
& +\left[\hbar\left(t-\varepsilon-1+2 t \varepsilon^{2}\right)-\varepsilon-1\right] \cosh (2 x)-2 \sinh \left(\frac{x}{2}\right)[1-\varepsilon+\hbar-\varepsilon \hbar \\
& \left.\left.\left.+\hbar t\left(2-3 \varepsilon+2 \varepsilon^{2}\right)+(1-\varepsilon) \cosh x+\hbar\left(1-t-\varepsilon+2 t \varepsilon^{2}\right) \cosh x\right)\right]\right\}+\cdots
\end{align*}
$$

The $\hbar$ curves of $u_{\text {appr }}^{\prime \prime \prime}(0,0)$ and $u_{\text {appr }}^{\prime \prime \prime}(0,0)$ in Eq. (45) are shown in Figure 1(a), and the comparison between the initial exact solution and the fourth order of approximation solution is shown in Figure 1(b).

(a) $\varepsilon=0.1$

(b) $\varepsilon=0.01, \hbar=-0.1, t=1$


$$
\varepsilon=0.01
$$



$$
\varepsilon=0.01, \hbar=-1, t=1
$$

Figure 1. (a) The $\hbar$ curves of $u_{a p p r}^{\prime \prime}(0,0)$ and $u_{a p p r}^{\prime \prime \prime}(0,0)$ at the fourth order of approximation. (b) The initial exact solution and the fourth order of approximation solution.

Example 2. Consider the KdV-Burgers equation with small disturbed term

$$
\begin{equation*}
u_{t}+6 u u_{x}+u_{x x}-u_{x x x}=\varepsilon \sin u \tag{51}
\end{equation*}
$$

with the initial exact solution

$$
\begin{equation*}
\tilde{u}_{0}(x, t)=\frac{1}{50}\left\{1-\operatorname{coth}\left[-\frac{1}{10}\left(x-\frac{6}{25} t\right)\right]\right\}^{2} \tag{52}
\end{equation*}
$$

From Section 2.2, we have

$$
\begin{gather*}
u_{0}=\frac{1}{50}\left[1-\operatorname{coth}\left(-\frac{1}{10} x\right)\right]^{2}, \tilde{u}_{0 t}=\frac{3}{3125} \operatorname{csch}^{2}\left(\frac{1}{10} x\right)\left[1+\operatorname{coth}\left(\frac{1}{10} x\right)\right]  \tag{53}\\
u_{1}=-\hbar \varepsilon \sin \left\{\frac{1}{50}\left[1-\operatorname{coth}\left(\frac{-1}{10} x\right)\right]^{2}\right\} t-\frac{3 \hbar t}{3125} \operatorname{csch}^{2}\left(\frac{1}{10} x\right)\left[1+\operatorname{coth}\left(\frac{1}{10} x\right)\right]  \tag{54}\\
u_{2}=(1+\hbar) u_{1}+\hbar t\left(6 u_{0} u_{1, x}+u_{1, x x}-u_{1, x x x}-\varepsilon u_{1} \cos u_{0}\right)  \tag{55}\\
u_{\text {appr }}=  \tag{56}\\
\frac{1}{50}\left[1-\operatorname{coth}\left(-\frac{1}{10} x\right)\right]^{2}-\hbar \varepsilon \sin \left\{\frac{1}{50}\left[1-\operatorname{coth}\left(-\frac{1}{10} x\right)\right]^{2}\right\} t \\
\\
-\frac{3}{3125} \hbar \operatorname{tcsch}^{2}\left(\frac{1}{10} x\right)\left[1+\operatorname{coth}\left(\frac{1}{10} x\right)\right]+u_{2}+\cdots
\end{gather*}
$$

The $\hbar$ curves of $u_{\text {appr }}^{\prime \prime}(0,0)$ and $u_{\text {appr }}^{\prime \prime \prime}(0,0)$ in Eq. (51) are shown in Figure 2(a); the comparison between the initial exact solution and the fourth order of approximation solution is shown in Figure 2(b).


Figure 2. (a) The $\hbar$ curves of $u_{a p p r}^{\prime \prime}(10 \ln 2,0)$ and $u_{a p p r}^{\prime \prime \prime}(10 \ln 2,0)$ at the fourth order of approximation. (b) The initial exact solution and the fourth order of approximation solution.

Example 3. Consider the Burgers-Fisher equation

$$
\begin{equation*}
u_{t}+u^{2} u_{x}-u_{x x}=\varepsilon u\left(1-u^{2}\right) \tag{57}
\end{equation*}
$$

with the exact solution and the initial exact solution

$$
\begin{align*}
& u_{1_{\text {exact }}}=\sqrt{\frac{1}{2}-\frac{1}{2} \tanh \left[\frac{1}{3} x-\frac{1+9 \varepsilon}{9} t+\xi_{0}\right]}  \tag{58}\\
& u_{2_{\text {cexat }}}=\sqrt{\frac{1}{2}-\frac{1}{2} \operatorname{coth}\left[\frac{1}{3} x-\frac{1+9 \varepsilon}{9} t+\xi_{0}\right]}  \tag{59}\\
& \tilde{u}_{0}(x, t)=\sqrt{\frac{1}{2}-\frac{1}{2} \tanh \left[\frac{1}{3} x-\frac{1}{9} t+\xi_{0}\right]} \tag{60}
\end{align*}
$$

From Section 2.2, we have

$$
\begin{gather*}
u_{0}=\sqrt{\frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{3} x\right)}, \quad \tilde{u}_{0 t}=\operatorname{sech}^{2}\left(\frac{1}{3} x\right) / 18 \sqrt{2-2 \tanh \left(\frac{1}{3} x\right)}  \tag{61}\\
u_{1}=-\frac{\hbar t \operatorname{sech}^{2}\left(\frac{1}{3} x\right)}{18 \sqrt{2-2 \tanh \left(\frac{1}{3} x\right)}}-\hbar t \varepsilon \sqrt{\frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{3} x\right)}\left(\frac{1}{2}+\frac{1}{2} \tanh \left(\frac{1}{3} x\right)\right)  \tag{62}\\
u_{2}=(1+\hbar) u_{1}+\hbar t\left(\alpha u_{0} u_{1, x}-u_{1, x x}-\varepsilon u_{1}+3 \varepsilon u_{0}^{2} u_{1}\right) \tag{63}
\end{gather*}
$$



Figure 3. (a) The $\hbar$ curves of $u_{a p p r}^{\prime \prime}(0,0)$ and $u_{a p p r}^{\prime \prime \prime}(0,0)$ at the fourth order of approximation. (b) The exact solution, initial exact solution and the fourth order of approximation solution.

$$
\begin{align*}
u_{\text {appr }}= & \sqrt{\frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{3} x\right)}-\frac{\hbar t \operatorname{sech}^{2}\left(\frac{1}{3} x\right)}{18 \sqrt{2-2 \tanh \left(\frac{1}{3} x\right)}}  \tag{64}\\
& -\hbar t \varepsilon \sqrt{\frac{1}{2}-\frac{1}{2} \tanh \left(\frac{1}{3} x\right)}\left(\frac{1}{2}+\frac{1}{2} \tanh \left(\frac{1}{3} x\right)\right)+u_{2}+\cdots
\end{align*}
$$

The $\hbar$ curves of $u_{\text {appr }}^{\prime \prime}(0,0)$ and $u_{a p p r}^{\prime \prime \prime}(0,0)$ in Eq. (57) are shown in Figure 3(a), the comparison between the initial exact solution and the fourth order of approximation solution is shown in Figure 3(b).

## 3. Application to the generalized perturbed NLS equation

In this section, we will use the HPM and Fourier's transformation to search for the solution of the generalized perturbed nonlinear Schrödinger equation (GPNLS)

$$
\begin{equation*}
i \frac{\partial u}{\partial z}+\frac{1}{2} \beta(z) \frac{\partial^{2} u}{\partial t^{2}}+\delta(z) u|u|^{2}-i \alpha(z) u=\beta(z) f(u, z, t) . \tag{65}
\end{equation*}
$$

If we let $t \rightarrow x, z \rightarrow t$,Eq. (65) turns to the following form

$$
\begin{equation*}
i \frac{\partial u}{\partial t}+\frac{1}{2} \beta(t) \frac{\partial^{2} u}{\partial x^{2}}+\delta(t) u|u|^{2}-i \alpha(t) u=\beta(t) f(u, t, x) . \tag{66}
\end{equation*}
$$

where disturbed term $f$ is a sufficiently smooth function in a corresponding domain. $\alpha(t)$ represents the heat-insulating amplification or loss. $\beta(t)$ and $\delta(t)$ are the slowly increasing dispersion coefficient and nonlinear coefficient, respectively. The transmission of soliton in the real communication system of optical soliton is described by Eq. (66) with $f=0$ [37-39].

$$
\begin{equation*}
i \frac{\partial u}{\partial t}+\frac{1}{2} \beta(t) \frac{\partial^{2} u}{\partial x^{2}}+\delta(t) u|u|^{2}-i \alpha(t) u=0 . \tag{67}
\end{equation*}
$$

We make the transformation

$$
\begin{equation*}
u=A(t) \varphi(\xi) e^{i \eta}, \xi=k_{1} x+c_{1}(t), \eta=k_{2} x+c_{2}(t) \tag{68}
\end{equation*}
$$

With the following consistency conditions,

$$
\begin{equation*}
A(t)=c e^{\int_{0}^{t} \alpha(\tau) d \tau}, c_{1}(t)=-k_{1} k_{2} \int_{0}^{t} \beta(\tau) d \tau, c_{2}(t)=\frac{1}{2}\left(a_{2} k_{1}^{2}-k_{2}^{2}\right) \int_{0}^{t} \beta(\tau) d \tau, \delta(t)=\frac{-a_{4} k_{1}^{2}}{c^{2}} \beta(t) e^{-2 \int_{0}^{t} \alpha(\tau) d \tau} \tag{69}
\end{equation*}
$$

where $k_{1}, k_{2}, a_{2}, a_{4}, c$ are arbitrary non-zero constants.

If we let $f(u, t, x)=\frac{1}{2} k_{1}^{2} f(\varphi) e^{i \eta}$, substituting Eq. (68) into Eq. (67), we have

$$
\begin{equation*}
\varphi_{\xi \xi}^{\prime \prime}-a_{2} \varphi-2 a_{4} \varphi^{3}=f(\varphi) . \tag{70}
\end{equation*}
$$

By using the general mapping deformation method [10, 40], we can obtain the following solutions of the corresponding undisturbed Eq. (70) when $f=0$.

$$
\begin{equation*}
\tilde{\varphi}_{0}=c n\left[k_{1} x-k_{1} k_{2} \int_{0}^{t} \beta(\tau) d \tau\right] . \tag{71}
\end{equation*}
$$

In order to obtain the solution of Eq. (70), we introduce the following homotopic mapping $H(\varphi, p): R \times I \rightarrow R$,

$$
\begin{equation*}
H(\varphi, p)=L \varphi-L \tilde{\varphi}_{0}+q\left(L \tilde{\varphi}_{0}-2 a_{4} \varphi^{3}-f(\varphi)\right) . \tag{72}
\end{equation*}
$$

where $R=(-\infty,+\infty), I=[0,1], \tilde{\varphi}_{0}$ is an initial approximate solution to Eq. (70), and the linear operator $L$ is expressed as

$$
\begin{equation*}
L(u)=\varphi_{\xi \xi}^{\prime \prime}-a_{2} \varphi . \tag{73}
\end{equation*}
$$

Obviously, from mapping Eq. (72), $H(\varphi, 1)=0$ is the same as Eq. (70). Thus, the solution of Eq. (70) is the same as the solution of $H(\varphi, q)$ as $q \rightarrow 1$.

### 3.1. Approximate solution

In order to obtain the solution of Eq. (70), set

$$
\begin{equation*}
\varphi=\sum_{i=0}^{\infty} \varphi_{i}(\xi) q^{i}=\varphi_{0}+q \varphi_{1}+q^{2} \varphi_{2}+\cdots \tag{74}
\end{equation*}
$$

If we let $\varphi_{0}=\tilde{\varphi}_{0}$, notice the analytical properties of $f, \tilde{\varphi}_{0}$, and mapping Eq. (72), we can deduce that the series of Eq. (74) are uniform convergence when $q \in[0,1]$. Substituting expression (74) into $H(u, q)=0$ and expanding nonlinear terms into the power series in powers of $q$, we compare the coefficients of the same power of $q$ on both sides of the equation and we have

$$
\begin{gather*}
q^{0}: L \varphi_{0}=L \tilde{\varphi}_{0}  \tag{75}\\
q^{1}: L \varphi_{1}=f\left(\varphi_{0}\right),  \tag{76}\\
q^{2}: L \varphi_{2}=6 a_{4} \varphi_{0}^{2} \varphi_{1}+f_{\varphi}\left(\varphi_{0}\right) \varphi_{1},  \tag{77}\\
\cdots  \tag{78}\\
q^{n}: L \varphi_{n}=F\left(\varphi_{0}, \varphi_{1}, \cdots, \varphi_{n-1}\right)+2 a_{4} \sum_{k_{1}=0}^{3} \sum_{k_{2}=0}^{k_{1}} \sum_{k_{3}=0}^{k_{2}} \cdots \\
\sum_{k_{n-1}=0}^{k_{n-2}} C_{3}^{k_{1}} C_{k_{1}}^{k_{1}} C_{k_{2}}^{k_{3}} \cdots C_{k_{n-2}}^{k_{n-1}} \varphi_{0}^{3-k_{1}} \varphi_{1}^{k_{1}-k_{2}} \varphi_{2}^{k_{2}-k_{3}} \ldots \varphi_{n-2}^{k_{n-2}-k_{n-1}} \varphi_{n-1}^{k_{n-1}}
\end{gather*} .
$$

where $\quad 3 \geq k_{1} \geq k_{2} \geq \cdots \geq k_{n-1} \geq 0 \in N, \quad \sum_{j=1}^{n-1} k_{j}=n-1, n \in N^{+} \quad$ and $\quad F\left(\varphi_{0}, \varphi_{1}, \cdots, \varphi_{n-1}\right)=\frac{1}{(n-1)!} \frac{\partial^{(n-1)}}{\partial p^{n-1}}$ $\left.f\left(\varphi_{0}, \varphi_{1}, \cdots, \varphi_{n-1}\right)\right|_{p=0}$.

From Eq. (75) we have $\varphi_{0}(\xi)=\tilde{\varphi}_{0}(\xi)$. If we select $\left.\varphi_{1}\right|_{\xi=0}=0$, by using Fourier transformation and from Eq. (76), we have

$$
\begin{equation*}
\varphi_{1}=\frac{1}{\sqrt{a_{2}}} \int_{0}^{\xi} f\left(\varphi_{0}\right)\left(e^{\sqrt{a_{2}}(\xi-\tau)}-e^{-\sqrt{a_{2}}(\xi-\tau)}\right) d \tau, \quad a_{2} \neq 0, \quad f\left(\varphi_{0}\right)=f\left(\varphi_{0}(\tau)\right) \tag{79}
\end{equation*}
$$

If we select $\left.\varphi_{2}\right|_{\xi=0}=0$, from Eq. (77) we have

$$
\begin{equation*}
\varphi_{2}=\frac{1}{\sqrt{a_{2}}} \int_{0}^{\xi}\left[6 a_{4} \varphi_{0}^{2} \varphi_{1}+f_{\varphi}\left(\varphi_{0}\right) \varphi_{1}\right]\left(e^{\sqrt{a_{2}}(\xi-\tau)}-e^{-\sqrt{a_{2}}(\xi-\tau)}\right) d \tau \tag{80}
\end{equation*}
$$

where $a_{2} \neq 0, \varphi_{0}=\varphi_{0}(\tau), \varphi_{1}=\varphi_{1}(\tau)$.
We obtain the first- and second-order approximate solutions $u_{1 \mathrm{hom}}(x, t)$ and $u_{2 \mathrm{hom}}(x, t)$ of the Eq. (70) as follows:

$$
\begin{gather*}
\varphi_{1 \mathrm{hom}}(x, t)=\tilde{\varphi}_{0}+\frac{1}{\sqrt{2 m^{2}-1}} \int_{0}^{\xi} f\left(\varphi_{0}\right)\left(e^{\sqrt{2 m^{2}-1}(\xi-\tau)}-e^{-\sqrt{2 m^{2}-1}(\xi-\tau)}\right) d \tau  \tag{81}\\
u_{1 \mathrm{hom}}(x, t)=c e^{\int_{0}^{t} \alpha(\tau) d \tau+i\left[k_{2} x+\frac{1}{2} \int_{0}^{t}\left(\left(2 m^{2}-1\right) k_{1}^{2}-k_{2}^{2}\right) \beta(\tau) d \tau\right]} \varphi_{1 \mathrm{hom}}(x, t)  \tag{82}\\
\varphi_{2 \mathrm{hom}}(x, t)=\tilde{\varphi}_{0}+\frac{1}{\sqrt{2 m^{2}-1}} \int_{0}^{\xi} f\left(\varphi_{0}\right)\left(e^{\sqrt{2 m^{2}-1}(\xi-\tau)}-e^{-\sqrt{2 m^{2}-1}(\xi-\tau)}\right) d \tau  \tag{83}\\
+\frac{1}{\sqrt{2 m^{2}-1}} \int_{0}^{\xi}\left[-6 m^{2} \varphi_{0}^{2} \varphi_{1}+f_{\varphi}\left(\varphi_{0}\right) \varphi_{1}\right]\left(e^{\sqrt{2 m^{2}-1}(\xi-\tau)}-e^{-\sqrt{2 m^{2}-1}(\xi-\tau)}\right) d \tau \\
u_{2 \mathrm{hom}}(x, t)=c e^{\int_{0}^{t} \alpha(\tau) d \tau+i\left[k_{2} x+\frac{1}{2} \int_{0}^{t}\left(\left(2 m^{2}-1\right) k_{1}^{2}-k_{2}^{2}\right) \beta(\tau) d \tau\right]} \varphi_{2 \mathrm{hom}}(x, t) \tag{84}
\end{gather*}
$$

With the same process, we can also obtain the N -order approximate solution

$$
\begin{align*}
& \varphi_{n \mathrm{hom}}(x, t)= \tilde{\varphi}_{0}+\frac{1}{\sqrt{2 m^{2}-1}} \int_{0}^{\xi} f\left(\varphi_{0}\right)\left(e^{\sqrt{a_{2}}(\xi-\tau)}-e^{-\sqrt{a_{2}}(\xi-\tau)}\right) d \tau \\
&+\frac{1}{\sqrt{2 m^{2}-1}} \int_{0}^{\xi}\left[-6 m^{2} \varphi_{0}^{2} \varphi_{1}+f_{\varphi}\left(\varphi_{0}\right) \varphi_{1}\right]\left(e^{\sqrt{2 m^{2}-1}(\xi-\tau)}-e^{-\sqrt{2 m^{2}-1}(\xi-\tau)}\right) d \tau \\
&+\cdots+\frac{1}{\sqrt{2 m^{2}-1}} \int_{0}^{\xi}\left(e^{\sqrt{2 m^{2}-1}(\xi-\tau)}-e^{-\sqrt{2 m^{2}-1}(\xi-\tau)}\right)\left[F\left(\varphi_{0}, \varphi_{1}, \cdots, \varphi_{n-1}\right)-2 m^{2}\right.  \tag{85}\\
&\left.\sum_{k_{1}=0}^{3} \sum_{k_{2}=0}^{k_{1}} \sum_{k_{3}=0}^{k_{2}} \cdots \sum_{k_{n-1}=0}^{k_{n-2}} C_{3}^{k_{1}} C_{k_{1}}^{k_{2}} C_{k_{2}}^{k_{3}} \cdots C_{k_{n-2}}^{k_{n-1}} \varphi_{0}^{3-k_{1}} \varphi_{1}^{k_{1}-k_{2}} \varphi_{2}^{k_{2}-k_{3}} \cdots \varphi_{n-2}^{k_{n-2}-k_{n-1}} \varphi_{n-1}^{k_{n-1}}\right] d \tau \\
& u_{n \mathrm{hom}}(x, t)=c e^{\left.\int_{0}^{t} \alpha(\tau) d \tau+i k k_{2} x+\frac{1}{2} \int_{0}^{t}\left(\left(2 m^{2}-1\right) k_{1}^{2}-k_{2}^{2}\right) \beta(\tau) d \tau\right]} \varphi_{n \mathrm{hom}}(x, t) \tag{86}
\end{align*}
$$

where $3 \geq k_{1} \geq k_{2} \geq \cdots \geq k_{n-1} \geq 0 \in N, \sum_{j=1}^{n-1} k_{j}=n-1, n \in N^{+}$and

$$
\begin{equation*}
F\left(\varphi_{0}, \varphi_{1}, \cdots, \varphi_{n-1}\right)=\left.\frac{1}{(n-1)!} \frac{\partial^{(n-1)}}{\partial p^{n-1}} f\left(\varphi_{0}, \varphi_{1}, \cdots, \varphi_{n-1}\right)\right|_{p=0} \tag{87}
\end{equation*}
$$

### 3.2. Comparison of accuracy

In order to explain the accuracy of the expressions of the approximate solution represented by Eq. (86), we consider the small perturbation term

$$
\begin{equation*}
i \frac{\partial u}{\partial t}+\frac{1}{2} \beta(t) \frac{\partial^{2} u}{\partial x^{2}}+\delta(t) u|u|^{2}-i \alpha(t) u=\frac{1}{2} \varepsilon k_{1}^{2} \beta(t) e^{i \eta} \sin ^{n} \varphi, \tag{88}
\end{equation*}
$$

where $n \in N^{+}, \varphi=e^{-\int_{0}^{t} \alpha(\tau) d \tau-i\left(k_{2} x+\frac{1}{2}\left(a_{2} k_{1}^{2}-k_{2}^{2}\right) \int_{0}^{t} \beta(\tau) d \tau\right)} u / c, 0<\varepsilon \ll 1$.
From the discussion of Section 3.1, we obtain the second-order approximate Jacobi-like elliptic function solution of Eq. (88) as follows

$$
\begin{align*}
\varphi_{2 \mathrm{hom}}(x, t)= & c n\left[k_{1} x-k_{1} k_{2} \int_{0}^{t} \beta(\tau) d \tau\right]+\frac{\varepsilon}{\sqrt{2 m^{2}-1}} \int_{0}^{\xi} \sin ^{n}\left(\varphi_{0}\right)\left(e^{\sqrt{2 m^{2}-1}(\xi-\tau)}\right. \\
& \left.-e^{-\sqrt{2 m^{2}-1}(\xi-\tau)}\right) d \tau+\frac{1}{\sqrt{2 m^{2}-1}} \int_{0}^{\xi}\left[-6 m^{2} \varphi_{0}^{2} \varphi_{1}+\varepsilon n \sin ^{n-1}\left(\varphi_{0}\right)\right.  \tag{89}\\
& \left.\cos \left(\varphi_{0}\right) \varphi_{1}\right]\left(e^{\sqrt{2 m^{2}-1}(\xi-\tau)}-e^{-\sqrt{2 m^{2}-1}(\xi-\tau)}\right) d \tau \\
\left.\left.u_{2 \operatorname{hom}}(x, t)=c e^{\int_{0}^{t} \alpha(\tau) d \tau+i k_{2} x+\frac{1}{2}} \int_{0}^{t}\left(\left(2 m^{2}-1\right)\right)_{1}^{2}-k_{2}^{2}\right) \beta(\tau) d \tau\right] & \varphi_{2 \mathrm{hom}}(x, t) . \tag{90}
\end{align*}
$$

Set $\varphi_{\text {exa }}(x, t)=\sum_{i=0}^{\infty} \varphi_{i}(x, t)$ to be an exact solution of Eq. (88), notice that

$$
\begin{align*}
L\left(\varphi_{\text {exa }}-\varphi_{2 \mathrm{hom}}\right)= & f(\varphi)+2 a_{4} \varphi_{\text {exa }}{ }^{3}-\left[2 a_{4} \varphi_{0}^{3}+f\left(\varphi_{0}\right)+6 a_{4} \varphi_{0}^{2} \varphi_{1}\right. \\
& \left.+f_{\varphi}\left(\varphi_{0}\right) \varphi_{1}\right]=\varepsilon \sin ^{n}\left(\sum_{i=0}^{\infty} \varphi_{i}\right)+2 a_{4}\left(\sum_{i=0}^{\infty} \varphi_{i}\right)^{3}-\left[2 a_{4} \varphi_{0}^{3}+\varepsilon \sin ^{n}\left(\varphi_{0}\right),\right.  \tag{91}\\
& \left.+6 a_{4} \varphi_{0}^{2} \varphi_{1}+\varepsilon n \sin ^{n-1}\left(\varphi_{0}\right) \cos \left(\varphi_{0}\right) \varphi_{1}\right]=O\left(\varepsilon^{2}\right)
\end{align*}
$$

where $0<\varepsilon \ll 1$, selecting arbitrary constants such that $\varphi_{\text {exa }}(0)=\varphi_{\text {2hom }}(0)$, from the fixed point theorem [41], we have $\varphi_{\text {exa }}-\varphi_{2 \text { hom }}=O\left(\varepsilon^{2}\right)$, then

$$
\begin{align*}
\left|u_{\text {exa }}-u_{2 \mathrm{hom}}\right| & =\left|A(t) e^{i \eta}\left[\varphi_{\text {exa }}-\varphi_{2 \mathrm{hom}}\right]\right| \\
& =\left|\frac{\varepsilon^{2} A n \sin ^{n-1}\left(\varphi_{0}\right) \cos \left(\varphi_{0}\right)}{\sqrt{2 m^{2}-1}} \int_{0}^{\xi} \sin ^{n}\left(\varphi_{0}\right)\left(e^{\sqrt{a_{2}(\xi-\tau)}}-e^{-\sqrt{a_{2}}(\xi-\tau)}\right) d \tau\right|=O\left(\varepsilon^{2}\right) . \tag{92}
\end{align*}
$$



Figure 4. A comparison between the curves of solutions $\left|u_{1 \mathrm{hom}}(\xi)\right|$ (solid line) and $\left|u_{0}(\xi)\right|$ (dashed line) with $\varepsilon=0.01$.


Figure 5. A comparison between the curves of solutions $\left|u_{1 \text { hom }}(\xi)\right|$ (solid line) and $\left|u_{0}(\xi)\right|$ (dashed line) with $\varepsilon=0.001$.
Therefore, from the above result, we know that the approximate solution, $u_{2 h o m}$, obtained by asymptotic method and possesses better accuracy.

Set $A(t)=1, k_{1}=k_{2}=1, \beta(t)=1, m \rightarrow 1, n=1, \xi \in[0,3]$ and $\varepsilon=0.01,0.001$ for Eq. (90), and then, we will have the curves of solutions $\left|u_{\text {1hom }}(\xi)\right|$ and $\left|u_{0}(\xi)\right|$ and be able to compare them; see Figures 4 and 5. From Figures 4 and 5, it is easy to see that as $0<\varepsilon \ll 1$ is a small parameter, and the solutions $\left|u_{1 \mathrm{hom}}(\xi)\right|$ and $\left|u_{0}(\xi)\right|$ are very close to each other. This behavior is coincident with that of the approximate solution of the weakly disturbed evolution in Eq. (88).

## 4. Conclusions

We research the generalized perturbed KdV-Burgers equation and GPNLS equation by using the HAM and HPM; these two powerful straightforward methods are much more simple and efficient than some other asymptotic methods such as perturbation method and Adomian decomposition method and so on. The Jacobi elliptic function and solitary wave approximate solution with arbitrary degree of accuracy for the disturbed equation are researched, which
shows that these two methods have wide applications in science and engineering and also can be used in the soliton equation with complex variables, but it is still worth to research whether or not these two methods can be used in the system with high dimension and high order.
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#### Abstract

Both the scalar Green function and the dyadic Green function of an electromagnetic field and the transform from the scalar to dyadic Green function are introduced. The Green function of a transmission line and the propagators are also presented in this chapter.
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## 1. Introduction

In 1828, Green introduced a function, which he called a potential, for calculating the distribution of a charge on a surface bounding a region in Rn in the presence of external electromagnetic forces. The Green function has been an interesting topic in modern physics and engineering, especially for the electromagnetic theory in various source distributions (charge, current, and magnetic current), various construct conductors, and dielectric. Even though most problems can be solved without the use of Green functions, the symbolic simplicity with which they could be used to express relationships makes the formulations of many problems simpler and more compact. Moreover, it is easier to conceptualize many problems; especially the dyadic Green function is generalized to layered media of planar, cylindrical, and spherical configurations.

## 2. Definition of Green function

### 2.1. Mathematics definition

For the linear operator, there are: $\hat{L} x=f(t), t>0$;

$$
\begin{equation*}
\left.x(t)\right|_{t=0}=y_{0} ;\left.\cdots x^{(n)}(t)\right|_{t=0}=y_{n} \tag{1}
\end{equation*}
$$

Rewriting Eq. (1) as:

$$
\begin{equation*}
\hat{L} x=\int f\left(t^{\prime}\right) \delta\left(t-t^{\prime}\right) d t^{\prime} \tag{2}
\end{equation*}
$$

Defining the Green function as:

$$
\begin{equation*}
\hat{L} G\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \tag{3}
\end{equation*}
$$

So, the solution of Eq. (1) is:

$$
\begin{equation*}
x(t)=\int f\left(t^{\prime}\right) G\left(t, t^{\prime}\right) d t^{\prime} \tag{4}
\end{equation*}
$$

We give several types of Green functions [1]

$$
\begin{array}{ll}
\hat{L}=-\left(\frac{\left(d^{2}\right.}{d t^{t}}+2 \gamma \frac{d}{d t}+\omega_{0}^{2}\right) & G\left(t, t^{\prime}\right)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \frac{\exp \left[-i\left(t-t^{\prime}\right) k\right]}{k^{2}+2 i \gamma-\omega_{0}^{2}} d k \\
\hat{L}=-\left[f_{0}(t) \frac{d^{2}}{d t^{2}}+f_{1}(t) \frac{d}{d t}+f_{2}(t)\right) & G\left(t, t^{\prime}\right)=-\frac{\Psi_{1}(t) \psi_{2}(t)-\Psi_{2}(t) \Psi_{( }(t)}{\left.f_{0}(t) \Psi_{1}(t) \Psi_{2}(t)-\Psi_{1}(t) \Psi_{2}(t)\right]} \\
\hat{L}=-\frac{d}{d t}\left[\left(1-t^{2}\right) \frac{d}{d t}\right] & G\left(t, t^{\prime}\right)=\frac{1}{2}+\sum_{n=1}^{\infty} \frac{1}{n(n+1)} \cdot \frac{2 n+1}{2} P_{n}(t) P_{n}\left(t^{\prime}\right)
\end{array}
$$

## 3. The scalar Green function

### 3.1. The scalar Green function of an electromagnetic field

The Green function of a wave equation is the solution of the wave equation for a point source [2]. And when the solution to the wave equation due to a point source is known, the solution due to a general source can be obtained by the principle of linear superposition (see Figure 1).

This is merely a result of the linearity of the wave equation, and that a general source is just a linear superposition of point sources. For example, to obtain the solution to the scalar wave equation in $V$ in Figure 1

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \varphi(\mathbf{r})=s(\mathbf{r}) \tag{5}
\end{equation*}
$$

we first seek the Green function in the same $V$, which is the solution to the following equation:

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) g\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{6}
\end{equation*}
$$

Given $g\left(\mathbf{r}, \mathbf{r}^{\prime}\right), \phi(\mathbf{r})$ can be found easily from the principle of linear superposition, since $g\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ is the solution to Eq. (5) with a point source on the right-hand side. To see this more clearly, note that an arbitrary source $s(\mathbf{r})$ is just


Figure 1. The radiation of a source $s(\mathbf{r})$ in a volume $V$.

$$
\begin{equation*}
s(\mathbf{r})=\int d \mathbf{r}^{\prime} s\left(\mathbf{r}^{\prime}\right) \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{7}
\end{equation*}
$$

which is actually a linear superposition of point sources in mathematical terms. Consequently, the solution to Eq. (5) is just

$$
\begin{equation*}
\varphi(\mathbf{r})=-\int_{V} d \mathbf{r}^{\prime} g\left(\mathbf{r}, \mathbf{r}^{\prime}\right) s\left(\mathbf{r}^{\prime}\right) \tag{8}
\end{equation*}
$$

which is an integral linear superposition of the solution of Eq. (6). Moreover, it can be seen that $\mathbf{g}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \equiv \mathbf{g}\left(\mathbf{r}^{\prime}, \mathbf{r}\right)$ from reciprocity irrespective of the shape of $V$.
To find the solution of Eq. (6) for an unbounded, homogeneous medium, one solves it in spherical coordinates with the origin at $\mathbf{r}^{\prime}$. By so doing, Eq. (6) becomes

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) g(\mathbf{r})=\delta(x) \delta(y) \delta(z) \tag{9}
\end{equation*}
$$

But due to the spherical symmetry of a point source, $g(\mathbf{r})$ must also be spherically symmetric. Then, for $\mathbf{r} \neq 0$, adopt the proper coordinate origin (the vector $\mathbf{r}$ is replaced by the scalar $r$ ), the homogeneous, spherically symmetric solution to Eq. (9) is given by

$$
\begin{equation*}
g(r)=c_{1} \frac{e^{i k r}}{r}+c_{2} \frac{e^{-i k r}}{r} \tag{10}
\end{equation*}
$$

Since sources are absent at infinity, physical grounds then imply that only an outgoing solution can exist; hence,

$$
\begin{equation*}
g(r)=c \frac{e^{i k r}}{r} \tag{11}
\end{equation*}
$$

The constant $c$ is found by matching the singularities at the origin on both sides of Eq. (9). To do this, we substitute Eq. (11) into Eq. (9) and integrate Eq. (9) over a small volume about the origin to yield

$$
\begin{equation*}
\int_{\Delta V} d V \nabla \cdot \nabla \frac{c e^{i k \mathbf{r}}}{r}+\int_{\Delta V} d V k^{2} \frac{c e^{i k r}}{r}=-1 \tag{12}
\end{equation*}
$$

Note that the second integral vanishes when $\Delta V \rightarrow 0$ because $d V=4 \pi r 2 d r$. Moreover, the first integral in Eq. (12) can be converted into a surface integral using Gauss theorem to obtain

$$
\begin{equation*}
\lim _{r \rightarrow 0} 4 \pi r^{2} \frac{d}{d r} c \frac{e^{i k r}}{r}=-1 \tag{13}
\end{equation*}
$$

or $c=1 /(4 \pi)$.
The solution to Eq. (6) must depend only on $\mathbf{r}-\mathbf{r}^{\prime}$. Therefore, in general,

$$
\begin{equation*}
g\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=g\left(\mathbf{r}-\mathbf{r}^{\prime}\right)=\frac{e^{i k\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}}{4 \pi\left(\mathbf{r}-\mathbf{r}^{\prime}\right)} \tag{14}
\end{equation*}
$$

implying that $g\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ is translationally invariant for unbounded, homogeneous media. Consequently, the solution to Eq. (5), from Eq. (9), is then

$$
\begin{equation*}
\varphi(\mathbf{r})=-\int_{V} d \mathbf{r}^{\prime} \frac{e^{i k\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}}{4 \pi\left(\mathbf{r}-\mathbf{r}^{\prime}\right)} s\left(\mathbf{r}^{\prime}\right) \tag{15}
\end{equation*}
$$

Once $\varphi(\mathbf{r})$ and $\hat{n} \cdot \nabla \varphi(\mathbf{r})$ are known on $S$, then $\varphi\left(\mathbf{r}^{\prime}\right)$ away from $S$ could be found

$$
\begin{equation*}
\varphi\left(\mathbf{r}^{\prime}\right)=\oint_{S} d S \hat{n} \cdot\left[g\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \nabla \varphi(\mathbf{r})-\varphi(\mathbf{r}) \nabla g\left(\mathbf{r}, \mathbf{r}^{\prime}\right)\right] \tag{16}
\end{equation*}
$$

### 3.2. The scalar Green functions of one-dimensional transmission lines

We consider a transmission line excited by a distributed current source, $K(x)$, as sketched in Figure 2. The line may be finite or infinite, and it may be terminated at either end with impedance or by another line [3]. For a harmonically oscillating current source $K(x)$, the voltage and the current on the line satisfy the following pair of equations:


Figure 2. Transmission line excited by a distributed current source, $K(x)$.

$$
\begin{gather*}
\frac{\mathrm{d} V(x)}{d x}=i \omega L I(x)  \tag{17}\\
\frac{d I(x)}{d x}=i \omega C V(x)+K(x) \tag{18}
\end{gather*}
$$

$L$ and $C$ denote, respectively, the distributed inductance and capacitance of the line.
By eliminating $I(x)$ between Eq. (17) and Eq. (18), there is

$$
\begin{equation*}
\frac{d^{2} V(x)}{d x^{2}}+k^{2} V(x)=i \omega L K(x) \tag{19}
\end{equation*}
$$

where $k=\omega \sqrt{L C}$ denotes the propagation constant of the line. Eq. (19) has been designated as an inhomogeneous one-dimensional scalar wave equation.

The Green function pertaining to a one-dimensional scalar wave equation of the form of Eq. (19), denoted by $g\left(x, x^{\prime}\right)$, is a solution of the Eq. (9). The solution for $g\left(x, x^{\prime}\right)$ is not completely determined unless there are two boundary conditions which the function must satisfy at the extremities of the spatial domain in which the function is defined. The boundary conditions which must be satisfied by $g\left(x, x^{\prime}\right)$ are the same as those dictated by the original function which we intend to determine, namely, $V(x)$ in the present case. For this reason, the Green functions are classified according to the boundary conditions, which they must obey. Some of the typical ones (for the transmission line) are illustrated in Figure 3.

In general, the subscript 0 designates infinite domain so that we have outgoing waves at $x \rightarrow \pm \infty$, often called the radiation condition. Subscript 1 means that one of the boundary conditions satisfies the so-called Dirichlet condition, while the other satisfies the radiation condition. When one of the boundary conditions satisfies the so-called Neumann condition, we use subscript 2. Subscript 3 is reserved for the mixed type. Actually, we should have used a double subscript for two distinct boundary conditions. For example, case (b) of Figure 3 should be denoted by $g 01$, indicating that one radiation condition and one Dirichlet condition are involved. With such an understanding, the simplified notation should be acceptable.

In case (d), a superscript becomes necessary because we have two sets of line voltage and current (V1,I1) and (V2,I2) in this problem, and the Green function also has different forms in the two regions. The first superscript denotes the region where this function is defined, and the second superscript denotes the region where the source is located.

Let the domain of $\mathbf{x}$ corresponds to ( $x 1, x 2$ ). The function $g\left(x, x^{\prime}\right)$ in Eq. (9) can represent any of the three types, $g 0, g 1$, and $g 2$, illustrated in Figures 3a-c, respectively. The treatment of case (d) is slightly different, and it will be formulated later.
(a) By multiplying Eq. (19) by $g\left(x, x^{\prime}\right)$ and Eq. (9) by $V(x)$ and taking the difference of the two resultant equations, we obtain

$$
\begin{equation*}
\int_{x_{1}}^{x_{2}}\left[V(x) \frac{d^{2} g_{0}\left(x, x^{\prime}\right)}{d x^{2}}-g_{0}\left(x, x^{\prime}\right) \frac{d^{2} V\left(x, x^{\prime}\right)}{d x^{2}}\right] d x=-\int_{x_{1}}^{x_{2}} V(x) \delta\left(x-x^{\prime}\right) d x-i \omega L \int_{x_{1}}^{x_{2}} K(x) g_{0}\left(x, x^{\prime}\right) d x \tag{20}
\end{equation*}
$$



Figure 3. Classification of Green functions according to the boundary conditions.
The first term at the right-hand side of the above equation is simply $V(x l)$, and the term at the left-hand side can be simplified by integration by parts, which gives

$$
\begin{equation*}
V\left(x^{\prime}\right)=-i \omega L \int_{x_{1}}^{x_{2}} g_{0}\left(x, x^{\prime}\right) K(x) d x \tag{21}
\end{equation*}
$$

If we use the unprimed variable $x$ to denote the position of a field point, as usually is the case, Eq. (21) can be changed to [4]

$$
\begin{align*}
V(x) & =-i \omega L \int_{x_{1}}^{x_{2}} g\left(x^{\prime}, x\right) K\left(x^{\prime}\right) d x^{\prime}  \tag{22}\\
& =-i \omega L \int_{x_{1}}^{x_{2}} g_{0}\left(x, x^{\prime}\right) K\left(x^{\prime}\right) d x^{\prime}
\end{align*}
$$

The last identity is due to the symmetrical property of the Green function. The shifting of the primed and unprimed variables is often practiced in our work. For this reason, it is important to point out that $g\left(x^{\prime}, x\right)$, by definition, satisfies the Eq. (9).

The general solutions for Eq. (9) in the two regions (see Figure 3a) are

$$
g_{0}\left(x, x^{\prime}\right)=\left\{\begin{array}{c}
i /(2 k) e^{i k\left(x-x^{\prime}\right)}, x \geq x^{\prime}  \tag{23}\\
i /(2 k) e^{-i k\left(x-x^{\prime}\right)}, x \leq x^{\prime}
\end{array}\right.
$$

The choice of the above functions is done with the proper satisfaction of boundary conditions at infinity. At $x=x^{\prime}$, the function must be continuous, and its derivative is discontinuous.

They are: $\left[g_{0}\left(x, x^{\prime}\right)\right]_{x^{\prime}-0}^{x^{\prime}+0}=0$, and $\left[\frac{d g_{0}\left(x, x^{\prime}\right)}{d x}\right]_{x^{\prime}-0}^{x^{\prime}+0}=-1$
The physical interpretation of these two conditions is that the voltage at $x^{\prime}$ is continuous, but the difference of the line currents at $x^{\prime}$ must be equal to the source current.
(b) The choice of this type of function is done with the proper satisfaction of boundary conditions. At $x=x^{\prime}$, the function must be continuous, its derivative is discontinuous, and a Dirichlet condition is satisfied at $x=0$.

$$
g_{1}\left(x, x^{\prime}\right)=\left\{\begin{array}{c}
\iota /(2 \kappa)\left[e^{t \kappa\left(x-x^{\prime}\right)}-e^{\iota k\left(x+x^{\prime}\right)}\right], x \geq x^{\prime}  \tag{24}\\
\iota /(2 \kappa)\left[e^{-\iota \kappa\left(x-x^{\prime}\right)}-e^{\iota \kappa\left(x+x^{\prime}\right)}\right], 0 \leq x \leq x^{\prime}
\end{array}\right.
$$

In view of Eq. (24), it can be interpreted as consisting of an incident and a scattered wave; that is

$$
\begin{equation*}
g_{1}\left(x, x^{\prime}\right)=g_{0}\left(x, x^{\prime}\right)+g_{1 s}\left(x, x^{\prime}\right) \tag{25}
\end{equation*}
$$

where $g_{1 s}\left(x, x^{\prime}\right)=\frac{-i}{2 k} e^{i k\left(x+x^{\prime}\right)}$.
Such a notion is not only physically useful, but mathematically it offers a shortcut to finding a composite Green function. It is called as the shortcut method or the method of scattering superposition.
(c) Similarly, the method of scattering superposition suggests that we can start with

$$
\begin{equation*}
g_{2}\left(x, x^{\prime}\right)=g_{0}\left(x, x^{\prime}\right)+A e^{i k x} \tag{26}
\end{equation*}
$$

To satisfy the Neumann condition at $x=0$, we require

$$
\begin{equation*}
\left[\frac{d g_{0}\left(x, x^{\prime}\right)}{d x}+i k A e^{i k x}\right]_{x=0}=0 \tag{27}
\end{equation*}
$$

Hence

$$
\begin{gather*}
A=\frac{i}{2 k} e^{i k x^{\prime}}  \tag{28}\\
g_{2}\left(x, x^{\prime}\right)=i /(2 k)\left\{\begin{array}{c}
e^{i k\left(x-x^{\prime}\right)}+e^{i k\left(x+x^{\prime}\right)}, x \geq x^{\prime} \\
e^{-i k\left(x-x^{\prime}\right)}+e^{i k\left(x+x^{\prime}\right)}, 0 \leq x \leq x^{\prime}
\end{array}\right. \tag{29}
\end{gather*}
$$

(d) In this case, we have two differential equations to start with

$$
\begin{gather*}
\frac{d^{2} V_{1}(x)}{d x^{2}}+k_{1}^{2} V_{1}(x)=i \omega L_{1} K_{1}(x), x \geq 0  \tag{30}\\
\frac{d^{2} V_{2}(x)}{d x^{2}}+k_{2}^{2} V_{2}(x)=0, x \leq 0 \tag{31}
\end{gather*}
$$

It is assumed that the current source is located in region 1 (see Figure 3d). We introduce two Green functions of the third kind, denoted by $g(11)\left(x, x^{\prime}\right)$ and $g(21)\left(x, x^{\prime}\right) . g(21)$, the first number of the superscript corresponds to the region where the function is defined. The second number corresponds to the region where the source is located; then

$$
\begin{gather*}
\frac{d^{2} g^{(11)}\left(x, x^{\prime}\right)}{d x^{2}}+k_{1}^{2} g^{(11)}\left(x, x^{\prime}\right)=-\delta\left(x-x^{\prime}\right), x \geq 0  \tag{32}\\
\frac{d^{2} g^{(21)}\left(x, x^{\prime}\right)}{d x^{2}}+k_{2}^{2} g^{(21)}\left(x, x^{\prime}\right)=0, x \leq 0 \tag{33}
\end{gather*}
$$

At the junction corresponding to $x=0, g(11)$ and $g(21)$ satisfy the boundary condition that

$$
\begin{gather*}
g^{(11)}\left(x, x^{\prime}\right)_{x=0}=g^{(21)}\left(x, x^{\prime}\right)_{x=0}  \tag{34}\\
\frac{1}{L_{1}} \frac{d g^{(11)}\left(x, x^{\prime}\right)}{d x}=\frac{1}{x=0} \frac{d g^{(21)}\left(x, x^{\prime}\right)}{d x}{ }_{x=0} \tag{35}
\end{gather*}
$$

The last condition corresponds to the physical requirement that the current at the junction must be continuous. Again, by means of the method of scattering superposition, there are

$$
\begin{align*}
g^{(11)}\left(x, x^{\prime}\right) & =g_{0}\left(x, x^{\prime}\right)+g_{s}^{(11)}\left(x, x^{\prime}\right) \\
& =\frac{i}{2 k_{1}}\left\{\begin{array}{l}
e^{i k_{1}\left(x-x^{\prime}\right)}+\operatorname{Re}^{i k_{1}\left(x-x^{\prime}\right)}, x \geq x^{\prime} \\
e^{-i k_{1}\left(x-x^{\prime}\right)}+\operatorname{Re}^{i k_{1}\left(x+x^{\prime}\right)}, 0 \leq x \leq x^{\prime}
\end{array}\right.  \tag{36}\\
g^{(21)}\left(x, x^{\prime}\right) & =\frac{i}{2 k_{1}} T e^{-i\left(k_{2} x-k_{1} x^{\prime}\right)}, x \geq 0 \tag{37}
\end{align*}
$$

The characteristic impedance of the lines, respectively, is

$$
\begin{equation*}
z_{1}=\left(\frac{L_{1}}{C_{1}}\right)^{1 / 2}, z_{2}=\left(\frac{L_{2}}{C_{2}}\right)^{1 / 2} \tag{38}
\end{equation*}
$$

By the boundary condition, there are

$$
\begin{equation*}
R=\frac{z_{2}-z_{1}}{z_{2}+z_{1}}, T=\frac{2 z_{2}}{z_{2}+z_{1}} \tag{39}
\end{equation*}
$$

Example: Green function solution of nonlinear Schrodinger equation in the time domain [5].
The nonlinear Schrodinger equation including nonresonant and resonant nonlinear items is:

$$
\begin{gather*}
\frac{\partial A}{\partial z}+\frac{i}{2} \beta_{2} \frac{\partial^{2} A}{\partial t^{2}}-\frac{1}{6} \beta_{3} \frac{\partial^{3} A}{\partial t^{3}}=-\frac{a}{2} A+i \frac{3 k_{0}}{8 n A_{\mathrm{eff}}} \chi_{N R}^{(3)}|A|^{2} A \\
\quad+\frac{i k_{0} g\left(\omega_{0}\right)\left[1-i f\left(\omega_{0}\right)\right]}{2 n A_{\mathrm{eff}}} A \int_{-\infty}^{t} \chi_{R}^{(3)}(t-\tau)|A(\tau)|^{2} d \tau \tag{40}
\end{gather*}
$$

Where $A$ is the field, $\beta_{2}$ and $\beta_{3}$ are the second and third order dispersion, respectively. $A(z)$ is the fiber absorption profile. $k_{0}=\omega_{0} / c, \omega_{0}$ is the center frequency. $A_{\text {eff }}$ is the effective core area. $n$ is the refractive index.

$$
\begin{align*}
& f\left(\omega_{1}+\omega_{2}+\omega_{3}\right)=\frac{2\left(\omega_{1}+\omega_{2}+\omega_{3}\right)(1-|\Gamma|)}{-2\left(\omega_{1}+\omega_{2}+\omega_{3}\right)^{2}-2|\Gamma|+|\Gamma|^{2}}  \tag{41}\\
& g\left(\omega_{1}+\omega_{2}+\omega_{3}\right)=\left[-2\left(\omega_{1}+\omega_{2}+\omega_{3}\right)^{2}-2|\Gamma|+|\Gamma|^{2}\right] \tag{42}
\end{align*}
$$

where $g\left(\omega_{1}+\omega_{2}+\omega_{3}\right)$ is the Raman gain and $f\left(\omega_{1}+\omega_{2}+\omega_{3}\right)$ is the Raman nongain coefficient. $\Gamma$ is the attenuation coefficient.

The original nonlinear part is divided into the nonresonant and resonant susceptibility items $\chi_{N R}^{(3)}$ and $\chi_{R}^{(3)}$. The solution has the form:

$$
\begin{equation*}
A(z, t)=\varphi(t) e^{-i E z} \tag{43}
\end{equation*}
$$

Then, there is:

$$
\begin{equation*}
\frac{1}{2} \beta_{2} \frac{\partial^{2} \phi}{\partial t^{2}}+\frac{i}{6} \beta_{3} \frac{\partial^{3} \phi}{\partial t^{3}}-\frac{3 k_{0}}{8 n A_{\text {eff }}} \chi_{N R}^{(3)}|\phi|^{2} \phi-\frac{k_{0} g\left(\omega_{s}\right)\left[1-i f\left(\omega_{s}\right)\right]}{2 n A_{\text {eff }}} \phi \int_{-\infty}^{+\infty} \chi_{N}^{(3)}(t-\tau)|\phi(\tau)| d \tau=E \phi \tag{44}
\end{equation*}
$$

Let:

$$
\begin{gather*}
\hat{H}_{0}(t)=\frac{1}{2} \beta_{2} \frac{\partial^{2}}{\partial t^{2}}+\frac{i}{6} \beta_{3} \frac{\partial^{3}}{\partial t^{3}}  \tag{45}\\
\hat{V}(t)=\frac{-3 k_{0}}{8 n A_{\text {eff }}} \chi_{N R}^{(3)}|\phi|-\frac{k_{0} g\left(\omega_{s}\right)\left[1-i f\left(\omega_{s}\right)\right]}{2 n A_{\text {eff }}} \int_{-\infty}^{+\infty} \chi_{R}^{(3)}(t-\tau)|\phi(\tau)|^{2} d \tau \tag{46}
\end{gather*}
$$

and taking the operator $\hat{V}(t)$ as a perturbation item, the eigenequation $-\sum_{n=2}^{k} \frac{i^{n}}{n!} \beta^{\frac{\partial^{n} \phi}{\partial T^{n}}}=E \phi$ is

$$
\begin{equation*}
\frac{1}{2} \beta_{2} \frac{\partial^{2} \phi}{\partial T^{2}}+\frac{i}{6} \beta_{3} \frac{\partial^{3} \phi}{\partial T^{3}}=E \phi \tag{47}
\end{equation*}
$$

Assuming $E=1$, we get the corresponding characteristic equation:

$$
\begin{equation*}
-\frac{1}{2} \beta_{2} r^{2}+\frac{\beta_{3}}{6} r^{3}=E \tag{48}
\end{equation*}
$$

Its characteristic roots are $r_{1}, r_{2}, r_{3}$. The solution can be represented as:

$$
\begin{equation*}
\phi=c_{1} \phi_{1}+c_{2} \phi_{2}+c_{3} \phi_{3} \tag{49}
\end{equation*}
$$

where $\varphi_{m}=\exp \left(i r_{m} t\right), m=1,2,3$, and $c_{1}, c_{2}, c_{3}$ are determined by the initial pulse. The Green function of Eq. (47) is:

$$
\begin{equation*}
\left(E-\hat{H}_{0}(t)\right) G_{0}\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \tag{50}
\end{equation*}
$$

Constructing the Green function as:

$$
G_{0}\left(t, t^{\prime}\right)=\left\{\begin{array}{l}
a_{1} \phi_{1}+a_{2} \phi_{2}+a_{3} \phi_{3}, t>t^{\prime}  \tag{51}\\
b_{1} \phi_{1}+b_{2} \phi_{2}+b_{3} \phi_{3}, t<t^{\prime}
\end{array}\right.
$$

At the point $t=t^{\prime}$, there are:

$$
\begin{gather*}
a_{1} \phi_{1}\left(t^{\prime}\right)+a_{2} \phi_{2}\left(t^{\prime}\right)+a_{3} \phi_{3}\left(t^{\prime}\right)=b_{1} \phi_{1}\left(t^{\prime}\right)+b_{2} \phi_{2}\left(t^{\prime}\right)+b_{3} \phi_{3}\left(t^{\prime}\right)  \tag{52}\\
a_{1} \phi_{1}^{\prime}\left(t^{\prime}\right)+a_{2} \phi_{2}^{\prime}\left(t^{\prime}\right)+a_{3} \phi_{3}^{\prime}\left(t^{\prime}\right)=b_{1} \phi_{1}^{\prime}\left(t^{\prime}\right)+b_{2} \phi_{2}^{\prime}\left(t^{\prime}\right)+b_{3} \phi_{3}^{\prime}\left(t^{\prime}\right)  \tag{53}\\
a_{1} \phi_{1}^{\prime \prime}\left(t^{\prime}\right)+a_{2} \phi_{2}^{\prime \prime}\left(t^{\prime}\right)+a_{3} \phi_{3}^{\prime \prime}{ }_{3}\left(t^{\prime}\right)-b_{1} \phi_{1}^{\prime \prime}{ }_{1}\left(t^{\prime}\right)-b_{2} \phi_{2}^{\prime \prime}\left(t^{\prime}\right)-b_{3} \phi_{3}^{\prime \prime}\left(t^{\prime}\right)=-6 i / \beta_{3} \tag{54}
\end{gather*}
$$

It is reasonable to let $b_{1}=b_{2}=b_{3}=0$, then:

$$
\begin{gather*}
a_{1}=\frac{\phi_{2} \dot{\phi}_{3}-\dot{\phi}_{2} \phi_{3}}{W\left(t^{\prime}\right)}, a_{2}=\frac{\phi_{3} \dot{\phi}_{1}-\dot{\phi}_{3} \phi_{1}}{W\left(t^{\prime}\right)}, a_{3}=\frac{\phi_{1} \dot{\phi}_{2}-\dot{\phi}_{1} \phi_{2}}{W\left(t^{\prime}\right)}  \tag{55}\\
W\left(t^{\prime}\right)=\left|\begin{array}{ccc}
\phi_{1} & \phi_{2} & \phi_{3} \\
\phi_{1}^{(1)} & \phi_{2}^{(1)} & \phi_{3}^{(1)} \\
\phi_{1}^{(2)} & \phi_{2}^{(2)} & \phi_{3}^{(2)}
\end{array}\right| \tag{56}
\end{gather*}
$$

Finally, the solution of Eq. (44) can be written with the eigenfunction and Green function:

$$
\begin{align*}
& \phi(t)=\phi(t)+\int G_{0}\left(t, t^{\prime}\right) V\left(t^{\prime}\right) \phi\left(t^{\prime}\right) d t^{\prime} \\
&=\varphi(t)+\int G_{0}\left(t, t^{\prime}, E\right) V\left(t^{\prime}\right) \varphi\left(t^{\prime}\right) d t^{\prime}+\int d t^{\prime} G_{0}\left(t, t^{\prime}, E\right) V\left(t^{\prime}\right) \int G_{0}\left(t^{\prime}, t^{\prime \prime}, E\right) V\left(t^{\prime \prime}\right) \phi\left(t^{\prime \prime}\right) d t^{\prime \prime} \\
&=\varphi(t)+\int G_{0}\left(t, t^{\prime}, E\right) V\left(t^{\prime}\right) \varphi\left(t^{\prime}\right) d t^{\prime}+\int d t^{\prime} G_{0}\left(t, t^{\prime}, E\right) V\left(t^{\prime}\right) \int G_{0}\left(t^{\prime}, t^{\prime \prime}, E\right) V\left(t^{\prime \prime}\right) \varphi\left(t^{\prime \prime}\right) d t^{\prime \prime}+\cdots  \tag{57}\\
&+\underbrace{\int d t^{\prime} G_{0}\left(t, t^{\prime}\right) V\left(t^{\prime}\right) \int G_{0}\left(t^{\prime}, t^{\prime \prime}\right) V\left(t^{\prime \prime}\right) d t^{\prime \prime} \ldots}_{\text {times } l} G_{0}\left(t^{l}, t^{l+1}\right) V\left(t^{l+1}\right) \phi\left(t^{l+1}\right) d t^{l+1}
\end{align*}
$$

The accuracy can be estimated by the last term of Eq. (57).

## 4. The dyadic Green function

### 4.1. The dyadic Green function for the electromagnetic field in a homogeneous isotropic medium

The Green function for the scalar wave equation could be used to find the dyadic Green function for the vector wave equation in a homogeneous, isotropic medium [3]. First, notice that the vector wave equation in a homogeneous, isotropic medium is

$$
\begin{equation*}
\nabla \times \nabla \times \mathbf{E}(\mathbf{r})-k^{2} \mathbf{E}(\mathbf{r})=i \omega \mu \mathbf{J}(\mathbf{r}) \tag{58}
\end{equation*}
$$

Then, by using the fact that $\nabla \times \nabla \times \mathbf{E}(\mathbf{r})=-\nabla^{2} \mathbf{E}+\nabla \nabla \cdot \mathbf{E}$ and that $\nabla \cdot \mathbf{E}=\rho / \varepsilon=\nabla \cdot \mathbf{J} / i \omega \varepsilon$, which follows from the continuity equation, we can rewrite Eq. (58) as

$$
\begin{equation*}
\nabla^{2} \mathbf{E}(\mathbf{r})-k^{2} \mathbf{E}(\mathbf{r})=-i \omega \mu\left[\hat{\mathbf{I}}+\frac{\nabla \nabla}{k^{2}}\right] \cdot \mathbf{J}(\mathbf{r}) \tag{59}
\end{equation*}
$$

where $\hat{I}$ is an identity operator. In Cartesian coordinates, there are actually three scalar wave equations embedded in the above vector equation, each of which can be solved easily in the manner of Eq. (4). Consequently,

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=-i \omega \mu \int_{V} d \mathbf{r}^{\prime} g\left(\mathbf{r}^{\prime}-\mathbf{r}\right)\left[\hat{\mathbf{I}}+\frac{\nabla^{\prime} \nabla^{\prime}}{k^{2}}\right] \cdot \mathbf{J}(\mathbf{r}) \tag{60}
\end{equation*}
$$

where $g\left(\mathbf{r}^{\prime}-\mathbf{r}\right)$ is the unbounded medium scalar Green function. Moreover, by using the vector identities $\nabla g f=f \nabla g+g \nabla f$ and $\nabla \cdot g \mathbf{F}=g \nabla \cdot \mathbf{F}+(\nabla g) \cdot \mathbf{F}$, it can be shown that

$$
\begin{equation*}
\int_{V} d \mathbf{r}^{\prime} g\left(\mathbf{r}^{\prime}-\mathbf{r}\right) \nabla^{\prime} f\left(\mathbf{r}^{\prime}\right)=-\int_{V} d \mathbf{r}^{\prime} \nabla^{\prime} g\left(\mathbf{r}^{\prime}-\mathbf{r}\right) f\left(\mathbf{r}^{\prime}\right) \tag{61}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{V} d \mathbf{r}^{\prime}\left[\nabla^{\prime} g\left(\mathbf{r}^{\prime}-\mathbf{r}\right)\right] \nabla^{\prime} \cdot \mathbf{J}\left(\mathbf{r}^{\prime}\right)=-\int_{V} d \mathbf{r}^{\prime} \mathbf{J}\left(\mathbf{r}^{\prime}\right) \cdot \nabla^{\prime} \nabla^{\prime} g\left(\mathbf{r}^{\prime}-\mathbf{r}\right) \tag{62}
\end{equation*}
$$

Hence, Eq. (60) can be rewritten as

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=i \omega \mu \int_{V} d \mathbf{r}^{\prime} \mathbf{J}\left(\mathbf{r}^{\prime}\right) \cdot\left[\hat{\mathbf{I}}+\frac{\nabla^{\prime} \nabla^{\prime}}{k^{2}}\right] g\left(\mathbf{r}^{\prime}-\mathbf{r}\right) \tag{63}
\end{equation*}
$$

It can also be derived using scalar and vector potentials.
Alternatively, Eq. (63) can be written as

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=i \omega \mu \int_{V} d \mathbf{r}^{\prime} \mathbf{J}\left(\mathbf{r}^{\prime}\right) \cdot \hat{\mathbf{G}}_{e}\left(\mathbf{r}^{\prime}, \mathbf{r}\right) \tag{64}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\mathbf{G}}_{e}(\mathbf{r})=\left[\overline{\mathbf{I}}+\frac{\nabla^{\prime} \nabla^{\prime}}{k^{2}}\right] g\left(\mathbf{r}^{\prime}-\mathbf{r}\right) \tag{65}
\end{equation*}
$$

is a dyad known as the dyadic Green function for the electric field in an unbounded, homogeneous medium. (A dyad is a $3 \times 3$ matrix that transforms a vector to a vector. It is also a second rank tensor). Even though Eq. (64) is established for an unbounded, homogeneous medium, such a general relationship also exists in a bounded, homogeneous medium. It could easily be shown from reciprocity that

$$
\begin{align*}
\left\langle\mathbf{J}_{1}(\mathbf{r}), \hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right), \mathbf{J}_{2}\left(\mathbf{r}^{\prime}\right)\right\rangle & =\left\langle\mathbf{J}_{2}(\mathbf{r}), \hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right), \mathbf{J}_{1}\left(\mathbf{r}^{\prime}\right)\right\rangle \\
& =\left\langle\mathbf{J}_{1}(\mathbf{r}), \hat{\mathbf{G}}_{e}^{t}\left(\mathbf{r}, \mathbf{r}^{\prime}\right), \mathbf{J}_{2}\left(\mathbf{r}^{\prime}\right)\right\rangle \tag{66}
\end{align*}
$$

where

$$
\begin{equation*}
\left\langle\mathbf{J}_{i}(\mathbf{r}), \hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right), \mathbf{J}_{j}\left(\mathbf{r}^{\prime}\right)\right\rangle=\iint_{V V} d r^{\prime} d r \mathbf{J}_{i}\left(\mathbf{r}^{\prime}\right) \cdot \hat{\mathbf{G}}_{e}\left(\mathbf{r}^{\prime}, \mathbf{r}\right) \cdot \mathbf{J}_{j}(\mathbf{r}) \tag{66a}
\end{equation*}
$$

is the relation between $\mathrm{J} i$ and the electric field produced by $\mathbf{J}_{j}$. Notice that the above equation implies [6]

$$
\begin{equation*}
\hat{\mathbf{G}}_{e}^{t}\left(\mathbf{r}^{\prime}, \mathbf{r}\right)=\hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \tag{66b}
\end{equation*}
$$

Then, by taking transpose of Eq. (66b), Eq. (64) becomes

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=i \omega \mu \int_{V} d \mathbf{r}^{\prime} \hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \cdot \mathbf{J}\left(\mathbf{r}^{\prime}\right) \tag{67}
\end{equation*}
$$

Alternatively, the dyadic Green function for an unbounded, homogeneous medium can also be written as

$$
\begin{equation*}
\hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{1}{k^{2}}\left[\nabla \times \nabla \times \hat{\mathbf{I}} g\left(\mathbf{r}-\mathbf{r}^{\prime}\right)-\hat{\mathbf{I}} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\right] \tag{68}
\end{equation*}
$$

By substituting Eq. (67) back into Eq. (58) and writing

$$
\begin{equation*}
\mathbf{J}(\mathbf{r})=\int d \mathbf{r}^{\prime} \hat{\mathbf{I}} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \cdot \mathbf{J}\left(\mathbf{r}^{\prime}\right) \tag{69}
\end{equation*}
$$

we can show quite easily that

$$
\begin{equation*}
\nabla \times \nabla \times \hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)-k^{2} \hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\hat{\mathbf{I}} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{70}
\end{equation*}
$$

Equation (64) or (67), due to the $\nabla \nabla$ operator inside the integration operating on $g\left(\mathbf{r}^{\prime}-\mathbf{r}\right)$, has a singularity of $1 /\left|\mathbf{r}^{\prime}-\mathbf{r}\right|^{3}$ when $\mathbf{r}^{\prime} \rightarrow \mathbf{r}$. Consequently, it has to be redefined in this case for it does not converge uniformly, specifically, when $\mathbf{r}$ is also in the source region occupied by $\mathbf{J}(\mathbf{r})$. Hence, at this point, the evaluation of Eq. (67) in a source region is undefined.

And as the vector analog of Eq. (16)

$$
\begin{equation*}
\mathbf{E}\left(\mathbf{r}^{\prime}\right)=\oint_{S} d S\left[\mathbf{n} \times \mathbf{E}(\mathbf{r}) \cdot \nabla \times \hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)+i \omega \mu \mathbf{n} \times \mathbf{H}(\mathbf{r}) \cdot \hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)\right] \tag{71}
\end{equation*}
$$

### 4.2. The boundary condition

The dyadic Green function is introduced mainly to formulate various canonical electromagnetic problems in a systematic manner to avoid treatments of many special cases which can be treated as one general problem [3, 7, 8]. Some typical problems are illustrated in Figure 4 where (a) shows a current source in the presence of a conducting sphere located in air, (b) shows a conducting cylinder with an aperture which is excited by some source inside the cylinder, (c) shows a rectangular waveguide with a current source placed inside the guide, and (d) shows two semi-infinite isotropic media in contact, such as air and "flat" earth with a current source placed in one of the regions.
Unless specified otherwise, we assume that for problems involving only one medium such as (a), (b), and (c) the medium is air, then the wave number $k$ is equal to $\omega\left(\mu_{0} \varepsilon_{0}\right)^{1 / 2}=2 \pi / \lambda$. The electromagnetic fields in these cases are solutions of the wave Eq. (62) and

$$
\begin{equation*}
\nabla \times \nabla \times \mathbf{H}(\mathbf{r})-k^{2} \mathbf{H}(\mathbf{r})=\nabla \times \mathbf{J}(\mathbf{r}) \tag{72}
\end{equation*}
$$

The fields must satisfy the boundary conditions required by these problems.
In general, using the notations $\hat{\mathbf{G}}_{e}$ and $\hat{\mathbf{G}}_{m}$ to denote, respectively, the electric and the magnetic dyadic Green functions; they are solutions of the dyadic differential equations

$$
\begin{gather*}
\nabla \times \nabla \times \hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)-k^{2} \hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\hat{\mathbf{I}} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)  \tag{73}\\
\nabla \times \nabla \times \hat{\mathbf{G}}_{m}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)-k^{2} \hat{\mathbf{G}}_{m}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\nabla \times\left[\hat{\mathbf{I}} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\right] \tag{74}
\end{gather*}
$$

is the same as Eq. (70), and there is


Figure 4. Some typical boundary value problems.

$$
\begin{equation*}
\hat{\mathbf{G}}_{m}=\nabla \times \hat{\mathbf{G}}_{e} \tag{75}
\end{equation*}
$$

(a) and (b): Electric dyadic Green function (the first kind, using the subscript 1 denotes $\hat{\mathbf{G}}_{e 1}, \hat{\mathbf{G}}_{m 1}$, and the subscript " 0 " represents the free-space condition that the environment does not have any scattering object) is required to satisfy the dyadic Dirichlet condition on $S d$, namely,

$$
\begin{equation*}
\mathbf{n} \times \hat{\mathbf{G}}_{e 1}=0, \mathbf{n} \times \hat{\mathbf{G}}_{\mathrm{m} 1}=0 \tag{76}
\end{equation*}
$$

So, for (a)

$$
\begin{equation*}
\mathbf{E}\left(\mathbf{r}^{\prime}\right)=\int d \mathbf{J} \mathbf{J}(\mathbf{r}) \cdot \hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \tag{77}
\end{equation*}
$$

and for (b)

$$
\begin{equation*}
\mathbf{E}\left(\mathbf{r}^{\prime}\right)=\oint_{S_{A}} d S \mathbf{n} \times \mathbf{E}(\mathbf{r}) \cdot \nabla \times \hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \tag{78}
\end{equation*}
$$

(c) the electric dyadic Green function is required to satisfy the dyadic boundary condition on Sd , namely,

$$
\begin{gather*}
\mathbf{n} \times \nabla \times \hat{\mathbf{G}}_{e 2}=0 \mathbf{n} \times \nabla \times \hat{\mathbf{G}}_{m 2}=0  \tag{79}\\
\mathbf{H}\left(\mathbf{r}^{\prime}\right)=\int d \mathbf{r} \mathbf{J}(\mathbf{r}) \cdot \nabla \times \hat{\mathbf{G}}_{e}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \tag{80}
\end{gather*}
$$

(d) For problems involving two isotropic media such as the configuration shown in Figure 4d, there are two sets of fields [9]. The wave numbers in these two regions are denoted by $k_{1}=\omega\left(\mu_{1} \varepsilon_{1}\right)^{1 / 2}$ and $k_{2}=\omega\left(\mu_{2} \varepsilon_{2}\right)^{1 / 2}$. There are four functions for the dyadic Green function of the electric type and another four functions for the magnetic type, denoted, respectively, by $\hat{\mathbf{G}}_{e}^{11} \hat{\mathbf{G}}_{e}^{12} \hat{\mathbf{G}}_{e}^{21}$ and $\hat{\mathbf{G}}_{e}^{22}$, and $\hat{\mathbf{G}}_{m}^{11} \hat{\mathbf{G}}_{m}^{12} \hat{\mathbf{G}}_{m}^{21}$ and $\hat{\mathbf{G}}_{m}^{22}$. The superscript notation in $\hat{\mathbf{G}}_{e}^{11}$ means that both the field point and the source point are located in region 1 . For $\hat{\mathbf{G}}_{e}^{21}$, it means that the field point is located in region 1 and the source point is located in region 2. A current source is located in region 1 only, and the two sets of wave equations are

$$
\begin{align*}
& \nabla \times \nabla \times \mathbf{E}_{1}(\mathbf{r})-k^{2} \mathbf{E}_{1}(\mathbf{r})=i \omega \mu_{1} \mathbf{J}_{1}(\mathbf{r})  \tag{81}\\
& \nabla \times \nabla \times \mathbf{H}_{1}(\mathbf{r})-k^{2} \mathbf{H}_{1}(\mathbf{r})=\nabla \times \mathbf{J}_{1}(\mathbf{r}) \tag{82}
\end{align*}
$$

and

$$
\begin{gather*}
\nabla \times \nabla \times \mathbf{E}_{2}(\mathbf{r})-k^{2} \mathbf{E}_{2}(\mathbf{r})=0  \tag{83}\\
\nabla \times \nabla \times \mathbf{H}_{2}(\mathbf{r})-k^{2} \mathbf{H}_{2}(\mathbf{r})=0 \tag{84}
\end{gather*}
$$

There are

$$
\begin{gather*}
\nabla \times \nabla \times \hat{\mathbf{G}}_{e}^{11}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)-k_{1}^{2} \hat{\mathbf{G}}_{e}^{11}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\hat{\mathbf{I}} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)  \tag{85}\\
\nabla \times \nabla \times \hat{\mathbf{G}}_{e}^{21}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)-k_{2}^{2} \hat{\mathbf{G}}_{e}^{21}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=0 \tag{86}
\end{gather*}
$$

At the interface, the electromagnetic field and the corresponding dyadic Green function satisfy the following boundary conditions

$$
\begin{gather*}
\mathbf{n} \times\left[\hat{\mathbf{G}}_{e}^{11}-\hat{\mathbf{G}}_{e}^{21}\right]=0  \tag{87}\\
\mathbf{n} \times\left[\nabla \times \hat{\mathbf{G}}_{e}^{11} / \mu_{1}-\nabla \times \hat{\mathbf{G}}_{e}^{21} / \mu_{2}\right]=0 \tag{88}
\end{gather*}
$$

The electric fields are

$$
\begin{align*}
& \mathbf{E}_{1}\left(\mathbf{r}^{\prime}\right)=i \omega \mu_{1} \int d \mathbf{r} \mathbf{J}(\mathbf{r}) \cdot \hat{\mathbf{G}}_{e}^{11}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)  \tag{89}\\
& \mathbf{E}_{2}\left(\mathbf{r}^{\prime}\right)=i \omega \mu_{2} \int d \mathbf{r} \mathbf{J}(\mathbf{r}) \cdot \hat{\mathbf{G}}_{e}^{21}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \tag{90}
\end{align*}
$$

## 5. Vector wave functions, $L, M$, and $N$

The vector wave functions are the building blocks of the eigenfunction expansions of various kinds of dyadic Green functions. These functions were first introduced by Hansen [10-12] in formulating certain electromagnetic problems.Three kinds of vector wave functions, denoted by $\mathbf{L}, \mathbf{M}$, and $\mathbf{N}$, are solutions of the homogeneous vector Helmholtz equation. To derive the
eigenfunction expansion of the magnetic dyadic Green functions that are solenoidal and satisfy with the vector wave equation, the $\mathbf{L}$ functions are not needed. If we try to find eigenfunction expansion of the electric dyadic Green functions then the $\mathbf{L}$ functions are also needed.

A vector wave function, by definition, is an eigenfunction or a characteristic function, which is a solution of the homogeneous vector wave equation $\nabla \times \nabla \times \mathbf{F}-\kappa^{2} \mathbf{F}=0$.

There are two independent sets of vector wave functions, which can be constructed using the characteristic function pertaining to a scalar wave equation as the generating function. One kind of vector wave function, called the Cartesian or rectilinear vector wave function, is formed if we let

$$
\begin{equation*}
\mathbf{F}=\nabla \times\left(\Psi_{1} \mathbf{c}\right) \tag{91}
\end{equation*}
$$

where $\psi_{1}$ denotes a characteristic function, which satisfies the scalar wave equation

$$
\begin{equation*}
\nabla^{2} \Psi+\kappa^{2} \Psi=0 \tag{92}
\end{equation*}
$$

And $\mathbf{c}$ denotes a constant vector, such as $\mathbf{x}, \mathbf{y}$, or $\mathbf{z}$. For convenience, we shall designate $\mathbf{c}$ as the piloting vector and $\Psi$ as the generating function. Another kind, designated as the spherical vector wavefunction, will be introduced later, whereby the piloting vector is identified as the spherical radial vector $\mathbf{R}$.

Actually, substituting Eq. (91) into Eq. (92), it is

$$
\begin{equation*}
\nabla \times\left[\mathbf{c}\left(\nabla^{2} \Psi_{1}+\kappa^{2} \Psi_{1}\right)\right]=0 \tag{93}
\end{equation*}
$$

The set of functions so obtained

$$
\begin{gather*}
\mathbf{M}_{1}=\nabla \times\left(\Psi_{1} \mathbf{c}\right)  \tag{94}\\
\mathbf{N}_{2}=\frac{1}{\kappa} \nabla \times \nabla \times\left(\Psi_{2} \mathbf{c}\right)  \tag{95}\\
\mathbf{L}_{3}=\nabla\left(\Psi_{3}\right) \tag{96}
\end{gather*}
$$

$\Psi_{2}, \Psi_{3}$ denote the characteristic functions which also satisfy (92) but may be different from the function used to define M1.

In the following, the expressions for the dyadic Green functions of a rectangular waveguide will be derived asserting to the vector wave functions. The method and the general procedure would apply equally well to other bodies (cylindrical waveguide, circular cylinder in free space, and inhomogeneous media and moving medium).

Figure 5 shows the orientation of the guide with respect to the rectangular coordinate system, and we will choose the unit vector $\mathbf{z}$ to represent the piloting vector $\mathbf{c}$.
The scalar wave function

$$
\begin{equation*}
\Psi=\left(A \cos k_{x} x+B \sin k_{x} x\right)\left(C \cos k_{y} y+D \sin k_{y} y\right) e^{i h z} \tag{97}
\end{equation*}
$$

where $k_{x}^{2}+k_{y}^{2}+h^{2}=\kappa^{2}$.


Figure 5. A rectangular waveguide.
the constants $k_{x}$ and $k_{y}$ should have the following characteristic values

$$
\begin{align*}
k_{x} & =\frac{m \pi}{a}, m=0,1, \cdots  \tag{98}\\
k_{y} & =\frac{n \pi}{b}, n=0,1, \cdots \tag{99}
\end{align*}
$$

The complete expression and the notation for the set of functions $\mathbf{M}$, which satisfy the vector Dirichlet condition are

$$
\begin{align*}
\mathbf{M}_{e m n}(h) & =\nabla \times\left[\Psi_{\text {emn }} \mathbf{z}\right] \\
& =\left(-k_{y} C_{x} S_{y} \mathbf{x}+k_{x} C_{y} S_{x} \mathbf{y}\right) e^{i h z} \tag{100}
\end{align*}
$$

where $S_{x}=\sin k_{x} x, C_{x}=\cos k_{x} x, S_{y}=\sin k_{y} y, C_{y}=\cos k_{y} y$. The subscript " $e$ " attached to Memn is an abbreviation for the word "even," and " 0 " for "odd."

In a similar manner

$$
\begin{equation*}
\mathbf{N}_{o m n}=\frac{1}{\mathcal{K}}\left(i h k_{x} C_{x} S_{y} \mathbf{x}+i h k_{y} C_{y} S_{x} \mathbf{y}+\left(k_{x}^{2}+k_{y}^{2}\right) S_{x} S_{y} \mathbf{z}\right) e^{i h z} \tag{101}
\end{equation*}
$$

It is obvious that Memn represents the electric field of the TEmn mode, while Nomn represents that of the TMmn mode.

In summary, the vector wave functions, which can be used to represent the electromagnetic field inside a rectangular waveguide, are of the form

$$
\begin{gather*}
\mathbf{M}_{e(o) m n}=\nabla \times\left[\Psi_{e(o) m n} \mathbf{z}\right]  \tag{102}\\
\mathbf{N}_{e(o) m n}=\frac{1}{\mathcal{K}} \nabla \times \nabla \times\left[\Psi_{e(o) m n} \mathbf{z}\right] \tag{103}
\end{gather*}
$$

Then

$$
\begin{equation*}
\hat{\mathbf{G}}_{m 2}\left(\mathbf{R}, \mathbf{R}^{\prime}\right)=\int_{-\infty}^{+\infty} d h \sum_{m, n} \frac{\left(2-\delta_{0}\right) \kappa}{\pi a b\left(k_{x}^{2}+k_{y}^{2}\right)} \cdot\left[a(h) \mathbf{N}_{e m n}(h) \mathbf{M}_{e m n}^{\prime}(-h)+b(h) \mathbf{M}_{o m n}(h) \mathbf{N}_{o m n}^{\prime}(-h)\right] \tag{104}
\end{equation*}
$$

where $a(h)=b(h)=\frac{1}{k^{2}-k^{2}}, h= \pm\left(k^{2}-k_{x}^{2}-k_{y}^{2}\right)^{1 / 2}$ and $\delta_{0}=\left\{\begin{array}{l}1, m=0 \text { orn }=0 \\ 0, m \neq 0, n \neq 0\end{array}\right.$.
$\mathbf{M}^{\prime}, \mathbf{N}^{\prime}, m^{\prime}, n^{\prime}, h^{\prime}$ denote another set of values, which may be distinct or the same as $\mathbf{M}, \mathbf{N}, m, n$, h.

## 6. Retarded and advanced Green functions

Green function is also utilized to solve the Schrödinger equation in quantum mechanics. Being completely equivalent to the Landauer scattering approach, the GF technique has the advantage that it calculates relevant transport quantities (e.g., transmission function) using effective numerical techniques. Besides, the Green function formalism is well adopted for atomic and molecular discrete-level systems and can be easily extended to include inelastic and manybody effects [13, 14].
(A) The definitions of propagators

The time-dependent Schrödinger equation is:

$$
\begin{equation*}
i \hbar \frac{\partial|\Psi(t)\rangle}{\partial t}=\hat{H}|\Psi(t)\rangle \tag{105}
\end{equation*}
$$

The solution of this equation at time $t$ can be written in terms of the solution at time $t^{\prime}$ :

$$
\begin{equation*}
|\Psi(t)\rangle=\hat{U}\left(t, t^{\prime}\right)\left|\Psi\left(t^{\prime}\right)\right\rangle \tag{106}
\end{equation*}
$$

where $\hat{U}\left(t, t^{\prime}\right)$ is called the time-evolution operator.
For the case of a time-independent Hermitian Hamiltonian $\hat{H}$, so that the eigenstates $\left|\Psi_{n}(t)\right\rangle=e^{-i E_{n} t / \hbar}\left|\Psi_{n}\right\rangle$ with energies $E_{n}$ are found from the stationary Schrödinger equation

$$
\begin{equation*}
\hat{H}\left|\Psi_{n}\right\rangle=E_{n}\left|\Psi_{n}\right\rangle \tag{107}
\end{equation*}
$$

The eigenfunctions $\left|\Psi_{n}\right\rangle$ are orthogonal and normalized, for discrete energy levels 1:

$$
\begin{equation*}
\left\langle\Psi_{m} \mid \Psi_{n}\right\rangle=\delta_{m n} \tag{108}
\end{equation*}
$$

and form a complete set of states ( $\hat{I}$ is the unity operator)

$$
\begin{equation*}
\sum_{n}\left\langle\Psi_{n} \mid \Psi_{n}\right\rangle=1 \tag{109}
\end{equation*}
$$

The time-evolution operator for a time-independent Hamiltonian can be written as

$$
\begin{equation*}
\hat{U}\left(t-t^{\prime}\right)=e^{-i\left(t-t^{\prime}\right) \hat{H} / \hbar} \tag{110}
\end{equation*}
$$

This formal solution is difficult to use directly in most cases, but one can obtain the useful eigenstate representation from it. From the identity $\hat{U}=\hat{U} \hat{I}$ and (107), (109), (110) it follows that

$$
\begin{equation*}
\hat{U}\left(t-t^{\prime}\right)=\sum_{n} e^{i / h E_{n}\left(t-t^{\prime}\right)}\left|\Psi_{n}\right\rangle\left\langle\Psi_{n}\right| \tag{111}
\end{equation*}
$$

which demonstrates the superposition principle. The wave function at time $t$ is

$$
\begin{equation*}
|\Psi(t)\rangle=\hat{U}\left(t, t^{\prime}\right)\left|\Psi\left(t^{\prime}\right)\right\rangle=\sum_{n} e^{-i / h E_{n}\left(t-t^{\prime}\right)}\left\langle\Psi_{n}\right| \Psi\left(t^{\prime}\right)\left|\Psi_{n}\right\rangle \tag{112}
\end{equation*}
$$

where $\left\langle\Psi_{n} \mid \Psi\left(t^{\prime}\right)\right\rangle$ are the coefficients of the expansion of the initial function $\left|\Psi\left(t^{\prime}\right)\right\rangle$ on the basis of eigenstates.

It is equivalent and more convenient to introduce two Green operators, also called propagators, retarded $\hat{G}^{R}\left(t, t^{\prime}\right)$ and advanced $\hat{G}^{A}\left(t, t^{\prime}\right)$ :

$$
\begin{gather*}
\hat{G}^{R}\left(t, t^{\prime}\right)=-\frac{i}{\hbar} \theta\left(t-t^{\prime}\right) \hat{U}\left(t, t^{\prime}\right)=-\frac{i}{\hbar} \theta\left(t-t^{\prime}\right) e^{-i\left(t-t^{\prime}\right) \hat{H} / \hbar}  \tag{113}\\
\hat{G}^{A}\left(t, t^{\prime}\right)=\frac{i}{\hbar} \theta\left(t^{\prime}-t\right) \hat{U}\left(t, t^{\prime}\right)=\frac{i}{\hbar} \theta\left(t^{\prime}-t\right) e^{-i\left(t-t^{\prime}\right) \hat{H} / \hbar} \tag{114}
\end{gather*}
$$

so that at $t>t^{\prime}$ one has

$$
\begin{equation*}
|\Psi(t)\rangle=i \hbar \hat{G}^{R}\left(t-t^{\prime}\right)\left|\Psi\left(t^{\prime}\right)\right\rangle \tag{115}
\end{equation*}
$$

while at $t<t^{\prime}$ it follows

$$
\begin{equation*}
|\Psi(t)\rangle=i \hbar \hat{G}^{A}\left(t-t^{\prime}\right)\left|\Psi\left(t^{\prime}\right)\right\rangle \tag{116}
\end{equation*}
$$

The operators $\hat{G}^{R}\left(t, t^{\prime}\right)$ at $t>t^{\prime}$ and $\hat{G}^{A}\left(t, t^{\prime}\right)$ at $t<t^{\prime}$ are the solutions of the equation

$$
\begin{equation*}
\left[i \hbar \frac{\partial}{\partial t}-\hat{H}\right] \hat{G}^{R(A)}\left(t, t^{\prime}\right)=\hat{I} \delta\left(t-t^{\prime}\right) \tag{117}
\end{equation*}
$$

with the boundary conditions $\hat{G}^{R}\left(t, t^{\prime}\right)=0$ at $t<t^{\prime}, \hat{G}^{A}\left(t, t^{\prime}\right)=0$ at $t>t^{\prime}$. Indeed, at $t>t^{\prime}$ Eq. (118) satisfies the Schrödinger equation Eq. (105) due to Eq. (117). And integrating Eq. (117) from $t=t^{\prime}-\eta$ to $t=t^{\prime}+\eta$ where $\eta$ is an infinitesimally small positive number $\eta=0^{+}$, one gets

$$
\begin{equation*}
\hat{G}^{R}\left(t+\eta, t^{\prime}\right)=\frac{1}{i \hbar} \hat{I} \tag{118}
\end{equation*}
$$

giving correct boundary condition at $t=t^{\prime}$. Thus, if the retarded Green operator $\hat{G}^{R}\left(t, t^{\prime}\right)$ is
known, the time-dependent wave function at any initial condition is found (and makes many other useful things, as we will see below).

For a time-independent Hamiltonian, the Green function is a function of the time difference $\tau=t-t^{\prime}$, and one can consider the Fourier transform

$$
\begin{equation*}
\hat{G}^{R(A)}(E)=\int_{-\infty}^{+\infty} \hat{G}^{R(A)}(\tau) e^{i E \tau / \hbar} d \tau \tag{119}
\end{equation*}
$$

This transform, however, can not be performed in all cases, because $\hat{G}^{R(A)}(E)$ includes oscillating terms $e^{i E \tau / h}$. To avoid this problem we define the retarded Fourier transform

$$
\begin{equation*}
\hat{G}^{R}(E)=\lim _{\eta \rightarrow 0+} \int_{-\infty}^{+\infty} \hat{G}^{R}(\tau) e^{i(E+i \eta) \tau / \hbar} d \tau \tag{120}
\end{equation*}
$$

and the advanced one

$$
\begin{equation*}
\hat{G}^{A}(E)=\lim _{\eta \rightarrow 0+} \int_{-\infty}^{+\infty} \hat{G}^{A}(\tau) e^{i(E-i \eta) \tau / \hbar} d \tau \tag{121}
\end{equation*}
$$

where the limit $\eta \rightarrow 0$ is assumed in the end of calculation. With this addition, the integrals are convergent. This definition is equivalent to the definition of a retarded (advanced) function as a function of complex energy variable at the upper (lower) part of the complex plain.
Applying this transform to Eq. (117), the retarded Green operator is

$$
\begin{equation*}
\hat{G}^{R}(E)=[(E+i \eta) \hat{I}-\hat{H}]^{-1} \tag{122}
\end{equation*}
$$

The advanced operator $\hat{G}^{A}(E)$ is related to the retarded one through

$$
\begin{equation*}
\hat{G}^{A}(E)=\hat{G}^{R+}(E) \tag{123}
\end{equation*}
$$

Using the completeness property $\sum_{n}\left|\Psi_{n}\right\rangle\left\langle\Psi_{n}\right|=1$, there is

$$
\begin{equation*}
\hat{G}^{R}(E)=\sum_{n} \frac{\left|\Psi_{n}\right\rangle\left\langle\Psi_{n}\right|}{(E+i \eta) \hat{I}-\hat{H}} \tag{124}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{G}^{R}(E)=\sum_{n} \frac{\left|\Psi_{n}\right\rangle\left\langle\Psi_{n}\right|}{E-E_{n}+i \eta} \tag{125}
\end{equation*}
$$

Apply the ordinary inverse Fourier transform to $\hat{G}^{R}(E)$, the retarded function becomes

$$
\begin{equation*}
\hat{G}^{R}(\tau)=\int_{-\infty}^{+\infty} \hat{G}^{R}(E) e^{-i E \tau / \hbar} \frac{d E}{2 \pi \hbar}=-\frac{i}{\hbar} \theta(\tau) \sum_{n} e^{-i E_{n} \tau / \hbar}\left|\Psi_{n}\right\rangle\left\langle\Psi_{n}\right| \tag{126}
\end{equation*}
$$

Indeed, a simple pole in the complex $E$ plain is at $E=E_{n}-i \eta$, the residue in this point determines the integral at $\tau>0$ when the integration contour is closed through the lower half-plane, while at $\tau<0$ the integration should be closed through the upper half-plane and the integral is zero.

The formalism of retarded Green functions is quite general and can be applied to quantum systems in an arbitrary representation. For example, in the coordinate system Eq. (124) is

$$
\begin{equation*}
\hat{G}^{R}\left(\mathbf{r}, \mathbf{r}^{\prime}, E\right)=\frac{\sum_{n}\left\langle\mathbf{r} \mid \Psi_{n}\right\rangle\left\langle\Psi_{n} \mid \mathbf{r}^{\prime}\right\rangle}{E-E_{n}+i \eta}=\sum_{n} \frac{\Psi_{n}(\mathbf{r}) \Psi_{n}^{*}(\mathbf{r})}{E-E_{n}+i \eta} \tag{127}
\end{equation*}
$$

## (B) Path integral representation of the propagator

In the path integral representation, each path is assigned an amplitude $e^{i \int d t L}, L$ is the Lagrangian function. The propagator is the sum of all the amplitudes associated with the paths connecting $x a$ and $x b$ (Figure 6). Such a summation is an infinite-dimensional integral.

The propagator satisfies

$$
\begin{equation*}
i G\left(x_{b}, t_{b}, x_{a}, t_{a}\right)=\int d x i G\left(x_{b}, t_{b}, x, t\right) i G\left(x, t, x_{a}, t_{a}\right) \tag{128}
\end{equation*}
$$

Let us divide the time interval $[t a, t b]$ into $N$ equal segments, each of length $\Delta t=\left(t_{b}-t_{a}\right) / N$.

$$
\begin{align*}
& i G\left(x_{b}, t_{b}, x_{a}, t_{a}\right)=\int d x_{1} \cdots d x_{N} \prod_{j=1}^{N} i G\left(x_{j}, t_{j}, x_{j-1}, t_{j-1}\right) \\
& =A^{N} \int \prod_{j} d x_{j} \exp \left[i \sum \Delta t L\left(t_{j}, \frac{x_{j}+x_{j-1}}{2}, \frac{x_{j}-x_{j-1}}{2}\right)\right]  \tag{129}\\
& =\int D(x) e^{i \int d t L(t, x, x)}
\end{align*}
$$



Figure 6. The total amplitude is the sum of all amplitudes associated with thee paths connecting $x a$ and $x b$.
where $\ln \left[i G\left(x_{j}, t_{j}, x_{j-1}, t_{j-1}\right)\right]=i \Delta t L\left(t_{j}, \frac{x_{j}+x_{j-1}}{2}, \frac{x_{j}-x_{j-1}}{2}\right)$.
Example: LC circuit-based metamaterials
In this section, we will use the relationship of current and voltage in the LC circuit to build the propagator of the LC circuit field coupled to an atom.

Figure 7 shows the LC-circuit.The following are valid:

$$
\begin{gather*}
I=-\frac{d q}{d t}  \tag{130}\\
V=\frac{q}{C}=L \frac{d I}{d t} \tag{131}
\end{gather*}
$$

Thus:

$$
\begin{equation*}
C \frac{d^{2} x}{d t^{2}}=-\frac{x}{L} \tag{132}
\end{equation*}
$$

where $x=L I, I$ is the current, $V$ is the voltage, $q$ is the charge quantity, $L$ and $C$ are the inductance and capacitance, respectively. Eq. (132) is equal to a harmonic, and the Lagrangian operator is:

$$
\begin{equation*}
L_{0}(x, \dot{x})=\frac{1}{2 g}\left(\dot{\varepsilon}^{2}-\Omega_{L C}^{2} \varepsilon^{2}\right) \tag{133}
\end{equation*}
$$

The Lagrangian operator describing the bipole is:

$$
\begin{equation*}
L_{0}(x, \dot{x})=\frac{m}{2} \dot{x}^{2}-\frac{m \Omega_{0}^{2}}{2} x^{2} \tag{134}
\end{equation*}
$$

where $x$ is the coordinate of the bipole, $\varepsilon$ is the LC field, $m$ is the mass of an electron, and $e$ is the unit of charge. $g=\frac{1}{c^{\prime}}$, and $\Omega_{L C}=\frac{1}{\sqrt{L C}}$. Defining their action items as:

$$
\begin{equation*}
S_{L C}=\int d t\left[\frac{1}{2 g}\left(\dot{\varepsilon}^{2}-\Omega_{L C}^{2} \varepsilon^{2}\right)\right] \tag{135}
\end{equation*}
$$

And

$$
\begin{equation*}
S_{0}=\int d t\left[\frac{m}{2}\left(\dot{x}^{2}-\Omega_{0}^{2} x^{2}\right)\right] \tag{136}
\end{equation*}
$$

Taking the coupling effect (exe) into account, the Green function of the coupled system is:

$$
\begin{equation*}
G(\mathbf{x}, \boldsymbol{\varepsilon})=\int D x D \varepsilon e^{i S_{L C}+i S_{0}+i i^{d t(t e x]}} \tag{137}
\end{equation*}
$$

Where $\mathbf{x}$ represents the series coordinates $x 1, x 2, \ldots$, and so on and $\varepsilon$ represents $\varepsilon 1, \varepsilon 2, \ldots$, and so on.


Figure 7. The coupled system, including an LC field and a bipole.

## 7. The recent applications of the Green function method

### 7.1. Convergence

In the Green function, the high oscillation of Bessel/Hankel functions in the integrands results in quite time-consuming integrations along the Sommerfeld integration paths (SIP) which ensures that the integrands can satisfy the radiation condition in the direction normal to the interface of a medium. To facilitate the evaluation, the method of moments (MoM) [15], the steepest descent path (SDP) method, and the discrete complex image method (DCIM) [16, 17] are very important methods.

The technique for locating the modes is quite necessary for accurately calculating the spatial Green functions of a layered medium. The path tracking algorithm can obtain all the modes for the configuration shown in Figure 8, even when region 2 is very thick [18]. Like the method in Ref. [19], it does not involve a contour integration and could be extended to more complicated configurations.

The discrete complex image method (DCIM) has been shown to deteriorate sharply for distances between source and observation points larger than a few wavelengths [20]. So, the total least squares algorithm (TLSA) is applied to the determination of the proper and improper poles of spectral domain multilayered Green's functions that are closer to the branch point and to the determination of the residues at these poles [21].

The complex-plane $k \rho$ for the determination of proper and improper poles is shown in Figure 9. Since half the ellipse is in the proper sheet of the $k \rho$-plane and half the ellipse is in the improper sheet, the poles will not only correctly capture the information of the proper poles but will also capture the information of those improper poles that are closer to the branch point $k \rho=k 0$.

For the 2-D dielectric photonic crystals as shown in Figure 10, the integral equation is written in terms of the unknown equivalent current sources flowing on the surfaces of the periodic


Figure 8. A general configuration with a three-layered medium: region 1 is free space, region 2 is a substrate with thickness $h$ and relative permittivity $\varepsilon r 1$, and region 3 is a half space with relative permittivity $\varepsilon r 2$.


Figure 9. Elliptic path chosen in the complex $k \rho$-plane when applying the total least squares algorithm. The upper half ellipse (solid line) is located in the proper Riemman sheet, and the lower half ellipse (dashed line) is located in the improper sheet.

2-D cylinders. The method of moments is then employed to solve for the unknown current distributions. The required Green function of the problem is represented in terms of a finite summation of complex images. It is shown that when the field-point is far from the periodic sources, it is just sufficient to consider the contribution of the propagating poles in the structure [22]. This will result in a summation of plane waves that has an even smaller size compared with the conventional complex images Green function. This provides an analyzed method for the dielectric periodic structures.


Figure 10. Typical (a) waveguide and (b) directional coupler in a rectangular lattice.

Others, since the Gaussian function is an eigenfunction of the Hankel transform operator, for the microstrip structures, the spectral Green's function can be expanded into a Gaussian series [23]. By introducing the mixed-form thin-stratified medium fast-multiple algorithm (MF-TSMFMA), which includes the multipole expansion and the plane wave expansion in one multilevel tree, the different scales of interaction can be separated by the multilevel nature of the the fast multipole algorithm [24].

The vector wave functions, $\mathrm{L}, \mathrm{M}$, and N , are the solutions of the homogeneous vector Helmholtz equation. They can also be used for the analyses of the radiation in multilayer and this method avoids the finite integration in some cases.

### 7.2. Multilayer structure

The volume integral equation (VIE) can analyze electromagnetic radiation and scattering problems in inhomogeneous objects. By introducing an "impulse response" Green function, and invoking Green theorem, the Helmholtz equation can be cast into an equivalent volume integral equation including the source current or charges distribution. But the number of unknowns is typically large and the equation should be reformulated if there are in contrast both permittivity and permeability. At present, it is utilized to analyse the general scatterers in layered medium [25, 26].

When the inhomogeneity is one dimension, the Green function can be determined analytically in the spectral (Fourier) domain, and the spatial domain counterpart can be obtained by simply inverse Fourier transforming it.

Surface integral equation (SIE) method is another powerful method to handle electromagnetic problems. Similarly, by introducing the Green function, the Helmholtz equation can be cast into an equivalent surface integral equation, where the unknowns are pushed to the boundary of the scatterers [27].

Despite the convergence problem, the locations of the source and observation point may cause the change of Green function form, for example, for a source location either inside or outside the medium, the algebraic form of the Green functions changes as the receiver moves vertically in the direction of stratification from one layer to another [28].

First, we introduce the full-wave computational model [29]. A multilayer structure involving infinitely 1-D periodic chains of parallel circular cylinders in any given layer can be constructed as shown in Figure 11. Each layer consists of a homogeneous slab within which the circular cylinders are embedded. This is the typical aeronautic situation with fiberreinforced four-layer pile (with fibers orientated at $0^{\circ}, 45^{\circ},-45^{\circ}$, and $90^{\circ}$ ), but any other arrangement is manageable likewise.

In the multilayered photonic crystals, the Rayleig's method and mode-matching are combined to produce scattering matrices. An S-matrix-based recursive matrix is developed for modeling electromagnetic scattering. Field expansions and the relationship between expansion coefficients are given.

There is a mix treatment for the inhomogeneous and homogeneous multilayered structure [30]. As shown in Figure 12, a substrate is divided into two regions. The top region is laterally inhomogeneous and for the finite-difference method (FDM) or the finite element method (FEM), the volume integral equation, is used. The bottom region is layerwise homogeneous,


Figure 11. (a) Sketch of a standard $(0,45,-45,90)$ degree, four-layer fiber-reinforced composite laminate as in aeronautics. (b) General two-layer pile of interest exhibiting two different cylinder orientations and associated coordinate systems with geometrical parameters as indicated. (c) Cell defined in the lth layer of multilayered photonic crystals.


Figure 12. Substrate is divided into homogeneous and inhomogeneous regions in combined BEM/FEM and BEM/FDM methods.
and the boundary-element methods (BEM) are used. The two regions are connected such as a BEM panel is associated with an FEM node on the interface.

A Green function was derived for a layerwise uniform substrate and was then used in a layerwise nonuniform substrate with additional boundary conditions applied to the interface. Given that the lateral inhomogeneity is local, volume meshing is used only for the local inhomogeneous regions, BEM meshing is applied to the surfaces of these local regions.

For a field (observation) point in the $j$ th layer and a source point in the $k$ th layer, the Green function has the form:

$$
\begin{equation*}
G_{j, k}^{u, l}=G_{j k, 0}^{u, l}+\sum_{\substack{m=0 \\ m+n \neq 0}}^{\infty} \sum_{n=0}^{\infty} \frac{c_{m n} \varphi_{j k}^{u, l}}{a b \varepsilon_{k} \gamma_{m n}} \times \cos \frac{m \pi x_{f}}{a} \cos \frac{n \pi y_{f}}{b} \cos \frac{m \pi x_{s}}{a} \cos \frac{n \pi y_{s}}{b} \tag{138}
\end{equation*}
$$

where the superscripts $u$ and $l$ indicate the upper and lower solutions, respectively, depending on whether the field point (or observation point) is above or below the source point. $a$ and $b$ are the substrate dimensions in the $x$ - and $y$-directions, respectively, and more details can be found in Refs. [31, 32].

The electromagnetic field in a multilayer structure can be efficiently simplified by the assumption that the multilayer is grounded by a perfect electric conducto (PEC) plane [33, 34]. When the source and the field points are assumed to be inside the dielectric slab, in a layered medium as shown in Figure 13, by applying the boundary conditions, the 1-D Green functions is

$$
\begin{equation*}
G_{x}\left(x, x_{0} ; \lambda_{x 1}, \lambda_{x 2}\right)=\left(G_{x}^{\mathrm{PMC}}+G_{x}^{\mathrm{PEC}}\right) / 2 \tag{139}
\end{equation*}
$$

where PMC represents the perfect magnetic conductor. The simplified Green function form can be deduced to the cae of (b).


Figure 13. (a) Geometry of an infinite dielectric slab of thickness $d$ grounded by a PEC plane at $x=d$. (b) Geometry of a finite dielectric slab of thickness $2 d$ and height $2 L$ surrounded by regions $\square$ and $\square$.

The three-dimensional (3-D) Green function for a continuous, linearly stratified planar media, backed by a PEC ground plane, can also be expressed in terms of a single contour integral involving one-dimensional (1-D) green function. The constructure is shown in Figure 14.

The general formulation for a single electric current element has been worked out in detail in Ref. [35] which is based on the appropriate information from Ref. [36].


Figure 14. Representation of the continuous, linearly stratified media by discrete slabs of finite thickness and constant permittivity, $\varepsilon p$ and permeability $\mu p$ for the $p$ th layer of thickness $h p$. The thicknesses, permittivities and permeabilities are different for each layer.
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#### Abstract

We discuss the renormalization group approach to fundamental field theoretic models in low dimensions. We consider the models that are universal and frequently appear in physics, both in high-energy physics and condensed matter physics. They are the nonlinear sigma model, the $\phi^{4}$ model and the sine-Gordon model. We use the dimensional regularization method to regularize the divergence and derive renormalization group equations called the beta functions. The dimensional method is described in detail.
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## 1. Introduction

The renormalization group is a fundamental and powerful tool to investigate the property of quantum systems [1-15]. The physics of a many-body system is sometimes captured by the analysis of an effective field theory model [16-19]. Typically, effective field theory models are the $\phi^{4}$ model, the non-linear sigma model and the sine-Gordon model. Each of these models represents universality as a representative of a universal class.

The $\phi^{4}$ model is the model of a phase transition, which is often referred to as the GinzburgLandau model. The renormalization of the $\phi^{4}$ model gives a prototype of renormalization group procedures in field theory [20-24].

The non-linear sigma model appears in various fields of physics [15, 25-27] and is the effective model of Quantum chromodynamics (QCD) [28] and also that of magnets (ferromagnetic and anti-ferromagnetic materials) [29-32]. This model exhibits an important property called the
asymptotic freedom. The non-linear sigma model is generalized to a model with fields that take values in a compact Lie group G [33-42]. This is called the chiral model.

The sine-Gordon model also has universality [43-49]. The two-dimensional (2D) sine-Gordon model describes the Kosterlitz-Thouless transition of the 2D classical XY model [50, 51]. The 2D sine-Gordon model is mapped to the Coulomb gas model where particles interact with each other through a logarithmic interaction. The Kondo problem [52,53] also belongs to the same universality class where the scaling equations are just given by those for the 2D sineGordon model, i.e. the equations for the Kosterlitz-Thouless transition [53-57]. The onedimensional Hubbard model is also mapped onto the 2D sine-Gordon model on the basis of a bosonization method [58,59]. The Hubbard model is an important model of strongly correlated electrons [60-65]. The Nambu-Goldstone (NG) modes in a multi-gap superconductor become massive due to the cosine potential, and thus the dynamical property of the NG mode can be understood by using the sine-Gordon model [66-71]. The sine-Gordon model will play an important role in layered high-temperature superconductors because the Josephson plasma oscillation is analysed on the basis of this model [72-75].

In this paper, we discuss the renormalization group theory for the $\phi 4$ theory, the non-linear sigma model and the sine-Gordon model. We use the dimensional regularization procedure to regularize the divergence [76].

## 2. $\phi^{4}$ model

### 2.1. Lagrangian

The $\phi^{4}$ model is given by the Lagrangian

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2}\left(\partial_{\mu} \phi\right)^{2}-\frac{1}{2} m^{2} \phi^{2}-\frac{g}{4!} \phi^{4}, \tag{1}
\end{equation*}
$$

where $\phi$ is a scalar field and $g$ is the coupling constant. In the unit of the momentum $\mu$, the dimension of $\mathcal{L}$ is given by $d$, where $d$ is the dimension of the space-time: $[\mathcal{L}]=\mu^{d}$. The dimension of the field $\phi$ is $(d-2) / 2$ : $[\phi]=\mu^{(d-2) / 2}$. Because $g \phi^{4}$ has the dimension $d$, the dimension of $g$ is given by $4-d$ : $[g]=\mu^{4-d}$. Let us adopt that $\phi$ has $N$ components as $\phi=\left(\phi_{1}\right.$, $\left.\phi_{2}, \ldots, \phi_{N}\right)$. The interaction term $\phi^{4}$ is defined as

$$
\begin{equation*}
\phi^{4}=\left(\sum_{i=1}^{N} \phi_{i}^{2}\right)^{2} . \tag{2}
\end{equation*}
$$

The Green's function is defined as

$$
\begin{equation*}
G_{i}(x-y)=-i\langle 0| T \phi_{i}(x) \phi_{i}(y)|0\rangle, \tag{3}
\end{equation*}
$$

where $T$ is the time-ordering operator and $|0\rangle$ is the ground state. The Fourier transform of the Green's function is

$$
\begin{equation*}
G_{i}(p)=\int d^{d} x e^{i p \cdot x} G_{i}(x) \tag{4}
\end{equation*}
$$

In the non-interacting case with $g=0$, the Green's function is given by

$$
\begin{equation*}
G_{i}^{(0)}(p)=\frac{1}{p^{2}-m^{2}} \tag{5}
\end{equation*}
$$

where $p^{2}=\left(p_{0}\right)^{2}-\vec{p}^{2}$ for $p=\left(p_{0}, \vec{p}\right)$.
Let us consider the correction to the Green's function by means of the perturbation theory in terms of the interaction term $g \phi^{4}$. A diagram that appears in perturbative expansion contains, in general, $L$ loops, $I$ internal lines and $V$ vertices. They are related by

$$
\begin{equation*}
L=I-V+1 . \tag{6}
\end{equation*}
$$

There are $L$ degrees of freedom for momentum integration. The degree of divergence $D$ is given by

$$
\begin{equation*}
D=d \cdot L-2 I . \tag{7}
\end{equation*}
$$

We have a logarithmic divergence when $D=0$. Let $E$ be the number of external lines. We obtain

$$
\begin{equation*}
4 V=E+2 I . \tag{8}
\end{equation*}
$$

Then, the degree of divergence is written as

$$
\begin{equation*}
D=d \cdot L-2 I=d+(d-4) V+\left(1-\frac{d}{2}\right) E . \tag{9}
\end{equation*}
$$

In four dimensions $d=4$, the degree of divergence $D$ is independent of the numbers of internal lines and vertices

$$
\begin{equation*}
D=4-E \tag{10}
\end{equation*}
$$

When the diagram has four external lines, $E=4$, we obtain $D=0$ which indicates that we have a logarithmic (zero-order) divergence. This divergence can be renormalized.
Let us consider the Lagrangian with bare quantities

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2}\left(\partial_{\mu} \phi_{0}\right)^{2}-\frac{1}{2} m_{0}^{2} \phi_{0}^{2}-\frac{1}{4!} g_{0} \phi_{0^{\prime}}^{4} \tag{11}
\end{equation*}
$$

where $\phi_{0}$ denotes the bare field, $g_{0}$ denotes the bare coupling constant and $m_{0}$ is the bare mass. We introduce the renormalized field $\phi$, the renormalized coupling constant $g$ and the renormalized mass $m$. They are defined by

$$
\begin{gather*}
\phi_{0}=\sqrt{Z_{\phi}} \phi,  \tag{12}\\
g_{0}=Z_{g} g  \tag{13}\\
m_{0}^{2}=m^{2} Z_{2} / Z_{\phi} \tag{14}
\end{gather*}
$$

where $Z_{\phi}, Z_{g}$ and $Z_{2}$ are renormalization constants. When we write $Z_{g}$ as

$$
\begin{equation*}
Z_{g}=Z_{4} / Z_{\phi^{\prime}}^{2} \tag{15}
\end{equation*}
$$

we have $g_{0} Z_{\phi}^{2}=g Z_{4}$. Then, the Lagrangian is written by means of renormalized field and constants

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} Z_{\phi}\left(\partial_{\mu} \phi\right)^{2}-\frac{1}{2} m^{2} Z_{2} \phi^{2}-\frac{1}{4!} g Z_{4} \phi^{4} . \tag{16}
\end{equation*}
$$

### 2.2. Regularization of divergences

### 2.2.1. Two-point function

We use the perturbation theory in terms of the interaction $g \phi^{4}$. For a multi-component scalar field theory, it is convenient to express the interaction $\phi^{4}$ as in Figure 1, where the dashed line indicates the coupling $g$. We first examine the massless case with $m \rightarrow 0$. Let us consider the renormalization of the two-point function $\Gamma^{(2)}(p)=i G(p)^{-1}$. The contributions to $\Gamma^{(2)}$ are shown in Figure 1. The first term indicates $p^{2} Z_{\phi}$ and the contribution in the second term is represented by the integral

$$
\begin{equation*}
I=\int \frac{d^{d} q}{(2 \pi)^{d}} \frac{1}{q^{2}-m^{2}} . \tag{17}
\end{equation*}
$$

Using the Euclidean co-ordinate $q_{4}=-i q_{0}$, this integral is evaluated as

$$
\begin{equation*}
I=-i \frac{\Omega_{d}}{(2 \pi)^{d}} m^{d-2} \frac{1}{2} \Gamma\left(\frac{d}{2}\right) \Gamma\left(1-\frac{d}{2}\right), \tag{18}
\end{equation*}
$$

where $\Omega_{d}$ is the solid angle in $d$ dimensions. For $d>2$, the integral $I$ vanishes in the limit $m \rightarrow 0$. Thus, the mass remains zero in the massless case. We do not consider mass renormalization in the massless case. Let us examine the third term in Figure 2.

There are $4^{2} \cdot 2 N+4^{2} \cdot 2^{2}=32 N+64$ ways to connect lines for an $N$-component scalar field to form the third diagram in Figure 2. This is seen by noticing that this diagram is represented as a sum of two terms in Figure 3.

The number of ways to connect lines is 32 N for (a) and 64 for (b). Then we have the factor from these contributions as
$\varphi_{i}$
$\varphi_{i}$

$\varphi_{j}$


Figure 1. $\phi^{4}$ interaction with the coupling constant $g$.


Figure 2. The contributions to the two-point function $\Gamma^{(2)}(p)$ up to the order of $g^{2}$.

(a)

(b)

Figure 3. The third term in Figure 2 is a sum of two configurations (a) and (b).

$$
\begin{equation*}
\left(\frac{1}{4!} g\right)^{2}(32 N+64)=\frac{N+2}{18} g^{2} \tag{19}
\end{equation*}
$$

The momentum integral of this term is given as

$$
\begin{equation*}
J(k):=\int \frac{d^{d} p}{(2 \pi)^{d}} \frac{d^{d} q}{(2 \pi)^{d}} \frac{1}{p^{2} q^{2}(p+q+k)^{2}} . \tag{20}
\end{equation*}
$$

The integral $J$ exhibits a divergence in four dimensions $d=4$. We separate the divergence as $1 / \epsilon$ by adopting $d=4-\epsilon$. The divergent part is regularized as

$$
\begin{equation*}
J=-\left(\frac{1}{8 \pi^{2}}\right)^{2} \frac{1}{8 \epsilon}+\text { regular terms } \tag{21}
\end{equation*}
$$

To obtain this, we first perform the integral with respect to $q$ by using

$$
\begin{equation*}
\frac{1}{q^{2}(p+q+k)^{2}}=\int_{0}^{1} d x \frac{1}{\left[q^{2} x+(p+q+k)^{2}(1-x)\right]^{2}} \tag{22}
\end{equation*}
$$

For $q^{\prime}=q+(1-x)(p+k)$, we have

$$
\begin{align*}
& \int \frac{d^{d} q}{(2 \pi)^{d}} \frac{1}{q^{2}(p+q+k)^{2}}=\int \frac{d^{d} q^{\prime}}{(2 \pi)^{d}} \int_{0}^{1} d x \frac{1}{\left[q^{\prime 2}+x(1-x)(p+k)^{2}\right]^{2}} \\
& =\frac{\Omega_{d}}{(2 \pi)^{d}} \int_{0}^{1} d x(x(1-x))^{\frac{d}{2}-2}\left((p+k)^{2}\right)^{\frac{d}{2}-2} \int_{0}^{\infty} d r r^{d-1} \frac{1}{\left(r^{2}+1\right)^{2}}  \tag{23}\\
& =\frac{\Omega_{d}}{(2 \pi)^{d}} \frac{1}{2} \Gamma\left(\frac{d}{2}\right) \Gamma\left(2-\frac{d}{2}\right) \Gamma\left(\frac{d}{2}-1\right)^{2} \frac{1}{\Gamma(d-2)}\left((p+k)^{2}\right)^{\frac{d}{2}-2} .
\end{align*}
$$

Here, the following parameter formula was used

$$
\begin{equation*}
\frac{1}{A^{n} B^{m}}=\frac{\Gamma(n+m)}{\Gamma(n) \Gamma(m)} \int_{0}^{1} d x \frac{x^{n-1}(1-x)^{m-1}}{[x A+(1-x) B]^{n+m}} \tag{24}
\end{equation*}
$$

Then, we obtain

$$
\begin{gather*}
\int \frac{d^{d} p}{(2 \pi)^{d}} \frac{1}{p^{2}\left((p+k)^{2}\right)^{2-d / 2}}=\frac{\Gamma(3-d / 2)}{\Gamma(2-d / 2)} \int_{0}^{1} d x(1-x)^{1-d / 2} \int \frac{d^{d} p^{\prime}}{(2 \pi)^{d}} \frac{1}{\left[p^{\prime 2}+x(1-x) k^{2}\right]^{3-d / 2}}  \tag{25}\\
=\frac{\Omega_{d}}{(2 \pi)^{d}} \frac{\Gamma(3-d / 2))}{\Gamma(2-d / 2)} B\left(d-2, \frac{d}{2}-1\right) \frac{1}{2} B\left(\frac{d}{2}, 3-d\right)\left(k^{2}\right)^{d-3} .
\end{gather*}
$$

Here $B(p, q)=\Gamma(p) \Gamma(q) / \Gamma(p+q)$. We use the formula

$$
\begin{equation*}
\Gamma(\epsilon)=\frac{1}{\epsilon}+\text { finite terms } \tag{26}
\end{equation*}
$$

for $\epsilon \rightarrow 0$. This results in

$$
\begin{equation*}
\int \frac{d^{d} p}{(2 \pi)^{d}} \frac{d^{d} q}{(2 \pi)^{d}} \frac{1}{p^{2} q^{2}(p+q+k)^{2}}=-\left(\frac{1}{8 \pi^{2}}\right)^{2} \frac{1}{8 \epsilon} k^{2}+\text { regular terms } \tag{27}
\end{equation*}
$$

Therefore, the two-point function is evaluated as

$$
\begin{equation*}
\Gamma^{(2)}(p)=Z_{\phi} p^{2}+\frac{1}{8 \epsilon} \frac{N+2}{18}\left(\frac{g}{8 \pi^{2}}\right)^{2} p^{2}, \tag{28}
\end{equation*}
$$

up to the order of $O\left(g^{2}\right)$. In order to cancel the divergence, we choose $Z_{\phi}$ as

$$
\begin{equation*}
Z_{\phi}=1-\frac{1}{8 \epsilon} \frac{N+2}{18}\left(\frac{1}{8 \pi^{2}}\right)^{2} g^{2} . \tag{29}
\end{equation*}
$$

### 2.2.2. Four-point function

Let us turn to the renormalization of the interaction term $g^{4}$. The perturbative expansion of the four-point function is shown in Figure 4. The diagram (b) in Figure 4, denoted as $\Delta \Gamma_{b}^{(4)}$, is given by for $N=1$ :

$$
\begin{equation*}
\Delta \Gamma_{b}^{(4)}(p)=g^{2} \frac{1}{2} \int \frac{d^{d} q}{(2 \pi)^{d}} \frac{1}{\left(q^{2}-m^{2}\right)\left(\left((p+q)^{2}-m^{2}\right)\right.} \tag{30}
\end{equation*}
$$

As in the calculation of the two-point function, this is regularized as

$$
\begin{equation*}
\Delta \Gamma_{b}^{(4)}(p)=i \frac{1}{8 \pi^{2}} \frac{1}{2 \epsilon} g^{2} \tag{31}
\end{equation*}
$$

for $d=4-\epsilon$. Let us evaluate the multiplicity of this contribution for $N>1$. For $N=1$, we have a factor $4^{2} 3^{2} 2 / 4!4!=1 / 2$ as shown in Eq. (30). Figure $4 \mathbf{c}$ and $\mathbf{d}$ gives the same contribution as in Eq. (31), giving the factor $3 / 2$. For $N>1$, there is a summation with respect to the components of $\phi$. We have the multiplicity factor for the diagram in Figure $\mathbf{4 b}$ as

$$
\begin{equation*}
\left(\frac{1}{4!}\right)^{2} 2^{2} 2^{2} 2 N=\frac{N}{18} . \tag{32}
\end{equation*}
$$

Since we obtain the same factor for diagrams in Figure $\mathbf{4 c}$ and $\mathbf{d}$, we have $N / 6$ in total. We subtract $1 / 6$ for $N=1$ from $3 / 2$ to have $8 / 6$. Finally, the multiplicity factor is given by $(N+8) / 6$. Then, the four-point function is regularized as

$$
\begin{equation*}
\Delta \Gamma^{(4)}(p)=i \frac{1}{8 \pi^{2}} \frac{N+8}{6} \frac{1}{\epsilon} g^{2} . \tag{33}
\end{equation*}
$$

Because $g$ has the dimension $4-d$ such as $[g]=\mu^{4-d}$, we write $g$ as $g \mu^{4-d}$ so that $g$ is the dimensionless coupling constant. Now, we have

$$
\begin{equation*}
\Gamma^{(4)}(p)=-i g Z_{4} \mu^{\epsilon}+i \frac{1}{8 \pi^{2}} \frac{N+8}{6} \frac{1}{\epsilon} g^{2} . \tag{34}
\end{equation*}
$$

for $d=4-\epsilon$ where we neglect $\mu^{\epsilon}$ in the second term. The renormalization constant is determined as


Figure 4. Diagrams for four-point function.

$$
\begin{equation*}
\mathrm{Z}_{4}=1+\frac{N+8}{6 \epsilon} \frac{1}{8 \pi^{2}} g . \tag{35}
\end{equation*}
$$

As a result, the four-point function $\Gamma^{(4)}$ becomes finite.

### 2.3. Beta function $\beta(g)$

The bare coupling constant is written as $g_{0}=Z_{g} g \mu^{4-d}=\left(Z_{4} / Z_{\phi}^{2}\right) g \mu^{4-d}$. Since $g_{0}$ is independent of the energy scale, $\mu$, we have $\mu \partial g_{0} / \partial \mu=0$. This results in

$$
\begin{equation*}
\mu \frac{\partial g}{\partial \mu}=(d-4) g-g \mu \frac{\partial g}{\partial \mu} \frac{\partial \ln Z_{g}}{\partial g}, \tag{36}
\end{equation*}
$$

where $Z_{g}=Z_{4} / Z_{\phi}^{2}$. We define the beta function for $g$ as

$$
\begin{equation*}
\beta(g)=\mu \frac{\partial g}{\partial \mu^{\prime}} \tag{37}
\end{equation*}
$$

where the derivative is evaluated under the condition that the bare $g_{0}$ is fixed. Because

$$
\begin{equation*}
Z_{g}=1+\frac{N+8}{6 \epsilon} \frac{1}{8 \pi^{2}} g+O\left(g^{2}\right) \tag{38}
\end{equation*}
$$

the beta function is given as

$$
\begin{equation*}
\beta(g)=\frac{-\epsilon g}{1+g \frac{\partial \ln Z_{g}}{\partial g}}=-\epsilon g+\frac{N+8}{6} \frac{1}{8 \pi^{2}} g^{2}+O\left(g^{3}\right) \tag{39}
\end{equation*}
$$

$\beta(g)$ up to the order of $g^{2}$ is shown as a function of $g$ for $d<4$ in Figure 5. For $d<4$, there is a non-trivial fixed point at

$$
\begin{equation*}
g_{c}=\epsilon \frac{48 \pi^{2}}{N+8} . \tag{40}
\end{equation*}
$$

For $d=4$, we have only a trivial fixed point at $g=0$.
For $d=4$ and $N=1$, the beta function is given by

$$
\begin{equation*}
\beta(g)=\frac{3}{16 \pi^{2}} g^{2}+\cdots \tag{41}
\end{equation*}
$$

In this case, the $\beta(g)$ has been calculated up to the fifth order of $g$ [77]:

$$
\begin{equation*}
\beta(g)=\frac{3}{16 \pi^{2}} g^{2}-\frac{17}{3} \frac{1}{\left(16 \pi^{2}\right)^{2}} g^{3}+\left(\frac{145}{8}+12 \zeta(3)\right) \frac{1}{\left(16 \pi^{2}\right)^{3}} g^{4}+A_{5} \frac{1}{\left(16 \pi^{2}\right)^{4}} g^{5} \tag{42}
\end{equation*}
$$

where


Figure 5. The beta function of $g$ for $d<4$. There is a finite fixed point $g_{c}$.

$$
\begin{equation*}
A_{5}=-\left(\frac{3499}{48}+78 \zeta(3)-18 \zeta(4)+120 \zeta(5)\right) \tag{43}
\end{equation*}
$$

and $\zeta(n)$ is the Riemann zeta function. The renormalization constant $Z_{g}$ and the beta function $\beta(g)$ are obtained as a power series of $g$. We express $Z_{g}$ as

$$
\begin{equation*}
Z_{g}=1+\frac{N+8}{6 \epsilon} g+\left(\frac{b_{1}}{\epsilon^{2}}+\frac{b_{2}}{\epsilon}\right) g^{2}+\left(\frac{c_{1}}{\epsilon^{3}}+\frac{c_{2}}{\epsilon^{2}}+\frac{c_{3}}{\epsilon}\right) g^{3}+\cdots \tag{44}
\end{equation*}
$$

and then $\beta(g)$ is written as

$$
\begin{gather*}
\beta(g)=-\epsilon g+\epsilon g^{2}\left[\frac{N+8}{6 \epsilon}+2\left(\frac{b_{1}}{\epsilon^{2}}+\frac{b_{2}}{\epsilon}\right) g+\frac{(N+8)^{2}}{36 \epsilon^{2}} g+\cdots\right]  \tag{45}\\
=-\epsilon g+\frac{N+8}{6} g^{2}-\frac{9 N+42}{36} g^{3}+\cdots
\end{gather*}
$$

Here, the factor $1 / 8 \pi^{2}$ is included in $g$. The terms of order $1 / \epsilon^{2}$ are cancelled because of

$$
\begin{equation*}
b_{1}=-\frac{(N+8)^{2}}{72} \tag{46}
\end{equation*}
$$

In general, the $n$th order term in $\beta(g)$ is given by $n!g^{n}$. The function $\beta(g)$ is expected to have the form

$$
\begin{equation*}
\beta(g)=-\epsilon g+\frac{N+8}{6} g^{2}+\cdots+n!a^{n} n^{b} c g^{n}+\cdots \tag{47}
\end{equation*}
$$

where $a, b$ and $c$ are constants.

## 2.4. $n$-point function and anomalous dimension

Let us consider the $n$-point function $\Gamma^{(n)}$. The bare and renormalized $n$-point functions are denoted as $\Gamma_{B}^{(n)}\left(p_{i^{\prime}}, g_{0}, m_{0}, \mu\right)$ and $\Gamma_{R}^{(n)}\left(p_{i}, g, m, \mu\right)$, respectively, where $p_{i}(i=1, \ldots, n)$ indicate momenta. The energy scale $\mu$ indicates the renormalization point. $\Gamma_{R}^{(n)}$ has the mass dimension $n+d-n d / 2:\left[\Gamma_{R}^{(n)}\right]=\mu^{n+d-n d / 2}$. These quantities are related by the renormalization constant $Z_{\phi}$ as

$$
\begin{equation*}
\Gamma_{R}^{(n)}\left(p_{i^{\prime}}, g, m^{2}, \mu\right)=Z_{\phi}^{n / 2} \Gamma_{B}^{(n)}\left(p_{i^{\prime}} g_{0^{\prime}}, m_{0^{\prime}}^{2} \mu\right) . \tag{48}
\end{equation*}
$$

Here, we consider the massless case and omit the mass. Because the bare quantity $\Gamma_{B}^{(n)}$ is independent of $\mu$, we have

$$
\begin{equation*}
\frac{d}{d \mu} \Gamma_{B}^{(n)}=0 . \tag{49}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
\mu \frac{d}{d \mu}\left(Z_{\phi}^{-n / 2} \Gamma_{R}^{(n)}\right)=0 \tag{50}
\end{equation*}
$$

Then we obtain the equation for $\Gamma_{R}^{(n)}$ :

$$
\begin{equation*}
\left(\mu \frac{\partial}{\partial \mu}+\mu \frac{\partial g}{\partial \mu} \frac{\partial}{\partial g}-\frac{n}{2} \gamma_{\phi}\right) \Gamma_{R}^{(n)}\left(p_{i^{\prime}}, g, \mu\right)=0 \tag{51}
\end{equation*}
$$

where $\gamma_{\phi}$ is defined as

$$
\begin{equation*}
\gamma_{\phi}=\mu \frac{\partial}{\partial \mu} \ln Z_{\phi} . \tag{52}
\end{equation*}
$$

A general solution of the renormalization equation is written as

$$
\begin{equation*}
\Gamma_{R}^{(n)}\left(p_{i^{\prime}}, g^{\prime} \mu\right)=\exp \left(\frac{n}{2} \int_{g_{1}}^{g} \frac{\gamma_{\phi}\left(g^{\prime}\right)}{\beta\left(g^{\prime}\right)} d g^{\prime}\right) f^{(n)}\left(p_{i^{\prime}}, g, \mu\right), \tag{53}
\end{equation*}
$$

where

$$
\begin{equation*}
f^{(n)}\left(p_{i^{\prime}}, g, \mu\right)=F\left(p_{i^{\prime}} \ln \mu-\int_{g_{1}}^{g} \frac{1}{\beta\left(g^{\prime}\right)} d g^{\prime}\right), \tag{54}
\end{equation*}
$$

for a function $F$ and a constant $g_{1}$. We suppose that $\beta(g)$ has a zero at $g=g_{c}$. Near the fixed point $g_{c}$ by approximating $\gamma_{\phi}\left(g^{\prime}\right)$ by $\gamma_{\phi}\left(g_{c}\right), \Gamma_{R}^{(n)}$ is expressed as

$$
\begin{equation*}
\Gamma_{R}^{(n)}\left(p_{i^{\prime}}, g_{c^{\prime}} \mu\right)=\mu^{\frac{u^{2}}{2} \phi_{\phi}\left(g_{c}\right)} f^{(n)}\left(p_{i^{\prime}} g_{c^{\prime}} \mu\right) \tag{55}
\end{equation*}
$$

In general, we define $\gamma(g)$ as

$$
\begin{equation*}
\gamma(g) \ln \mu=\int_{g_{1}}^{g} \frac{\gamma_{\phi}\left(g^{\prime}\right)}{\beta\left(g^{\prime}\right)} d g^{\prime} \tag{56}
\end{equation*}
$$

Then, we obtain

$$
\begin{equation*}
\Gamma_{R}^{(n)}\left(p_{i}, g, \mu\right)=\mu^{\frac{n}{2} \gamma(g)} f^{(n)}\left(p_{i^{\prime}}, g, \mu\right) \tag{57}
\end{equation*}
$$

Under a scaling $p_{i} \rightarrow \rho p_{i}, \Gamma_{R}^{(n)}$ is expected to behave as

$$
\begin{equation*}
\Gamma_{R}^{(n)}\left(\rho p_{i^{\prime}} g_{c^{\prime}} \mu\right)=\rho^{n+d-n d / 2} \Gamma_{R}^{(n)}\left(p_{i^{\prime}} g_{c^{\prime}} \mu / \rho\right) \tag{58}
\end{equation*}
$$

because $\Gamma_{R}^{(n)}$ has the mass dimension $n+d-n d / 2$. In fact, Figure $\mathbf{4 b}$ gives a contribution being proportional to

$$
\begin{gather*}
g^{2}\left(\mu^{4-d}\right)^{2} \int d^{d} q \frac{1}{q^{2}(\rho p+q)^{2}}=g^{2}\left(\mu^{4-d}\right)^{2} \rho^{d-4} \int d^{d} q \frac{1}{q^{2}(p+q)^{2}}  \tag{59}\\
=\rho^{4-d} g^{2}\left(\frac{\mu}{\rho}\right)^{2(4-d)} \int d^{d} q \frac{1}{q^{2}(p+q)^{2}},
\end{gather*}
$$

after the scaling $p_{i} \rightarrow \rho p_{i}$ for $n=4$. We employ Eq. (58) for $n=2$

$$
\begin{gather*}
\Gamma_{R}^{(2)}\left(\rho p_{i^{\prime}} g_{c^{\prime}} \mu\right)=\rho^{2} \Gamma_{R}^{(2)}\left(p_{i^{\prime}} g_{c^{\prime}} \mu / \rho\right)=\rho^{2}\left(\frac{\mu}{\rho}\right)^{\gamma} f^{(2)}\left(p_{i^{\prime}} g_{c^{\prime}} \mu / \rho\right)  \tag{60}\\
=\rho^{2-\gamma} \mu^{\gamma} f^{(2)}\left(p_{i^{\prime}} g_{c^{\prime}} \mu / \rho\right)=\rho^{2-\gamma} \Gamma_{R}^{(2)}\left(p_{i^{\prime}} g_{c^{\prime}} \mu / \rho\right) .
\end{gather*}
$$

This indicates

$$
\begin{equation*}
\Gamma^{(2)}(p)=p^{2-\eta}=p^{2-\gamma}=\left(p^{2}\right)^{1-\gamma / 2} \tag{61}
\end{equation*}
$$

Thus, the anomalous dimension $\eta$ is given by $\eta=\gamma$. From the definition of $\gamma(g)$ in Eq. (56), we have

$$
\begin{equation*}
\gamma_{\phi}(g)=\gamma(g)+\beta(g) \frac{\partial \gamma(g)}{\partial g} \ln \mu \tag{62}
\end{equation*}
$$

At the fixed point $g=g_{c}$, this leads to

$$
\begin{equation*}
\eta=\gamma=\gamma\left(g_{c}\right)=\gamma_{\phi}\left(g_{c}\right) \tag{63}
\end{equation*}
$$

The exponent $\eta$ shows the fluctuation effect near the critical point.
The Green's function $G(p)=\Gamma^{(2)}(p)^{-1}$ is given by

$$
\begin{equation*}
G(p)=\frac{1}{p^{2-\eta}} \tag{64}
\end{equation*}
$$

The Fourier transform of $G(p)$ in $d$ dimensions is evaluated as

$$
\begin{equation*}
G(r)=\int \frac{1}{p^{2-\eta}} e^{i p \cdot r} d^{d} p=\Omega_{d} \frac{1}{r^{d-2+\eta}} \frac{\pi}{2 \Gamma(4-\eta-d) \sin ((4-\eta-d) \pi / 2)} \tag{65}
\end{equation*}
$$

When $4-\eta-d$ is small near four dimensions, $G(r)$ is approximated as

$$
\begin{equation*}
G(r) \approx \Omega_{d} \frac{1}{r^{d-2+\eta}} . \tag{66}
\end{equation*}
$$

The definition of $\gamma_{\phi}$ in Eq. (52) results in

$$
\begin{equation*}
\gamma_{\phi}(g)=\mu \frac{\partial g}{\partial \mu} \frac{\partial}{\partial g} \ln Z_{\phi}=\beta(g) \frac{\partial}{\partial g} \ln Z_{\phi} . \tag{67}
\end{equation*}
$$

Up to the lowest order of $g, \gamma_{\phi}$ is given by

$$
\begin{align*}
\gamma_{\phi}= & \left(-\frac{1}{8 \epsilon} \frac{N+1}{9} \frac{1}{\left(8 \pi^{2}\right)^{2}} g\right) \beta(g)+O\left(g^{3}\right)  \tag{68}\\
& =\frac{N+2}{72} \frac{1}{\left(8 \pi^{2}\right)^{2}} g^{2}+O\left(g^{3}\right)
\end{align*}
$$

At the critical point $g=g_{c}$, where

$$
\begin{equation*}
\frac{1}{8 \pi^{2}} g_{c}=\frac{6 \in}{N+8} \tag{69}
\end{equation*}
$$

the anomalous dimension is given as

$$
\begin{equation*}
\eta=\gamma_{\phi}\left(g_{c}\right)=\frac{N+2}{2(N+8)^{2}} \epsilon^{2}+O\left(\epsilon^{3}\right) \tag{70}
\end{equation*}
$$

For $N=1$ and $\epsilon=1$, we have $\eta=1 / 54$.

### 2.5. Mass renormalization

Let us consider the massive case $m \neq 0$. This corresponds to the case with $T>T_{c}$ in a phase transition. The bare mass $m_{0} m$ and renormalized mass $m$ are related through the relation $m^{2}=m_{0}^{2} Z_{\phi} / Z_{2}$. The condition $\mu \mathrm{\partial} m_{0} / \partial \mu=0$ leads to

$$
\begin{equation*}
\mu \frac{\partial \ln m}{\partial \mu}=\mu \frac{\partial}{\partial \mu} \ln \frac{Z_{\phi}}{Z_{2}} . \tag{71}
\end{equation*}
$$

From Eq. (50), the equation for $\Gamma_{R}^{(n)}$ is

$$
\begin{equation*}
\left[\mu \frac{\partial}{\partial \mu}+\beta(g) \frac{\partial}{\partial g}-\frac{n}{2} \gamma_{\phi}+\mu \frac{\partial}{\partial \mu} \ln \left(\frac{Z_{\phi}}{Z_{2}}\right) \cdot m^{2} \frac{\partial}{\partial m^{2}}\right] \Gamma_{R}^{(n)}\left(p_{i}, g, \mu, m^{2}\right)=0 . \tag{72}
\end{equation*}
$$

We define the exponent $v$ by

$$
\begin{equation*}
\frac{1}{v}-2=\mu \frac{\partial}{\partial \mu} \ln \left(\frac{Z_{2}}{Z_{\phi}}\right) \tag{73}
\end{equation*}
$$

then

$$
\begin{equation*}
\left[\mu \frac{\partial}{\partial \mu}+\beta(g) \frac{\partial}{\partial g}-\frac{n}{2} \gamma_{\phi}-\left(\frac{1}{v}-2\right) m^{2} \frac{\partial}{\partial m^{2}}\right] \Gamma_{R}^{(n)}\left(p_{i}, g, \mu, m^{2}\right)=0 . \tag{74}
\end{equation*}
$$

At the critical point $g=g_{c}$, we obtain

$$
\begin{equation*}
\left[\mu \frac{\partial}{\partial \mu}-\frac{n}{2} \eta-\zeta m^{2} \frac{\partial}{\partial m^{2}}\right] \Gamma_{R}^{(n)}\left(p_{i^{\prime}}, g_{c^{\prime}} \mu, m^{2}\right)=0 \tag{75}
\end{equation*}
$$

where $\gamma_{\phi}=\eta$ and we set

$$
\begin{equation*}
\zeta=\frac{1}{v}-2 . \tag{76}
\end{equation*}
$$

At $g=g_{c} \Gamma_{R}^{(n)}$ has the form

$$
\begin{equation*}
\Gamma_{R}^{(n)}\left(p_{i^{\prime}} g_{c^{\prime}} \mu, m^{2}\right)=\mu^{\frac{n}{2}} F^{(n)}\left(p_{i^{\prime}} \mu m^{2 / \zeta}\right) \tag{77}
\end{equation*}
$$

because this satisfies Eq. (75).
In the scaling $p_{i} \rightarrow \rho p_{i}$, we adopt

$$
\begin{equation*}
\Gamma_{R}^{(n)}\left(\rho p_{i^{\prime}} g_{c^{\prime}} \mu, m^{2}\right)=\rho^{n+d-n d / 2} \Gamma_{R}^{(n)}\left(p_{i^{\prime}} g_{c^{\prime}} \mu / \rho, m^{2} / \rho^{2}\right) \tag{78}
\end{equation*}
$$

From Eq. (77), we have

$$
\begin{equation*}
\Gamma_{R}^{(n)}\left(k_{i}, g_{c^{\prime}} \mu, m^{2}\right)=\rho^{n+d-n d / 2-n \eta / 2} \mu^{\frac{n}{2} \eta} F^{(n)}\left(\rho^{-1} k_{i}, \rho^{-1} \mu\left(\rho^{-2} m^{2}\right)^{1 / \zeta}\right), \tag{79}
\end{equation*}
$$

where we put $\rho p_{i}=k_{i}$. We assume that $F^{(n)}$ depends only on $\rho-1 k_{i}$. We choose $\rho$ as

$$
\begin{equation*}
\rho=\left(\mu m^{2 / \zeta}\right)^{\zeta /(\zeta+2)}=\mu\left(\frac{m^{2}}{\mu^{2}}\right)^{1 /(\zeta+2)} . \tag{80}
\end{equation*}
$$

This satisfies $\rho^{-1} \mu\left(\rho^{-2} m^{2}\right)^{1 / \varsigma}=1$ and results in

$$
\begin{equation*}
\Gamma_{R}^{(n)}\left(k_{i}, g_{c^{\prime}} \mu, m^{2}\right)=\mu^{d+\frac{n}{2}(2-d-\eta)}\left(\frac{m^{2}}{\mu^{2}}\right)^{\left\{d+\frac{n}{2}(2-d-\eta) \frac{1}{\zeta+2}\right.} \mu^{\frac{1}{2} \eta} F^{(n)}\left(\mu^{-1}\left(\frac{m^{2}}{\mu^{2}}\right)^{-\frac{1}{\zeta+2}} k_{i}\right) . \tag{81}
\end{equation*}
$$

We take $\mu$ as a unit by setting $\mu=1$, so that $\Gamma_{R}^{(n)}$ is written as

$$
\begin{equation*}
\Gamma_{R}^{(n)}\left(k_{i}, g_{c^{\prime}} 1, m^{2}\right)=m^{2 v}\left\{d+\frac{n}{2}(2-d+\eta)\right\} F^{(n)}\left(k_{i} m^{-2 v}\right) \tag{82}
\end{equation*}
$$

because $\varsigma+2=1 / v$. We can define the correlation length $\xi$ by

$$
\begin{equation*}
\left(m^{2}\right)^{-v}=\xi . \tag{83}
\end{equation*}
$$

The two-point function is written as

$$
\begin{equation*}
\Gamma_{R}^{(2)}\left(k, m^{2}\right)=m^{2 v(2-\eta)} F^{(2)}\left(k m^{-2 v}\right) . \tag{84}
\end{equation*}
$$

Now let us turn to the evaluation of $v$. Since $\gamma_{\phi}=\mu \partial \ln Z_{\phi} / \partial \mu$, from Eq. (73) $v$ is given by

$$
\begin{equation*}
\frac{1}{v}=2+\mu \frac{\partial}{\partial \mu} \ln \left(\frac{Z_{2}}{Z_{\phi}}\right)=2+\beta(g) \frac{\partial}{\partial g} \ln Z_{2}-\gamma_{\phi}(g) . \tag{85}
\end{equation*}
$$

The renormalization constant $Z_{2}$ is determined from the corrections to the bare mass $m_{0}$. The one-loop correction, shown in Figure 6, is given by

$$
\begin{equation*}
\Sigma\left(p^{2}\right)=i \frac{N+2}{6} g \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}-m_{0}^{2}}, \tag{86}
\end{equation*}
$$

where the multiplicity factor is $(8+4 N) / 4$ !. This is regularized as

$$
\begin{equation*}
\Sigma\left(p^{2}\right)=\frac{N+2}{6} g \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k_{E}^{2}+m_{0}^{2}}=-\frac{N+2}{6} g \frac{1}{8 \pi^{2}} m_{0}^{2} \frac{1}{\epsilon}, \tag{87}
\end{equation*}
$$

for $d=4-\epsilon$. Therefore the renormalized mass is


Figure 6. Corrections to the mass term. Multiplicity weights are 8 for (a) and $2 N$ for (b).

$$
\begin{equation*}
m^{2}=m_{0}^{2}+\Sigma\left(p^{2}\right)=m_{0}^{2}\left(1-\frac{N+2}{6 \epsilon} \frac{1}{8 \pi^{2}} g\right) \tag{88}
\end{equation*}
$$

$Z_{2}$ is determined to cancel the divergence in the form $m^{2} Z_{2} / Z_{\phi}$. The result is

$$
\begin{equation*}
\mathrm{Z}_{2}=1+\frac{N+2}{6 \epsilon} \frac{1}{8 \pi^{2}} g . \tag{89}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
\beta(g) \frac{\partial}{\partial g} \ln Z_{2}=-\frac{N+2}{6} \frac{1}{8 \pi^{2}} g+O\left(g^{2}\right) . \tag{90}
\end{equation*}
$$

Eq. (85) is written as

$$
\begin{equation*}
\frac{1}{v}=2-\frac{N+2}{6} \frac{1}{8 \pi^{2}} g_{c}-\eta=2-\frac{N+2}{N+8} \epsilon+O\left(\epsilon^{2}\right) \tag{91}
\end{equation*}
$$

where we put $g=g_{c}$ and used $\eta=\gamma_{\phi}(g)=(N+2) /\left(2(N+8)^{2}\right) \cdot \epsilon$. Now the exponent $v$ is

$$
\begin{equation*}
v=\frac{1}{2}\left(1+\frac{N+2}{2(N+8)} \epsilon\right)+O\left(\epsilon^{2}\right) . \tag{92}
\end{equation*}
$$

In the mean-field approximation, $v=1 / 2$. This formula of $v$ contains the fluctuation effect near the critical point. For $N=1$ and $\epsilon=1$, we have $v=1 / 2+1 / 12=7 / 12$.

## 3. Non-linear sigma model

### 3.1. Lagrangian

The Lagrangian of the non-linear sigma model is

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2 g}\left(\partial_{\mu} \phi\right)^{2}, \tag{93}
\end{equation*}
$$

where $\phi$ is a real $N$-component field $\phi=\left(\phi_{1}, \ldots, \phi_{N}\right)$ with the constraint $\phi^{2}=1$. This model has an $\mathrm{O}(\mathrm{N})$ invariance. The field $\phi$ is represented as

$$
\begin{equation*}
\phi=\left(\sigma, \pi_{1}, \pi_{2}, \cdots, \pi_{N-1}\right) \tag{94}
\end{equation*}
$$

with the condition $o^{2}+\pi_{1}^{2}+\cdots+\pi_{N-1}^{2}=1$. The fields $\pi_{i}(i=1, \ldots, N-1)$ are regarded as representing fluctuations. The Lagrangian is given by

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2 g}\left\{\left(\mathrm{\partial}_{\mu} \sigma\right)^{2}+\left(\mathrm{\partial}_{\mu} \pi_{i}\right)^{2}\right\} \tag{95}
\end{equation*}
$$

where summation is assumed for index $i$. In this Section we consider the Euclidean Lagrangian from the beginning. Using the constraint $\sigma^{2}+\pi_{i}^{2}=1$, the Lagrangian is written in the form

$$
\begin{align*}
\mathcal{L} & =\frac{1}{2 g}\left(\partial_{\mu} \pi_{i}\right)^{2}+\frac{1}{2 g} \frac{1}{1-\pi_{i}^{2}}\left(\pi_{i} \mathrm{\partial}_{\mu} \pi_{i}\right)^{2}  \tag{96}\\
& =\frac{1}{2 g}\left(\mathrm{\partial}_{\mu} \pi_{i}\right)^{2}+\frac{1}{2 g}\left(\pi_{i} \mathrm{\partial}_{\mu} \pi_{i}\right)^{2}+\cdots \tag{97}
\end{align*}
$$

The second term in the right-hand side indicates the interaction between $\pi_{i}$ fields. The diagram for this interaction is shown in Figure 7.

Here, let us check the dimension of the field and coupling constant. Since $[\mathcal{L}]=\mu^{d}$, we obtain $[\pi]=\mu^{0}$ (dimensionless) and $[g]=\mu^{2-d} . g_{0}$ and $g$ are used to denote the bare coupling constant and renormalized coupling constant, respectively. The bare and renormalized fields are indicated by $\pi_{B i}$ and $\pi_{R i}$, respectively. We define the renormalization constants $Z_{g}$ and $Z$ by

$$
\begin{align*}
& g_{0}=g \mu^{2-d} Z_{g}  \tag{98}\\
& \pi_{B i}=\sqrt{Z} \pi_{R i} \tag{99}
\end{align*}
$$

where $g$ is the dimensionless coupling constant. Then, the Lagrangian is expressed in terms of renormalized quantities:

$$
\begin{equation*}
\mathcal{L}=\frac{\mu^{d-2} Z}{2 g Z_{g}}\left\{\left(\partial_{\mu} \pi_{R i}\right)^{2}+\frac{1}{4}\left(\partial_{\mu} \pi_{R i}^{2}\right)^{2}+\cdots\right\} . \tag{100}
\end{equation*}
$$

In order to avoid the infrared divergence at $d=2$, we add the Zeeman term to the Lagrangian which is written as


Figure 7. Lowest order interaction for $\pi_{i}$.

$$
\begin{align*}
& \quad \mathcal{L}_{Z}=\frac{H_{B}}{g_{0}} \sigma=\frac{H_{B}}{g_{0}}\left(1-\frac{Z}{2} \pi_{R i}^{2}-\frac{Z^{2}}{8} \pi_{R i}^{4}+\cdots\right)  \tag{101}\\
& =\text { const. }-H_{B} \frac{Z}{2 g Z_{g}} \mu^{d-2} \pi_{R i}^{2}-H_{B} \frac{Z^{2}}{8 g Z_{g}} \mu^{d-2}\left(\pi_{R i}^{2}\right)^{2} . \tag{102}
\end{align*}
$$

Here, $H_{B}$ is the bare magnetic field and the renormalized magnetic field $H$ is defined as

$$
\begin{equation*}
H=\frac{\sqrt{Z}}{Z_{g}} H_{B} \tag{103}
\end{equation*}
$$

Then, the Zeeman term is given by

$$
\begin{equation*}
\mathcal{L}_{z}=\text { const. }-\frac{\sqrt{Z}}{2 g} H \mu^{d-2} \pi_{R i}^{2}-\frac{Z^{\frac{3}{2}}}{8 g} H \mu^{d-2}\left(\pi_{R i}^{2}\right)^{2}+\cdots \tag{104}
\end{equation*}
$$

### 3.2. Two-point function

The diagrams for the two-point function $\Gamma^{(2)}(p)=G^{(2)}(p)^{-1}$ are shown in Figure 8. The contributions in Figure 8c and d come from the magnetic field. Figure $8 \mathbf{b}$ presents

$$
\begin{equation*}
I_{b}=\int \frac{d^{d} k}{(2 \pi)^{d}} \frac{(k+p)^{2}}{k^{2}+H}=\left(p^{2}-H\right) \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}+H^{\prime}} \tag{105}
\end{equation*}
$$

where we used the formula in the dimensional regularization given as

$$
\begin{equation*}
\int d^{d} k=0 \tag{106}
\end{equation*}
$$

Near two dimensions, $d=2+\epsilon$, the integral is regularized as

$$
\begin{equation*}
I_{b}=\left(p^{2}-H\right) \frac{\Omega_{d}}{(2 \pi)^{d}} H^{\frac{d}{2}-1} \Gamma\left(\frac{d}{2}\right) \Gamma\left(1-\frac{d}{2}\right)=-\left(p^{2}-H\right) \frac{\Omega_{d}}{(2 \pi)^{d}} \frac{1}{\epsilon} . \tag{107}
\end{equation*}
$$

The H-term $I_{c}$ in Figure 8c just cancels with $-H$ in $I_{b}$. The contribution $I_{d}$ in Figure 8d has the multiplicity $2 \cdot 2 \cdot(N-1)$ because $\left(\pi_{i}\right)$ has $N-1$ components. $I_{d}$ is evaluated as

$$
\begin{equation*}
I_{c}=\frac{1}{8} \cdot 4(N-1) \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}+H}=-\frac{\Omega_{d}}{(2 \pi)^{d}} \frac{N-11}{2} \frac{1}{\epsilon} . \tag{108}
\end{equation*}
$$

As a result, up to the one-loop-order the two-point function is
$\qquad$
(a)

(b)
$\qquad$
(c)

(d)

Figure 8. Diagrams for the two-point function. The diagrams (c) and (d) come from the Zeeman term.

$$
\begin{equation*}
\Gamma^{(2)}(p)=\frac{Z}{Z_{g} g} p^{2}+\frac{\sqrt{Z}}{g} H-\frac{1}{\epsilon}\left(p^{2}+\frac{N-1}{2} H\right), \tag{109}
\end{equation*}
$$

where the factor $\Omega_{d} /(2 \pi)^{d}$ is included in $g$ for simplicity. To remove the divergence, we choose

$$
\begin{gather*}
\frac{Z}{Z_{g}}=1+\frac{g}{\epsilon},  \tag{110}\\
\sqrt{\mathrm{Z}}=1+\frac{N-1}{2 \epsilon} g . \tag{111}
\end{gather*}
$$

This set of equations indicates

$$
\begin{align*}
& \mathrm{Z}_{g}=1+\frac{N-1}{\epsilon} g+O\left(g^{2}\right),  \tag{112}\\
& \mathrm{Z}=1+\frac{N-1}{\epsilon} g+O\left(g^{2}\right) . \tag{113}
\end{align*}
$$

The case $N=2$ is s special case, where we have $Z_{g}=1$. This will hold even when including higher order corrections. For $N=2$, we have one $\pi$ field satisfying

$$
\begin{equation*}
\sigma_{2}+\pi_{2}=1 \tag{114}
\end{equation*}
$$

When we represent $\sigma$ and $\pi$ as $\sigma=\cos \theta$ and $\pi=\sin \theta$, the Lagrangian is

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2 g}\left\{\left(\partial_{\mu} \sigma\right)^{2}+\left(\partial_{\mu} \pi\right)^{2}\right\}=\frac{1}{2 g}\left(\partial_{\mu} \theta\right)^{2} . \tag{115}
\end{equation*}
$$

If we disregard the region of $\theta, 0 \leq \theta \leq 2 \pi$, the field $\theta$ is a free field suggesting that $Z_{g}=1$.

### 3.3. Renormalization group equations

The beta function $\beta(g)$ of the coupling constant $g$ is defined by

$$
\begin{equation*}
\beta(g)=\mu \frac{\partial g}{\partial \mu^{\prime}} \tag{116}
\end{equation*}
$$

where the bare quantities are fixed in calculating the derivative. Since $\mu \mathrm{\partial} g_{0} / \partial \mu=0$, the beta function is derived as

$$
\begin{equation*}
\beta(g)=\frac{\epsilon g}{1+g \frac{\partial}{\partial g} \ln Z_{g}}=\epsilon g-(N-2) g^{2}+O\left(g^{3}\right), \tag{117}
\end{equation*}
$$

for $d=2+\epsilon$. The beta function is shown in Figure 9 as a function of $g$. We mention here that the coefficient $N-2$ of $g^{2}$ term is related with the Casimir invariant of the symmetry group $\mathrm{O}(\mathrm{N})$ [34, 49].
In the case of $N=2$ and $d=2, \beta(g)$ vanishes. This case corresponds to the classical XY model as mentioned above and there may be a Kosterlitz-Thouless transition. The Kosterlitz-Thouless transition point cannot be obtained by a perturbation expansion in $g$.

In two dimensions $d=2, \beta(g)$ shows asymptotic freedom for $N>2$. The coupling constant $g$ approaches zero in high-energy limit $\mu \rightarrow \infty$ in a similar way to QCD. For $N=1, g$ increases as $\mu \rightarrow \infty$ as in the case of QED. When $d>2$, there is a fixed point $g_{c}$ :

$$
\begin{equation*}
g_{c}=\frac{\epsilon}{N-2}, \tag{118}
\end{equation*}
$$

for $N>2$. There is a phase transition for $N>2$ and $d>2$.
Let us consider the $n$-point function $\Gamma^{(n)}\left(k_{i}, g, \mu, H\right)$. The bare and renormalized $n$-point functions are introduced similarly and they are related by the renormalization constant $Z$

$$
\begin{equation*}
\Gamma_{R}^{(n)}\left(k_{i}, g, \mu, H\right)=Z^{n / 2} \Gamma_{B}^{(n)}\left(k_{i}, g, \mu, H\right) . \tag{119}
\end{equation*}
$$

From the condition that the bare function $\Gamma_{B}^{(n)}$ is independent of $\mu, \mu d \Gamma_{B}^{(n)} / d \mu=0$, the renormalization group equation is followed

$$
\begin{equation*}
\left[\mu \frac{\partial}{\partial \mu}+\mu \frac{\partial g}{\partial \mu} \frac{\partial}{\partial g}-\frac{n}{2} \zeta(g)+\left(\frac{1}{2} \zeta(g)+\frac{1}{g} \beta(g)-(d-2)\right) H \frac{\partial}{\partial H}\right] \Gamma_{R}^{(n)}\left(k_{i}, g, \mu, H\right)=0, \tag{120}
\end{equation*}
$$

where we defined


Figure 9. The beta function $\beta(g)$ as a function of $g$ for $d=2(\mathrm{a})$ and $d>2(\mathrm{~b})$. There is a fixed point for $N>2$ and $d>2$. $\beta(g)$ is negative for $d=2$ and $N>2$, which indicates that the model exhibits an asymptotic freedom.

$$
\begin{equation*}
\zeta(g)=\mu \frac{\partial}{\partial \mu} \ln Z=\beta(g) \frac{\partial}{\partial g} \ln Z . \tag{121}
\end{equation*}
$$

From Eq. (113), $\zeta(g)$ is given by

$$
\begin{equation*}
\zeta(g)=(N-1) g+O\left(g^{2}\right) \tag{122}
\end{equation*}
$$

Let us define the correlation length $\xi=\xi(g, \mu)$. Because the correlation length near the transition point will not depend on the energy scale, it should satisfy

$$
\begin{equation*}
\mu \frac{d}{d \mu} \xi(g, \mu)=\left(\mu \frac{\partial}{\partial \mu}+\beta(g) \frac{\partial}{\partial g}\right) \xi(g, \mu)=0 . \tag{123}
\end{equation*}
$$

We adopt the form $\xi=\mu^{-1} f(g)$ for a function $f(g)$, so that we have

$$
\begin{equation*}
\beta(g) \frac{d f(g)}{d g}=f(g) \tag{124}
\end{equation*}
$$

This indicates

$$
\begin{equation*}
f(g)=C \exp \left(\int_{g_{*}}^{g} \frac{1}{\beta\left(g^{\prime}\right)} d g^{\prime}\right) \tag{125}
\end{equation*}
$$

where $C$ and $g_{*}$ are constants. In two dimensions ( $\epsilon=0$ ), the beta function in Eq. (117) gives

$$
\begin{equation*}
\xi=C \mu^{-1} \exp \left(\frac{1}{N-2}\left(\frac{1}{g}-\frac{1}{g_{*}}\right)\right) \tag{126}
\end{equation*}
$$

When $N>2, \xi$ diverges as $g \rightarrow 0$, namely, the mass proportional to $\xi^{-1}$ vanishes in this limit. When $d>2(\epsilon>0)$, there is a finite-fixed point $g_{c}$. We approximate $\beta(g)$ near $g=g_{c}$ as

$$
\begin{equation*}
\beta(g) \approx a\left(g-g_{c}\right), \tag{127}
\end{equation*}
$$

with $a<0, \xi$ is

$$
\begin{equation*}
\xi=\mu^{-1} \exp \left(\frac{1}{a} \ln \left|\frac{g-g_{c}}{g_{*}-g_{c}}\right|\right) \tag{128}
\end{equation*}
$$

Near the critical point $g \approx g_{c^{\prime}} \xi$ is approximated as

$$
\begin{equation*}
\xi^{-1} \approx \mu\left\lfloor g-g_{c}\right\rfloor^{1 /\lfloor a\rfloor} \tag{129}
\end{equation*}
$$

This means that $\xi \rightarrow \infty$ as $g \rightarrow g_{c}$. We define the exponent $v$ by

$$
\begin{equation*}
\xi^{-1} \approx\left\lfloor g-g_{c}\right\rfloor^{v}, \tag{130}
\end{equation*}
$$

then we have

$$
\begin{equation*}
v=-\frac{1}{\beta^{\prime}\left(g_{c}\right)} . \tag{131}
\end{equation*}
$$

Since $\beta^{\prime}\left(g_{c}\right)=\epsilon-2(N-2) g_{c}=-\epsilon$, this gives

$$
\begin{equation*}
\frac{1}{v}=\epsilon+O\left(\epsilon^{2}\right)=d-2+O\left(\epsilon^{2}\right) \tag{132}
\end{equation*}
$$

Including the higher-order terms, $v$ is given as

$$
\begin{equation*}
\frac{1}{v}=d-2+\frac{(d-2)^{2}}{N-2}+\frac{(d-2)^{3}}{2(N-2)}+O\left(\epsilon^{4}\right) \tag{133}
\end{equation*}
$$

### 3.4. 2 D quantum gravity

A similar renormalization group equation is derived for the two-dimensional quantum gravity. The space structure is written by the metric tensor $g_{\mu \nu}$ and the curvature $R$. The quantum gravity Lagrangian is

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{16 \pi G} \sqrt{g} R \tag{134}
\end{equation*}
$$

where $g$ is the determinant of the matrix $\left(g_{\mu v}\right)$ and $G$ is the coupling constant. The beta function for $G$ was calculated as [78-81]

$$
\begin{equation*}
\beta(G)=\epsilon G-b G^{2} \tag{135}
\end{equation*}
$$

for $d=2+\epsilon$ with a constant $b$. This has the same structure as that for the non-linear sigma model.

## 4. Sine-Gordon model

### 4.1. Lagrangian

The two-dimensional sine-Gordon model has attracted a lot of attention [43-49, 82-91]. The Lagrangian of the sine-Gordon model is given by

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2 t_{0}}\left(\partial_{\mu} \phi\right)^{2}+\frac{\alpha_{0}}{t_{0}} \cos \phi, \tag{136}
\end{equation*}
$$

where $\phi$ is a real scalar field, and $t_{0}$ and $\alpha_{0}$ are bare coupling constants. We also use the Euclidean notation in this section. The second term is the potential energy of the scalar field.

We adopt that $t$ and $\alpha$ are positive. The renormalized coupling constants are denoted as $t$ and $\alpha$, respectively. The dimensions of $t$ and $\alpha$ are $[t]=\mu^{2-d}$ and $[\alpha]=\mu^{2}$. The scalar field $\phi$ is dimensionless in this representation. The renormalization constants $Z_{t}$ and $Z_{\alpha}$ are defined as follows

$$
\begin{equation*}
t_{0}=t \mu^{2-d} Z_{t}, \alpha_{0}=\alpha \mu^{2} Z_{\alpha} \tag{137}
\end{equation*}
$$

Here, the energy scale $\mu$ is introduced so that $t$ and $\alpha$ are dimensionless. The Lagrangian is written as

$$
\begin{equation*}
\mathcal{L}=\frac{\mu^{d-2}}{2 t Z_{t}}\left(\partial_{\mu} \phi\right)^{2}+\frac{\mu^{d} \alpha Z_{\alpha}}{t Z_{t}} \cos \phi . \tag{138}
\end{equation*}
$$

We can introduce the renormalized field $\phi_{B}=\sqrt{Z_{\phi}} \phi_{R}$ where $Z_{\phi}$ is the renormalization constant. Then the Lagrangian is

$$
\begin{equation*}
\mathcal{L}=\frac{\mu^{d-2} Z_{\phi}}{2 t Z_{t}}\left(\partial_{\mu} \phi\right)^{2}+\frac{\mu^{d} \alpha Z_{\alpha}}{t Z_{t}} \cos \phi . \tag{139}
\end{equation*}
$$

where $\phi$ denotes the renormalized field $\phi_{R}$.

### 4.2. Renormalization of $\alpha$

We investigate the renormalization group procedure for the sine-Gordon model on the basis of the dimensional regularization method. First consider the renormalization of the potential term. The lowest-order contributions are given by diagrams with tadpole contributions. We use the expansion $\cos \phi=1-\frac{1}{2} \phi^{2}+\frac{1}{4!} \phi^{4}-\cdots$. Then the corrections to the cosine term are evaluated as follows. The constant term is renormalized as

$$
\begin{equation*}
1-\frac{1}{2}\left\langle\phi^{2}\right\rangle+\frac{1}{4!}\left\langle\phi^{4}\right\rangle-\cdots=1-\frac{1}{2}\left\langle\phi^{2}\right\rangle+\frac{1}{2}\left(\frac{1}{2}\left\langle\phi^{2}\right\rangle\right)^{2}-\cdots=\exp \left(-\frac{1}{2}\left\langle\phi^{2}\right\rangle\right) . \tag{140}
\end{equation*}
$$

Similarly, the $\phi^{2}$ is renormalized as

$$
\begin{equation*}
-\frac{1}{2} \phi^{2}+\frac{1}{4!} 6\left\langle\phi^{2}\right\rangle \phi^{2}-\frac{1}{6!} 15 \cdot 3\left\langle\phi^{2}\right\rangle^{2} \phi^{2}+\cdots=\exp \left(-\frac{1}{2}\left\langle\phi^{2}\right\rangle\right)\left(-\frac{1}{2} \phi^{2}\right) . \tag{141}
\end{equation*}
$$

Hence the $\alpha Z_{\alpha} \cos \left(\sqrt{Z_{\phi}} \phi\right)$ is renormalized to

$$
\begin{equation*}
\alpha Z_{\alpha} \exp \left(-\frac{1}{2} Z_{\phi}\left\langle\phi^{2}\right\rangle\right) \cos \left(\sqrt{Z_{\phi}} \phi\right) \approx \alpha Z_{\alpha}\left(1-\frac{1}{2} Z_{\phi}\left\langle\phi^{2}\right\rangle+\cdots\right) \cos \left(\sqrt{Z_{\phi}} \phi\right) . \tag{142}
\end{equation*}
$$

The expectation value $\left\langle\phi^{2}\right\rangle$ is regularized as

$$
\begin{equation*}
Z_{\phi}\left\langle\phi^{2}\right\rangle=t \mu^{2-d} Z_{t} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}+m_{0}^{2}}=-\frac{t}{\epsilon} \frac{\Omega_{d}}{(2 \pi)^{d}}, \tag{143}
\end{equation*}
$$

where $d=2+\epsilon$ and we included a mass $m_{0}$ to avoid the infrared divergence and $\mathrm{Z}_{t}=1$ to this order. The constant $Z_{\alpha}$ is determined to cancel the divergence:

$$
\begin{equation*}
\mathrm{Z}_{\alpha}=1-\frac{t}{2} \frac{1}{\epsilon} \frac{\Omega_{d}}{(2 \pi)^{d}} . \tag{144}
\end{equation*}
$$

From the equations $\mu \partial t_{0} / \partial \mu=0$ and $\mu \partial \alpha_{0} / \partial \mu=0$, we obtain

$$
\begin{array}{r}
\mu \frac{\partial t}{\partial \mu}=(d-2) t-t \mu \frac{\partial \ln Z_{t}}{\partial \mu} \\
\mu \frac{\partial \alpha}{\partial \mu}=-2 \alpha-\alpha \mu \frac{\partial \ln Z_{\alpha}}{\partial \mu} \tag{146}
\end{array}
$$

The beta function for $\alpha$ reads

$$
\begin{equation*}
\beta(\alpha) \equiv \mu \frac{\partial \alpha}{\partial \mu}=-2 \alpha+t \alpha \frac{1}{2} \frac{\Omega_{d}}{(2 \pi)^{d}}, \tag{147}
\end{equation*}
$$

where we set $\mu \partial t / \partial \mu=(d-2) t$ with $Z_{t}=1$ up to the lowest order of $\alpha$. The function $\beta(\alpha)$ has a zero at $t=t_{c}=8 \pi$.

### 4.3. Renormalization of the two-point function

Let us turn to the renormalization of the coupling constant $t$. The renormalization of $t$ comes from the correction to $p^{2}$ term. The lowest-order two-point function is

$$
\begin{equation*}
\Gamma_{B}^{(2)(0)}(p)=\frac{1}{t_{0}} p^{2}=\frac{1}{t \mu^{2-d} Z_{t}} p^{2} . \tag{148}
\end{equation*}
$$

The diagrams that contribute to the two-point function are shown in Figure 10 [88]. These diagrams are obtained by expanding the cosine function as $\cos \phi=1-(1 / 2) \phi^{2}+\cdots$. First, we consider the Green's function,

$$
\begin{equation*}
G_{0}(x)=Z_{\phi}<\phi(x) \phi(0)>=t \mu^{2-d} Z_{t} \int \frac{d^{d} p}{(2 \pi)^{d}} p \frac{e^{i p \cdot x}}{p^{2}+m_{0}^{2}}=t \mu^{2-d} Z_{t} \frac{\Omega_{d}}{(2 \pi)^{d}} K_{0}\left(m_{0}|x|\right), \tag{149}
\end{equation*}
$$

where $K_{0}$ is the zeroth modified Bessel function and $m_{0}$ is introduced to avoid the infrared singularity. Because sinh $I-I=I^{3} / 3!+\cdots$, the diagrams in Figure 10 are summed up to give


Figure 10. Diagrams that contribute to the two-point function.

$$
\begin{equation*}
\Sigma(p)=\int d^{d} x\left[e^{i p \cdot x}(\sinh I-I)-(\cosh I-1)\right] \tag{150}
\end{equation*}
$$

Where $I=G_{0}(x)$. Since $\sinh I-I \approx e^{I} / 2$ and $\cosh I \approx e^{I} / 2$, the diagrams in Figure 10 lead to

$$
\begin{equation*}
\Gamma_{B}^{(2) c}(p)=-\frac{1}{2}\left(\frac{\alpha \mu^{d} Z_{\alpha}}{t Z_{t}}\right)^{2} \int d^{d} x\left(e^{i p \cdot x}-1\right) e^{G_{0}(x)} \tag{151}
\end{equation*}
$$

We use the expansion $e^{i p \cdot x}=1+i p \cdot x-(1 / 2)(p \cdot x)^{2}+\cdots$, and keep the $p_{2}$ term. We denote the derivation of $t$ from the fixed point $t_{c}=8 \pi$ as $v$ :

$$
\begin{equation*}
\frac{t}{8 \pi}=1+v, \tag{152}
\end{equation*}
$$

for $d=2$. Using the asymptotic formula $K_{0}(x)^{\sim}-\gamma-\ln (x / 2)$ for small $x$, we obtain

$$
\begin{align*}
\Gamma_{B}^{(2) c}(p)= & \frac{1}{8}\left(\frac{\alpha \mu^{d}}{t Z_{t}}\right)^{2} p^{2}\left(c_{0} m_{0}^{2}\right)^{-2-2 v} \Omega_{d} \int_{0}^{\infty} d x x^{d+1} \frac{1}{\left(x^{2}+a^{2}\right)^{2+2 v}} \\
& =-\frac{1}{8} p^{2}\left(\frac{\alpha \mu^{d}}{t Z_{t}}\right)^{2}\left(c_{0} m_{0}^{2}\right)^{-2} \Omega_{d} \frac{1}{\epsilon}+\mathrm{O}(v)  \tag{153}\\
& \approx-\frac{1}{t \mu^{2-d} Z_{t}} p^{2} \frac{1}{32} \alpha^{2} \mu^{d+2}\left(c_{0} m_{0}^{2}\right)^{-2} \frac{1}{\epsilon}+O(v)
\end{align*}
$$

where $c_{0}$ is a constant and $a=1 / \mu$ is a small cut-off. The divergence of $\alpha$ was absorbed by $Z_{\alpha}$. Now the two-point function up to this order is

$$
\begin{equation*}
\Gamma_{B}^{(2)}(p)=\frac{1}{t \mu^{2-d} Z_{t}}\left[p^{2}-\frac{1}{32} \alpha^{2} \mu^{d+2}\left(c_{0} m_{0}^{2}\right)^{-2} \frac{1}{\epsilon}\right] \tag{154}
\end{equation*}
$$

The renormalized two-point function is $\Gamma_{R}^{(2)}=Z_{\phi} \Gamma_{B}^{(2)}$. This indicates that

$$
\begin{equation*}
\frac{Z_{\phi}}{Z_{t}}=1+\frac{1}{32} \alpha^{2} \mu^{d+2}\left(c_{0} m_{0}^{2}\right)^{-2} \frac{1}{\epsilon} \tag{155}
\end{equation*}
$$

Then, we can choose $Z_{\phi}=1$ and

$$
\begin{equation*}
Z_{t}=1-\frac{1}{32} \alpha^{2} \mu^{d+2}\left(c_{0} m_{0}^{2}\right)^{-2} \frac{1}{\epsilon} . \tag{156}
\end{equation*}
$$

$Z_{t} / Z_{\phi}$ can be regarded as the renormalization constant of $t$ up to the order of $\alpha 2$, and thus we do not need the renormalization constant $Z_{\phi}$ of the field $\phi$. This means that we can adopt the bare coupling constant as $t_{0}=t \mu^{2-d} \tilde{Z}_{t}$ with $\tilde{Z}_{t}=Z_{t} / Z_{\phi}$.
The renormalization function of $t$ is obtained from the equation $\mu \partial t_{0} / \partial \mu=0$ for $t_{0}=t \mu^{2-d} Z_{t}$ :

$$
\begin{align*}
\beta(t) \equiv \mu \frac{\partial t}{\partial \mu} & =(d-2) t+\frac{1}{32}\left(c_{0} m_{0}^{2}\right)^{-2} \frac{1}{\epsilon}\left(2 \alpha \mu^{d+2} \mu \frac{\partial \alpha}{\partial \mu}+(d+2) \alpha^{2} \mu^{d+2}\right) t  \tag{157}\\
& =(d-2) t+\frac{1}{32} \mu^{d+2}\left(c_{0} m_{0}^{2}\right)^{-2} t \alpha^{2}
\end{align*}
$$

Because the finite part of $G_{0}(x \rightarrow 0)$ is given by $G_{0}(x \rightarrow 0)=-(1 / 2 \pi) \ln \left(e^{\gamma} m_{0} / 2 \mu\right)$, we perform the finite renormalization of $\alpha$ as $\alpha \rightarrow \alpha c_{0} m_{0}^{2} a^{2}=\alpha c_{0} m_{0}^{2} \mu^{-2}$. This results in

$$
\begin{equation*}
\beta(t)=(d-2) t+\frac{1}{32} t \alpha^{2} \tag{158}
\end{equation*}
$$

As a result, we obtain a set of renormalization group equations for the sine-Gordon model

$$
\begin{align*}
& \beta(\alpha)=\mu \frac{\partial \alpha}{\partial \mu}=-\alpha\left(2-\frac{1}{4 \pi} t\right),  \tag{159}\\
& \beta(t)=\mu \frac{\partial t}{\partial \mu}=(d-2) t+\frac{1}{32} t \alpha^{2}, \tag{160}
\end{align*}
$$

Since the equation for $\alpha$ is homogeneous in $\alpha$, we can change the scale of $\alpha$ arbitrarily. Thus, the numerical coefficient of $t \alpha^{2}$ in $\beta(t)$ is not important.

### 4.4. Renormalization group flow

Let us investigate the renormalization group flow in two dimensions. This set of equations reduces to that of the Kosterlitz-Thouless (K-T) transition. We write $t=8 \pi(1+v)$, and set $x=2 v$ and $y=\alpha / 4$. Then, the equations are

$$
\begin{align*}
& \mu \frac{\partial x}{\partial \mu}=y^{2},  \tag{161}\\
& \mu \frac{\partial y}{\partial \mu}=x y, \tag{162}
\end{align*}
$$

These are the equations of K-T transition. We have

$$
\begin{equation*}
x^{2}-y^{2}=\text { const. } \tag{163}
\end{equation*}
$$

The renormalization flow is shown in Figure 11. The Kosterlitz-Thouless transition is a beautiful transition that occurs in two dimensions. It was proposed that the transition was associated with the unbinding of vortices, that is, the K-T transition is a transition of the bindingunbinding transition of vortices.

The Kondo problem is also described by the same equations. In the s-d model, we put

$$
\begin{equation*}
x=\pi \beta J_{z}-2, y=2\left|J_{\perp}\right| \tau \tag{164}
\end{equation*}
$$

where $J_{z}$ and $J_{\perp}\left(=J_{x}=J_{y}\right)$ are exchange coupling constants between the conduction electrons and the localized spin, and $\beta$ is the inverse temperature. $\tau$ is a small cut-off with $\tau \alpha 1 / \mu$. The scaling equations for the s-d model are $[53,57]$

$$
\begin{align*}
& \tau \frac{\partial x}{\partial \tau}=-\frac{1}{2} y^{2},  \tag{165}\\
& \tau \frac{\partial y}{\partial \tau}=-\frac{1}{2} x y . \tag{166}
\end{align*}
$$

The Kondo effect occurs as a crossover from weakly correlated region to strongly correlated region. A crossover from weakly to strongly coupled systems is a universal and ubiquitous


Figure 11. The renormalization group flow for the sine-Gordon model as $\mu \rightarrow \infty$.
phenomenon in the world. There appears a universal logarithmic anomaly as a result of the crossover.

## 5. Scalar quantum electrodynamics

We have examined the $\phi^{4}$ theory and showed that there is a phase transition. This is a secondorder transition. What will happen when a scalar field couples with the electromagnetic field? This issue concerns the theory of a complex scalar field $\phi$ interacting with the electromagnetic field $A_{\mu}$ called the scalar quantum electrodynamics (QED). The Lagrangian is

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2}\left|\left(D_{\mu} \phi\right)\right|^{2}-\frac{1}{4} g\left(|\phi|^{2}\right)^{2}-\frac{1}{4} F_{\mu v}^{2}, \tag{167}
\end{equation*}
$$

where $g$ is the coupling constant and $F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu} \cdot D_{\mu}$ is the covariant derivative given as

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}-i e A_{\mu}, \tag{168}
\end{equation*}
$$

with the charge $e$. The scalar field $\phi$ is an $N$ component complex scalar field such as $\phi=\left(\phi_{1}, \cdots, \phi_{N}\right)$. This model is actually a model of a superconductor. The renormalization group analysis shows that this model exhibits a first-order transition near four dimensions $d=4-\epsilon$ when $2 N<365$ [92-96]. Coleman and Weinberg first considered the scalar QED model in the case $N=1$. They called this transition the dimensional transmutation. The result based on the $\epsilon$-expansion predicts that a superconducting transition in a magnetic field is a first-order transition. This transition may be related to a first-order transition in a high magnetic field [97].

The bare and renormalized fields and coupling constants are defined as

$$
\begin{align*}
& \phi_{0}=\sqrt{Z_{\phi} \phi}  \tag{169}\\
& g_{0}=\frac{Z_{4}}{Z_{\phi}^{2}} g \mu^{4-d}  \tag{170}\\
& e_{0}=\frac{Z_{e}}{\sqrt{Z_{A} Z_{\phi}}} e,  \tag{171}\\
& A_{\mu 0}=\sqrt{Z_{A}} A_{\mu} \tag{172}
\end{align*}
$$

where $\phi, g, e$ and $A_{\mu}$ are renormalized quantities. We have four renormalization constants. Thanks to the Ward identity

$$
\begin{equation*}
Z_{e}=Z_{A} \tag{173}
\end{equation*}
$$

three renormalization constants should be determined. We show the results:

$$
\begin{gather*}
Z_{\phi}=1+\frac{3}{8 \pi^{2} \epsilon} e^{2},  \tag{174}\\
Z_{A}=1-\frac{2 N}{48 \pi^{2} \epsilon} e^{2},  \tag{175}\\
Z_{g}=1+\frac{2 N+8}{8 \pi^{2} \epsilon} g+\frac{3}{8 \pi^{2} \epsilon} \frac{1}{g} e^{4} . \tag{176}
\end{gather*}
$$

The renormalization group equations are given by

$$
\begin{gather*}
\mu \frac{\partial e^{2}}{\partial \mu}=-\epsilon e^{2}+\frac{N}{24 \pi^{2}} e^{4},  \tag{177}\\
\mu \frac{\partial g}{\partial \mu}=-\epsilon g+\frac{N+4}{4 \pi^{2}} g^{2}+\frac{3}{8 \pi^{2}} e^{4}-\frac{3}{4 \pi^{2}} e^{2} g . \tag{178}
\end{gather*}
$$

The fixed point is given by

$$
\begin{gather*}
e_{c}=\frac{24}{N} \pi^{2} \epsilon  \tag{179}\\
g_{c}=\epsilon \frac{2 \pi^{2}}{N+4}\left\{1+\frac{18}{N} \pm \frac{\left(n^{2}-360 n-2160\right)^{1 / 2}}{n}\right\}, \tag{180}
\end{gather*}
$$

where $n=2 N$. The square root $\delta \equiv\left(n^{2}-360 n-2160\right)^{1 / 2}$ is real when $2 N>365$. This indicates that the zero of a set of beta functions exists when $N$ is sufficiently large as long as $2 N>365$. Hence there is no continuous transition when $N$ is small, $2 N \leq 365$, and the phase transition is first-order.

There are also calculations up to two-loop-order for scalar QED [98, 99]. This model is also closely related with the phase transition from a smectic-A to a nematic liquid crystal for which a second-order transition was reported [100]. When $N$ is large as far as $2 N>365$, the transition becomes second-order. Does the renormalization group result for the scalar QED contradict with second-order transition in superconductors? This subject has not been solved yet. A possibility of second-order transition was investigated in three dimensions by using the renormalization group theory [101]. An extra parameter $c$ was introduced in [101] to impose a relation between the external momentum $p$ and the momentum $q$ of the gauge field as $q=p / c$. It was shown that when $c>5.7$, we have a second-order transition. We do not think that it is clear whether the introduction of $c$ is justified or not.

## 6. Summary

We presented the renormalization group procedure for several important models in field theory on the basis of the dimensional regularization method. The dimensional method is very
useful and the divergence is separated from an integral without ambiguity. We invested three fundamental models in field theory: $\phi 4$ theory, non-linear sigma model and sine-Gordon model. These models are often regarded as an effective model in understanding physical phenomena. The renormalization group equations were derived in a standard way by regularizing the ultraviolet divergence. The renormalization group theory is useful in the study of various quantum systems.

The renormalization means that the divergences, appearing in the evaluation of physical quantities, are removed by introducing the finite number of renormalization constants. If we need infinite number of constants to cancel the divergences for some model, that model is called unrenormalizable. There are many renormalizeable field theoretic models. We considered three typical models among them. The idea of renormalization group theory arises naturally from renormalization. The dependence of physical quantities on the renormalization energy scale easily leads us to the idea of renormalization group.
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#### Abstract

Fundamentals of gauge-invariant relativistic many-body perturbation theory (PT) with optimized ab initio zeroth approximation in theory of relativistic multi-electron systems are presented. The problem of construction of optimal one-electron representation is directly linked with a problem of the correct accounting for multielectron exchange-correlation effects and gauge-invariance principle fulfilling in atomic calculations. New approach to construction of optimal PT zeroth approximation is based on accurate treating the lowest order multielectron effects, in particular, the gauge-dependent radiative contribution for the certain class of photon propagator (for instance, the Coulomb, Feynman, Babushkin ones) gauge. This value is considered to be a typical representative of important multielectron exchange-correlation effects, whose minimization is a reasonable criteria in the searching for optimal PT one-electron orbital basis. This procedure derives an undoubted profit in the routine many-body calculations as it provides the way of refinement of the atomic characteristics calculations, based on the "first principles". The relativistic density-functional approximation is taken as the zeroth one. There have taken into account all exchangecorrelation corrections of the second order and dominated classes of the higher orders diagrams (polarization interaction, quasiparticles screening, etc.). New form of multi-electron polarization functional is used. As illustration, the results of computing energies, transition probabilities for some heavy ions are presented.
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## 1. Introduction

Perturbation theory (PT) formalism has a long history in studying different multielectron (more generally, multifermion) systems, including different atomic, molecular, and nuclear properties. Really, one should say about formalism of the many-body PT as, a rule, usually it applies to studying different properties of the multiparticle systems, for instance, ionization and excitation energies, spectra, electron exchange-correlation energies, hyperfine structure, radiative and autoionization decay rates (transition probabilities, oscillator, and lines strengths), as well as the influence of an external electromagnetic fields. In the last few decades, the PT methods have been refined with a sophisticated and comprehensive approach of more correct treatment of the exchange-correlation effects, electron-nuclear dynamics, and so on [1-44]. Rephrasing the known interesting quote by Bartlett and Musiał [3, 4] and earlier by Wilson, one could say that the PT methods are an emerging computational area that is sixty years ahead of lattice gauge theory... and a rich source of new ideas and new approaches to the computation of many fermion systems. The old multibody quantum theoretical approaches often take place, which have been primarily developed in a theory of a superfluity and/or a superconductivity, and generally speaking in a theory of solids, became the powerful tools for developing new conceptions in many-body (multielectron) atomic, nuclear, and molecular calculations [1-7].

A number of the PT versions include a synthesis of cluster expansions, Brueckner's summation of ladder diagrams, the summation of ring diagrams Gell-Mann, and an infinite-order generalization of manybody PT (Kelly, 1969; Ivanov-Tolmachev, 1969-1974, Bartlett and Silver, 1974-1976, etc.; see review in Ref. [7]). Using quantum-field methods in atomic and molecular theory allowed obtaining a very powerful approach for the correct treatment of the exchangecorrelation effects in many-electron systems. In this context, it is useful to remind about such sophisticated methods as a coupled-cluster theory, the Green-functions method, configuration interaction methods, and so on. Only with this property are applications to solids or the electron gas possible, and, even for small atoms and molecules, its effects are numerically quite essential. When relativistic effects became essential in the studied multielectron (fermion) system, naturally it is necessary to formulate a formalism of the relativistic many-body PT. In the first attempts, an account for the relativistic effects had been reduced to treating the Darwin, mass-velocity, and spin-orbit effects, which have to be added to the nonrelativistic solution and provide different approximations lying between the Schrödinger equation and the four-component Dirac equation [2, 6, 7]. Among recent developments in this field, special attention should be given to two very general and important computer systems for relativistic and QED calculations of atomic and molecular properties developed in the Oxford, Troitsk, and other groups (known as "GRASP," "Dirac," "BERTHA," "QED," "Superatom," etc.; Ref. [1-13] and references therein). For example, a new relativistic molecular structure theory within the QED framework with accounting of the electron correlation and higher-order QED effects has been formulated and further realized as the BERTHA program. The master system of equations includes the so-called Dirac-Hartree-Fock-Breit self-consistent field equations. The useful overview of the relativistic electronic structure theory is presented in Refs. [2, 7] from the QED point of view. The next important step is an adequate taking into account the QED corrections. This topic has been a subject of intensive theoretical and experimental interest.

Hitherto, most many-body PT studies concerned atoms with a simple electron-shell structure, namely atoms of the inert gases and atoms and ions with a single electron (or hole) above (or inside) the closed shells core. The fundamental limitation to extend the many-body procedure beyond such simple atomic systems arises from the complexity of any perturbation expansion if more than just one or two effective particles appear in the derivation (see detailed analysis in Ref. [5]). In order to overcome this difficulty, a number of different efficient techniques of complex expansions were developed. As a rule, the atomic PT expansions are expressed in terms of the Feynman-Goldstone diagrams in Rayleigh-Schrödinger PT formulation. Above the most popular and known versions of the PT formalism, one should mention formally exact relativistic many-body PT with the model zeroth approximation by IvanovaIvanov et al., relativistic PT with the Hartree-Fock (HF) or Dirac-Fock (DF) zeroth approximations by Johnson et al., Flambaum-Dzuba et al., Safronova and Safronova et al., Khetselius et al., and so on [9-38]).

The searching for the optimal one-electron zeroth representation is one of the oldest in the theory of multielectron atoms and, respectively, in the formulation of the effective PT formalism. Two decades ago, Davidson had pointed the principal disadvantages of the traditional representation based on the self-consistent field approach and suggested the optimal "natural orbitals" representation [11]. Nevertheless, there remain insurmountable computational difficulties in the realization of the Davidson program (see, e.g., Refs. [11, 12]). One of the simplified recipes represents, for example, a density functional theory (DFT) formalism [8]. Unfortunately, this approach does not provide a regular refinement procedure in the case of the complicated atom with few quasiparticles (QPs) (electrons or vacancies above a core of the closed electronic shells). The problem of construction of the optimal one-electron representation is tightly linked with the problem of the correct accounting for the multielectron exchangecorrelation effects. In Refs. [47, 48], the PT lowest-order multielectron effects, in particular, the gauge-dependent radiative contribution (gauge-noninvariant) for the certain class of the photon propagator gauge is treated. This value is considered to be the typical representative of the multielectron exchange-correlation effects contribution. New fundamental idea has been proposed in Refs. [47, 48] in order to construct the optimal PT one-electron basis and is in minimization of the gauge-noninvariant contribution into a radiation width of atomic level. Such an approach allows to determine an effectiveness of accounting of the multielectron exchange-correlation effects and provides the practical way of the refinement of the atomic characteristics calculations, based on the "first principles." Really, the known standard criterion of the multielectron computing quality in atomic spectroscopy is linked with a closeness of the atomic level radiation width values, calculated using two alternative forms of the transition operator (the "length" and the "velocity" forms). It is of special interest to verify the compatibility of the new optimization principle with the other requirements conditioning a "good" one-electron representation. We suppose that this point should be obligatory in formulation of the effective, optimal PT formalism.

In this chapter, we present the theoretical fundamentals of the gauge-invariant relativistic manybody PT with using the optimized one-QP representation in the theory of relativistic multielectron systems [21-23, 47, 48]. All exchange-correlation corrections of the second-order and dominated classes of the higher-orders diagrams (polarization interaction, QPs screening, etc.) [47-67] have
been taken into account. As illustration of application of the presented PT formalism, we list the results of computing energies, transition probabilities (oscillator strengths) in some heavy atoms (ion of $\mathrm{Hg}+$ ).

## 2. Relativistic many-body perturbation theory with optimized one-quasiparticle zeroth representation

### 2.1. General remarks

Our relativistic PT version is constructed on the same principles as the known formally exact PT with model zeroth approximation by Ivanova-Ivanov et al. [33-47]; however, there a few principal points, where our formalism differs from this known theory. At first, this is another definition of the zeroth approximation, namely within the relativistic DFT one [14-17, 19-22]. Second, this is an implementation of the principally new approach to construction of the optimized one-QP representation, which allows correctly to take into account a gauge invariance principle fulfilling.

In nonrelativistic theory of multielectron atoms, a powerful field approach for computing the electron energy shift $\Delta E$ of the degenerate states is known, which are usually present in the dense spectra of the complex relativistic atomic multielectron systems (Tolmachev-IvanovIvanova, 1969-1974). The key algorithm of this approach includes construction of the secular matrix $M$ using the known Gell-Mann and Low adiabatic formula and its further diagonalization. The analogous approach using the Gell-Mann and Low formula with an electrodynamic scattering matrix has been developed in a theory of the relativistic atom [33-36]; however, the $M$ matrix elements in the relativistic representation are complex; the corresponding imaginary parts determine the values of radiation widths. According to Ref. [34], the total electron energy shift can be defined as follows:

$$
\begin{equation*}
\Delta E=\operatorname{Re} \Delta E+i \operatorname{Im} \Delta E \quad \operatorname{Im} \Delta E=-\Gamma / 2 \tag{1}
\end{equation*}
$$

Here, $\Gamma$ is a radiation width of the atomic level (or a possibility $\mathbf{P}$ of the radiation decay or transition: $\mathrm{P}=\Gamma$. Within the general framework, the corresponding energies of a nondegenerated excited states and their radiation decay amplitudes can be determined by means of the computing and further diagonalization of the matrix $M$. In Refs. [33-37], the Re $\Delta E$ calculation procedure has been generalized for the case of nearly degenerate states, whose levels form a more or less compact group. Naturally, the matrix $M$ reduces to one term $(\Delta E)$ in the case of well-identified and separated energy spectrum. The Gell-Mann and Low formula allow further to obtain the expansion of the $M$ elements into PT series on interelectron interaction and apply the standard Feynman diagrammatic technique. The corresponding PT series is as follows:

$$
\begin{equation*}
M=M^{(0)}+M^{(1)}+M^{(2)}+M^{(3)} . \tag{2}
\end{equation*}
$$

Here, $M^{(0)}$ is the contribution of the PT all-orders vacuum diagrams (in fact, this is a real matrix, which determines only the general atomic levels shift); $M^{(1)}, M^{(2)}$, and $M^{(3)}$ are the
contributions, which correspond to the one-, two- and three-QP PT diagrams, respectively. The diagonal matrix $M^{(1)}$ can be easily calculated as it represents a sum of the one-QP contributions. Generally speaking, computing all the one-QP diagrams contributions within the PT formalism is the most simple procedure. The more complicated problem is computing the $M^{(2)}$ and $M^{(3)}$ contributions. Using the Feynman diagrams technique, the authors [33-38] have in detail analyzed the $M^{(2)}$ contributions. Naturally, the fundamental point of the whole consideration is the definition of the PT zeroth approximation.

### 2.2. The perturbation theory zeroth approximation

We will describe an atomic multielectron system by the relativistic Dirac Hamiltonian (the atomic units are used) as follows [14, 15]:

$$
\begin{equation*}
H=\sum_{i}\left\{\alpha c p_{i}-\beta c^{2}-Z / r_{i}\right\}+\sum_{i>j} \exp \left(i|\omega| r_{i j}\right)\left(1-\alpha_{i} \alpha_{j}\right) / r_{i j}, \tag{3}
\end{equation*}
$$

where $Z$ is a charge of nucleus, $\alpha_{i,}, \alpha_{j}$ are the Dirac matrices, $\omega_{i j}$ is the transition frequency, and $c$, a light velocity. The interelectron interaction potential (second term in Eq. (3)) takes into account the retarding effect and magnetic interaction in the lowest order on parameter $\alpha^{2}$ ( $\alpha$ is the fine structure constant). Let us note that in order to account for the nuclear finite size effect (in the zeroth approximation), one could describe a charge distribution in the atomic nucleus $\rho(r)$ by the Gaussian or Fermi (another variant is relativistic mean-field theory of a nucleus) functions and write the Coulomb potential for the spherically symmetric nuclear density $\rho(r \mid R)$ as [14]

$$
\begin{equation*}
V_{\text {nucl }}(r \mid R)=-\left((1 / r) \int_{0}^{r} d r^{\prime} r^{\prime 2} \rho\left(r^{\prime} \mid R\right)+\int_{r}^{\infty} d r^{\prime} r^{\prime} \rho\left(r^{\prime} \mid R\right) .\right. \tag{4}
\end{equation*}
$$

Here, $R$ is a nuclear radius. According to the known Ivanova-Ivanov et al. method of differential equations [33-36], computing the potential (20) can be reduced to solving the system of the differential equations. By the way, this method is used by us in further under computing the PT first- and second-order corrections. The zeroth-order Hamiltonian $H_{0}$ and perturbation operator can be presented in the standard form as follows [7, 14, 15]:

$$
\begin{align*}
& H_{0}=\sum_{i} a_{i}^{+} a_{i} E_{i} \\
& H_{\text {int }}=\sum_{i j} a_{i}^{+} a_{j} V_{i j}+\frac{1}{2} \sum_{i j k l} V_{i k l} a_{i}^{+} a_{j}^{+} a_{k} a_{l}  \tag{5}\\
& V_{i j}=\int d \vec{r} \cdot \varphi_{i}(\vec{r})\left[-V_{M F}(r)\right] \cdot \varphi(\vec{r}) \\
& V_{i j k l}=\iint d \vec{r}_{1} d \vec{r}_{2} \varphi\left(\vec{r}_{1}\right) \varphi\left(\vec{r}_{2}\right) V\left(r_{1} r_{2}\right) \varphi_{k}\left(\vec{r}_{2}\right) \varphi_{l}\left(\vec{r}_{1}\right),
\end{align*}
$$

where $\varphi(\vec{r})$ are one-electron functions (Dirac bispinors), $E_{i}$, one-electron energies, and $V_{\mathrm{MF}}$ is the central field self-consistent potential of the Coulomb type. The latter can be taken in the
form of the usual Dirac-Fock potential or even any appropriate model potential, which imitates an effect of the electron subsystem. Let us remind that in the relativistic PT by IvanovaIvanov et al., the consistent model (as a rule, empirical) potential was taken as $V_{\text {MF }}$. In our PT version, we use the potential

$$
\begin{equation*}
V_{M F}=V^{D K S}(r)=\left[V_{\text {Coul }}^{D}(r)+V_{X}(r)+V_{C}(r \mid a)\right] \tag{6}
\end{equation*}
$$

Further as $V_{X}(r)$ we use the standard Kohn-Sham (KS) exchange potential as follows [8]:

$$
\begin{equation*}
V_{X}^{K S}(r)=-(1 / \pi)\left[3 \pi^{2} \rho(r)\right]^{1 / 3} . \tag{7}
\end{equation*}
$$

The standard definition of the exchange potential in the density-functional theory is as follows:

$$
\begin{equation*}
V_{X}[\rho(r), r]=\frac{\delta E_{X}[\rho(r)]}{\delta \rho(r)}, \tag{8}
\end{equation*}
$$

In the relativistic multielectron theory with a Hamiltonian having a transverse vector potential (for describing the photons), one could determine the homogeneous density $\rho(r)$, construct the corresponding exchange energy $E_{X}[\rho(r)]$, and introduce the following exchange potential [16]:

$$
\begin{equation*}
V_{X}[\rho(r), r]=V_{X}^{K S}(r) \cdot\left\{\frac{3}{2} \ln \frac{\left[\beta+\left(\beta^{2}+1\right)^{1 / 2}\right]}{\beta\left(\beta^{2}+1\right)^{1 / 2}}-\frac{1}{2}\right\}, \tag{9}
\end{equation*}
$$

where $\beta=\left[3 \pi^{2} \rho(r)\right]^{1 / 3} / c$. The corresponding correlation functional is as follows $[16,17]$ :

$$
\begin{equation*}
V_{C}[\rho(r), r]=-0.0333 \cdot b \cdot \ln \left[1+18.3768 \cdot \rho(r)^{1 / 3}\right], \tag{10}
\end{equation*}
$$

where $b$ is the optimization parameter (for details, see below and Refs. [16-19, 47-49] too). Naturally, potential (6) is subtracted from the interelectron potential in Eq. (3) in the perturbation operator. The Dirac equations for $F$ and $G$ components can be written as [14] follows:

$$
\begin{align*}
f^{\prime} & =-(\chi+|\chi|) f / r-\alpha Z V g-\left(\alpha Z E_{n \chi}+2 / \alpha Z\right) g,  \tag{11}\\
g^{\prime} & =(\chi-|\chi|) g / r-\alpha Z V f+\alpha Z E_{n \chi} f .
\end{align*}
$$

Here, $E_{n \chi}$ is one-electron energy without the rest energy. The boundary values are defined by the first terms of the Taylor expansion:

$$
\begin{array}{ll}
g=\left(V(0)-E_{n \chi}\right) r \alpha Z /(2 \chi+1) ; & f=1 \text { at } \chi<0, \\
f=\left(V(0)-E_{n \chi}-2 / \alpha^{2} Z^{2}\right) \alpha Z ; & g=1 \text { at } \chi>0 . \tag{12b}
\end{array}
$$

The condition $f, g \rightarrow 0$ at $r \rightarrow \infty$ determines the quantified energies of the state $E_{n \chi}$. The system of Eq. (11) is numerically solved by the Runge-Kutta method ('Superatom" package is used [7,13-$23,34,36,47-67]$ ).

### 2.3. The perturbation theory first- and second-orders corrections: correlation effects

In the PT first order, one should determine the matrix elements of the PT operator with the relativistic Coulomb-Breit potential, which are the contributions of the following type [36]:

$$
\begin{align*}
M_{1}^{(2)} & =\left\langle n_{1} l_{1} j_{1}\right. \\
\quad n_{2} l_{2} j_{2}[J]\left|V_{\mathrm{int}}\right| n_{4} l_{4} j_{4} & \left.n_{3} l_{3} j_{3}[J]\right\rangle  \tag{13}\\
& =P_{1} P_{2}(-1)^{1+j_{2}+j_{4}+J}\left[\left(2 j_{1}+1\right)\left(2 j_{2}+1\right)\left(2 j_{3}+1\right)\left(2 j_{4}+1\right)\right]^{1 / 2} \\
& \times \sum_{i, k} \sum_{a}\left\{\begin{array}{l}
j_{i} j_{k} J \\
j_{2} j_{1} a
\end{array}\right\}\left(\delta_{i, 3} \delta_{k, 4}+(-1)^{J} \delta_{i, 4} \delta_{k, 3}\right) \cdot Q_{\lambda}
\end{align*}
$$

where

$$
P_{1}=\left\{\begin{array}{cll}
1 & \text { if } & n_{1} l_{1} j_{1} \neq n_{2} l_{2} j_{2}  \tag{14}\\
1 / 2 & \text { if } & n_{1} l_{1} j_{1}=n_{2} l_{2} j_{2}
\end{array}, P_{2}=\left\{\begin{array}{cll}
1 & \text { if } & n_{3} l_{3} j_{3} \neq n_{4} l_{4} j_{4} \\
1 / 2 & \text { if } & n_{3} l_{3} j_{3}=n_{4} l_{4} j_{4}
\end{array} .\right.\right.
$$

The value of the $Q_{\lambda}$ can be expressed through the radial Slater-like integrals and presented as a sum of the Coulomb and Breit parts: $Q_{\lambda}=Q_{\lambda}^{Q u l}+Q_{\lambda}^{B r}$, which corresponds to a partition of the interelectron potential into the Coulomb and Breit ones in the second term of Eq. (1). Let us remind that, for instance, the Coulomb part in Eq. (13) is expressed through the radial integrals and angle coefficients as follows:

$$
\begin{align*}
Q_{\lambda}^{\mathrm{Qul}}= & \frac{1}{Z}\left\{R_{l}(1243) S_{\lambda}(1243)+R_{l}(\tilde{1} 24 \tilde{3}) S_{\lambda}(\tilde{1} 24 \tilde{3})+\right. \\
& \left.+R_{l}(1 \tilde{2} \tilde{4} 3) S_{\lambda}(1 \tilde{2} \tilde{4} 3)+R_{l}(\tilde{1} \tilde{2} \tilde{4} \tilde{3}) S_{\lambda}(\tilde{1} \tilde{2} \tilde{4} \tilde{3})\right\} . \tag{15}
\end{align*}
$$

In the nonrelativistic limit, there remains only the first term in Eq. (15) depending only on the large component $f(r)$ of the one-electron Dirac functions. For example, its imaginary part is as follows [36]:

$$
\begin{align*}
& \operatorname{Im} R_{\lambda}(12 ; 43)=\frac{1}{2}(2 \lambda+1) \pi X_{\lambda}(13) X_{\lambda}(24) \\
& X_{\lambda}(12)=\int d r r^{3 / 2} f_{1}(r) J_{\lambda+1 / 2}^{(1)}\left(r \alpha Z|\omega| f_{2}(r)\right) \tag{16}
\end{align*}
$$

The angular coefficient has only a real part:

$$
S_{\lambda}(12 ; 43)=S_{\lambda}(13) S_{\lambda}(24) \quad S_{\lambda}(13)=\left\{\lambda l_{1} l_{3}\right\}\left(\begin{array}{ccc}
j_{1} & j_{3} & \lambda  \tag{17}\\
\frac{1}{2} & -\frac{1}{2} & 0
\end{array}\right)
$$

Here, $\left\{\lambda l_{1} l_{3}\right\}$ means that $\lambda, l_{1}$ and $l_{3}$ must satisfy the triangle rule and the sum $\lambda+l_{1}+l_{3}$ must be an even number. The rest terms in Eq. (16) include the small components of the Dirac functions. The tilde in Eq. (13) designates that the large radial component $f$ must be replaced by the
small one $g$, and instead of $l_{i}, \tilde{l}_{i}=l_{i}-1$ should be taken for $j_{i}<l_{i}$ and $\tilde{l}_{i}=l_{i}+1$ for $j_{i}>l_{i}$. The Breit (magnetic) part can be expressed by the similar way (see details in Refs. [13-16]).

Then, exchange-correlation effects can be treated within the PT formalism as effects of the second and higher PT orders. In the second order, one should especially note the polarization and ladder diagrams. In Figures 1 and 2, we list some important diagrams of the second order describing the effects of the polarization interaction of quasiparticles and screening of the external quasiparticles (or antiscreening in the case, say, of an electron and a vacancy).

The polarization diagrams take into account the quasiparticle interaction through the polarizable core, and the ladder diagrams account for the immediate quasiparticle interaction. An effective approach to accounting the polarization contributions is in adding the effective twoQP polarizable operator into the first-order matrix elements. The corresponding polarization operator can be taken in the following form [50]:

$$
\begin{gather*}
V_{\text {pol }}^{d}\left(r_{1} r_{2}\right)= \\
\left.X \int \frac{d r^{\prime}\left(\rho_{c}^{(0)}\left(r^{\prime}\right)\right)^{1 / 3} \theta\left(r^{\prime}\right)}{\left|r_{1}-r^{\prime}\right| \cdot\left|r^{\prime}-r_{2}\right|}-\int \frac{d r^{\prime}\left(\rho_{c}^{(0)}\left(r^{\prime}\right)\right)^{1 / 3} \theta\left(r^{\prime}\right)}{\left|r_{1}-r^{\prime}\right|} \int \frac{d r^{\prime \prime}\left(\rho_{c}^{(0)}\left(r^{\prime \prime}\right)\right)^{1 / 3} \theta\left(r^{\prime \prime}\right)}{\left|r^{\prime \prime}-r_{2}\right|} /\left\langle\left(\rho_{c}^{(0)}\right)^{1 / 3}\right\rangle\right\}  \tag{18a}\\
\left\langle\left(\rho_{c}^{(0)}\right)^{1 / 3}\right\rangle=\int d r\left(\rho_{c}^{(0)}(r)\right)^{1 / 3} \theta(r)  \tag{18b}\\
\theta(r)=\left\{1+\left[3 \pi^{2} \cdot \rho_{c}^{(0)}(r)\right]^{2 / 3} / c^{2}\right\}^{1 / 2} \tag{18c}
\end{gather*}
$$



Figure 1. Some diagrams of the second order, taking into account the exchange and polarization interaction of quasiparticles and electrons of the closed shells core.


Figure 2. Some diagrams of the second order, describing a direct interaction of the two or three external quasiparticles.
where $\rho_{c}^{0}$ is the core electron density (without account for the quasiparticle), $X$ is the numerical coefficient, and $c$ is the light velocity. The similar approximate potential representation has been received for the exchange polarization interaction of quasiparticles (see details in Refs. [7, 14-19]). The polarization potential Eqs. (18a)-(18c) generalizes the corresponding nonrelativistic operator, which has been derived in Ref. [36].

In order to take into account the ladder diagrams contributions as well as some of the threequasiparticle diagram contributions in all PT orders, we use the special procedure, which includes a modification of the mean-filled potential, which describes the effects of screening (antiscreening) of the core potential of each QP by the others (see details in Refs. [7, 14-19, 33-38]). Introduction of the additional screening potential into the Dirac equations for the large and small components changes the 1-QP energies and orbitals. It results in the corresponding modification of the diagonal 1-QP matrix $\tilde{M}^{(1)}$ and further 2-QP one too; $\tilde{M}^{(2)}$ is computed using the PT first-order formulae and the modified radial 1-QP wave functions.

### 2.4. Optimization of the relativistic orbitals basis

In order to obtain a precise description of the spectral characteristics of multielectron atomic systems, within the PT framework one should generate the optimized relativistic orbitals basis (see "Introduction" section) [1-7, 9-15]. The powerful ab initio approach to construction of the optimized PT basis has been developed in Ref. [48] and reduced to consistent treating gaugedependent multielectron contributions $\operatorname{Im} \Delta E_{\text {ninv }}$ of the lowest relativistic PT corrections to the atomic level radiation width and their further functional minimization.

For simplicity, let us consider now the one-quasiparticle atomic system (i.e., atomic system with one electron or vacancy above a core of the closed electronic shells). The multiquasiparticle case does not contain principally new moments. In the PT lowest, second order for the $\Delta E$, there is only one-quasiparticle Feynman diagram B (see Figure 3), contributing the $\operatorname{Im} \Delta E$ (the radiation decay width).

In the fourth order of QED PT (the second order of the atomic PT), the diagrams appear, whose contribution to the $\operatorname{Im} \Delta E_{\text {ninv }}$ accounts for the multielectron exchange-correlation (polarization) effects (diagrams $A_{d}, A_{\text {ex; }}$ Figure 3). This multielectron contribution is dependent on the photon propagator gauge (the gauge-noninvariant contribution). Let us remind about the known criterion of the correctness of the atomic-computing radiation transition probabilities using the alternative forms for the transition operator ("length" and "velocity" transition operator forms). Their closeness of the "length" and "length" transition probabilities values


Figure 3. B: second other PT diagram contributing the imaginary energy part related to the radiation transitions; $A_{d}$ and $A_{\mathrm{ex}}$ : QED PT fourth (atomic PT second)-order polarization diagrams.
confirms the correctness of the relativistic orbitals basis construction. Correspondingly, their noncoincidence is provided by multielectron by their nature and gauge-noninvariant terms.

In Ref. [48], the gauge-noninvariant contribution to an imaginary part of the electron energy has been calculated, which is as follows:

$$
\begin{align*}
& \operatorname{Im} \Delta E_{\text {ninv }}\left(\alpha-s \mid A_{d}\right)=-C \frac{e^{2}}{4 \pi} \iiint \int d r_{1} d r_{2} d r_{3} d r_{4} \sum\left(\frac{1}{\omega_{m n}+\omega_{\alpha_{s}}}+\right. \\
& \left.\frac{1}{\omega_{m n}-\omega_{\alpha_{s}}}\right) \Psi_{\alpha}^{+}\left(r_{1}\right) \Psi_{m}^{+}\left(r_{2}\right) \Psi_{s}^{+}\left(r_{3}\right) \Psi_{n}^{+}\left(r_{4}\right)\left(1-\alpha_{1} \alpha_{2}\right) / r_{12} .  \tag{19}\\
& \left\{\left[\left(\alpha_{3} \alpha_{4}-\left(\alpha_{3} n_{34}\right)\left(\alpha_{4} n_{34}\right)\right) / r_{34} \cdot \sin \left[\omega_{\alpha_{n}}\left(r_{12}+r_{34}\right)+\omega_{\alpha_{n}} .\right.\right.\right. \\
& \left.\left.\cos \left[\omega_{\alpha_{n}}\left(r_{12}+r_{34}\right)\right]\left(1+\left(\alpha_{3} n_{34}\right)\left(\alpha_{4} n_{34}\right)\right)\right]\right\} \Psi_{m}\left(r_{3}\right) \Psi_{\alpha}\left(r_{4}\right) \Psi_{n}\left(r_{2}\right) \Psi_{s}\left(r_{1}\right)
\end{align*}
$$

where $C$ is the gauge constant, and $f$ is the boundary of the closed shells.
Realizing a principle of minimization of the functional $\operatorname{Im} \Delta E_{\text {ninv, }}$ one could obtain the Dirac-Kohn-Sham (DKS)-like equations for an electron density. Their numerical solution allows to obtain the optimized basis of the one-QP relativistic orbitals. The corresponding procedure is described in detail, for example, in Refs. [18-23]. All details of the presented PT formalism can be found in Refs. [7, 14-20, 47-49].

### 2.5. Radiation decay probability as an imaginary part of the electron energy shift. Method of calculation

The method of computing the radiation decay (transition probabilities, oscillator strengths) probabilities within the relativistic energy approach is presented in, for instance, Refs. [16-$19,33-35,47,48]$. Here, we only note that a probability is directly linked with the imaginary part of electron energy shift, which is defined in the PT lowest order as follows:

$$
\begin{equation*}
\operatorname{Im} \Delta E=-\frac{e^{2}}{4 \pi} \sum_{\substack{\alpha>n>f \\[\alpha<n \leq f]}} V_{\alpha n \alpha n}^{\left|\omega_{a n n}\right|} \tag{20}
\end{equation*}
$$

where $\sum_{\alpha>n>f}$ is for electron and $\sum_{\alpha<n \leq f}$ for vacancy, and $V_{a n o n}^{\left|\omega_{a n}\right|}$ is determined as follows:

$$
\begin{equation*}
V_{i j k l}^{|\omega|}=\iint d r_{1} d r_{2} \Psi_{i}^{*}\left(r_{1}\right) \Psi_{j}^{*}\left(r_{2}\right) \frac{\sin |\omega| r_{12}}{r_{12}}\left(1-\alpha_{1} \alpha_{2}\right) \Psi_{k}^{*}\left(r_{2}\right) \Psi_{l}^{*}\left(r_{1}\right) \tag{21}
\end{equation*}
$$

The individual terms of the sum Eq. (21) represent the contributions of different channels and probability, for instance, of the dipole $\alpha$-n transition as $P_{\alpha n} \sim \frac{1}{4 \pi} V_{\alpha n \alpha n}^{\left|\omega_{\alpha n}\right|}$; the probability with accounting for the core polarization correction is $P_{\alpha_{n}} \sim \frac{1}{4 \pi} \cdot\left\{V_{\alpha n \alpha a n}^{\left|\omega_{a n}\right|}+\left(V_{p o l}^{d+e x}\right)_{\alpha n a n}\right\}$. The total probability of a $\lambda$-pole transition is usually represented as a sum of the electric $P_{\lambda}^{E}$ and magnetic $P_{\lambda}^{M}$
parts. The electric (or magnetic) $\lambda$-pole transition $\gamma \rightarrow \delta$ connects two states with parities which by $\lambda$ (or $\lambda+1$ ) units. In our designations,

$$
\begin{array}{ll}
P_{\lambda}^{E}(\gamma \rightarrow \delta)=2(2 j+1) Q_{\lambda}^{E}(\gamma \delta ; \gamma \delta) & Q_{\lambda}^{E}=Q_{\lambda}^{C u l}+Q_{\lambda, \lambda-1}^{B r}+Q_{\lambda, \lambda+1}^{B r} \\
P_{\lambda}^{M}(\gamma \rightarrow \delta)=2(2 j+1) Q_{\lambda}^{M}(\gamma \delta ; \gamma \delta) & Q_{\lambda}^{M}=Q_{\lambda, \lambda}^{B r} . \tag{22}
\end{array}
$$

In a case of the two-quasiparticle states (for instance, the excited atomic state is treated as a state with the two QP: electron and vacancy above the closed shells core), the corresponding probability has the following form (say, transition: $\mathrm{j}_{1} j_{2}[J] \rightarrow \bar{j}_{1} j_{2}[\bar{J}]$ ):

$$
P\left(\lambda \mid j_{1} j_{2}[J], \bar{j}_{1} j_{2}[\bar{J}]\right)=(\bar{J})\left\{\begin{array}{l}
\lambda \ldots J \bar{J}^{\prime}  \tag{23}\\
j_{2} \ldots \bar{j}_{1} \ldots j_{1}
\end{array}\right\} P(\lambda \mid \overline{1})\left(\bar{j}_{1}\right)
$$

It is worth noting that all relativistic atomic calculations are usually carried out in the $j j$ coupling scheme. The transition to the intermediate-coupling scheme is realized by diagonalization of the $M$ matrix, but usually only $\operatorname{Re} M$ should be diagonalized. The important simplified moment of the procedure is connected with converting the imaginary part by means of the matrix of eigenvectors $\left\{C_{m k}\right\}$, obtained by diagonalization of ReM :

$$
\begin{equation*}
\operatorname{Im} M_{m k}=\sum_{i j} C_{m i}^{*} M_{i j} C_{j k} \tag{24}
\end{equation*}
$$

where $M_{i j}$ are the matrix elements in the $j j$-coupling scheme, and $M_{m k}$ in the intermediatecoupling scheme representation. The procedure is correct to terms of the order of $\operatorname{Im} M / \operatorname{Re} M$.

In conclusion, let us also underline that the tedious procedure of phase convention in calculating the matrix elements of different operators is avoided in the energy approach, although the final formulae, certainly, must coincide with the formulae obtained using the traditional amplitude quantum-mechanical method. All other details can be found in Refs. [7, 1619, 33-36, 47-50].

## 3. Some results and conclusions

As illustration of the application of the above presented formalism, we present the results of computing energies, transition probabilities (oscillator strengths) in the heavy multielectron ion of $\mathrm{Hg}^{+}$. A great interest to studying similar systems $(\mathrm{Hg})$ is explained by the importance of the corresponding data, for instance, for laser effect studying. The collision of atoms of the Mendeleev table second raw with ions of helium (other inert gases) leads to creating ions in the excited states which is important for creating the inverse populations and laser effect. The available literature data on radiative characteristics are definitely insufficient. An account of the relativistic and correlation effects has a critical role in the cited systems as the studied transitions occur in the external shells in a strong field of atom with large Z . Within the relativistic PT , the $\mathrm{Hg}^{+}$states can be treated one- and three-QP states of electrons (6s) and
vacancy $\left(5 d^{-1}\right)$ above the core of the closed shells $5 d^{10} 6 s^{2}$. The interaction "quasiparticle core" is described by the potential (6). The polarization interaction of the quasiparticles through the core is described by the two-particle effective potential Eqs. (18a)-(18c). All calculations are performed using the modified atomic code "Superatom-ISAN."

In Tables 1-3, we present the experimental (NIST) [32] and theoretical energies, electric E1 $\left(5 \mathrm{~d}^{10} 7 \mathrm{p}\left(\mathrm{P}_{1 / 2}, \mathrm{P}_{3 / 2}\right)-5 \mathrm{~d}^{10} 6 \mathrm{~s}\left(\mathrm{~S}_{1 / 2}\right), 5 \mathrm{~d}^{10} 7 \mathrm{p}\left(\mathrm{P}_{1 / 2}, \mathrm{P}_{3 / 2}\right)-5 \mathrm{~d}^{10} 7 \mathrm{~s}\left(\mathrm{~S}_{1 / 2}\right)\right)$, and $\mathrm{E} 2\left(5 \mathrm{~d}^{9} 6 \mathrm{~s}^{2}\left(\mathrm{D}_{5 / 2}, \mathrm{D}_{3 / 2}\right)-5 \mathrm{~d}^{10} 6 \mathrm{~s}\right.$ $\left.\left(\mathrm{S}_{1 / 2}\right)\right)$ probabilities of the transitions in the spectrum of $\mathrm{Hg}^{+}$. The theoretical results are obtained within the Hartree-Fock, Dirac-Fock methods by Ostrovsky-Sheynerman, relativistic PT theory with the empirical model potential zeroth approximation (RPT-MP) [18, 31], and our optimized RPT using relativistic energy approach (RPT-EA).

The standard HF and DF approaches in the single-configuration approximations do not allow to obtain very accurate results. Using the empirical transition energies significantly improve the theoretical results as in fact it means an account for very important interparticle correlations effects. In our approach, the corresponding exchange-correlation effects (the polarization

| Method | $E_{6 s}$ | $7 \mathbf{P}_{1 / 2}-6 S_{\mathbf{1 / 2}}$ | $7 \mathbf{P}_{3 / 2}-6 \mathrm{~S}_{\mathbf{1 / 2}}$ | $7 \mathbf{P}_{\mathbf{1 / 2}}-7 \mathrm{~S}_{\mathbf{1 / 2}}$ | $7 \mathbf{P}_{\mathbf{3 / 2}}-7 \mathrm{~S}_{\mathbf{1 / 2}}$ | $\mathbf{D}_{\mathbf{3 / 2}}-\mathbf{S}_{\mathbf{1 / 2}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| HF | -1.07 | 0.721 | 0.721 | 0.095 | 0.095 | 0.863 |
| DF | -1.277 | 0.904 | 0.922 | 0.109 | 0.127 | 0.608 |
| RPT-MP | -1.377 | 0.986 | 1.019 | 0.114 | 0.147 | 0.462 |
| RPT-EA | -1.378 | 0.987 | 1.020 | 0.115 | 0.148 | 0.462 |
| Exp. | -1.378 | 0.987 | 1.020 | 0.115 | 0.148 | 0.461 |

Theoretical data-Hartree-Fock (HF), Dirac-Fock (DF) [31]; relativistic PT with the empirical model potential approximation (RPT-MP) [18]; relativistic PT-RPT-EA (this work); experimental data-Moore (NBS, Washington) [32] (see text).

Table 1. The energies of the $5 d^{9} 6 s^{2}\left(\mathrm{D}_{5 / 2}, \mathrm{D}_{3 / 2}\right)-5 \mathrm{~d}^{10} 6 \mathrm{~s}\left(\mathrm{~S}_{1 / 2}\right), 5 \mathrm{~d}^{10} 7 \mathrm{p}\left(\mathrm{P}_{1 / 2}, \mathrm{P}_{3 / 2}\right)-5 \mathrm{~d}^{10} 6 \mathrm{~s}\left(\mathrm{~S}_{1 / 2}\right), 5 \mathrm{~d}^{10} 7 \mathrm{p}\left(\mathrm{P}_{1 / 2}, \mathrm{P}_{3 / 2}\right)-5 \mathrm{~d}^{10} 7 \mathrm{~s}\left(\mathrm{~S}_{1 / 2}\right)$, $5 d^{9} 6 s^{2}\left(\mathrm{D}_{5 / 2}, \mathrm{D}_{3 / 2}\right)-5 \mathrm{~d}^{10} 6 \mathrm{~s}\left(\mathrm{~S}_{1 / 2}\right)$ transitions in $\mathrm{Hg}^{+}$(Ry).

| Method | $7 \mathbf{P}_{3 / 2}-6 \mathrm{~S}_{\mathbf{1 / 2}}$ | $7 \mathbf{P}_{\mathbf{1 / 2}}-6 \mathrm{~S}_{\mathbf{1 / 2}}$ | $7 \mathbf{P}_{3 / 2}-7 \mathrm{~S}_{\mathbf{1 / 2}}$ | $7 \mathbf{P}_{\mathbf{1 / 2}}-7 \mathrm{~S}_{\mathbf{1 / 2}}$ | $7 \mathbf{P}_{3 / 2}-6 \mathrm{~S}_{\mathbf{1 / 2}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| HF | $4.75 \times 10^{6}$ | $4.75 \times 10^{6}$ | $3.65 \times 10^{7}$ | $3.65 \times 10^{7}$ | $3.65 \times 10^{7}$ |
| DF | $8.45 \times 10^{7}$ | $1.67 \times 10^{7}$ | $6.89 \times 10^{7}$ | $6.89 \times 10^{7}$ | $4.71 \times 10^{7}$ |
| DF $\left(E_{\text {exp }}\right)$ | $1.17 \times 10^{8}$ | $2.04 \times 10^{7}$ | $1.10 \times 10^{8}$ | $1.10 \times 10^{8}$ | $5.52 \times 10^{7}$ |
| RPT-MP | $1.49 \times 10^{8}$ | $2.31 \times 10^{7}$ | $1.41 \times 10^{8}$ | $1.41 \times 10^{8}$ | $6.33 \times 10^{7}$ |
| RPT-EA | $1.51 \times 10^{8}$ | $2.33 \times 10^{7}$ | $1.43 \times 10^{8}$ | $1.43 \times 10^{8}$ | $6.35 \times 10^{7}$ |
| Exp. | $1.53 \times 10^{8}$ | $2.35 \times 10^{7}$ | $1.44 \times 10^{8}$ | $1.44 \times 10^{8}$ | $6.37 \times 10^{7}$ |

HF, Hartree-Fock data; DF, Dirac-Fock data; DF ( $E_{\text {exp }}$ ), DF data using the experimental transitions energies [31]; relativistic perturbation theory with the empirical model potential approximation RPT-MP [18]; relativistic PT-RPT-EA (this work); experimental data-Moore (NBS, Washington) [32] (see text).

Table 2. Probabilities of the transitions $5 \mathrm{~d}^{10} 7 \mathrm{p}\left(\mathrm{P}_{1 / 2}, \mathrm{P}_{3 / 2}\right)-5 \mathrm{~d}^{10} 6 \mathrm{~s}\left(\mathrm{~S}_{1 / 2}\right), 5 \mathrm{~d}^{10} 7 \mathrm{p}\left(\mathrm{P}_{1 / 2}, \mathrm{P}_{3 / 2}\right)-5 \mathrm{~d}^{10} 7 \mathrm{~s}\left(\mathrm{~S}_{1 / 2}\right)$ in $\mathrm{Hg}^{+}\left(\right.$in s $\left.^{-1}\right)$.

| Method | $\mathrm{D}_{3 / 2}-\mathrm{S}_{1 / 2}$ | $\mathrm{D}_{5 / 2}-\mathbf{S}_{1 / 2}$ |
| :--- | :--- | :--- |
| HF | 1360 | 1360 |
| DF | 257.0 | 77.4 |
| DF $\left(E_{\text {exp }}\right)$ | 63.9 | 13.3 |
| RPT-MP | 54.54 | 11.8 |
| RPT-EA | $54.52(0.2 \%)$ | $11.7(0.2 \%)$ |
| Exp. | $53.5 \pm 2.0$ | $11.6 \pm 0.4$ |

HF, Hartree-Fock data; DF, Dirac-Fock data; DF ( $E_{\text {exp }}$ ), DF data using the experimental transitions energies [31]; relativistic perturbation theory with the empirical model potential approximation (RPT-MP) [18]; relativistic PT-RPT-EA (this work); experimental data-Moore (NBS, Washington) [32] (see text).

Table 3. The E2 probabilities of the $5 \mathrm{~d}^{9} 6 \mathrm{~s}^{2}\left(\mathrm{D}_{5 / 2}, \mathrm{D}_{3 / 2}\right)-5 \mathrm{~d}^{10} 6 \mathrm{~s}\left(\mathrm{~S}_{1 / 2}\right)$ transition in $\mathrm{Hg}^{+}\left(\right.$in s $\left.{ }^{-1}\right)$.
interaction of the QPs, mutual screening and anti-screening corrections, etc.) are taken into account more accurately. The core polarization correction to the transition probability is of great importance as it changes significantly the probability value ( $\sim 15-40 \%$ ). It should be also noted that the gauge-noninvariant contribution to radiation width is very small $(0.2 \%$; see Table 2 in the line "EA") that means equivalence of the calculation results in the standard amplitude approach with using the length and velocity forms for transition operator. From the other side, this is an evidence of the successful choice of the PT zeroth approximation and accurate account of the multi-particle correlation effects.

We have presented the fundamentals of the new relativistic many-body PT formalism with construction of the optimized one-QP representation in the theory of relativistic multielectron systems. The relativistic density-functional approximation with the Kohn-Sham potential is taken as the zeroth one and all exchange-correlation corrections of the second-order and dominated classes of the higher-orders diagrams (polarization interaction, QPs screening, etc.) have been taken into account. In order to reach the corresponding optimization, we have used a procedure of the accurate treating of the PT lowest-order multielectron effects, in particular, the gauge-dependent radiative contribution for the certain class of the photon propagator gauge. The corresponding contribution is considered to be the typical representative of the important multielectron exchange-correlation effects, whose minimization is reasonable criteria in the searching for the optimal PT one-electron basis. This procedure derives an undoubted profit in the routine many-body calculations as it provides the way of the refinement of the atomic (molecular) characteristics calculations, based on the "first principles." The presented relativistic PT formalism can be further generalized, in particular, by the way of accounting for the radiation, QED (the Lamb shift self-energy and vacuum polarization corrections, for instance in the effective Uhling-Serber approximation with account for the Källen-Sabry and Wichmann-Kroll corrections), and nuclear (the Bohr-Weisskopf and Breit-Rosenthal-Crawford-Schawlow effects, nuclear finite size correction, magnetic moment distribution, etc.) effects [13-23].
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#### Abstract

We study the dynamics of one-electron atoms interacting with a pulsed, elliptically polarized, ultrashort, and coherent state. We use path integral methods. We path integrate the photonic part and extract the corresponding influence functional describing the interaction of the pulse with the atomic electron. Then we angularly decompose it. We keep the first-order angular terms in all but the last factor as otherwise their angular integration would contribute infinites as the number of time slices tends to infinity. Further we use the perturbative expansion of the last factor in powers of the inverse volume and integrate on time. Finally, we obtain a closed angularly decomposed expression of the whole path integral. As an application we develop a scattering theory and study the two-photon ionization of hydrogen.
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## 1. Introduction

The study of the interaction of radiation with matter is an area of major importance in physics. The production in laboratories of pulses of various durations and central frequencies has given a further boost in that study. These pulses can be used in the study of various elementary processes such as the excitation or photoionization of atoms [1-7]. This is possible due to their short time length of the order of a few femtoseconds or of a few hundreds attoseconds. Sub100 -as pulses have been generated as well. Moreover, their photons' energy may belong in the ultraviolet or extreme ultraviolet and therefore just one or two photons may be enough to cause excitation or ionization.

In the present chapter, we introduce a fully quantum mechanical field theoretical treatment, for the interaction of a pulsed, elliptically polarized ultrashort coherent state with one optically active electron atoms. We use path integral methods. So we integrate the photonic part and extract the corresponding influence functional describing the interaction of the pulse with the atomic electron.

Proceeding we use the discrete form of that influence functional and angularly decompose its expression. We keep first-order angular terms in all but the last factor as otherwise their angular integration would contribute infinites as the number of time slices tends to infinity. Further, we use the perturbative expansion of the last factor in powers of the inverse volume and integrate on time. So we generate a perturbative series describing the action of the photonic field on the electron of the atom. It includes photonic and vacuum fluctuations contributions. Moreover, we manipulate the angular parts of the atomic action via standard path integral methods to finally obtain a closed angularly decomposed expression of the whole path integral.

As an application we develop a scattering theory and we study the two-photon ionization of hydrogen from its ground state to continuum. For the same transitions and to the same order vacuum fluctuation terms contribute as well. In the present application we consider orthogonal pulses. We use the propagator that appears in its sign solved propagator (SSP) form Ref. [8]. Previously, we have considered other kinds of photonic states interacting with one-electron atoms (see Refs. [6, 7, 9, 10]).

The present chapter proceeds as follows. In Section 2, we describe the present system and integrate its photonic part. Then in Section 3, we give the angular decomposition of the propagator in the case of elliptic polarization. In Section 4, we give an application and our conclusions in Section 5. Finally, in the Appendix we give some functions necessary in the evaluation of certain integrals.

## 2. System Hamiltonian and path integration

In the present chapter, we consider a one-electron atom initially in its ground state under the action of a coherent state. Therefore, the system Hamiltonian $H$ can be decomposed into a sum of three terms. The electron's one $H_{e}$, the photonic field one $H_{f}$, and an interaction term of the photonic field with the electron $H_{I}$.that is,

$$
\begin{equation*}
H=H_{e}+H_{f}+H_{I} . \tag{1}
\end{equation*}
$$

$H_{e}$ has the form

$$
\begin{equation*}
H_{e}=\frac{1}{2} \vec{p}^{2}+V(\vec{r}), \tag{2}
\end{equation*}
$$

where $V(\vec{r})$ is the atomic potential. The photonic field has the Hamiltonian

$$
\begin{equation*}
H_{f}=\omega a^{+} a, \tag{3}
\end{equation*}
$$

while the interaction term $H_{I}$ in the Power-Zienau-Woolley formalism takes the form

$$
\begin{equation*}
H_{I}=-e \vec{r} \cdot \vec{E}_{f}(\vec{r}, \tau) \tag{4}
\end{equation*}
$$

$\vec{E}_{f}(\vec{r}, \tau)$ is the field operator of the photonic pulse given by the expression

$$
\begin{equation*}
\vec{E}_{f}(\vec{r}, \tau)=\frac{1}{\sqrt{V}} i l(\omega) \wp(\tau)\left[\widehat{\varepsilon} a e^{i \vec{k}_{p h} \cdot \vec{r}}-\widehat{\varepsilon}^{*} a^{+} e^{-i \vec{k}_{p h} \cdot \vec{r}}\right] \tag{5}
\end{equation*}
$$

$\wp(\tau)$ is the pulse's envelope function. In Eq. (5) $l(\omega)=\sqrt{2 \pi \omega}$ is a real frequency function, $\overparen{\varepsilon}$ is the polarization vector, $\omega$ is the pulse's carrier frequency, $\vec{k}_{\mathrm{ph}}$ is the radiation wave vector and $V$ is a large volume. Then $H_{I}$ has the form

$$
\begin{equation*}
H_{I}=g(\tau) a+g^{*}(\tau) a^{+} \tag{6}
\end{equation*}
$$

We have set

$$
\begin{equation*}
g(\tau)=-\frac{1}{\sqrt{V}} \operatorname{iel}(\omega) \wp(\tau) \widehat{\varepsilon} \cdot \vec{r}(\tau) e^{\vec{i}_{\mathrm{ph}} \cdot \vec{r}(\tau)} \tag{7}
\end{equation*}
$$

Now we combine the photonic field variables in the term

$$
\begin{equation*}
H_{0}\left(a^{+}, a ; \tau\right)=H_{f}+H_{I}=\omega a^{+} a+g(\tau) a+g^{*}(\tau) a^{+} \tag{8}
\end{equation*}
$$

The propagator between the initial and final states corresponding to the Hamiltonian Eq. (1) can be obtained by integrating on both the space and photonic field variables. At first we integrate the photonic field variables, which appear only in $H_{0}$ (Eq. (8)). Then we obtain the following path integral of only the spatial variables:

$$
\begin{align*}
& K\left(\alpha_{f}, \vec{r}_{f}, t_{f} ; \alpha_{i}, \vec{r}_{i} ; t_{i}\right)=\int D \vec{r}(\tau) \frac{D \vec{p}(\tau)}{(2 \pi)^{3}} \times \\
& \exp \left[i \int_{t_{i}}^{t_{f}} d \tau\left(\vec{p}(\tau) \cdot \dot{\vec{r}}(\tau)-\frac{\vec{p}^{2}(\tau)}{2}-V(\vec{r}(\tau))\right)-i \int_{t_{i}}^{t_{f}} d \tau g(\tau) Z\left(\tau, t_{i}\right)-\right.  \tag{9}\\
& \left.\frac{1}{2}\left(\left|\alpha_{f}\right|^{2}+\left|\alpha_{i}\right|^{2}\right)+Y\left(t_{f}, t_{i}\right) \alpha_{f}^{*} \alpha_{i}+Z\left(t_{f}, t_{i}\right) \alpha_{f}^{*}-i \alpha_{i} X\left(t_{f}, t_{i}\right)\right]
\end{align*}
$$

where $Y\left(t_{f}, t_{i}\right), X\left(t_{f}, t_{i}\right)$, and $Z\left(t_{f}, t_{i}\right)$ read:

$$
\begin{gather*}
Y\left(t_{f}, t_{i}\right)=\exp \left[-i \int_{t_{i}}^{t_{f}} d \tau \omega(\tau)\right]=\exp \left(-i \omega\left(t_{f}-t_{i}\right)\right)  \tag{10}\\
X\left(t_{f}, t_{i}\right)=\int_{t_{i}}^{t_{f}} d \tau g(\tau) Y\left(\tau, t_{i}\right) \tag{11}
\end{gather*}
$$

$$
\begin{equation*}
Z\left(t_{f}, t_{i}\right)=-i \int_{t_{i}}^{t_{f}} d \tau g^{*}(\tau) \exp \left[-i \int_{\tau}^{t_{f}} d \tau^{\prime} \omega\left(\tau^{\prime}\right)\right] . \tag{12}
\end{equation*}
$$

The propagator in Eq. (9) with diagonal field variables ( $\alpha_{i}=\alpha_{f}=\alpha$ ) can be written as

$$
\begin{align*}
K\left(\alpha, \vec{r}_{f}, t_{f} ; \alpha, \vec{r}_{i}, t_{i}\right)= & \int D \vec{r}(\tau) \frac{D \vec{p}(\tau)}{(2 \pi)^{3}} \exp \left[i \int_{t_{i}}^{t_{f}} d \tau\left[\vec{p}(\tau) \cdot \dot{\vec{r}}(\tau)-\frac{\vec{p}^{2}(\tau)}{2}-V(\vec{r}(\tau))\right]\right. \\
& \left.+A-B|\alpha|^{2}+D_{1} \alpha+D \alpha^{*}\right] . \tag{13}
\end{align*}
$$

The parameters are given as follows:

$$
\begin{gather*}
A\left(t_{f}, t_{i}\right)=-\frac{1}{V} e^{2} l^{2}(\omega) \int_{t_{i}}^{t_{f}} d \tau \int_{t_{i}}^{\tau} d \rho \wp(\tau) \widehat{\varepsilon} \cdot \vec{r}(\tau) e^{i \vec{k}_{\mathrm{ph}} \cdot \vec{r}(\tau)} \wp(\rho) \widehat{\varepsilon}^{*} \cdot \vec{r}(\rho) e^{-i \vec{k}_{p h} \cdot \vec{r}(\rho)} e^{-i \omega(\tau-\rho)},  \tag{14}\\
B\left(t_{f}-t_{i}\right)=1-Y\left(t_{f}, t_{i}\right)=1-e^{-i \omega\left(t_{f}-t_{i}\right)},  \tag{15}\\
D\left(t_{f}, t_{i}\right)=\frac{1}{\sqrt{V}} e l(\omega) \int_{t_{i}}^{t_{f}} d \tau \wp(\tau) \widehat{\varepsilon}^{*} \cdot \vec{r}(\tau) e^{-i \vec{k}_{\mathrm{ph}}} \cdot \vec{r}(\tau)  \tag{16}\\
e^{-i \omega\left(t_{f}-\tau\right)},  \tag{17}\\
D_{1}\left(t_{f}, t_{i}\right)=-\frac{1}{\sqrt{V}} e l(\omega) \int_{t_{i}}^{t_{f}} d \tau \wp(\tau) \widehat{\varepsilon} \cdot \vec{r}(\tau) e^{i \vec{k}_{\mathrm{ph}} \cdot \vec{r}(\tau)} e^{-i \omega\left(\tau-t_{i}\right)} .
\end{gather*}
$$

In the case of a field transition between an initial photonic state $\left|\Phi_{1}\right\rangle$ and a final one $\left|\Phi_{2}\right\rangle$, the reduced propagator of finite time takes the form

$$
\begin{equation*}
\tilde{K}\left(\vec{r}_{f}, t_{f} ; \vec{r}_{i}, t_{i}\right)=\int \frac{d^{2} \alpha}{\pi} e^{|\alpha|^{2}}\left\langle\Phi_{2} \mid \alpha\right\rangle K\left(\alpha, \vec{r}_{f}, t_{f} ; \alpha, \vec{r}_{i}, t_{i}\right)\left\langle\alpha \mid \Phi_{1}\right\rangle . \tag{18}
\end{equation*}
$$

Here we consider that we have a field transition from an initial coherent state $|\beta\rangle$ to a final one $|\gamma\rangle$. So we can integrate to obtain the following reduced propagator for the motion of the electron,

$$
\begin{align*}
\tilde{K}\left(\vec{r}_{f}, t_{f} ; \vec{r}_{i}, t_{i}\right) & =C\left(t_{f}-t_{i}\right) K_{0}\left(\vec{r}_{f}, t_{f} ; \vec{r}_{i}, t_{i}\right) \\
& =C\left(t_{f}-t_{i}\right) \iint D \vec{r}(\tau) \frac{D \vec{p}(\tau)}{(2 \pi)^{3}} \exp \left\{i S_{\mathrm{tot}}[\vec{p}, \vec{r}, \tau]\right\}, \tag{19}
\end{align*}
$$

where

$$
\begin{equation*}
C(t)=\frac{\exp \left(\frac{\beta \gamma^{*}}{B(t)}-\frac{1}{2}|\beta|^{2}-\frac{1}{2}|\gamma|^{2}\right)}{B(t)} . \tag{20}
\end{equation*}
$$

The action is

$$
\left.\left.\begin{array}{l}
S_{\mathrm{tot}}[\vec{p}, \vec{r}, \tau]=\int_{t_{i}}^{t_{f}}\left[\vec{p}(\tau) \cdot \dot{\vec{r}}(\tau)-\frac{\vec{p}^{2}(\tau)}{2}-V(\vec{r}(\tau))\right] d \tau \\
+i \frac{1}{\sqrt{V}} e l(\omega) \int_{t_{i}}^{t_{f}} d \tau\left(\beta \chi(\tau) \widehat{\varepsilon} \cdot \vec{r}(\tau) e^{i \vec{k}_{p h} \cdot \vec{r}(\tau)}+\gamma^{*} \chi^{*}(\tau) \widehat{\varepsilon}^{*} \cdot \vec{r}(\tau) e^{-i \vec{k}_{p h} \cdot \vec{r}(\tau)}\right) \\
+\frac{1}{V} e^{2} l^{2}(\omega) \int_{t_{i}}^{t_{f}} d \tau \wp(\tau) \int_{t_{i}}^{\tau} d \rho \wp(\rho)\left[i \frac { e ^ { i \omega ( \tau - \rho ) } } { e ^ { i \omega ( t _ { f } - t _ { i } ) } - 1 } ( \widehat { \varepsilon } ^ { * } \cdot \vec { r } ( \tau ) e ^ { - i \vec { k } _ { p h } \cdot \vec { r } ( \tau ) } ) \left(\widehat{\varepsilon} \cdot \vec{r}(\rho) e^{i \vec{k}_{p h}} \cdot \vec{r}(\rho)\right.\right. \tag{21}
\end{array}\right)+ \text { c.c. }\right], ~ 又 又
$$

where $\chi(\tau)$ has the form

$$
\begin{equation*}
\chi(\tau)=\wp(\tau) \frac{e^{-i \omega \tau}}{e^{-i \omega t_{i}}-e^{-i \omega t_{f}}} . \tag{22}
\end{equation*}
$$

We notice the following identities:

$$
\begin{equation*}
\frac{1}{B(t)}=\frac{1}{2}-\frac{1}{2} i \cot \left(\frac{\omega t}{2}\right)=\frac{1}{2}-\frac{i}{\omega} \sum_{m=-\infty}^{\infty} \frac{1}{t-\frac{2 \pi m}{\omega}} . \tag{23}
\end{equation*}
$$

On using them and for arbitrary $A(t)$ we can obtain the following formula after a direct Fourier transform,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{A(t)}{B(t)} e^{i f t} d t=\frac{1}{2} \int_{-\infty}^{\infty} A(t) e^{i f t} d t+\frac{\pi}{\omega} \sum_{m=-\infty}^{\infty} A\left(\frac{2 \pi m}{\omega}\right) \exp \left(i f \frac{2 \pi m}{\omega}\right) \tag{24}
\end{equation*}
$$

Finally, upon using an inverse Fourier transform we obtain the following functional identities

$$
\begin{equation*}
\frac{A(t)}{B(t)}=A(t)\left[\frac{1}{2}+\frac{\pi}{\omega} \sum_{m=-\infty}^{\infty} \delta\left(\frac{2 m \pi}{\omega}-t\right)\right]=A(t)\left[\frac{1}{2}+\frac{1}{2} \sum_{m=-\infty}^{\infty} \delta\left(m-\frac{\omega t}{2 \pi}\right)\right] . \tag{25}
\end{equation*}
$$

In the above expressions, the summation is to be performed symmetrically. Identity in Eq. (25) is to be used in Eqs. (19) and (20). The delta functions do not contribute in the final expressions of Section 4 at the specific times introduced by them the photonic influence functional becomes zero. Moreover, the measure of all those times is zero. Further to handle the exponential in Eq. (20) within the scattering theory of Section 4 we use the limit

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{B(t)}=\lim _{t \rightarrow \infty} \frac{1}{1-\exp (-i(\omega-i 0) t)}=1 \tag{26}
\end{equation*}
$$

Now due to the large volume $V$, we shall approximate the exact action (21) by neglecting in the Taylor expansions

$$
\begin{equation*}
\vec{r}(\rho)=\vec{r}(\tau)+(\rho-\tau) \dot{\vec{r}}(\tau)+\ldots \tag{27}
\end{equation*}
$$

higher terms than the first one, as they are going to involve powers of higher order in $V$ in the denominator. To demonstrate this we consider the action in Eq. (21) and we derive the equation of motion of the electron by using Lagrange's equation and the action's Lagrangian in the absence of $V(\vec{r})$. So the part of the Lagrangian that interests us reads

$$
\begin{align*}
L= & \frac{\dot{\vec{r}}^{2}(\tau)}{2}+\frac{1}{\sqrt{V}} e l(\omega)\left(\beta \chi(\tau) \widehat{\varepsilon} \cdot \vec{r}(\tau) e^{i \vec{k}_{\mathrm{ph}}} \cdot \vec{r}^{(\tau)}+\gamma^{*} \chi^{*}(\tau) \widehat{\varepsilon}^{*} \cdot \vec{r}(\tau) e^{-i \vec{k}_{\mathrm{ph}} \cdot \vec{r}(\tau)}\right) \\
& +\frac{1}{V} e^{2} l^{2}(\omega) \wp \rho(\tau) \int_{t_{i}}^{\tau} d \rho \wp(\rho)\left[i \frac{e^{i \omega(\tau-\rho)}}{e^{i \omega\left(t_{f}-t_{i}\right)}-1}\left(\widehat{\varepsilon}^{*} \cdot \vec{r}(\tau) e^{-i \vec{k}_{\mathrm{ph}} \cdot \vec{r}(\tau)}\right)\left(\widehat{\varepsilon} \cdot \vec{r}(\rho) e^{i \vec{k}_{\mathrm{ph}} \cdot \vec{r}(\rho)}\right)+\text { c.c. }\right], \tag{28}
\end{align*}
$$

and has equation of motion

$$
\begin{equation*}
\ddot{\vec{r}}(\tau)=O\left(\frac{1}{\sqrt{V}}\right) \tag{29}
\end{equation*}
$$

Therefore we can set,

$$
\begin{equation*}
\vec{r}(\rho)=\vec{r}(\tau)+O\left(\frac{1}{\sqrt{V}}\right) \tag{30}
\end{equation*}
$$

In the case of the presence of $V(\vec{r})$ we perform a full order perturbation expansion of the full propagator in Eq. (19) with respect to the potential term. That is,

$$
\begin{equation*}
K_{0}=T+T V T+T V T V T+\ldots \tag{31}
\end{equation*}
$$

Then the propagator $T$, in the expansion, will be the one of the electron in the photonic field for which the approximation of Eq. (30) as discussed above is valid. Then, we sum back to obtain the final full propagator, thus maintaining the same approximation for the total propagator as well. Notice that the expansion (31) may converge very slowly but since it is a full order expansion it does not matter. Eventually in the large volume limit we get the action

$$
\begin{align*}
S_{\mathrm{tot}}[\vec{p}, \vec{r}, \tau] & =\int_{t_{i}}^{t_{f}}\left[\vec{p}(\tau) \cdot \dot{\vec{r}}(\tau)-\frac{\vec{p}^{2}(\tau)}{2}-V(\vec{r}(\tau))\right] d \tau \\
& +i \frac{1}{\sqrt{V}} e l(\omega) \int_{t_{i}}^{t_{f}} d \tau\left(\beta \chi(\tau) \widehat{\varepsilon} \cdot \vec{r}(\tau) e^{i_{\mathrm{kh}} \cdot \vec{r}(\tau)}+\gamma^{*} \chi^{*}(\tau) \widehat{\varepsilon}^{*} \cdot \vec{r}(\tau) e^{-i \vec{k}_{\mathrm{ph}} \cdot \vec{r}(\tau)}\right)  \tag{32}\\
& +\frac{1}{V} e^{2} l^{2}(\omega) \int_{t_{i}}^{t_{f}} d \tau v(\tau)|\widehat{\varepsilon} \cdot \vec{r}(\tau)|^{2},
\end{align*}
$$

where

$$
\begin{gather*}
v(\tau)=\wp(\tau) \int_{t_{i}}^{\tau} \wp(\rho) \xi(\tau-\rho) d \rho  \tag{33}\\
\xi(\tau-\rho)=\csc \left[\frac{\omega\left(t_{f}-t_{i}\right)}{2}\right] \cos \left[\omega(\tau-\rho)-\frac{\omega\left(t_{f}-t_{i}\right)}{2}\right] . \tag{34}
\end{gather*}
$$

Finally, we notice that in the long wavelength approximation we can set $e^{\vec{i} \overrightarrow{\mathrm{p} h} \cdot \vec{r} \cong 1 \text {. So we }{ }^{\text {w }} \text {. }}$ obtain the following expression

$$
\begin{align*}
& S_{\text {tot }}[\vec{p}, \vec{r}, \tau]=\int_{t_{i}}^{t_{f}}\left[\vec{p}(\tau) \cdot \dot{\vec{r}}(\tau)-\frac{\vec{p}^{2}(\tau)}{2}-V(\vec{r}(\tau))\right] d \tau+ \\
& i \frac{1}{\sqrt{V}} e l(\omega) \int_{t_{i}}^{t_{f}} d \tau\left[\beta \chi(\tau) \widehat{\varepsilon} \cdot \vec{r}(\tau)+\gamma^{*} \chi^{*}(\tau) \widehat{\varepsilon}^{*} \cdot \vec{r}(\tau)\right]+  \tag{35}\\
& \frac{1}{V} e^{2} l^{2}(\omega) \int_{t_{i}}^{t_{f}} d \tau v(\tau)|\widehat{\varepsilon} \cdot \vec{r}(\tau)|^{2} .
\end{align*}
$$

Now we proceed to the angular decomposition of the above expressions.

## 3. Angular decomposition

We intend to perform angular decomposition and evaluate the SSP corresponding to the propagator of Eq. (19) in the long wavelength approximation.

Here we consider elliptic polarization so that the polarization vector takes the form

$$
\begin{equation*}
\widehat{\varepsilon}=\widehat{\varepsilon}_{x} \cos \left(\frac{\xi}{2}\right) \pm i \widehat{\varepsilon}_{y} \sin \left(\frac{\xi}{2}\right), \tag{36}
\end{equation*}
$$

where $\widehat{\varepsilon}_{x}$ and $\widehat{\varepsilon}_{y}$ are the unit vectors along the $x$ - and $y$-axis. The upper sign corresponds to left polarization while the lower one to right one.

The propagator $K_{0}^{\xi}\left(\vec{r}_{f}, t_{f} ; \vec{r}_{i}, t_{i}\right)$ of Eq. (19) with the above polarization vector $\widehat{\varepsilon}$ has the discrete form

$$
\begin{align*}
& K_{0}^{\xi}\left(\vec{r}_{f}, t_{f} ; \vec{r}_{i}, t_{i}\right)=\prod_{n=1}^{N}\left[\int_{-\infty}^{\infty} d \vec{r}_{n}\right] \prod_{n=1}^{N+1}\left[\int_{-\infty}^{\infty} \frac{d \vec{p}_{n}}{(2 \pi)^{3}}\right] \\
& \times \exp \left\{i \sum _ { n = 1 } ^ { N + 1 } \left[\vec{p}_{n} \cdot\left(\vec{r}_{n}-\vec{r}_{n-1}\right)-\varepsilon\left(\frac{\vec{p}_{n}^{2}(\tau)}{2}+V\left(\vec{r}_{n}\right)\right)\right.\right.  \tag{37}\\
& +i \sqrt{\left.\left.\frac{2 \pi \omega}{V} \varepsilon\left(\beta \chi_{n} \widehat{\varepsilon} \cdot \vec{r}_{n}+\gamma^{*} \chi_{n}^{*} \widehat{\varepsilon}^{*} \cdot \vec{r}_{n}\right)+\frac{2 \pi \omega}{V} \varepsilon v_{n}\left|\widehat{\varepsilon} \cdot \vec{r}_{n}\right|^{2}\right]\right\} .} .
\end{align*}
$$

All the functions with index $n$ are evaluated at time $\tau_{n}=n \varepsilon+t_{i}$ where $\varepsilon=\frac{t_{f}-t_{i}}{N+1} \cdot \chi_{n}$ and $v_{n}$ have the form (see Eqs. (22) and (33))

$$
\begin{gather*}
\chi_{n}=\wp_{0}\left(\tau_{n}\right) \frac{e^{-i \omega \tau_{n}}}{e^{-i \omega t_{i}}-e^{-i \omega t_{f}^{\prime}}}  \tag{38}\\
v_{n}=v\left(\tau_{n}\right) . \tag{39}
\end{gather*}
$$

Additionally, we note that we have set $\vec{r}_{0}=\vec{r}_{i}$ and $\vec{r}_{N+1}=\vec{r}_{f}$.
Now we insert delta functions in Eq. (37) to get the expression

$$
\begin{align*}
K_{0}^{\xi}\left(\vec{r}_{f}, t_{f} ; \vec{r}_{i}, t_{i}\right)= & \\
& \prod_{n=1}^{N}\left[\int_{-\infty}^{\infty} d \vec{r}_{n}\right] \prod_{n=1}^{N+1}\left[\int_{-\infty}^{\infty} \frac{d \vec{p}_{n}}{(2 \pi)^{3}} \prod_{n=1}^{N+1}\left[\int_{-\infty}^{\infty} d^{2} w_{n}\right] \prod_{n=1}^{N+1}\left[\delta^{(2)}\left(w_{n}-\widehat{\varepsilon} \cdot \vec{r}_{n}\right)\right]\right. \\
& \times \exp \left\{i \sum _ { n = 1 } ^ { N + 1 } \left[\vec{p}_{n} \cdot\left(\vec{r}_{n}-\vec{r}_{n-1}\right)-\varepsilon\left(\frac{\vec{p}_{n}^{2}(\tau)}{2}+V\left(\vec{r}_{n}\right)\right)\right.\right.  \tag{40}\\
& +i \sqrt{\left.\left.\frac{2 \pi \omega}{V} \varepsilon\left(\beta \chi_{n} w_{n}+\gamma^{*} \chi_{n}^{*} w_{n}^{*}\right)+\frac{2 \pi \omega}{V} \varepsilon v_{n}\left|w_{n}\right|^{2}\right]\right\}} .
\end{align*}
$$

We have defined $\delta^{(2)}(z)=\delta(z) \delta\left(z^{*}\right)$. Moreover $w_{n}=w_{x n}+i w_{y n}$. The delta functions have the representation

$$
\begin{align*}
& \delta^{(2)}\left(w_{n}-\widehat{\varepsilon} \cdot \vec{r}_{n}\right)= \\
& \delta^{(2)}\left(w_{n}-r_{n}\left[\sin \vartheta_{n}\left(\cos \left(\frac{\xi}{2}\right) \cos \varphi_{n} \pm i \sin \left(\frac{\xi}{2}\right) \sin \varphi_{n}\right)\right]\right)=\frac{1}{(2 \pi)^{2}} \\
& \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d^{2} \lambda_{n} \exp \left[i \frac{1}{2}\left(\lambda_{n} w_{n}+\lambda_{n}^{*} w_{n}^{*}\right)-i \frac{1}{2} \lambda_{n}\left(\widehat{\varepsilon}_{x} \cos \left(\frac{\xi}{2}\right) \pm i \widehat{\varepsilon}_{y} \sin \left(\frac{\xi}{2}\right)\right) \cdot \vec{r}_{n}\right.  \tag{41}\\
& \left.-i \frac{1}{2} \lambda_{n}^{*}\left(\widehat{\varepsilon}_{x} \cos \left(\frac{\xi}{2}\right) \mp i \widehat{\varepsilon}_{y} \sin \left(\frac{\xi}{2}\right)\right) \cdot \vec{r}_{n}\right]=\frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d^{2} \lambda_{n} \\
& \times \exp \left[i \lambda_{\mathrm{xn}} w_{\mathrm{xn}}-i \lambda_{\mathrm{yn}} w_{\mathrm{yn}}-i \lambda_{\mathrm{xn}} \cos \left(\frac{\xi}{2}\right) \widehat{\varepsilon}_{x} \cdot \vec{r}_{n} \pm i \lambda_{\mathrm{yn}} \sin \left(\frac{\xi}{2}\right) \widehat{\varepsilon}_{y} \cdot \vec{r}_{n}\right] .
\end{align*}
$$

We have set $\lambda_{n}=\lambda_{\mathrm{xn}}+i \lambda_{\mathrm{yn}}$. Now we perform the change of variables $\lambda_{\mathrm{xn}} \rightarrow \frac{\lambda_{\mathrm{xn}}}{\cos \left(\frac{\varepsilon}{2}\right)}, \lambda_{\mathrm{yn}} \rightarrow$ $\frac{\lambda_{\mathrm{yn}}}{\sin \left(\frac{\tilde{\varepsilon}}{2}\right)^{\prime}}, w_{\mathrm{xn}} \rightarrow \cos \left(\frac{\xi}{2}\right) w_{\mathrm{xn}}, w_{\mathrm{yn}} \rightarrow \sin \left(\frac{\xi}{2}\right) w_{\mathrm{yn}}$. The factor due to the integration on $\lambda_{n}$ is cancelled with the factor due to the integration on $w_{n}$. Further we expand angularly according to the identity,

$$
\begin{equation*}
e^{i \vec{k} \cdot \vec{r}}=4 \pi \sum_{l=0}^{\infty} \sum_{m=-l}^{l} i_{l}^{l} j_{l}(|\vec{\kappa}| r) Y_{\operatorname{lm}}^{*}\left(\vartheta_{\kappa}, \varphi_{\kappa}\right) Y_{\operatorname{lm}}(\vartheta, \varphi), \tag{42}
\end{equation*}
$$

where $j_{l}$ are spherical Bessel functions, and $Y_{l m}$ are spherical harmonics. So for right elliptic polarization we get

$$
\begin{equation*}
\delta^{(2)}\left(w_{n}-\widehat{\varepsilon} \cdot \vec{r}_{n}\right)=\sum_{l_{n}=0}^{\infty} \sum_{m_{n}=-l_{n}}^{l_{n}} g_{l_{n} m_{n}}\left(w_{n}^{\prime}, r_{n}\right) \sqrt{4 \pi} Y_{l_{n} m_{n}}\left(\vartheta_{n}, \varphi_{n}\right) \tag{43}
\end{equation*}
$$

where

$$
\begin{align*}
& g_{l_{n} m_{n}}\left(w_{n}^{\prime}, r_{n}\right)=(-i)^{l_{n}} \frac{O_{l_{n} m_{n}}}{(2 \pi)^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d^{2} \lambda_{n} \exp \left[i \lambda_{\mathrm{xn}} w_{\mathrm{xn}}^{\prime}-i \lambda_{\mathrm{yn}} w_{\mathrm{yn}}^{\prime}\right]  \tag{44}\\
& \times j_{l_{n}}\left(\left|\lambda_{n}\right| r_{n}\right) \exp \left(-i m_{n} \varphi_{\lambda_{n}}\right), \\
& O_{l_{n} m_{n}}=\sqrt{\left(2 l_{n}+1\right) \frac{\left(l_{n}-m_{n}\right)!}{\left(l_{n}+m_{n}\right)!} p_{l_{n}}^{m_{n}}(0)} \\
& \left.=\sqrt{\left(2 l_{n}+1\right) \frac{\left(l_{n}-m_{n}\right)!}{\left(l_{n}+m_{n}\right)!}} \frac{\sqrt{l_{n}-m_{n}}}{2}+1\right) \Gamma\left(\frac{-l_{n}-m_{n}+1}{2}\right) \tag{45}
\end{align*} .
$$

We notice that if $l_{n}+m_{n}$ is odd then $O_{l_{n} m_{n}}$ is zero. Moreover $\left|\lambda_{n}\right|, \varphi_{\lambda n}$ are the polar coordinates of $\lambda_{n}$ on the $x-y$ plane. We have set

$$
\begin{align*}
& w_{\mathrm{xn}}=w_{\mathrm{xn}}^{\prime} \cos \left(\frac{\xi}{2}\right)=\left|w_{n}^{\prime}\right| \cos \left(\varphi_{w^{\prime} n}\right) \cos \left(\frac{\xi}{2}\right),  \tag{46}\\
& w_{\mathrm{yn}}=w_{\mathrm{yn}}^{\prime} \sin \left(\frac{\xi}{2}\right)=\left|w_{n}^{\prime}\right| \sin \left(\varphi_{w^{\prime} n}\right) \sin \left(\frac{\xi}{2}\right), \tag{47}
\end{align*}
$$

and

$$
\begin{equation*}
w_{n}^{\prime}=w_{\mathrm{xn}}^{\prime}+i w_{\mathrm{yn}}^{\prime}=\left|w_{n}^{\prime}\right| e^{i \varphi_{w^{\prime}} n} . \tag{48}
\end{equation*}
$$

On integrating over $\varphi_{\lambda n}$ we get

$$
\begin{align*}
g_{l_{n} m_{n}}\left(w^{\prime}{ }_{n}, r_{n}\right)= & (-i)^{l_{n}} \frac{O_{l_{n} m_{n}}}{2 \pi} \exp \left(i m_{n}\left(\varphi_{w^{\prime} n}+\frac{\pi}{2}\right)\right) \\
& \times \int_{0}^{\infty} d \rho_{\lambda_{n}} \rho_{\lambda_{n}} j_{l_{n}}\left(\rho_{\lambda_{n}} r_{n}\right) J_{m_{n}}\left(\rho_{\lambda_{n}}\left|w_{n}^{\prime}\right|\right) . \tag{49}
\end{align*}
$$

$\rho_{\lambda_{n}}=\left|\lambda_{n}\right|$ and $J_{m_{n}}$ are Bessel functions. In the appendix we give results for the expression in Eq. (49).

Finally, we replace the delta functions in Eq. (40) with the above angularly decomposed expressions. As $N \rightarrow \infty$ and within the range from $n=0$ to $N$ we keep first-order angular terms. Higher order angular parts would contribute infinites. Finally, the propagator takes the form

$$
\begin{align*}
& K_{0}^{\xi}\left(\vec{r}_{f}, t_{f} ; \vec{r}_{i}, t_{i}\right)= \\
& \frac{1}{r_{f} r_{i}} \sum_{l=0}^{\infty} \sum_{m=-l q=0}^{l} \sum_{p=-q}^{\infty} \sum_{\mathrm{lmq}}^{q} K_{f}^{\xi}\left(r_{f}, t_{f} ; r_{i}, t_{i}\right) \sqrt{4 \pi} Y_{\operatorname{lm}}\left(\vartheta_{f}, \varphi_{f}\right) Y_{\mathrm{qp}}\left(\vartheta_{f}, \varphi_{f}\right) Y_{\mathrm{qp}}^{*}\left(\vartheta_{i}, \varphi_{i}\right), \tag{50}
\end{align*}
$$

where after standard manipulations [11] on the angular parts of the atomic system $K_{\text {Imq }}^{\xi}\left(r_{f}, t_{f} ; r_{i}, t_{i}\right)$ takes the form

$$
\begin{align*}
K_{\operatorname{lmq}}^{\xi}\left(r_{f}, t_{f} ; r_{i}, t_{i}\right)= & \prod_{n=1}^{N}\left[\int_{0}^{\infty} d r_{n}\right] \prod_{n=1}^{N+1}\left[\int_{-\infty}^{\infty} \frac{d p_{n}}{2 \pi}\right] \prod_{n=1}^{N+1}\left[\iint_{\left[w_{n}^{\prime} \mid<r_{n}\right.} d^{2} w_{n}^{\prime}\right] \prod_{n=1}^{N}\left[g_{00}\left(w_{n,}^{\prime}, r_{n}\right)\right] \\
& \times g_{\operatorname{lm}}\left(w_{N+1}^{\prime}, r_{N+1}\right) \exp \left\{i \sum _ { n = 1 } ^ { N + 1 } \left[p_{n}\left(r_{n}-r_{n-1}\right)-\varepsilon\left(\frac{p_{n}^{2}}{2}+\frac{q(q+1)}{2 r_{n}^{2}}+V\left(r_{n}\right)\right)\right.\right.  \tag{51}\\
& +i \sqrt{\left.\left.\frac{2 \pi \omega}{V} \varepsilon\left(\beta \chi_{n} w_{n}+\gamma^{*} \chi_{n}^{*} w_{n}^{*}\right)+\frac{2 \pi \omega}{V} \varepsilon v_{n}\left|w_{n}\right|^{2}\right]\right\} .} \$ \text {. }
\end{align*}
$$

Further we observe that

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \prod_{n=1}^{N}\left[\iint_{\left|w_{n}^{\prime}\right|<r_{n}} d^{2} w_{n}^{\prime}\right] \prod_{n=1}^{N}\left[g_{00}\left(w_{n}^{\prime}, r_{n}\right)\right] \\
& \times \exp \left\{i \frac{t_{f}-t_{i}}{N+1} \sum_{n=1}^{N}\left[i \sqrt{\frac{2 \pi \omega}{V}}\left(\beta \chi_{n} w_{n}+\gamma^{*} \chi_{n}^{*} w_{n}^{*}\right)+\frac{2 \pi \omega}{V} v_{n}\left|w_{n}\right|^{2}\right]\right\}  \tag{52}\\
& =\exp \left\{i \frac{2 \pi \omega}{3 V} \int_{t_{i}}^{t_{f}^{-}} d \tau\left[v(\tau) r^{2}(\tau)\right]\right\} .
\end{align*}
$$

So Eq. (51) becomes

$$
\begin{align*}
& K_{\mathrm{lmq}}^{\xi}\left(r_{f}, t_{f} ; r_{i}, t_{i}\right)=F_{\operatorname{lm}\left(r_{f}\right)} \iint \operatorname{Dr}(\tau) \frac{D p(\tau)}{2 \pi} \\
& \times \exp \left\{i \int_{t_{i}}^{t_{f}} d \tau\left[p \dot{r}-\left(\frac{p^{2}}{2}+\frac{q(q+1)}{2 r^{2}}+V(r)\right)\right]+i \frac{2 \pi \omega}{3 V} \int_{t_{i}}^{t_{f}^{-}} v(\tau) r^{2}(\tau) d \tau\right\}, \tag{53}
\end{align*}
$$

where

$$
\begin{align*}
& F_{\operatorname{lm}}\left(r_{f}\right)=\iint_{\left|w_{f}^{\prime}\right|<r_{f}} d^{2} w_{f}^{\prime} g_{\operatorname{lm}}\left(w_{f}^{\prime}, r_{f}\right) \times  \tag{54}\\
& \exp \left\{-\sqrt{\frac{2 \pi \omega}{V}} \varepsilon\left(\beta \chi w_{f}+\gamma^{*} \chi^{*} w_{f}^{*}\right)+i \frac{2 \pi \omega}{V} \varepsilon v\left|w_{f}\right|^{2}\right\} .
\end{align*}
$$

We notice that to evaluate the integrals in Eq. (54) we have to take into account the expressions of Eqs. (46) and (47). Then we expand it on parameters of interest and integrate on time.

In the next section, we use the present propagator in its SSP form which appears after the solution of the sign problem. It is

$$
\begin{gather*}
K_{1}^{\xi}\left(\vec{r}_{f}, t ; \vec{r}_{i}, 0\right)=\frac{1}{r_{f} r_{i}} \delta\left(r_{f}-r_{i}\right) \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \sum_{q=0}^{\infty} \sum_{p=-q}^{q} Y_{\mathrm{qp}}\left(\vartheta_{f}, \varphi_{f}\right) Y_{\mathrm{qp}}^{*}\left(\vartheta_{i}, \varphi_{i}\right) \\
\times \sqrt{4 \pi} Y_{\operatorname{lm}}\left(\vartheta_{f}, \varphi_{f}\right) F_{\operatorname{lm}}\left(r_{f}\right) \exp \left[i \frac{2 \pi \omega}{3 V} r_{f}^{2} \int_{0}^{t} v(\tau) d \tau\right] . \tag{55}
\end{gather*}
$$

We have dropped the phase due to the atomic Hamiltonian because in the subsequent application of the present chapter, it eventually cancels.

## 4. Application and results

Proceeding to an application of the present theory we apply the above formalism to the case of the ionization of hydrogen. In that case the potential is given as

$$
\begin{equation*}
V(\vec{r})=-\frac{1}{r} . \tag{56}
\end{equation*}
$$

We use as an initial state, the hydrogen's ground one with wavefuction,

$$
\begin{equation*}
\Psi_{i}(\vec{r}, t)=\Psi_{i}(\vec{r}) e^{-i \varepsilon_{i} t}=R_{1 s}(r) Y_{00}(\vartheta, \phi) e^{-i \varepsilon_{i} t}=2 e^{-r} Y_{00}(\vartheta, \phi) e^{-i \varepsilon_{i} t}, \tag{57}
\end{equation*}
$$

where $\varepsilon_{i}=-1 / 2$ is the energy of the ground $H(1 s)$ state.
The final state of the ionized electron with wave vector $\vec{k}=k\left(\sin \vartheta_{k} \cos \varphi_{k^{\prime}} \sin \vartheta_{k} \sin \varphi_{k^{\prime}} \cos \vartheta_{k}\right)$ is

$$
\begin{align*}
& \Psi_{f}^{\vec{k}}(\vec{r}, t)= \\
& \Psi_{f}^{\vec{k}}(\vec{r}) e^{-i \varepsilon t}=\exp \left(\frac{\pi}{2 k}\right) \Gamma\left(1+\frac{i}{k}\right) e^{i \vec{k} \cdot \vec{r}}{ }_{1} F_{1}\left(-\frac{i}{k} ; 1 ;-i k r-i \vec{k} \cdot \vec{r}\right) e^{-i \varepsilon t} . \tag{58}
\end{align*}
$$

It has energy

$$
\begin{equation*}
\varepsilon=k^{2} / 2 \tag{59}
\end{equation*}
$$

and partial wave expansion

$$
\begin{align*}
\Psi_{f}^{\vec{k}}(\vec{r}) & =\frac{2 \pi}{k} \sum_{s=0}^{\infty} i^{i s} e^{-i \delta_{s}} R_{s}^{k}(r) \sum_{t=-s}^{s} Y_{\mathrm{st}}^{*}(\vartheta, \phi) Y_{\mathrm{st}}\left(\vartheta_{k}, \phi_{k}\right) .  \tag{60}\\
R_{s}^{k}(r) & =\frac{\sqrt{8 \pi k}}{\sqrt{1-\exp (-2 \pi / k)}} \prod_{y=1}^{s}\left(\sqrt{y^{2}+\frac{1}{k^{2}}}\right) \frac{1}{(2 s+1)!}  \tag{61}\\
& \times(2 k r)^{s} e^{-i k r}{ }_{1} F_{1}\left(\frac{i}{k}+s+1,2 s+2,2 i k r\right)
\end{align*}
$$

is the radial function and $\delta_{s}=\arg \Gamma\left(1-\frac{i}{k}+s\right)$ a phase. Then the transition amplitude from the initial state i at $t \rightarrow-\infty$ to the final continuum state f at $t \rightarrow+\infty$ may be evaluated at any time $t$; it is

$$
\begin{equation*}
A_{\mathrm{fi}}=\left\langle\Phi_{f}^{-}(t) \mid \Phi_{i}^{+}(t)\right\rangle, \tag{62}
\end{equation*}
$$

where $\Phi_{f}^{-}(\vec{r}, t)$ and $\Phi_{i}^{+}(\vec{r}, t)$ are exact solutions of the present system's time-dependent Schrodinger equation subject to the asymptotic conditions

$$
\begin{gather*}
\Phi_{f}^{-}(\vec{r}, t) \rightarrow t \rightarrow+\infty  \tag{63}\\
\Phi_{i}^{+}(\vec{r}, t)_{t \rightarrow-\infty}^{\rightarrow} \Psi_{f}^{\vec{k}}(\vec{r}, t)  \tag{64}\\
(\vec{r}, t)
\end{gather*}
$$

According to standard scattering theory we obtain the following form of the transition amplitude $A_{\mathrm{fi}}=$

$$
\begin{equation*}
\frac{1}{2} \lim _{\substack{t_{1} \rightarrow-\infty \\ t_{2} \rightarrow \infty}}\left\langle\Psi_{f}^{\vec{k}}\right| U^{0}\left(t_{2}\right)^{+} \exp \left(-i \int_{0}^{t_{2}} H_{e f f}\left(t_{2}, \rho\right) d \rho+i \int_{0}^{t_{1}} H_{\mathrm{eff}}\left(t_{1}, \rho\right) d \rho\right) U^{0}\left(t_{1}\right)\left|\Psi_{i}\right\rangle \tag{65}
\end{equation*}
$$

The effective Hamiltonian $H_{\text {eff }}$, appearing above and corresponding to the action of Eq. (35) has the form (see Eq. (2))

$$
\begin{equation*}
H_{\mathrm{eff}}=H_{e}-i \frac{1}{\sqrt{V}} e l(\omega)\left(\beta \chi \widehat{\varepsilon} \cdot \vec{r}+\beta^{*} \chi^{*} \widehat{\varepsilon}^{*} \cdot \vec{r}\right)-\frac{1}{V} e^{2} l^{2}(\omega) v|\widehat{\varepsilon} \cdot \vec{r}|^{2} \tag{66}
\end{equation*}
$$

## Moreover

$$
\begin{equation*}
U^{0}(t)=e^{-i H_{c} t} . \tag{67}
\end{equation*}
$$

We set $\beta=\gamma$. This appears to be a requirement in order the Hamiltonian to be PT (parity-time reversal) symmetric. The one-half factor in Eq. (65) appears due to the initial $\frac{1}{B(t)}$ factor in Eq. (20) and the identity in Eq. (25). At the times introduced by the delta functions the propagator $K_{1}^{\xi}\left(\vec{r}_{f}, \tau ; \vec{r}_{i}, 0\right)$ (see below) becomes zero. Moreover the exponential in Eq. (20) is one as $\lim _{t \rightarrow \infty} \frac{1}{B(t)}=1$ and $\beta=\gamma$.
Now to proceed we set $t_{2}=-t_{1}=t$ and take into account the PT invariance of the whole system as the Hamiltonian Eq. (66) is PT invariant. So we reverse the time sign of the terms involving the time $t_{1}$ something that equivalently implies for the position $\vec{r} \rightarrow-\vec{r}$, for the momentum $\vec{p} \rightarrow \vec{p}$ and for the imaginary unit $i \rightarrow-i$. Then we differentiate the operators between the bra and the ket in Eq. (65), with respect to the variable $t$. Finally, after certain standard manipulations and a subsequent integration we obtain the result

$$
\begin{align*}
A_{\mathrm{fi}}= & \left\langle\Psi_{f}^{\vec{k}} \mid \Psi_{i}\right\rangle+ \\
& +\int_{0}^{\varsigma} d \tau\left\langle\Psi_{f}^{\vec{k}}\right| U^{0}(\tau)^{+} \exp \left(-i \int_{0}^{\tau} H_{\mathrm{eff}}(\tau, \rho) d \rho+i \int_{-\tau}^{0} H_{e}(\rho) d \rho\right)  \tag{68}\\
& \times\left(-\frac{1}{\sqrt{V}} e l(\omega)\left(\beta \chi \widehat{\varepsilon} \cdot \vec{r}+\beta^{*} \chi^{*} \widehat{\varepsilon}^{*} \cdot \vec{r}\right)+i \frac{1}{V} e^{2} l^{2}(\omega) v|\bar{\varepsilon} \cdot \vec{r}|^{2}\right) U^{0}(\tau)\left|\Psi_{i}\right\rangle .
\end{align*}
$$

We have supposed that the duration of the pulse is $\varsigma$, as well as that it begins at time zero. Now in order to proceed we take into account that the asymptotic initial and final states are orthogonal. Further we make use of the path-integral representation of the exponential in Eq. (68) and angularly decompose it. So on making use of the results of the previous section and solving the sign problem [8], Eq. (68) becomes

$$
\begin{gather*}
A_{\mathrm{fi}}=\int_{0}^{\zeta} d \tau \iint d \vec{r}_{f} d \vec{r}_{i} \frac{1}{r_{i}^{2}} e^{i\left(\varepsilon-\varepsilon_{i}\right) \tau}\left(\Psi_{f}^{\vec{k}}\left(\vec{r}_{f}\right)\right)^{*} K_{1}^{\xi}\left(\vec{r}_{f}, \tau ; \vec{r}_{i}, 0\right)  \tag{69}\\
\times\left(-\sqrt{\frac{2 \pi \omega}{V}}\left(\beta \chi(\tau) \widehat{\varepsilon} \cdot \vec{r}_{i}+c . c .\right)+i \frac{2 \pi \omega}{V}\left|\widehat{\varepsilon} \cdot \vec{r}_{i}\right|^{2} v(\tau)\right) \Psi_{i}\left(\vec{r}_{i}\right) .
\end{gather*}
$$

We have used the prior form of the transition amplitude. $K_{1}^{\xi}\left(\vec{r}_{f}, \tau ; \vec{r}_{i}, 0\right)$ is given by Eq. (55). The phase which appears after the solution of the sign problem has cancelled.

As the present theory is PT symmetric we have to use PT symmetric quantum mechanics. So our equations take their final form according to the fact that $\left(\Psi_{f}^{\vec{k}}(\vec{r})\right)^{P T}=\left(\Psi_{f}^{\vec{k}}(\vec{r})\right)^{*}$.

Here we want to study two-photon ionization processes. They are of order $\frac{1}{V}$ or higher. For the same transitions the vacuum fluctuations term contributes to the same order. So we take it into account. The amplitude takes the form

$$
\begin{align*}
& A=\int_{0}^{\zeta} d \tau \iint d \vec{r}_{f} d \vec{r}_{i} \frac{1}{r_{i}^{2}} e^{i\left(\varepsilon-\varepsilon_{i}\right) \tau}\left(\Psi_{f}^{\vec{k}}\left(\vec{r}_{f}\right)\right)^{*} \\
& \times\left(-\sqrt{\frac{2 \pi \omega}{V}} S_{l=1}^{\xi}\left(\vec{r}_{f}, \tau ; \vec{r}_{i}, 0\right)\left(\beta \chi(\tau) \widehat{\varepsilon} \cdot \vec{r}_{i}+\text { c.c. }\right)+i \frac{2 \tau \omega}{V} S_{l=0}^{\xi}\left(\vec{r}_{f}, \tau ; \vec{r}_{i}, 0\right)\left|\widehat{\varepsilon} \cdot \vec{r}_{i}\right|^{2} v(\tau)\right) \Psi_{i}\left(\vec{r}_{i}\right) . \tag{70}
\end{align*}
$$

Upon expanding to powers of volume the sign solved propagators appearing in Eq. (70) take the form

$$
\begin{align*}
& S_{l=1}^{\xi}\left(\vec{r}_{f}, \tau ; \vec{r}_{i}, 0\right)=\frac{1}{r_{f} r_{i}} \delta\left(r_{f}-r_{i}\right) \sum_{q=0}^{\infty} \sum_{p=-q}^{q} Y_{\mathrm{qp}}\left(\vartheta_{f}, \varphi_{f}\right) Y_{\mathrm{qp}}^{*}\left(\vartheta_{i}, \varphi_{i}\right) \\
& \times\left[-\sqrt{\frac{2 \pi \omega}{V}}\left(\widehat{\varepsilon} \cdot \vec{r}_{f} \beta \int_{0}^{\tau} d \rho \chi(\rho)+\text { c.c. }\right)\right] \exp \left[i \frac{2 \pi \omega}{3 V} r_{f}^{2} \int_{0}^{\tau} v(\rho) d \rho\right], \tag{71}
\end{align*}
$$

and

$$
\begin{align*}
& S_{l=0}^{\xi}\left(\vec{r}_{f}, \tau ; \vec{r}_{i}, 0\right)=\frac{1}{r_{f} r_{i}} \delta\left(r_{f}-r_{i}\right) \sum_{q=0}^{\infty} \sum_{p=-q}^{q} Y_{\mathrm{qp}}\left(\vartheta_{f}, \varphi_{f}\right) Y_{\mathrm{qp}}^{*}\left(\vartheta_{i}, \varphi_{i}\right) \\
& \times\left\{1+\frac{2 \pi \omega}{3 V} r_{f}^{2}\left(i \int_{0}^{\tau} v(\rho) d \rho+\left|\beta \int_{0}^{\tau} d \rho \chi(\rho)\right|^{2}+\cos \xi \operatorname{Re}\left[\left(\beta \int_{0}^{\tau} d \rho \chi(\rho)\right)^{2}\right]\right)\right\}  \tag{72}\\
& \times \exp \left[i \frac{2 \pi \omega}{3 V} r_{f}^{2} \int_{0}^{\tau} v(\rho) d \rho\right] .
\end{align*}
$$

Finally, we obtain the second-order transition probability

$$
\begin{equation*}
\frac{\partial P}{\partial \varepsilon}=\frac{1}{4 \pi^{2}} k \int|A|^{2} d \Omega_{\vec{k}} . \tag{73}
\end{equation*}
$$

Here we consider the case of an orthogonal pulse of duration $\zeta$. Then

$$
\wp(\tau)=\left\{\begin{array}{ll}
1 & 0 \leq \tau \leq \zeta  \tag{74}\\
0 & \text { otherwise }
\end{array} .\right.
$$

In Figure 1, we plot the second-order term $\frac{\partial P}{\partial \varepsilon}$ as a function of the energy of the injected electron $\varepsilon$ for $\zeta=100$ as and various values of the elliptic polarization parameter $\xi$. We use


Figure 1. Second-order probability $\frac{\partial P}{\partial \varepsilon}$ of ionization as a function of the $\varepsilon$. We set $\zeta=100$ as. We give curves corresponding to $\xi=\frac{\pi}{2}$ (solid) $\xi=\frac{\pi}{3}$ (dashed) $\xi=\frac{\pi}{20}$ (dotted). We use $\omega=0.4275$ a.u., $\beta=1$ and $V=10^{7}$.
$2 \omega=0.855$ a.u. Within the range $0 \leq \xi \leq \frac{\pi}{2}$ the larger the $\xi$ the smaller the transition probability. $\xi=\frac{\pi}{2}$ corresponds to circular polarization. We give another approach of this case in [10]. $\xi=0$ corresponds to linear polarization. In that case the present approach is degenerate. We give other approaches in $[6,7,9]$.

## 5. Conclusions

In the present chapter we have used path-integral methods in the study of the interaction of electrons with photonic states. We have integrated the photonic field and then angularly decomposed the electron-photonic field influence functional. Within those manipulations there have appeared terms due to the electromagnetic vacuum fluctuations.

As an application we have developed a scattering theory and used it in the two-photon ionization of hydrogen. For those transitions, the electromagnetic vacuum fluctuations contribute to the same order. Moreover to handle the path integrals that appear, we have used the relevant propagators in their sign solved propagator (SSP) form. The SSP theory appears in Ref. [8].

Concluding the present method is tractable and can be used in many problems involving the quantum mechanics of one-electron atoms interacting with radiation.

## Appendix

In Eq. (49), we have the expression (here we drop the $n$ indices)

$$
\begin{align*}
& g_{\operatorname{lm}}\left(w^{\prime}, r\right)=(-i)^{l} \frac{O_{\operatorname{lm}}}{2 \pi} \exp \left(i m\left(\varphi_{w^{\prime}}+\frac{\pi}{2}\right)\right) \int_{0}^{\infty} d \rho_{\lambda} \rho_{\lambda} j_{l}\left(\rho_{\lambda} r\right) J_{m}\left(\rho_{\lambda}\left|w^{\prime}\right|\right) \\
& =\frac{O_{\operatorname{lm}}}{2 \pi}(-i)^{l} i^{m} e^{i m \varphi_{w^{\prime}}} \sqrt{\frac{\pi}{2 r}} \int_{0}^{\infty} d \rho_{\lambda} \sqrt{\rho_{\lambda}} J_{l+\frac{1}{2}}\left(\rho_{\lambda} r\right) J_{m}\left(\rho_{\lambda}\left|w^{\prime}\right|\right) \\
& =\frac{O_{\operatorname{lm}}}{2 \pi} i^{m}(-i)^{l} e^{i m \varphi_{w^{\prime}}} \frac{\sqrt{\pi}\left|w^{\prime}\right|^{m} \Gamma\left(\frac{l+m}{2}+1\right)}{r^{m+2} \Gamma\left(\frac{l-m+1}{2}\right) \Gamma(m+1)}  \tag{75}\\
& \times F\left(\frac{l+m}{2}+1, \frac{m-l+1}{2} ; m+1 ; \frac{\left|w^{\prime}\right|^{2}}{r^{2}}\right) \Theta\left(r-\left|w^{\prime}\right|\right) \\
& =\frac{O_{\operatorname{lm}}}{2 \pi} i^{m}(-i)^{l} e^{i m \varphi_{w^{\prime}}} \frac{2^{m} \sqrt{\pi} \Gamma\left(\frac{l+m}{2}+1\right)}{r \Gamma\left(\frac{l-m+1}{2}\right)} \frac{1}{\sqrt{r^{2}-\left|w^{\prime}\right|^{2}}} \\
& \times P_{l}^{-m}\left(\frac{\sqrt{r^{2}-\left|w^{\prime}\right|^{2}}}{r}\right) \Theta\left(r-\left|w^{\prime}\right|\right),
\end{align*}
$$

where $\Theta(x)$ is the step function

$$
\Theta(x)=\left\{\begin{array}{l}
1, x>0  \tag{76}\\
0, x<0
\end{array}\right.
$$

We give the following cases:

$$
\begin{gather*}
g_{00}\left(w^{\prime}, r\right)=\frac{1}{2 \pi} \frac{1}{r \sqrt{r^{2}-\left|w^{\prime}\right|^{2}}} \Theta\left(r-\left|w^{\prime}\right|\right),  \tag{77}\\
g_{1 \pm 1}\left(w^{\prime}, r\right)=\mp \sqrt{\frac{3}{2}} \frac{e^{ \pm i \varphi_{w^{\prime}}}}{2 \pi} \frac{\left|w^{\prime}\right|}{r^{2}} \frac{1}{\sqrt{r^{2}-\left|w^{\prime}\right|^{2}}} \Theta\left(r-\left|w^{\prime}\right|\right) . \tag{78}
\end{gather*}
$$
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#### Abstract

The curvature energy as spectra of a field observable that is resulted of the variation of energy due to the speed of direction change in the space, is measured and detected by a sensor designed and developed through H-fields of energy that are superposes, obtaining strong variations in the fermion state to the H-torsion (second curvature energy) of the space-time via the gravitational covariant derivative having that the actions can be consigned to these H-fields as Majorana states with a corresponding action of gauge field. Likewise, in this chapter, some geometrical models of these Hstates and their spectra of curvature are generated and discussed, which are extrapolated to the design of curvature energy sensors to quantum gravity.
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## 1. Introduction

The study of the field theory in physics establishes that the field actions can be measurable through their observables such as curvature or torsion of the space, which represent forms in how the field affects the space giving it a geometrical shape that depends directly on the field sources and their localization in the space. From the viewpoint of the topological field theory (TFT), these relations between the sources localizing in the space, where born the actions of the field, are born and the proper geometry engendered in the space by the actions of field to deform the space establish to the curvature and their second version; the torsion, as the geometrical invariant most important to characterize to a space and their geometry as implicit part of the field acting in the space through their energy. Physically, the detection of the field presence, without causing its extension in the space, is realized through its energy. This makes us think that curvature measurements can be realized using the energy concept that considers the curvature as an energy perturbation in the space, which can be measured through its spectra.

Likewise, a new concept developed above through new measurement methods and new technology prototypes to measure curvature as field observable [1, 2], or as microscopic deforming of the space-time associated to the gauge fields that enter in action with the quantum gluing of the matter and the constructing of the electric charge of the particles, is the curvature energy [1, 2], which is determined as a variation of energy perceived by a change in speed rate of direction in the space detected by the energy condition or censorship condition designed by certain integrals of energy born of the curvature integral transforms [3, 4] applied on certain cycles of the signal space acting on the space, to obtain certain energy co-cycles that are curvature data of the space and which represent in an energy space the curvature energy (see Figure 1).

This raises the need to design a sensor and also the space perception of a device (censorship condition), which must use a modulation space with a domineering energy condition given by $[2,3]$ as follows:

$$
\begin{equation*}
[V]^{2} \int_{\mathrm{C}} \mathrm{hk}^{2} \mathrm{ds} \geq\left(\int \mathrm{ch}^{2}-\mathrm{k}\right)^{2} \mathrm{~d} s \geq \frac{1}{2} \mathrm{AV}^{2} \int_{0}^{2 \pi} \mathrm{kd} \theta \tag{1}
\end{equation*}
$$

Here voltages V are factored by mean and principal curvatures along the curved part of curved surface, having an inequality of Hilbert type, which establishes the energy range in which the curvature energy exists.

Then the measure of curvature can be obtained as an extrinsic curvature from a space classes (cycles) with a curvature measure well defined and which represent the interacting of the rate of direction changes of the space with pulses of energy (Fourier analysis) that go sensing these direction variations and consigned in their energy spectrum through of their co-cycles. Some measurements realized have been the obtained applying energy Gaussian pulses $\pi(x, y),[2]$ that determine, in the infinitum the measure of curvature through of this spectra (see the Figure 2).

Thus from the perturbation theory viewpoint, the curvature energy can be defined as the energy perturbing product of the interaction of the electrical field of the curvature sensor (with their censorship) with the surface curvature in accordance with the metrology study realized in [5], where the curvature energy is given by the units as Voltage $\mathrm{m}^{-3}$ and is proved with the experiments (see Figure 3) introducing the curvature integral transform as follows:


Figure 1. (A) Curvature energy sensor advancing on curved surface. (B) Curvature energy perturbation due to the surface curvature.


Figure 2. Curvature energy spectra of hyperbolic paraboloid $z=x y$.


Figure 3. Curvature gauged in curvature energy on an arbitrary surface $M$, using a spherical surface $\Sigma$, [5].

$$
\begin{equation*}
\mathrm{O}_{\mathrm{E}}=\mathrm{d}_{\gamma} \operatorname{Hom}_{\mathrm{K}}\left(\mathrm{M}, \mathrm{~S}^{2}\right) \int \Omega \tag{2}
\end{equation*}
$$

But this obeys to the field condition given by gravity in their more fine aspects, since gravity acts as subjacent energy in the geometrical aspect of any space (all the objects in the space are always affected by gravity) using the universal gravitation in the modality of field theory given by Einstein equations. ${ }^{1}$ Likewise, the scaled gravitational energy is used in the process of gauging of sensor device whose advances correspond to that measured and gauged by the proper universal gravitation and considered by the spherizer operator $\mathrm{O}_{\mathrm{E}},[2,6,7]$. Then using the result enounced in [8], and considering the scaled gravitational constant $\chi=\frac{8 \pi}{c^{4}} \mathrm{G}=$ $2.071 \times 10^{-43} \mathrm{sec}^{2}$ meter $^{-1} \mathrm{~kg}^{-1}$, which is the proportionality between space-time curvature and energy (as shown in Figure 3 in [8]), and using Eq. (2) and the field Einstein equations, we have the following:

$$
\begin{equation*}
\mathrm{O}_{\mathrm{E}}=\mathrm{d}_{\gamma} \operatorname{Hom}_{\mathrm{K}}\left(\mathrm{M}, \mathrm{~S}^{2}\right) \int_{\mathrm{M}} \mathrm{e}(-1)^{\mathrm{n}} \mathrm{~d} \Sigma(\mathrm{f}(\mathrm{x}))=8 \pi^{2} \tag{3}
\end{equation*}
$$

[^0]which is the energy quantity measured per determined curvature. Similarly, using this measure of net energy, gravitational waves can be detected by the device that involves this energy to measure curvature energy through electromagnetic fields as gauge fields. This idea is and will be fundamental to determine conditions of energy [Hilbert inequations as given in Eq. (1)] to any censorship required to design a curvature sensor in field theory, including the microscopic theory to QFT. Similarly, in this respect arises the possibility of using the torsion field as the second curvature to measure curvature in field theory considering certain modifications that can be used in field quantum equations as Dirac equation. But far of want the unification of the gravitational and electromagnetic forces to construct a unique field (which is failured reheresal considering only the Einstein equations) is necessary involves the Dirac equation and their solutions in their first integral given by the field actions to curvature in a homogeneous space $[3,7]$ as described in [7] and using the field theory on the homogeneous space $\mathrm{G}[[\mathrm{z}]] / \mathbf{X}$, [9] whose curvature energy measures can be constructed by co-cycles in this space.
Other studies followed in the search of curvature measure through light waves were realized in [6] under the same philosophy of the energy integral value on curved spaces (more specific Riemannian manifolds), considering integral transforms defined in homogeneous spaces or cycle spaces (whose cycles are invariant under translations and rotations on the proper manifold). Similarly, the curvature was obtained initially (using the units of volts on cubic meter, mentioned before) as measure through the corresponding co-cycles as integral transform [2, 10]:
\[

$$
\begin{equation*}
\kappa\left(\omega_{1}, \omega_{2}\right)=\int_{M} \kappa(p, \phi) \mathrm{e}^{-\mathrm{j}\left(\omega_{1} t_{1}+\omega_{2} t_{2}\right)} \mathrm{d} p \mathrm{~d} \phi, \tag{4}
\end{equation*}
$$

\]

which are our spectra of curvature to a measure realized by our curvature device in an instant $t$ In the case of light waves, the censorship condition is given in [6] as follows:

Theorem (F. Bulnes) 1. 1. [6, 11]. The Radon transform of the Gaussian curvature whose detection condition is the inequality (censorship ${ }^{2}$ ) is as follows:

$$
\begin{equation*}
[\log \varphi(\xi(t))]^{2}\left[\int \log \sigma(t)\right]^{2} \geq\left(\int \Omega\left(1-\nabla^{2} \log \Omega\right)\right)^{2} \geq 4 \pi \int \Omega \tag{5}
\end{equation*}
$$

and using the signals, the curvature measured by light beam is

$$
\begin{equation*}
\left.\iint \mid K \varphi, \mathrm{~L}_{\zeta}, \bullet\right)\left.\right|_{\mathrm{L}^{1}}=\frac{2}{\mathrm{R}} \iint_{\mathrm{D}^{2}}\left|\mathrm{~K}_{\mathrm{h}}(\sigma(\mathrm{t}))\right| \mathrm{dxdy} \tag{6}
\end{equation*}
$$

Proof. [6, 11].
Likewise, considering the representation of curvature in a Hilbert space (energy space) that is to say, given by $\Lambda_{\tilde{g}}(f), \forall v \in V_{\zeta}, \forall \zeta \in K^{\wedge}$, and $\mathrm{f} \in \mathrm{C}_{\mathrm{c}}^{\infty}(\mathrm{G} / \mathrm{K}){ }^{3}$ (theorem (F. Bulnes) [12, 13]), we have the following:

[^1]\[

$$
\begin{equation*}
<\Lambda_{\tilde{\mathrm{g}}}(\mathrm{~V}), \mathrm{f} \geq \oplus_{\zeta \in \mathrm{K}^{\wedge}}<\Lambda_{\tilde{\mathrm{g}}}(\mathrm{~V}(\zeta)), \mathrm{f}> \tag{7}
\end{equation*}
$$

\]

which is an "energy" representation of curvature. This permit generalizes the idea of the curvature as field observable to a level of its energy, having the concept of curvature energy to quantum level, that is to say, the domineering energy in the action of a quantum field on a curved space [14] to displace a particle on said space (see Figure 2). The next step is that it can interpret these energy observables as field observables, which are born of the deformations obtained on space-time background. Remember that the representations of curvature determined in Eq. (7) obey a fine structure with weak topological conditions from a point of view of global analysis. Each isotopic component is a co-cycle in the spectral space or spectrum of curvature.

But how to design a field gauge to measure the gravity observables through curvature energy to a quantum level?

Re-writing the symmetric tensor of the metric, it stays as $o^{\mu \nu(S)}$. This tensor is analogue to the usual metric tensor" g " but refers to lengths (as is usual) where the distance is symmetric as functional. The super fix that is represented as " $S$ " refers to symmetric state [15]. The asymmetric tensor that could be the case of more general metric tensor (which could consider electromagnetic fields as field gauges to measurements of other fields as gravitational field) is defined through the external product between tetrads as follows [9, 15]:

$$
\begin{equation*}
\mathrm{o}_{\mu \nu}^{\mathrm{ab}}=\mathrm{o}_{\mu}^{\mathrm{a}} \mathrm{o}_{v}^{\mathrm{b}}=\mathrm{o}_{\mu \nu}^{\mathrm{ab}(\mathrm{~S})}+\mathrm{o}_{\mu \nu}^{\mathrm{ab}(\mathrm{~A})}, \tag{8}
\end{equation*}
$$

The anti-symmetric form involves the symmetry and anti-symmetry parts. The anti-symmetric component from Eq. (8) is $\mathrm{o}_{\mu \nu}^{\mathrm{ab}}(\mathrm{A})$. The anti-symmetric tensor of the metric is defined through the wedge product of two tetrads $[9,15]$ :

$$
\begin{equation*}
\mathrm{o}_{\mu \nu}^{\mathrm{ab}(\mathrm{~A})}=\mathrm{o}_{\mu}^{\mathrm{a}} \wedge \mathrm{o}_{v^{\prime}}^{\mathrm{b}} \tag{9}
\end{equation*}
$$

The action of the product of the tensors of curvatures $\mathrm{R}^{\alpha \beta}$ and $\mathrm{o}_{\mu}^{\alpha}$ will establish "torsion effect on the action of gravity", which is measurable and representable as distortions produced from the gravity, in the presenece of a gauge field (see (Figure 4)). In this point, the spectrum of the searched curvature can be constructed. Then with the application of the quantum mechanics, more specifically, the QFT, and their interrelation with the gravitation is searched and the cause of the field through the quantum interactions that generate this is established. Then in this new "exhibition of gravity", the Einstein field equations can be re-written as follows:

$$
\begin{equation*}
\mathrm{R}_{\mu}^{\mathrm{a}}-\frac{1}{2} \mathrm{Ro}_{\mu}^{\mathrm{a}}=\chi \mathrm{T}_{\mu^{\prime}}^{\mathrm{a}} \tag{10}
\end{equation*}
$$

and using this fact, the new metric tensor can be expressed as ${ }^{4}$ :

[^2]

Figure 4. Flat- $\mathbb{R}^{4}$-Worldsheet of distortion angle obtained for the electromagnetic backreaction with the background radiation (gravity). The photon is the gauge field to measure quantum gravity action.

$$
\begin{equation*}
\mathrm{g}_{\mu \nu}^{\mathrm{ab}(\mathrm{~A})}=\mathrm{o}_{\mu}^{\mathrm{a}} \wedge \mathrm{o}_{v^{\prime}}^{\mathrm{b}} \tag{11}
\end{equation*}
$$

we arrive at the new field equation to electrodynamics that is generally covariant:

$$
\begin{equation*}
\mathrm{o}_{\mu}^{\mathrm{a}} \wedge\left(\mathrm{R}_{v}^{\mathrm{b}}-\frac{1}{2} \mathrm{Ro}_{v}^{\mathrm{b}}\right)=\chi \mathrm{o}_{\mu}^{\mathrm{a}} \wedge \mathrm{~T}_{v^{\prime}}^{\mathrm{b}} \tag{12}
\end{equation*}
$$

which gives us the spin or torsion of the field. However, this must be accompanied with the Dirac equation to a designed boson to the start of the second curvature, which must have inherence in the microstructure of the space-time to perceive the gravity to microscopic scale. In the asymmetric space-time model are obtained field models that reflect the torsion as the central part (this is due to the field polarization to particle level) that defines field perturbations whose origins are quantum and whose operators are non-commutative [9]; for example, the asymmetric field theory given by Yang-Mills where this theory provides an extension of Maxwell theory to the case of non-Abelian fields. In these dimensions raise the wrappings and the loop contributions that will contribute to the energy micro-states used to define electromagnetic signal effects of power that can be consigned in a harmonic analyzer with polynomial enters in a non-harmonic interphase of Legendre polynomials.

## 2. Curvature from quantum gravity: a curvature sensor in field theory

How measure curvature of the space-time from the concept of quantum gravity interpreting their observables as light-field deformations obtained on space-time background with the action of a gauge field?

To this measurement, we use a hypothetical particle graviton that is modelled as dilaton, being a gauge graviton (gauge boson) [1,15]. According to our curvature, studies come from a theoretical sensor of curvature in the presence of the incurve and detected by a wave of light [1, 6]. This was mentioned in the previous section. The curvature quantum perception in the space is associated as a little distortion of the fine micro-local structure of the space-time due to the interaction of particles of the matter and energy with diverse field manifestations [1]. The matter is shaped by hypothetical particles that take as base the background radiation of the space, which in last studies due to QFT [16] and brane theory are organized and tacked to shape spaces of major dimensions. These spaces are represented by diverse particles of the matter, such as gravitons, barions, fermions of three generations, etc. [1,9]. These particles are shaping gravity to quantum level, obtaining representations of the same for classes of cohomology of the QFT, for example, the FRW-cohomology (which is a Floer Wrapped Cohomology [16]), which brings exact solutions to the Einstein field equations. This last affirmation considers diverse symmetries of cylindrical and spherical type for the gravity modelled like a wave of gravitational energy "quasi-locally" (see Figure 5) [1, 9].

We can determine action integrals of the gravitational energy density (Hamiltonian) given for $[1,9,18]$ as follows:

$$
\begin{equation*}
\mathrm{H}_{\text {TOTAL }}=\frac{1}{\mathrm{G} 8 \pi} \int_{\mathrm{M}} \Gamma+\frac{1}{2} \mathrm{~L}^{\alpha} \mathrm{T}_{\alpha \beta} X^{\beta}, \tag{13}
\end{equation*}
$$

where $\mathrm{L}^{\alpha}$ is the Lagrangian, $\mathrm{T}_{\alpha \beta}$ is the corresponding tensor of matter and energy, $\Gamma$ is a Hamiltonian density and $X^{\beta}$ is the corresponding field of displacement of the particles in the space moving for action of $\mathrm{L}^{\alpha}$ influenced by the matter and energy tensor $\mathrm{T}_{\alpha \beta}[1,9]$.

In the study of the microscopic space-time exist the group representations of $\operatorname{SU}(2)$, where one of these considers that the super-symmetry is given for $S^{3}$ (sphere of dimension 3) [15]. In it, the topological invariant of their 2-form $\omega_{3}$, and given in the cohomology group $\mathrm{H}^{3}(\mathrm{SU}(2), \mathbb{R}) \neq 0,[9,17,19]$ will show clearly the gravity presence.

This registry, at least, is realized on the surface of this ball $S^{3}$, which is a mini-twister surface in the presence of gravity [9], having as ambitwistor space the set of field couples $\left(\mathrm{Z}^{\alpha}, \mathrm{W}_{\alpha}\right)$, to the microscopic space-time. Here, $Z^{\alpha}$ is the field of gauge nature (in this case electromagnetic fields) and $\mathrm{W}^{\alpha}$, the field of particles of the gravity (gravitons, that in this case is the background) $[1,9]$.

Similarly, it was mentioned and considered that the curvature value can be understood as the deformation contour on a surface (initial idea created and developed relative to the understanding of curvature in a space-time [10, 15]).

Also the curvature can be understood to the field distortion as undulating in the space-time for the back-reaction due to the photon propagation in the presence of gravity [see Figure 5 (a) and (b) (using string theory)].

We can extrapolate this idea to design a type of accelerometer that can be connected to the devices of navigation of a travelling satellite by space. In said accelerometer, a sensor of ultrasensitive gravity based on a solid sphere $S^{3}$, whose material can be similar to a colloid, could be involved in their interior, capturing the changes of the weight of a liquid that is also of colloid type (perhaps of major density that of the ball $S^{3}$ ) due to the universal factor $G[1,17]$.
A censorship ${ }^{5}$ device in the earth's gravity can be designed to construct a fine curvature sensor to detect energy for the matter inflow in the space occupied by matter. This brings to collation the perception of the matter-energy tensor $\mathrm{T}_{\alpha \beta}$, which influences the movement of the sensor device. ${ }^{6}$
The measured curvature will be a Gaussian curvature expressed through spherical harmonics given by Legendre polynomials.

[^3]$$
\frac{1}{8 \pi^{2}} \int_{S U(2) \cong S^{3}} \omega_{3}=2<F, \bar{F}>
$$

But by the background radiation of a Minkowski space $M$ (as four-dimensional model of the space-time), where the energy of the matter is given by the tensor $T^{\alpha \beta}$,, is that $J^{\alpha}=k^{\alpha} T^{\alpha \beta}$, where $\mathrm{k}^{\alpha}$, is the density of background radiation that establishes for the curved part of the space (that in this case has spherical symmetry) the variation of energy together with the energy and matter tensor that comes given as $[1,17]$ follows:

$$
\frac{1}{4 G \pi} \int_{S^{2}} T_{\alpha \beta} k^{\alpha} d \sigma^{\beta} \geq \int_{S^{2}} J^{\alpha} d \sigma^{\beta} \geq 2 \pi \chi
$$

But conserved current in whole space is

$$
J^{\alpha}=E^{\alpha \beta} k_{\beta}+\frac{1}{2} S^{\alpha \beta \gamma} \nabla_{\beta} k_{\gamma}
$$

Then the energy inside the sphere satisfies [7, 27]

$$
\frac{1}{16 \pi^{2}} \frac{1}{(2-2 g)} \int_{S U(2) \cong S^{3}} \omega_{3} \leq 1,
$$

since the electromagnetic energy with respect to the energy of background radiation can fulfill that

$$
4 \pi \int \Omega^{2} \geq 8 \pi \int<F_{i j}, F^{i j}>
$$



Figure 5. (a) Dilaton measuring distortion due to quantum gravity, according to the model computational magnetic. (b) The case is when there is not photon back-reaction [1, 14].

These Legendre polynomials can be measured by harmonics that can be consigned in a wave with an algebraic frequency. The device is a sensor of free fall that can register different force G , according to its position in the Cosmos [1]. The difference is consigned by the Hall Effect obtained by the scattering difference of fermions detected in each case by particles/anti-particles [1, 17].

Inside the device, considering the Lagrangian action given for [1], the actions of change registered by the free little falls can be reprogrammed. The distortions detected on the 3 -sphere can be identified with these harmonics and thereafter consigned as spectral curvature (Figure 6) [17].

With our ideas and precise goal, we can consider some useful concepts and create other.
Def. 3.1 (F. Bulnes, M. Ramírez, L. Ramirez, O. Ramírez). broson is a hypothetical particle that is a fermion that comes from D - Branes, being the hypothetical particle wrapped by gauge bosons in the space-time [15].

Being a field solution, the broson will be our solution of the Dirac equation to distortions of field $[1,9,15]$ that are perturbations in the space-time created by reaction of this particle with background. Likewise the broson will be solution of the field equation:

$$
\begin{equation*}
(\square+\chi T) \mathrm{o}_{\mu}^{\mathrm{a}}=0, \tag{14}
\end{equation*}
$$



Figure 6. (a) Sensor device to consignee the little variations in free fall for gravity of the sensitive material ball in the spacetime. (b) Deformed ball due gravity sensing. (c) The device is designed to be used in a traveler satellite. (d) Gravity spectra.

If we have the term $\chi \mathrm{T}$, this must be imagined as spherical density. The term R is the curvature of the space-time, which is a deformation of the spatial scenery due to the presence of matter in space. The exact values are not important in this last description, but their implications in the geometrical scenery and their invariants [15] hold significance because these describe the shape of the space-time, at least, locally.

The torsion is produced by the gauge bosons in the microscopic space due to the electromagnetic characteristics of these bosons that are photons [15], realizing back-reaction [1, 17] with the space covered or affected by gravity.

Indeed, in the non-Abelian electromagnetic theory "ghosts" are produced that are states of negative norm or fields with the wrong sign of the kinetic term linked to every particle whose effect is predicted by Faddaev-Popov [19, 20, 21].
Every ghost is associated to a gauge field where the gauge field acquires a mass via a Higgs mechanism (mechanism that creates matter and charge, although each one takes its proper way in the particle decomposition).

The associated ghost field acquires the same mass (in the Feynman-'t Hooft gauge only, not true for other gauges) where the gauge must be designed or proposed in accordance to the Feynman-t'Hooft theory) [1, 9].

In the QFT, and particle physics frame, the existence of a weak field has been established that helps to define the unification to the neutron. The weak field, whose nature is electromagnetic, is associated with the gauge boson as of the type W boson. Similarly, when the neutron exists outside the atomic nucleus, it is transformed after 10 minutes into an electron, anti-neutrino and one proton. This establishes the condition to create matter and anti-matter in the required proportion that is needed in the Universe [14].

We consider the algebraic object assigned as a set of rules of a chain complex (as a graded module equipped with degree d , such that $\mathrm{d}^{2}=0$ ) that permits to understand the movement as a continuous transformation whose image in a quantum space is a deformation of the space-time to microscopic level given by little changes in energy. Their macroscopic image of such quantization can be consigned inside a Poisson manifolds family that under certain quasi-equivalence [ $9,15,20,21$ ] and through homotopies can be carried to a macroscopic reality [ 9,15 ]. Through the duality of Koszul complexes on microstate spaces can be demonstrated that the entropy is an aspect of the evolution of the energy that can be considered as an inverted image in a mirror space of the equivalences. Gravity in this case is consigned under torsion (and defined as pressure on a body or particles) in a Drinfeld space with twisted loops, where these loops and strings could be our "brosons" according to definition 3. 1., given [1, 15].

Taking into consideration the optimal design of the censorship condition, using the microscopic torsion theory and involving the field solution to Eqs. (10) and (14) from the QFT (considering that the artificial particle is defined before, because remember that the broson must be a fermion to be consistent with the different helicities of strings), we have the movement ramification as macroscopic effect of the following field action ${ }^{7}$ [15]:

$$
\begin{equation*}
\mathfrak{I}_{\text {Total }}=\mathfrak{I}_{\mathrm{G}}+\mathfrak{I}_{\text {QED-fermions }} \tag{15}
\end{equation*}
$$

## 3. H-fields in a generalized curvature tensor and some boson-fermion measurements

Through the integration formalism applied to the total action integral of $g_{\mu \nu}^{a b(A)}$, which comes from the actions of two tensors, the partial action due to the curvature tensor and the electromagnetic tensor, including in this last, along with the fermion self-interactions induced by the quantum second curvature, we can establish the following total action as second integral of Eq. (12):

$$
\begin{align*}
\Im_{\text {TOTAL }}= & \frac{1}{2 \kappa} \int d^{4} x_{0 o o_{\mu}^{a}}^{a} o_{v}^{b} R(\omega)+\frac{i}{2} \int d^{4} x o \times \\
& \times\left(o_{\mu}^{a}\left(\bar{\psi} \bar{\gamma}^{a} D_{\mu}(\omega, A) \psi-\overline{D_{\mu}(\varrho, A) \psi} \gamma^{a} \psi\right)\right)-  \tag{16}\\
& -\int d^{4} x o \frac{3}{10} \kappa J_{(A)}^{\mu} J_{(A) \mu}
\end{align*}
$$

where $\left\{\gamma^{\mu}, \gamma^{\nu}\right\}=2 g^{\mu \nu}$, is Dirac matrix and $R^{\mu v}=d \omega^{\mu \nu}+\omega_{\sigma}^{\mu} \wedge \omega^{v \varsigma}$, is the 2-form of curvature.

[^4]Here, $\chi=8 \pi \mathrm{G}_{\mathrm{N}}$, is the gravitational constant mentioned in the introduction section, which we know, is intimately related with the production of matter by the tensor of matter-energymomentum in the Universe estimated inside the Einstein field equations.

However, the studies in $[15,22,23]$ need to explain the mechanism of the gravitational energy with the torsion. Similarly, through the QED and QFT, (see Figure 7) using perhaps the spinor frame (because it is a wave superposing many trajectories taken by the dilaton interacting with the space-time), we have within the Dirac equation as was given in Eq. (14) the fermion interactions [14] that give the different matter particle, which is a space-time torsion, where finally is a second curvature.

Finally, this global action defined in Eq. (16) can be re-written to fermions in gravity with torsion [23, 24], with a specific scalar field of torsion (Kalb-Ramond field strength [25]) inspirited from the string theory [26] (UV- complete) and that can do the job of providing a constant, axial background in a local frame of FRW-cosmology. The additional fermion-piece of the form is stated as follows:

$$
\begin{equation*}
\mathfrak{I}=\frac{\alpha}{2} \int \mathrm{~d}^{4} \mathrm{xo}\left(\bar{\psi} \bar{\gamma}^{\mathrm{a}} \mathrm{D}_{\mu}(\omega, \mathrm{A}) \psi-\overline{\mathrm{D}_{\mu}(\omega, \mathrm{A}) \psi} \gamma^{\mathrm{a}} \psi\right), \alpha=\mathrm{cte}, \tag{17}
\end{equation*}
$$

Using the Dirac kinetic terms, the fermion action reads:

$$
\begin{equation*}
\mathfrak{I}_{\text {Dirac-Holst-Fermi }}=\frac{\alpha}{2} \int d^{4} x o\left(\bar{\Psi} \bar{\gamma}^{a}\left(1-i \alpha \gamma_{5}\right) \mathcal{D}_{\mu} \Psi-\overline{\mathcal{D}_{\mu} \Psi} \gamma^{a}\left(1-i \alpha \gamma_{5}\right) \Psi\right), \tag{18}
\end{equation*}
$$

where inside the integrand the Dirac equations to the differentiating fermions are involved in the non-Harmonic analysis that appears in the anti-symmetric behaviour of the curvature field measured for quantum interactions (see Figure 8).

This establishes the conjecture in [15], which we enounce.
Conjecture (F. Bulnes) 3. 1. The curvature from the quantum gravity is the measure through the link-wave or perturbation wave (see Figure 9a) between a hypothetical graviton particle


Figure 7. Construction of string energy curvature through the study areas to quantum fields on curved space. To obtain the curvature energy, we consider QFT and general relativity on expanding Universe, and to initial conditions we consider elemental particle behaviour in the early Universe. The curvature energy model in quantum level is necessary to consider fields that are solutions of the Cartan-Einstein equations and Dirac equation. This has been mentioned in the Introduction section I.
modelled as dilaton (gauge graviton) and the trace of any particle in the space-time, whose relativistic Feynman diagram followed to a quantum field [15].

Theorem (F. Bulnes). The quantum curvature is the set of curvature energy states from the perturbative method of their Hamiltonian [15].

The perturbation method consider a Hamiltonian $\mathrm{H}=\mathrm{H}_{1}+\varepsilon \mathrm{H}_{2}$, which determines first, energy spectra and after on the base of an action as the given through a field broson action [15], obtain curvature as torsion or second curvature. Similarly, the electro-gravitational energy


Figure 8. Refs. [14, 26] Separation of fermions due to their spin $1 / 2$ in the non-Harmonic analysis that appear in the antisymmetric behaviour of the curvature in a gravitational field measured for quantum interactions. This is realized in a spintronic simulation.


Figure 9. (a) Curvature measured to quantum level as the little quantum distortion given by the link-wave between a hypothetical particle as graviton modelled as dilaton (gauged graviton) and the trace on relativistic Feynman diagram followed in quantum gravity [15]. (b) The quantum curvature can be considered as different times in the causality and conformal structure of the the space-time [15]. The different deviations to the world lines in each case show the curvature. (c) The microscopic perturbation on a cylindrical surface is retaken [15]. Also it is considered the causal structure given by light cones. The red segment in Figure 9b corresponds to the surface model given in Figure 9c.
produced can be consigned to torsion energy and its detection can be obtained by backreaction on background space-time as energy perturbation expressed as perturbation wave.

In microscopic UV-radiation frame, the underlying theory of quantum gravity takes different tensors with a corresponding particle spin involved in the interaction. Likewise, we consider the Kalb-Ramond field $\mathrm{B}_{\mu \nu}=-\mathrm{B}_{v \mu}$ [27] with the massless gravitational multiplets of "closed" strings such as scalar or dilaton (spin 0), traceless symmetric rank (spin 2), 2-tensor or the graviton (spin 1), anti-symmetric rank 2-tensor or electromagnetic tensor.

A gauge invariant to effective field theories (in low-energy scale $\mathrm{E} \ll \mathrm{M}_{s}$ ) given for $B_{\mu \nu} \rightarrow B_{\mu \nu}+\partial_{[\mu} \theta(x)_{v]}$, is feasible, which depends only on the field strength $H_{\mu v e}=\partial_{[\mu} B_{v e]},[27]$. Then we give the Bianchi identity as follows:

$$
\begin{equation*}
\partial_{[\sigma} \mathrm{H}_{\mu \nu \mathrm{o}]}=0, \tag{19}
\end{equation*}
$$

However, the detected anomalies by gravitational field interacting with gauge field cancellations of strings (necessary to the perceiving of the gravitational waves letting only the gravitational strings) require a re-definition of the H-fields given in Eq. (19) considering the extension due to the Majorana neutrinos masses from (three loop) anomalous terms with axion-neutrino couplings [27]. The corresponding extended Bianchi identity to these anomalous terms is stated as follows:

$$
\begin{equation*}
\mathrm{H}_{\mu v \mathrm{e}}=\mathrm{\partial}_{[\mu} \mathrm{B}_{\mathrm{ve}]}+\frac{\alpha^{\prime}}{2 \kappa}\left(\Omega_{\mathrm{L}}-\Omega_{\mathrm{V}}\right), \tag{20}
\end{equation*}
$$

Thus interesting results from the study of the phase-space density are derived from the difference between the Chern-Simons 3-forms [28] $\Omega_{\mathrm{L}}$, and $\Omega_{\mathrm{V}}$, where Lorentz-Chern-Simons 3-form $\Omega_{\mathrm{L}}$ defined to neutrinos is considered and the electro-gravitational formalism in gauge theory is considered in the case of the gauge Chern-Simons 3-form[27].

In quantum gravity, a theoretical study related to the propagation of photons shows that a region of space-time with a singularity is supported by an energy that decreases asymptotically to the infinite. This hypothetical energy can be constructed with the expression of a Lagrangian-type given in Table 1 [1, 29], with cylindrical gravitational wave given by the dilaton (gauge particle) [27] as follows:

$$
\begin{equation*}
\Phi=\left(1 / 10000\left(\exp (-4 \xi) J_{v, x}(3 \xi, 1)+\exp (-4 \xi) Y_{v, x}(2 \xi, 1)\right)\right. \tag{21}
\end{equation*}
$$

where the equation expresses a wave model for energy of gravitational waves (see Eqs. (1), (9), (17)) [1]. Also see Figure 10a [1, 9].

Now, considering the effective gravitational action (that is to say, the action whose Lagrangian is effective) in string low-energy and in terms of a generalized curvature Riemannian tensor (where the Christoffel connection includes the H-fields, that is to say, $\bar{\Gamma}_{v \varrho}^{\mu}=\Gamma_{v \varrho}^{\mu}+\frac{\kappa}{\sqrt{3}} H_{v \varrho}^{\mu} \neq \bar{\Gamma}_{\mathrm{ev}}{ }^{\mu}$ defined in Eq. (20)), we can give the four-dimensional action as follows:

| Electromagnetic Lagrangian action | Electromagnetic interaction |
| :---: | :---: |
| $\mathfrak{I}(\mathrm{x}(\mathrm{s}))^{\prime} \int_{\mathrm{M}} \mathrm{L}_{\mathrm{MAX}}\left(\mathrm{x}(\mathrm{s}) \mathrm{d} \mathrm{d}(\mathrm{x}(\mathrm{s}))^{\prime}\right.$, | Classic electromagnetism |
| $\dot{\mathfrak{I}}=\int \mathrm{R}_{\mathrm{ij}} \wedge \Sigma^{\mathrm{ij}}-\frac{1}{2}\left\langle\mathrm{~F}_{\mathrm{ij}}, \mathrm{~F}^{\mathrm{ij}}\right\rangle_{\tilde{\mathrm{M}}} \operatorname{Vol}(\mathrm{~g}),$ | Quantized electromagnetism |
| $\mathfrak{I}=\frac{1}{2 \pi} \int d^{2} z\left(G_{\mu v}+B_{\gamma v}\right) \partial x^{\mu} \bar{\partial} x^{\mu}+\frac{1}{4 \pi} \int \sqrt{g R} \Phi\left(x^{L}\right),$ | Electromagnetic string photons (Bosons) |
| $\mathfrak{I}=\frac{\mathrm{k}}{4} \mathrm{I}_{\mathrm{SO}(3)}(\lambda, \theta, \omega)+\frac{1}{2 \pi} \int \mathrm{~d}^{2} z\left[\partial x^{0} \bar{\partial} x^{0}+\psi^{0} \partial \psi^{0}+\sum_{\mathrm{l}=1}^{3} \psi^{\mathrm{l}} \partial \psi^{\mathrm{l}}\right]+\frac{\mathrm{Q}}{4 \pi} \int \sqrt{\mathrm{~g} R x^{\mathrm{L}}},$ | Gravitational heterotic string (gravitons) |
| $\mathfrak{I}=\int \mathrm{d}^{4} x \sqrt{\mathrm{G}} \mathrm{e}^{-2 \Phi}\left[\mathrm{R}+4(\nabla \Phi)^{2}-\frac{1}{12} \mathrm{H}^{2}-\frac{1}{4 g^{2}} \mathrm{~F}_{\alpha \beta}^{\mu} \mathrm{F}^{\mu, \alpha \beta}+\frac{\mathrm{C}}{3}\right],$ | Electro-gravitational heterotic string dilatongraviton |
| $\delta \mathfrak{I}=\frac{\sqrt{\mathrm{kk}_{\mathrm{g}} \mathrm{H}}}{2 \pi} \int d^{2} z[\partial \omega+\cos \theta \partial \lambda],$ | Magnetic distortion (back-reaction) |

Table 1. Lagrangian actions to electromagnetic interactions [1, 9, 17].


Figure 10. (A) Gravitational alteration perceived by the censor is designed by Eq. (20) when it is obtained as a great alteration of energy near the singularity of the space-time. (B) Spinor waves superposing due to the curvature energy due to singularity. These are created as small quantum field fluctuations in the post-limit of Newtonian gravity. The singularity is not combing thus the unique admissible representation is through spinor waves which can be superposed to shape a perturbing measurable in energy space.

$$
\begin{align*}
S^{(4)} & =\int d^{4} x \sqrt{-g}\left(\frac{1}{2 \kappa^{2}} R-\frac{1}{6} H_{\mu v \varrho} H^{\mu v \varrho}\right) \\
& =\int d^{4} x \sqrt{-g}\left(\frac{1}{2 \kappa^{2}} \bar{R}-\frac{1}{3} \kappa^{2} H_{\mu v \varrho} H^{\mu v \varrho}\right), \tag{22}
\end{align*}
$$

where the dual of H , in four dimensions, is given by the differential equation:

$$
\begin{equation*}
-3 \sqrt{2} \partial_{\sigma} \mathrm{b}=\sqrt{-\mathrm{g}} \in_{\mu v{ }^{\prime} \sigma} \mathrm{H}^{\mu v \varrho}, \tag{23}
\end{equation*}
$$

where $b(x)$ is a pseudo-scalar that defines the Kalb-Ramond axion. Then to a dilaton $\Phi$, that satisfies Eq. (23) has the properties described in Eq. (14) as gravitational wave, the field equation is as follows:

$$
\begin{equation*}
\mathrm{H}^{\mu v \varrho}=\mathrm{o}^{2 \Phi} \in_{\mu v \varrho \sigma} \partial^{\sigma} \mathrm{b}(\mathrm{x}) \tag{24}
\end{equation*}
$$

The linear dilaton solution in string frame (or logarithmic in FRW-time in Einstein frame) with conformally flat Einstein-frame target space-time [see Figure 11a] is exact in all orders of a parameter that appears in Eq. (17) [27].

Then considering the principles dictated in Eqs. (18)-(20) and the differentiated fermions in the non-Harmonic analysis that appears in the anti-symmetric behaviour of the curvature field measured by quantum interactions (Figure 8), we can give the following action that comes from the Majorana states in fermionic field theories with H-torsion [9, 27]:

$$
\begin{equation*}
S_{\psi}=-\frac{3}{4} \int d^{4} \sqrt{-g} S_{\mu} \bar{\psi} \gamma^{\mu} \gamma^{5} \psi \tag{25}
\end{equation*}
$$

Then considering the extra-charge created by the fermion interaction (central charge underlying in the world-sheet conformal field theory [16]), we can define the scalar field:

$$
\begin{equation*}
\mathrm{b}(\mathrm{x})=\sqrt{2} \mathrm{e}^{-\phi_{0}} \sqrt{\mathrm{Q}^{2}} \frac{\mathrm{M}_{\mathrm{s}}}{\sqrt{\mathrm{n}}} \mathrm{t}, \forall \mathrm{n} \in \mathrm{Z} \tag{26}
\end{equation*}
$$

which is a field model with fine electromagnetic terms, where this can be used to create a basic charge in a component of g-cell [27].

Also we use the theorem on curvature given in [3], which must consider an isotopic component of Gaussian factor to lectures of curvature, then we can define a sensor whose 3-ball of non-Newtonian fluid can receive these signals and re-interpret through voltage-curvature energy, such as said by theorem III. 1 [1, 14, 17].

These data as little electrical voltages that come from the surface of the 3-ball can be censored (and sensored) as little changes in the background (that are perturbations) due to the dilaton interaction with this [14, 27].


Figure 11. (A) Macroscopic Fluctuations density detected by CMB in the Newtonian limit, which can be consigned in microwave map realized by the SWAP Universe. The quantum field fluctuations that generate the macroscopic fluctuations can be modelled by a dilaton $\phi$, that enters in back-reaction with the background radiation. (B) Perturbation surface in the Newtonian limit (in beginning of the flatness of the space-time supported by the neutrinos/anti-neutrinos totality).

Likewise, realizing some experiments with little accelerometers in curvature sensor performance, we can include a charged ball whose charge variation in time is given by the energy spectra [1, 27]. Then the position variation of the accelerometer in respect to their horizontal frame (Ecuador) registered in their g-cell change (see Figure 8) will measure the falls by gravity, these being consigned in curvature energy. We can use two leads to determine the polarization effect created in natural way by the fermionic behaviour [27] (see Figures 6 and 8).

Then we can define an accelerometer in a classic sense in the earth's gravity. The curvature will be expressed as a Gaussian curvature according to spherical harmonics given by Legendre polynomials [14, 27]. These polynomials carry the information of ball variations. Likewise, the sensor is a sensor of free fall that can register different force factors $G$. This difference is consigned by the Hall Effect obtained by the scattering difference of fermions detected in each case, particles/anti-particles. The proper device considering these as a Lagrangian action given can reprogram the actions of the changes [1, 9, 27].

Then extrapolating this experiment in the ambit of the photonics, the folds or "creases" in a deformable sphere (Figure 6) are oscillations in the Universe, which are given by the mixture of neutrinos/anti-neutrinos for the eco of the Early Universe [27], which will arrive until our days.

The Universe will maintain its basic non-spherical symmetry until our days, which can be expressed through its Lagrangian as follows:

$$
\begin{equation*}
\left.\mathcal{L}=\mathcal{L}_{\mathrm{f}}+\mathcal{L}_{\mathrm{I}}=\sqrt{-\mathrm{g}} \bar{\psi}\left[i \gamma^{\mathrm{a}} \partial_{\mathrm{a}}-\mathrm{m}\right)+\gamma^{\mathrm{a}} \gamma^{5} \mathrm{~B}_{\mathrm{a}}\right] \psi, \tag{27}
\end{equation*}
$$

where $\bar{\psi}$, and $\psi$, are component of the field spinor $\Psi$. The oscillations are received as spherical auto-modes of the alteration of central charge $Q$, obtained by the differentiated fermionic process (see Figure 9) (extension of the model the axion $b(x)$, using total derivatives of the gravitational $c R^{\mu \nu \varrho \sigma} \tilde{R}_{\mu \nu \rho \sigma}$, and electromagnetic $\mathrm{cF}^{\mu \nu} \tilde{\mathrm{F}}_{\mu \nu}$, terms [18] of the fields $\mathrm{o}_{\mu^{\prime}}^{\mathrm{a}}$, translated to H -fields).

In the Universe, the neutrinos and anti-neutrinos conform to the asymmetry around the black holes or space-time singularities [25]. Inside singularities, the gravitational field is dementia. Then their particles and anti-particles (by the same polarization process) can be generated from the torsion. Likewise, using a plane wave approximation, different dispersion relations between particles and anti-particles to finite densities assuming constant background torsion can be obtained (see Ref. [27]).

Finally, through a magnetic dilaton $\Phi$, we can give a model of magnetic distortion, that is to say, the energy curvature in the gravitational media can be translated as magnetic deformation of thefour-dimensional part of the string of background radiation (see Figure 11) [9, 27].

The gravitational energy is the curvature energy obtained through components of Bessel functions or harmonic polynomials (see Figure 12).

Finally, we can conclude that the curvature energy expressed through the H -states can be written using the superposing principle to each connection $\omega_{\mathrm{C}}^{\otimes \mathrm{j}}$, (with C, a curve) that


Figure 12. (A) Direct sum of H-states to establish the curvature measure by field ramification. (B) The waves that are spinor waves can be consigned in oscillations in the space-time in the presence of curvature to the change of particles spin. (C) Gravitational waves produced by quantum gravity due to H -states on cylindrical surface. Their propagation is realized on axis X . These gravitational waves are originated for the oscillations in the space-time-curvature/spin (that is to say using causal fermions systems).
describes the corresponding dilaton. Likewise, in a Hamiltonian densities space [9], we have Figure 12(a) considering a Hitchin base that is stated as follows:

$$
\begin{equation*}
\mathrm{H}^{0}\left(\omega_{\mathrm{C}}\right) \oplus \mathrm{H}^{0}\left(\omega_{\mathrm{C}}^{\otimes 2}\right) \oplus \ldots \oplus \mathrm{H}^{0}\left(\omega_{\mathrm{C}}^{\otimes \mathrm{n}}\right), \tag{28}
\end{equation*}
$$

In the case of spinor representation, the corresponding H -states can be given as spinor waves [see Figure 12b], which can be consigned in oscillations in the space-time-curvature/spin, to a microscopic deformation measured in $\mathcal{H}$.

## 4. Conclusions

The curvature as field observable can be detected by back-reaction of a gauge field considering that the quantum gravity is the quantum effect produced by interaction of particles that conform to the matter (that is to say, particles of matter) with gauge particles, which in most cases are of boson type. However, we can consider an underlying causal fermion system or fundamental causal fermion system from which effects (from their energy states) as geometrical invariants to the space-time can be observed, which can be described to the space-time as discretized by H -states of Majorana states (as given in 28 to a space-time modelled initially as complex Riemannian manifold and transformed later to be a discrete manifold).

Then we can establish quantum geometry of the space-time, and using the concept of curvature energy associated to the particle/wave, we can give a representation as perturbation $\mathrm{H}=\mathrm{H}_{1}+\varepsilon \mathrm{H}_{0}$, generated by the interaction of particles mentioned. Likewise, geometrical models of quantum gravity can be given to show the quantum behaviour of observables obtained for photons that act on the background radiation (or microwave radiation) such that a second curvature as torsion can be induced for fields as dilatons or gauge bosons, which can exhibit observable of gravitational field that is curvature in all cases. As this process is realized in quantum level, results remain curvature to quantum gravity, which is curvature energy or gravitational energy (as defined in the introduction of this chapter from the energy-matter
tensor $\mathrm{T}_{\alpha \beta}$ ) that will exist until our days as an echo of the times of the creation of the gravity in the transit of the Early Universe. Then a censorship condition can be used to sensing and gauging of curvature, which can give characteristics to construct and design a sensor device, using the curvature energy to measure and detect quantum gravity as such [29].
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Edited by Dimo I. Uzunov

The book contains seven chapters written by noted experts and young researchers who present their recent studies of both pure mathematical problems of perturbation theories and application of perturbation methods to the study of the important topic in physics, for example, renormalization group theory and applications to basic models in theoretical physics (Y. Takashi), the quantum gravity and its detection and measurement (F. Bulnes), atom-photon interactions (E. G. Thrapsaniotis), treatment of spectra and radiation characteristics by relativistic perturbation theory (A. V. Glushkov et al), and Green's function theory and some applications (Jing Huang). The pure mathematical issues are related to the problem of generalization of the boundary layer function method for bisingularly perturbed differential equations (K. Alymkulov and D. A. Torsunov) and to the development of new homotopy asymptotic methods and some of their applications (Baojian Hong).


[^0]:    ${ }^{1} \mathrm{R}_{\mu \nu}-\frac{1}{2} \mathrm{Rg}_{\mu \nu}=\chi \mathrm{T}_{\mu v}$.

[^1]:    ${ }^{2}$ Theoretical sensor of curvature by a wave of light $[6,10,11]$
    ${ }^{3} \tilde{g}$, is the pseudo-Riemannian metric in $G / K$, induced by the pseudo-Riemannian metric of the manifold $M$.

[^2]:    ${ }^{4}$ The new metric tensor is anti-symmetric.

[^3]:    ${ }^{5}$ This censorship can be understood as electromagnetic detectors of curvature, which can design the cosmic sensors of curvature with the Penrose censor [1].
    ${ }^{6}$ Considering M, a four - dimensional space is necessary to consider the spherical map $\partial M \rightarrow S^{3}$, where for this case the electromagnetic fields can be used as gauges, remembering that $S U(2) \cong S^{3}$. Then the cohomology group of the Cartan forms $\omega_{1}$, and $\omega_{2}$ are annulled [17], that is to say $H^{1}(S U(2), \mathbb{R})=0$, that is the case of the integrals $\oint \omega_{1}=0\left(\oint \delta A^{i}=\delta\left(\oint A^{i}\right)=0\right)$. To the non-null case, as was mentioned earlier, the unique unique 2-form to the determination of curvature is $\omega_{3}$. Thus, the value of the integral of this group of cohomology is [1,9] as follows:

[^4]:    ${ }^{7}$ This is viewed as energy curvature stated using the perturbative method.

