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Preface

Spectroscopic methods hold ubiquitous importance in analyses of materials, both qualitative and
quantitative. They are being actively used as characterization and diagnostic tools in plethora of
analyses as they are simple, sensitive, accurate, cost-efficient, reproducible, and quick. Spectro‐
scopic and spectrophotometric methods have gained considerable importance in pharmaceutical
and biomedical applications, as diagnostic tools, in drug quality control, for analyses and estima‐
tion of major/active constituents in drugs and natural products, and many other applications.

The book presents developments and applications of these methods, such as NMR, mass, and oth‐
ers, including their applications in pharmaceutical and biomedical analyses. The book is divided
into two sections. The first section covers spectroscopic methods, their applications, and their sig‐
nificance as characterization tools; the second section is dedicated to the applications of spectro‐
photometric methods in pharmaceutical and biomedical analyses. The first four chapters in the
first section deal with the recent advancements and applications of NMR spectroscopy, followed
by a couple of chapters on the applications of NMR and Mass spectroscopy in profiling of natural
products, and other pharmaceutical applications, while the last two chapters highlight the use of
these methods as characterization tools. The second section focuses particularly on the pharma‐
ceutical and biomedical applications of spectrophotometric methods such as ion-pair spectropho‐
tometry and flow-injection spectrophotometry.

This book would be useful for students, scholars, and scientists engaged in synthesis, analyses,
and applications of materials/polymers.

Due to great efforts of the authors, contributors, and technical staff of InTech Open Access Pub‐
lisher, the book project is finally accomplished. We appreciate Ms. Romina Rovan, Publishing
Process Manager, InTechOpen for her patience and prompt responses, during the whole process.
Dr. Fahmina Zafar is thankful to the Department of Science and Technology, New Delhi, India,
for the award of fellowship under the Women Scientists Scheme (WOS) for Research in Basic/
Applied Sciences (Ref. No. SR/WOS-A/CS-97/2016).

We would like to give special thanks to our family members for their great support during the entire
process of compilation of the book project Spectroscopic Analyses - Developments and Applications.

Dr. Eram Sharmin
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College of Pharmacy, Umm Al-Qura University,
Makkah Al-Mukarramah, Saudi Arabia
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Abstract

The nuclear magnetic resonance (NMR) spectroscopy is a very powerful tool in the chem-
ical characterization, both in solution and in solid state. With the development of NMR 
spectrometers more potent field, employing radio frequency pulse, provided the devel-
opment of studies on materials, especially amorphous materials. Thus, there was a need 
to develop techniques to obtain spectra in solid state with high resolution in comparison 
to those obtained in solution. Therefore, the study of polymers and polymeric materials 
could be developed quickly as a result a lot of information about the structure-property 
could be obtained with more details. The use of NMR in the solid state has become par-
ticularly important in the study of amorphous materials, as well as in the study of crys-
tal structures, and permits us to detect different constituents present in material. This 
chapter covers the basic solid-state NMR techniques that provide important information 
on sample molecular behavior because they are powerful and versatile tools to evaluate 
polymer and complex materials like nanomaterials.

Keywords: NMR, solid-state, polymer, nanomaterials, relaxation times

1. Introduction

Solid-state nuclear magnetic resonance (NMR) consists of several techniques, which are 
distinguished by different pulse sequences and generate different responses on the sample, 
allowing obtaining data on different time scales. This makes the development of new ana-
lytical methods for the study of polymer materials interesting. The solid-state analyses dif-
ferentiate the solution by two main factors; the first is signal width. In the solid state, the 
signals are broader than solution, concerning to polymers due to the high-molecular weight 
and monomer ordination; among other factors, the signals are wider. The second point con-
cerns the type of response obtained; in the solid state, the number of information obtained is 
greater than solution. When the material is insoluble or has soluble difficulties, the study of 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



structure-property relation is of great interest because the search for responses with respect 
to homogeneity, phase dispersion, and intermolecular interaction between components is of 
great importance.

1.1. Nuclear magnetic resonance experiment

In the NMR experiment, a sample is placed in probe in a strong magnetic field, denominated 
Bo; if this sample presents magnetic moment (μ), its nuclear spins magnetize and at the excess 
of spin population, called magnetization (Mo), is applied for a radio frequency (RF) pulse by 
a radio frequency emission (B1) field, the magnetization is excited by transfer to the xy plane. 
When the RF emission is turned off, nuclear spins tend to return to the steady state since this 
state has less energy, occurring in a process called relaxation. In this process, two types of 
relaxation occur simultaneously: one denominated transverse or spin-spin relaxation, which 
occurs in the xy plane and has a time constant—T2, and the other called longitudinal or spin-
lattice relaxation that occurs along the axis z and is characterized by the time constant—T1. 
The NMR signal is detected after the withdrawal of radio frequency, with a process of free 
induction decay (FID) of the radio frequency, which results from the free precession of the 
nuclear spins, upon its return to steady state.

The NMR relaxation processes with time constants T1 and T2 are governed by fluctuating 
magnetic fields associated with molecular motion. The relaxation process that determines 
the T1 values involving energy absorption, since this process is enthalpic. The temporal 
evolution of the transverse relaxation is fundamentally different from longitudinal, and it 
corresponds to a loss of phase coherence between the individual magnetic moment process 
in it, and, thus an increase of entropy. In many cases, solid sample loss phase coherence 
initially created by B1 is due to direct interactions between the spin moments of individual 
[1–10].

1.2. High-field NMR

1.2.1. Solid-state NMR analyses

The solid-state NMR is constituted by several distinct pulse sequences, which generate dif-
ferent responses on the sample, allowing obtaining data on different time scales. This makes 
possible to develop new analytical methods for the study of complex solid materials [1–5], as 
polymer nanocomposites.

The analysis of the complex materials in the solid state differentiates the analysis in solution 
by two main factors: the first is the signal width. In the solid state, the signals are broader 
than in solution and especially for polymers due to their high molecular weight and mere 
ordination, among other factors, the signals become even wider. The second point concerns 
the type of response to be obtained in the solid state the number of information to be obtained 
is greater than in solution [11–14]. However, when the material is insoluble or has soluble 
difficulties, the study of the structure-property relation is of great interest because the search 
for responses with respect to homogeneity, phase dispersion, and interaction between the 
components is of great importance.

Spectroscopic Analyses - Developments and Applications4
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a. Nuclear magnetic resonance signal line width

Generally, the spectra obtained in solution generate narrow signals best resolved comparing 
to solid-state signals, due to the isotropy of the chemical shift, since all interactions as shield-
ing, dipolar coupling, and indirect coupling depend on the orientation of the local environ-
ment in nuclear magnetic field Bo and when the samples are in solution, these effects are 
compensated. However, they are dependent on the nature of the sample and the external 
magnetic field strength applied [7–10].

In solids, there is usually little movement relative to the liquid. However, most samples (except 
single crystals) have a substantial molecular orientation range of line width. This fact comes 
from the anisotropy of the chemical shift as well as the strong dipolar interaction between 
the hydrogen nuclei and carbon-13. The nature of the sample and the type of nucleus to be 
observed are also two points of fundamental importance to the spectral resolution in solid state.

b. Solid-state nuclear magnetic resonance response

The type of answer you want to get on a specific material or on a polymeric system may 
be a reason why those must be analyzed by solid-state NMR. Information on the molecular 
dynamics is of great interest for answers about the correlation structure-molecular-dynamic 
property.

The problem of signal line width in NMR solid-state spectra led to the development of tech-
niques that allow them to obtain signals in the solid state the narrowest possible, like liquids. 
Along with the information to be obtained on the material, different techniques are performed 
to analyze more different polymer systems.

1.2.1.1. High-resolution solid-state NMR basic theory

The Hamiltonian that governs the analysis involves a solid sum of different Hamiltonians, 
according to expression 1.

   H  NMR   =  H  Z   +  H  RF   +  H  CSA   +  H  D   +  H  J   +  H  Q    (1)

where HZ is the Zeeman effect; HRF is the radio frequency effect; HCSA is the chemical shift 
anisotropy; HD is the dipolar interaction between hydrogen nucleus and the carbon-13 
nucleus; HJ is the coupling constant; and HQ is the quadrupolar moment.

When one observes spin nuclei ½, as carbon-13 (13C), for example, the Hamiltonian that pro-
motes more interference in the signal enlargement are HCSA e HD. Improving the resolution 
of the signals in the NMR spectra obtained in the solid state requires techniques to eliminate 
factors that cause this signal enlargement [10–14]. Thus, techniques were developed using 
methods that mathematically eliminate these effects.

1.2.1.1.1. Magic angle spinning (MAS)

The strong dipolar interactions between hydrogen nuclei and carbon-13, facilitated by 
the internuclear distance between them and the restricted mobility of the chains and the 

Solid State NMR
http://dx.doi.org/10.5772/intechopen.71004

5



anisotropy of the chemical shift generate signals in very wide solid, with line width of 
20 kHz order. The elimination of the dipole-dipole interaction generates a decrease in 
the signal line width of 5 kHz, and the elimination of the anisotropy of chemical shift 
width of the signals decreases to 100 Hz, making possible the detection of signals. Both 
the dipolar interaction and the anisotropy of the chemical shift dependence have with 
the term 3cos2θ−1. The elimination of these two effects occurs when the solid analyzes are 
performed by rotating the sample at high rotational speeds (each nucleus suitable for a 
given magnetic field) in a sample introduction probe angle corresponding to the amount of 
54.74°, able to eliminate the term 3cos2θ−1, aligned with a strong decoupling of the hydro-
gen nucleus generating a significant narrowing of the line width in spectrum.

The employed pulse sequence is simple:

   
hydrogen

  
decoupling

    
nucleus observed

  
 [ 90   °  x → FID − t] n

   (2)

where t is the time interval between 90° pulses (delay) and n is the number of scans.

The time t is variable and it is directly related to the relaxation time of different types of nuclei 
that are analyzed. Thus, variations in this parameter allow studies that provide information 
about the molecular mobility of the sample and the time of spin-lattice relaxation.

All nuclei that undergo the phenomenon of resonance can be analyzed by this technique. 
However, for the observation of nuclei that have quadrupole moments, line widths are 
so large that the signals have no resolution. However, for nuclei having dipole moment, 
this technique generates high-resolution spectra. It should be considered that for high-
molecular weight materials such as polymer, for example, the chemical structure can be 
defined by this technique. However, a fine or detailed microstructure structure cannot 
be observed as they are well resolved by the NMR solution techniques. Because in the 
carbon-13 solid state analysis the signals broadened comes from the dipolar interactions 
and the chemical shift anisotropy, generating large signals that contain all molecular 
information’s.

Note that using the MAS technique can obtain quantitative spectra solid. However, the long 
analysis time, comes from the high values of the spin-lattice relaxation times of the differ-
ent nuclei, mainly rare spin. It makes this type of spectrum replaced by spectra expressing 
or representing only a portion of the sample. Therefore, variation in spectral parameters of 
this pulse sequence provides information about the increased mobility of a sample region, 
for example, a mixture of polymers, polymers, composites, amorphous, and nanocomposite 
materials. Thus, a greater number of applications of this technique can be obtained, when 
seeking information about the homogeneity, compatibility, and purity of polymers or any 
material samples.

The analysis of materials by the MAS technique using a small interval between pulses (ms) 
can detect only one region or the region that has the highest mobility. This variation in the 
MAS technique enables, in the case of amorphous polymers, that is, ethylene-co-vinyl acetate 
(EVA), identifies the region of increased molecular mobility, or distinguishes the mobility of 
different areas, which cause changes in the properties of the material [6–10].

Spectroscopic Analyses - Developments and Applications6
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Poly(ethylene-co-vinyl acetate) (EVA) is a random copolymer that has a distinct percentage 
of vinyl acetate, which promotes changes in their mechanical and thermal properties and 
consequently changes the processing conditions and materials. The monomer sequence of the 
random copolymer is shown in Figure 1.

Analyzing EVA containing 28% of acetate by carbon-13 (C-13) solid-state NMR basic tech-
niques will be shown as an example of how useful is the application of solid-state techniques.

Figure 2 exhibits the powder EVA C-13 MAS NMR spectrum. Showing the highest signal 
located at 30.2 ppm referred to CH2 (the methylene group) long chains and a small signal 
detected at 14.3 ppm attributed to the methyl group of the acetate part. Two small signals were 
detected at about 21 and 25 ppm, which were assigned as CH2 from the ethylene branching 
[11, 12].

1.2.1.1.2. Cross-polarization and magic angle spinning angle (CPMAS)

The cross-polarization technique was developed aimed at detection of rare nuclei spins with 
the aim to minimize the analysis time because of the long relaxation times of these nuclei. This 
method relies on the transfer of polarization of a nucleus spin abundant, hydrogen nucleus 
(1H), for example, to rare spin nuclei (i.e., 13C), the cores 13C and 1H are in thermal contact for 
a stipulated period of time, called during the cross-polarization contact time at that time the 
nuclei are kept in contact due to precession frequencies of both nuclei are kept identical, in this 
case the nuclei are in a condition called condition Hartman-Hahn [1–5], which is an equality 
where the frequency precession of hydrogen nucleus versus magnetic field of hydrogen are 
equal to precession of carbon-13 nucleus versus magnetic field of carbon-13, in a period of time: 
ωHBH = ωCBC.

The combined cross-polarization technique with the rotation of the sample at the magic angle 
and strong hydrogen decoupling (CPMAS), generating NMR spectra of solid high-resolution 
rare spin nuclei with increasing signal strength in a shorter analysis time than the MAS, con-
sidering that the hydrogen nucleus controls the relaxation process [1–10, 13].

The pulse sequence used to obtain the spectra through CPMAS is the same for MAS, but 
with the inclusion of the condition Hartman-Hahn, which is inserted a contact time between 
the two nuclei for transferring the polarization between them. Thus, the combination of 
cross-polarization technique, magic angle spinning process, and strong hydrogen decou-
pling of carbon-13 nucleus technique informs about the compatibility of polymer blends 
at the molecular level. The changes in the widths of the lines of NMR and the values of 
the chemical shifts provide information about changes in mobility at the molecular level. 

Figure 1. Poly(ethylene-co-vinyl acetate) (EVA) chemical structure.
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Figure 3 shows the powder EVA CPMAS C-13 NMR spectrum, with 1 ms of contact time. It 
already showed two signals: one located at short chemical shift, centered at 30.7 ppm refer-
ring to mobile region and the other one located at 32.3 ppm due to the segments of rigid 
region.

One type of solid-state NMR studies is to use a comparison between 13C NMR spectra obtained 
by techniques MAS and CPMAS, which can first show the different regions of the samples. 
One example was showed in the literature, which exhibits the MAS and CPMAS solid state 
NMR spectra of seed flour bourbon mango spectra [15, 16]. It shows that in these spectra have 
at least two segment areas of different molecular mobilities, and it may also a third due to the 
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Figure 3. Solid-state NMR CPMAS C-13 NMR spectrum of powder EVA.

Figure 4. Variable contact time experiment of powder EVA.
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This experiment shows the decay of both resolved carbon types detected from CPMAS with 
contact-time variation, showing the rigid part of the sample and part of the mobile one with 
the increase in the signal related to the CH2 of the nonrigid phase.

2. Case study

2.1. Example of the determination of T1ρH for polymer nanocomposites based on  
poly(3-hydroxy butyrate) (PHB)

In this study, it was evaluated the T1ρH for the PHB/silica (PHB/S) systems contain different 
proportions of silica. All samples were obtained through solution casting, and the films after 
being dried were out into the rotor, the analyses were carried out at 30°C, and the values of 
this parameter are listed in Table 1.

From the data listed in Table 1, just a small proportion of silica affects the polymer, promoting 
a formation of a new material. Therefore, the relaxation data for the samples containing 0.5 or 
more silica exhibit a similar behavior, promoting an increase in this parameter comparing to 
pure PHB indicating that a new material with good dispersion and distribution of the nanopar-
ticle in the polymer was obtained. The limit of silica is 0.5%, and no more is needed since no 
change in the T1ρH for all carbons was detected. The evaluation of this parameter is not very 
much used for polymer nanocomposites yet. Therefore, studies have been already published 
by the group for other systems, as blends and composites [24], and show the behavior of these 
polymer materials [25].

3. Low-field NMR

In low-field NMR equipment due to low intensity and homogeneity of the magnetic field, 
the chemical shift cannot be used to discriminate between different molecules. The nuclear 
relaxation processes occurring in the nuclear magnetic resonance phenomenon inherent to 

Sample T1ρH (ms)

C = O CH2 CH CH3

PHB 13 26 31 17

PHB/S 0.2 15 19 27 19

PHB/S 0.5 33 32 34 32

PHB/S 0.75 31 32 34 30

PHB/S 1.0 31 31 34 30

Table 1. T1ρH data for the PHB/S systems, containing different proportions.
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spectroscopy are spin-lattice and spin-spin relaxation times; however, they provide detailed 
information about the molecular dynamics. These relaxation times influence from the struc-
tural and microstructural quantitative determination by the study of molecular dynamics. 
The relaxation processes are associated to the time constant for these processes: T1, spin-lattice 
relaxation time, and T2, spin-spin relaxation time. In the low-field NMR, the relaxation param-
eters T1 and T2 for the hydrogen nuclei that constitute the samples can be measured directly, 
using the pulse sequences for such experiments and are widely used to characterize the types 
of molecular segments present in the samples and the interactions between them [15–20]. The 
time T1 is associated with the return of the nucleus excited by the absorption of radiation to 
the equilibrium. While T2 relaxation is related to the inverse of the half-width of the signal and 
occurs due to the loss of phase coherence in the precession of the nucleus excited about the 
direction of the applied magnetic field [1–3].

The relaxation times determined by NMR offer detailed information on the molecular mobil-
ity of a material. Thus, one could detect the formation of rigid and flexible segments, plasti-
cization or antiplasticization process, and any other change in the molecular dynamics of the 
sample or comparing the variation of the molecular mobility of structures from the same type 
of material, but of different origin. The time of relaxation times T1H and T2H can be measured 
in a wide temperature range and identifying small differences in similar structures.

3.1. Determination of T1

The inversion-recovery pulse sequence is the most accurate technique for measuring the relax-
ation time spin–lattice process. The T1H relaxation time é measured in the frequency of mag-
netic field generated by the external magnetic field. This relaxation must do with the return of 
the excited nuclei to its ground state after removal of the excitation frequency, and therefore, 
it allows to evaluate the molecular mobility of a material, global compatibility and homogene-
ity, as well as processes and plasticization [1–3, 10–15]. In this process, the excess energy is 
emitted to the lattice in the form of dipole interaction since there is a lowering of the enthalpy 
of the nuclear spin system. The return to the magnetization to the equilibrium state is usually 
exponential, and is a first order process with constant speed, R1, and time constant T1.

The applied pulse sequence is described below:

  Observed nuclei :   [  180   °   X   − τ −   90   °   X  ]   
n
    (3)

where τ is a time interval between 90 pulses.

The relaxation time T1H reports on the molecular dynamics of materials. In the case of starches 
and starch flour, for example, this parameter is sensitive to the formation of domains or seg-
ments and structural changes in the range 15–50 nm.

3.2. Determination of T2

The proton spin-spin relaxation time, T2H, in principle, can be obtained by measuring the 
width of the NMR signal at half height. However, the inhomogeneity of the magnetic field 
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causes the magnetization of the different nuclei processes at different rates when removing 
the RF and a time tau (τ) is needed to wait, which is chosen depending on the mobility of the 
sample; however, this inhomogeneity is refocused after an application of a 180° pulse, gen-
erating a single magnetization [1, 15, 16]. The pulse sequence normally used is Carr-Purcell-
Meiboom-Gill (CPMG), which contains a train of pulses [1–5].

This relaxation time, and the time constant of spin-lattice relaxation reports about molecular 
mobility of materials in the molecular level, thereby assess overall molecular dynamics and 
segmental. The T2H parameter corroborates data obtained by T1H and sometimes can inform 
more detail of the material behavior under observation, if this have some regions or segments 
containing high-molecular mobility.

In several studies that involve the evaluation of molecular mobility of materials, specially 
using the NMR relaxometry, it was normally employed the measurements of relaxation times 
spin-lattice and spin-spin and evaluate the T1 and T2 times constants of both relaxation phe-
nomena, respectively. This comes from the fact that these parameters are sensitive to dynamic 
processes that occur at different frequency ranges. Thus, T1 parameter measures the relax-
ation of the magnetization component parallel to the external magnetic field, being sensible 
to fast movements that are sensible to the movements of first order (MHz). The T1ρ relaxation 
parameter is measured in low frequencies in the range of tens of kilohertz [1, 7, 17–23].

4. Final comments

In the solids, there is a restricted molecular movement comparing to liquids. However, most 
of the samples range have a substantial molecular orientation of the line width. This fact stems 
from the anisotropy of the chemical shift as well as the strong dipolar interaction between the 
hydrogen and carbon-13. The nature of the sample and the type of nuclei to be observed are 
two points of fundamental importance to the spectral resolution. The type of answer you 
want to get on a specific material may be a reason why it must be analyzed by solid-state 
NMR. Information on the molecular dynamics is of great interest for answers about the cor-
relation structure-molecular-dynamic property. The line width in NMR solid state spectra led 
to the development of techniques that allows obtaining signals in the solid state most narrow 
possible, like liquids. Along with the information to be obtained, different techniques are 
performed to analyze the more different polymer systems.
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Abstract

Solid-state nuclear magnetic resonance (NMR) has long emerged as a valuable technique 
for characterizing the molecular structure, conformation, and dynamics of polymer 
chains in various polymer systems. The principles of the solid-state 13C NMR cross-polar-
ization experiment are described along with corresponding relaxation measurements. 
The ensuing recent applications of these techniques to different polymer systems are 
reviewed, with selected examples that have appeared in the recent literature. All of these 
applications of solid-state NMR to polymers have one feature in common: the interpreta-
tion of spectroscopic observations as related to the structural features and physical prop-
erties of the polymer.

Keywords: polymers, solid-state NMR, structure-property relationship, polymer morphology, 
polymer dynamics, NMR relaxation time

1. Introduction

Solid-state nuclear magnetic resonance (NMR) spectroscopy is at this time well-established 
as a valuable technique for characterizing a variety of polymer systems. A multitude of NMR 
experiments can be used to gain valuable practical information about the molecular structure, 
conformation, and dynamics of polymer chains in various polymer systems. Such informa-
tion is useful in the design of polymer properties, and therefore the technique of solid-state 
NMR has been widely applied to numerous polymer systems.

The use of solid-state 13C NMR is well established for elucidation of cross-linking structures in 
elastomers and bonding structures in adhesives [1], and the technique continues to be applied 
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to new elastomer and adhesive systems. These same techniques are now being applied to new 
polymer systems such as self-assembled polymers, advanced functional polymers, electro-
conducting polymers, microporous materials, and proteins [2].

2. High-resolution 13C NMR spectroscopy of solid polymers

Nuclei with a spin quantum number of I = ½ such as 1H, 13C, 19F, 29Si, 15N, and 31P yield high-
resolution NMR spectra and are therefore particularly informative in the study of polymer 
systems. These nuclei display spectra with unique peaks for each magnetically inequivalent 
nuclei in the chemical structure, essentially enabling the study of individual atomic positions 
within the chemical structure of a polymer [3]. As such, localized information can be ascer-
tained about individual atomic sites within the chemical structure of a polymer.

In solution, local magnetic fields experienced by nuclei are averaged by rapid isotropic 
motions resulting in the observation of relatively sharp NMR peaks. Polymers however are 
largely used not in the solution state but as structural engineered materials such as plastics 
and elastomers in the solid state. Therefore, there is a need to study them as solids, to charac-
terize their properties in the solid state, which is the state that they will be used as structural 
materials. Observation of the 13C nucleus in the solid state is complicated by line broadening 
caused by strong dipolar interactions with the abundant 1H isotope. This line broadening 
is reduced by heteronuclear dipolar decoupling (DD), a high powered radio frequency (rf) 
pulse at the 1H frequency during the time in which the 13C signal is observed [4].

The collection of solid-state NMR spectra is also complicated by high chemical shift anisot-
ropy, which is motionally averaged in the liquid state. The line broadening caused by chemi-
cal shift anisotropy in the solid state is reduced by a technique termed magic angle spinning 
(MAS). The broad chemical shift anisotropy pattern of a solid is reduced to a single peak at 
the isotropic chemical shift by spinning the solid sample, typically at a rate of a few thousand 
hertz, at an angle of precisely 54.74° relative to the static magnetic field [5].

The 13C isotope being only 1.1% naturally abundant, and the heteronuclear dipolar cou-
pling and chemical shift anisotropy of solids being only partially reduced by DD and MAS, 
respectively, results in an inherently low signal-to-noise ratio for solid-state spectra. The 13C 
signal for solid samples is enhanced by a technique termed cross-polarization (CP). Cross-
polarization is achieved by simultaneously applying spin locking rf pulses to both 13C and 1H 
nuclei. The spin locking rf pulses are adjusted to reach a state where both nuclei process at the 
same frequency, a special condition referred to as the Hartmann-Hahn match. Under these 
conditions, magnetization is transferred from the naturally abundant 1H spin reservoir to the 
more dilute 13C spin reservoir, resulting in signal enhancement of the 13C spin reservoir. As a 
result, an enhanced 13C signal can be observed for solid samples [6].

The combination of these three techniques (DD, MAS, and CP) into one experiment provides 
a method for the collection of high-resolution 13C NMR spectra of solids. The results observed 
by applying these techniques, in combination progressively and ultimately, simultaneously 
in one experiment, are shown in Figure 1 [7]. The method of simultaneously combining DD, 
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MAS, and CP has become routine for solid samples, and applications to polymer systems are 
sufficiently plentiful to fill entire professional reference textbooks [8]. Particularly, applica-
tion of the solid-state NMR technique has historically proven to be highly informative in 
elucidation on the conformational structure of solid polymers via chemical shift analysis and 
determination of cross-linking structures of cross-linked solid polymers.

Beyond the DD, MAS, and CP experiment to collect high-resolution solid-state spectra, sophis-
ticated and elegant rf pulse sequences are now used to perturb the magnetization in specific 
ways. As such, observation of the magnetization as it processes back to equilibrium via various 
cleaver rf pulse sequences allows the collection of information far beyond the simple spectrum.

Figure 1. The 13C NMR spectra of poly(methyl methacrylate) in the solid state under various experimental conditions: (a) 
using the experimental conditions for solution spectra, no discernible peaks are observed for the solid sample; (b) using 
dipolar decoupling with cross-polarization permits the observation of broad chemical shift anisotropy patterns; (c) using 
dipolar decoupling with magic angle spinning reduces the broad chemical shift anisotropy patterns to resolvable peaks; 
and (d) the combination of all three techniques, dipolar decoupling with magic angle spinning and cross-polarization, 
facilitates the observation of a high-resolution spectrum for the solid sample. Reprinted from Ref. [7].
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For example, the study of selectively pulsed magnetization as it relaxes back to equilibrium yields 
insight into not only the molecular structure, but also the molecular dynamics of a polymer sys-
tem. Relaxation of a nucleus back to equilibrium is modulated by fluctuations in the local magnetic 
field which the nucleus experiences, and the local field is modulated due to the local environ-
ment, including not only the physical-chemical structure around a nucleus, but also molecular 
motion that the nucleus is involved in. Various pulse sequences allow the measurement of relax-
ation parameters including T1, T2, and T1ρ, which yield information about molecular motions in 
different frequency ranges, which occur over different scales of distance [9]. Beyond the direct 
measurement of these relaxation parameters, other pulse sequences exploit these relaxation phe-
nomena to yield data which can be interpreted in terms of polymer structure and properties.

Two-dimensional (2D) NMR techniques enhance the resolution of a traditional one-dimen-
sional spectrum by spreading the peaks out in a second dimension. Two-dimensional NMR 
techniques also facilitate the observation of through bond or through space interactions, 
where through space interactions being particularly related to the physical structure of poly-
mers such as conformation [10]. While 2D NMR techniques are routine for solutions, they are 
still considered by some to be experimentally cumbersome in the solid state. Nonetheless, 
there has been considerable progress recently in the development of experimentally practical 
pulse sequences for 2D NMR of solid samples [11].

3. Applications to various polymer systems

3.1. Carbohydrates

Wood is a complex heterogeneous material composed mainly of hemicellulose, cellulose, and 
lignin. Solid-state NMR spectroscopy can discriminate wood samples based upon their prov-
enance. In that regard, the traceability of wood samples can be undertaken by analyzing the 
solid-state NMR peak patterns in their MAS and CP-MAS spectra.

This technique has been used to characterize the chemical composition of wood, and the 
effects of aging, decomposition, and some physical or chemical treatments on the polymer 
structure. Recently, this technique was used to analyze maple samples from Norway [12] 
and spruce samples from Finland, Poland, and Italy [13]. The chemical structures of various 
components in soft wood are shown in Figure 2. Carbon-13 CP-MAS NMR spectra for spruce 
wood from Finland, Poland, and Italy are shown in Figure 3 with resonance peaks labeled to 
correspond with the structures shown in Figure 2. While the same peak pattern is present in 
all three samples, small differences (mainly in peak intensity) can be distinguished between 
the three spectra.

In the spectral region 110–160 ppm, differences in the lignin aromatic components can be 
distinguished, whereas in the spectral region from 15 to 110 ppm, differences in the signals 
for cellulose and hemicellulose can be observed. In that regard, the most intense peaks in the 
spectra 12 and 13 are due to the C-2, C-3, and C-5 carbons of the carbohydrates. The two peaks 
10 and 11 are assigned to C-4, in crystalline and amorphous (or less ordered surface) cellulose, 
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respectively. Peak 15 is related to C-6 in cellulose and Cγ in lignin. Peak 8 represents the C-1 of 
cellulose, with a high-field shoulder 9 attributed to hemicellulose (102 ppm). Only two signals 
can be undoubtedly attributed to hemicellulose: the methyl carbon peak 18 and the carboxylic 
carbon peak 1; both of these are rather weak in intensity. Three groups of signals in the range 
160–105 ppm are attributed to the three aromatic units constituting the lignin lattice. Finally, 
the small peak 16 is assigned to the lignin methoxyl group.

As differences in peak pattern intensities for the three samples are small, 1H T1ρ measurements 
were obtained using a variable CP contact time experiment. The results suggest that higher 
polymer mobility and a higher homogeneity are observed in spruce wood from Finland, rela-
tive to a lower homogeneity measured in samples from both Italy and Poland.

3.2. Protein systems

Solid-state NMR spectroscopy has been widely applied to study a variety of protein systems. 
Various modern solid-state NMR techniques can be applied to gain insights into biophysics 
and structural biology in proteins.

Figure 2. Chemical structures of various wood components in softwood. The numbering scheme corresponds to the 
resonance peaks as labeled in Figure 3. Reprinted from Ref. [13].
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Peptide nanoassemblies have been studied by solid-state NMR. Using the recent development 
of high-field MAS dynamic nuclear polarization (MAS-DNP), an increase in sensitivity for 
the peaks of crystalline components of the polymer system can be achieved [14]. Using this 
approach, self-assembled structures of systems based on diphenylalanine dipeptide (FF) have 
been studied. These proteins have applications as organic semiconductors, and have been 
reported as a core motif of Alzheimer’s amyloid-β. Supramolecular structural information 
such as hydrogen bonding and π-π stacking can be improved using dynamic nuclear polariza-
tion. Ultimately, an increase in sensitivity by an overall factor of 320 is achieved by using DNP.

Self-assembly peptide nanostructure can be studied by solid-state NMR. MAX8 is an 
amphiphilic peptide composed of 20 amino acids, having the amino acid sequence 
VKVKVKVKVDPPTKVEVKVKVNH2, where K and E are hydrophilic residues and V hydro-
phobic residues [15]. The self-assembled peptide contains a β-strand hairpin structure aligned 
into antiparallel β-sheets. As is commonly observed, changes in supramolecular structure 
can be induced by changes in temperature, pH, and ionic strength. The CP-MAS spectra of 
labeled and unlabeled MAX8 nanofibers are shown in Figure 4. The observed chemical shifts 
for the amino acid residues 1–8 and 13–20 indicates that they form part of a β-hairpin confor-
mation. Polymorphism of K residues occurs uniformly across the MAX8 amino acid system. 
Calculations of φ and ϕ backbone torsion angles, derived from peak positions using com-
mercial software, were consistent with β-strand secondary structures for residues 1–8 and 

Figure 3. Solid-state 13C NMR spectra of spruce woods differing in provenance and their peaks assignments. Differences 
in peak intensities can be used to distinguish between the geographic origins of woods. Reprinted from Ref. [13].
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13–20. Further evidence of the existence of a close β-hairpin conformation was obtained by (a) 
the analysis of cross-peaks in a 2D DARR 13C─13C NMR experiment, and (b) 13C─13C dipolar 
recoupling NMR experiments using the PITHIRDS-CT technique. The PITHIRDS-CT tech-
nique is a constant-time dipolar recoupling sequence in solid-state NMR with MAS, which 
yields experimental data that is insensitive to rf pulse imperfections and nuclear spin relax-
ation processes. This sequence has been widely used to determine intermolecular distances 
and molecular conformations in solid 13C and 15N labeled compounds, and as such one of the 
most important applications of this technique has been the study of biological samples such 
as amino acids and amyloid fibrils.

In a similar approach, β-sheet nanocrystalline domains in phosphorylated serine-rich motifs 
in caddisfly larval silk were studied by 13C and 31P solid-state NMR [16]. 13C NMR data from 
isotopically enriched caddisfly silk, packed in its natural hydrated environment, are shown 
in Figure 5. 13C chemical shifts were identified using 13C─13C DARR and 1H → 31P → 13C DCP 
NMR experiments. Differences between CP-MAS and DD-MAS spectra are due to the aque-
ous environment. Water-solvated residues with a short T1 exhibit enhanced signals in the 
DD-MAS spectrum, whereas carbons located in more rigid environments are better observed 
in the CP-MAS spectrum. An enhanced peak for the unmodified serine β carbon is seen in the 
DD-MAS spectrum, suggesting higher mobility. On the other hand, the signal of the phos-
phorylated serine β carbon is broader, indicating that these moieties mainly reside in the 
β-sheet regions. Similar conclusions have been derived for Valine residues. However, glycine 
and leucine residues, often seen in GGX repeats, exist predominantly in a random or disor-
dered conformation.

Figure 4. Solid-state 13C CP-MAS spectra of labeled and unlabeled MAX8 nanofiber, a peptide composed of 20 amino 
acids. Observed chemical shifts for the amino acid residues allow determination of the three dimensional conformational 
structure of the peptide. Reprinted from Ref. [15].
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3.3. Conducting polymers

Advances in conducting and semiconducting materials have led to enhancements in the per-
formance of organic thin transistors, organic photovoltaics, and other devices. High molar 
mass poly(3-hexylthiophene) (P3HT), an organic semiconductor, has been studied by solid-
state 13C CP-MAS NMR. Information at the subnanometer length scale can be obtained via 
solid-state NMR.

Recently, a modified approach to this technique has facilitated a correlation between peak pat-
tern observed in CP-MAS spectra and the degree of crystallinity [17]. Measurements of order in 
semicrystalline, high molar mass poly(3-hexylthiophene) (P3HT) were made via solid-state 13C 
CP-MAS. The relative degrees of order were compared between two films under different dry-
ing conditions: one slow-dried and one fast-dried. Ordered and disordered fractions within 
the polymer were separated using a T1ρ filtered CP-MAS experiment. The spectrum for the 
ordered P3HT component is then obtained by spectral subtraction, as shown in Figure 6. The 
peak pattern of the crystalline component for slow-dried P3HT is narrower than that observed 
for the fast-dried sample. NMR does not measure long-range order, but instead is sensitive to 
order on a subnanometer scale. Line shape analysis shows that chains in noncrystalline regions 

Figure 5. Solid-state 13C NMR of isotopically enriched caddisfly silk from the species Hyllisia consimilis in its natural 
water-hydrated environment. (A) 1H → 13C CP-MAS NMR, and (B) 13C DD-MAS NMR using a fast (1 s) repetition time. 
Peaks, which have a higher intensity without cross-polarization are in more mobile water-solvated regions, whereas 
peaks which have a higher intensity with cross-polarization are in more rigid environments in the β-sheet regions. 
Carbonyl spinning side bands are marked with a double asterisks. Reprinted from Ref. [16].
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Figure 6. Solid-state 13C CP-MAS spectra of the fast-dried organic semiconductor poly(3-hexylthiophene) (P3HT) (a) without and (b) 
with a T1ρH spectral editing (spin-lock) pulse prior to cross-polarization, as well as the difference spectrum: (c) = (b) – (0.35 × (a)). The 
(d) CP-MAS spectrum for fast-dried P3HT, and (e) its ordered and (f) disordered fractions. The (g) CP-MAS spectrum for slow-dried 
P3HT, and (h) its ordered and (i) disordered fractions. Reprinted from Ref. [17].
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can exhibit uniform local packing, which is presumed to be the result of uniform molecular 
conformations. Ultimately, observation of a narrower peak pattern of the crystalline compo-
nent for slow-dried than for fast-dried is interpreted to mean that the quality of order is differ-
ent, and that P3HT may be classified as a conformationally disordered crystal.

The solid-state NMR technique provides information about the conducting polymer system, 
which is close to the natural state and natural local conformation and packing arrangement. 
As such, information from solid-state NMR experiments may be regarded as favored to 
information derived by other techniques such as wide-angle X-ray scattering and differential 
 scanning calorimetry.

4. NMR relaxation

The magnetic properties of a nucleus are modulated by the magnetic fields of neighboring 
nuclei. As molecular motions occur in the local environment changes resulting in altered 
interactions between nuclear spins. The study of NMR relaxation parameters yields informa-
tion about the molecular motions in polymer systems.

The NMR relaxation parameters, which are most commonly measured are T1, T2, and T1ρ. T1 
is the so-called spin-lattice relaxation time, T2 is the spin-spin relaxation time, and T1ρ is the 
spin-lattice relaxation time in the rotating frame. These various relaxation parameters are 
related to molecular motions on varied time scales, and the correlation time of a molecular 
motion is related to the scale or distance over which a molecular motion occurs. As such, each 
of the relaxation parameters T1, T2, and T1ρ is characteristic of molecular motions involving 
different frequency ranges, which occur accordingly over different distance scales as shown 
in Figure 7. The relaxation parameter T1 probes fast motions with frequencies in the MHz 
regime; such fast motions are small-scale short-range motions, which are typically internal 
to a molecule. The relaxation parameter T1ρ probes slower motions with frequencies in the kHz 
regime; these relatively slower motions occur over a larger distance and correspond to long 
chain motions in polymers. The theoretical relationship between the 13C NMR relaxation 
parameters T1, T2, and T1ρ in the solid state and correlation time τc are shown in Figure 8 [18].

Figure 7. The solid-state 13C NMR relaxation parameters T1, T2, and T1ρ (in seconds) and the corresponding correlation 
times τc (in seconds) for the motions which they are sensitive to. Each of the relaxation parameters T1, T2, and T1ρ are 
characteristic of molecular motions in different frequency ranges which occur over different distance scales.
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Semi-crystalline polymers are composed of amorphous (noncrystalline) bulk material, which 
contains crystalline domains. As NMR relaxation is modulated not only by physical-chemical 
structure, but also by molecular motions, the study of NMR relaxation yield insight into phases 
and phase structure in such multiphase polymer systems. The different domains present in 
such polymer materials display differences in molecular mobility, with the motion in crystal-
line domains being more restricted. Nuclei in amorphous domains show a higher mobility 
than those of nuclei in more rigid crystalline domains. Insight into polymer phase structure 
can be gained by the measurement of the NMR relaxation parameters T1, T2, and T1ρ [19].

There are numerous examples of how such NMR relaxation studies have been exploited to yield 
valuable information about the phase structure in polymer blends. In the interest of blending 
thermoplastics with biodegradable polymers, the degree of crystallinity of microbial poly(ε-l-
lysine) has been estimated via 13C T1 relaxation experiments [20]. In another study, the domain 
size of poly(ε-l-lysine) blended with poly(vinyl isobutyl ether) was estimated via 1H spin-lattice 
relaxation experiments, and further miscibility of blends prepared under various processing 
conditions was explained in terms of crystallinity observations from the relaxation experiments 
[21]. In a similar study, phase separation in starch/polycaprolactone blends was investigated and 
the length scale over which phase separation occurs was determined via 13C T1, 1H T1, and 1H T1ρ 

Figure 8. Theoretical dependence of the relaxation times T1, T2, and T1ρ on the correlation time τc of the molecular motions 
responsible for the relaxation, as predicted by molecular motions that result in changes in dipole-dipole interactions. 
Region A is characteristic of a rigid lattice, region B of a nonrigid solid, region C of a viscous liquid, and region D of a 
nonviscous liquid. Reprinted from Ref. [18].
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relaxation experiments [22]. Further, the effect of the concentration of poly(ethylene glycol) in 
poly(ethylene glycol)/silica blends has been investigated via 13C T1 and 1H T1ρ relaxation experi-
ments yield information about inhomogeneous separated phases [23]. As a final example, blends 
of poly(ethylene terephthalate) toughened by natural rubber have been studied by 13C chemical 
shift and 1H T1ρ relaxation experiments, yielding evidence of interactions between the carbonyl 
groups of the poly(ethylene terephthalate) with some functionality in the natural rubber [24].

Likewise, there are numerous examples of how such NMR relaxation studies have been exploited 
to yield practical and useful information about copolymer systems. For example, poly(styrene-
butadiene-styrene) has been found to compatibilize otherwise incompatible blends of polysty-
rene/polybutadiene, and 1H T1, 1H T2 and 1H T1ρ relaxation experiments have been used to explain 
this observation in terms of preferential localization of the copolymers at the polystyrene/poly-
butadiene interface [25]. Likewise, the content and length of soft/hard segments and microphase-
separated morphology of poly(ether-block-amide) copolymers have been elucidated by and 13C 
T1, 13C T1ρ, and 1H T1ρ relaxation experiments [26]. As a final example, segmented copolymers of 
poly(N-isopropyl acryl amide) and poly(tetrahydrofuran) have been studied by 1H T1 and 1H T1ρ 
relaxation experiments, to monitor the multiphase characteristics of the segmented copolymer 
networks as the polymerizable end group of the copolymer was varied [27].

Further, there are numerous examples of how NMR relaxation studies have been exploited to 
yield practical and useful information about polymer composites. For example, a 1H T1 and 1H 
T1ρ relaxation study of poly(p-phenylene benzobisoxazole) fibers demonstrated the observation 
of crystalline and noncrystalline regions, and further allowed determination of the crystal size 
[28]. As another example, the dispersion of organomodified clay fillers in nanocomposites with 
various thermoplastics was investigated by 1H T1 relaxation. The comparison in Figure 9 of the 
1H T1 saturation-recovery curve for polyamide 6 with that of a nanocomposite of polyamide 6 

Figure 9. Solid-state 1H T1 saturation-recovery curves for polyamide 6 and a nanocomposite of polyamide 6 with an 
organomodified clay. The presence of clay shortens the relaxation time, indicating nanodispersion of the clay in the 
composite. Reprinted from Ref. [29].
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with an organomodified clay, shows that the presence of clay shortens the relaxation time. The 
nanocomposites have a shorter relaxation time due to paramagnetically induced relaxation at 
the polymer-clay interface, indicating nanodispersion of the clay. Through a detailed and sys-
tematic study thereby, quantitative measurements of the degree of nanodispersion have been 
made [29].

Finally, in an example involving the combination of copolymers and composites, cotton fibers 
for composites were modified by surface copolymerization of ethyl acrylate followed by sty-
rene. The graft copolymer-encapsulated cotton fibers were studied by 1H T1 relaxation experi-
ments, yielding the observation of a heterogeneous morphology of the grafted skin [30].

5. Concluding remarks

Solid-state NMR continues to advance as a valuable technique for characterizing the molecu-
lar structure, conformation, and dynamics of polymers. There is already a rich history of 
applications of various solid-state NMR experiments to numerous polymer systems. Not 
only are advances occurring in the development of new solid-state NMR techniques, but also 
techniques which are now considered traditional are finding application to newly developed 
modern polymer materials. Ultimately, the application of solid-state NMR to polymers pro-
vides for the interpretation of spectroscopic observations as related to the structural features 
and physical properties of the polymer in the solid state, the state in which they are predomi-
nately used in as materials.
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Abstract

Amphiphilic molecules can create various aggregates in water. Concern about exploring
such structures has been unabated for several decades due to the wide range of possible
applications of lipid aggregates, from food technology to the pharmaceutical industry.
The form of self-assembled structures depends on many factors, such as the type of
amphiphilic molecule, the concentration, the level of hydration, the temperature, and
the pH. Liposomes and micelles are the most widely known types of closed structures.
Liposomes are more often used in the fields of medicine and pharmacy because they
consist of nontoxic compounds and their composition and size can be controlled.
Nuclear magnetic resonance (NMR) is one of the methods, which is most commonly
used to study liposome properties. It can be used to observe changes in the structure,
dynamics, and phase transition of lipid membranes. The membrane properties are
changed under the influence of external factors, such as temperature, pH, and the
presence of ions or drugs. The chapter aims to introduce and discuss the possibilities of
the most useful NMRmethods, 31P and 1H, to study the liposome properties. It also aims
to show how various changes in the structure or dynamics of lipid molecules are visible
in the NMR spectra.

Keywords: lipid aggregates, model membrane, liposome, dynamics, splitting, half-width of
signal, 1H NMR, 31P NMR

1. Introduction

The phenomenon of creating various types of aggregates by lipids in water is of particular
interest to professionals in the fields of biophysics, biochemistry, medicine, and pharmacy. The
reason for this broad interest is the similarity between formed aggregates and subcellular
structures, such as lysosomes and biological membranes. Thus, the structures, particularly
those such as bilayers, have been used as models of biological membranes for many years.
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The main advantage of this model is its ability to decide the composition, both in terms of lipid
and protein content and the environment in which they are located (one in which various
types of ions are present). Model membranes enable the study of their thermotropic properties,
the transport of ions through them, and the phenomenon of vesicle fusion. Currently, model
biological membranes (liposomes) are widely used as drug delivery systems and in various
kinds of therapies.

The use of nuclear magnetic resonance (NMR) to study these structures poses several chal-
lenges. For instance, the technique uses a method of sample preparation that differs from the
standard methods used for measurement in a liquid. An additional problem is the formation of
lipid aggregates in water, which exhibits differ in the NMR time scale. This is due to the fact
that NMR spectrometer “sees” the hydrated surface of the lipid aggregate as a substance
similar to liquid, and the hydrophobic core of the aggregate as something similar to a solid.
In fact, biological membranes are in the liquid crystalline phase (Lα); therefore, model mem-
branes are usually studied in this phase. This shows that, in the case of the dispersion of lipids
in water, other parameters typical for this type of structure will have a significant impact on
the appearance of the NMR spectrum. The main features of lipid aggregates affecting the NMR
spectrum include the type of lipid aggregate, its size, the degree of lipid hydration, and the
thermodynamic state of the membrane. These four parameters determine the dynamics of lipid
molecules and individual chemical groups trapped in a complex structure.

1.1. Amphiphilic molecules self-assembly and critical micelle concentration

Amphiphilic molecules (e.g., phospholipids) have lipophilic parts (hydrophobic) and polar
parts (hydrophilic). In aqueous environments, these kinds of molecules undergo two basic
effects [1]: the adsorption of water molecules on the surface of lipids and self-association. The
result of both effects is that when dispersed in water, amphiphiles spontaneously aggregate.
It is precisely this property of phospholipids that makes them the basic material from which
the cell membrane is formed. Lipids, due to their ability to self-assemble, are divided by the
properties of their polar headgroups; thus, the characteristics of the lipids’ headgroups
(i.e., non-ionic, zwitterionic, anionic, cationic, and catatonic) are emphasized, while the hydro-
phobic parts of lipids differ in their number of hydrocarbon chains, in their length (number of
carbons in the chain), and in their degree of saturation [1–3]. Therefore, the self-assembly
phenomenon occurs as the result of two opposite forces: first, that connected with the hydro-
phobic effect (the energetically unfavorable contact between fatty acid chains and water) and
second, that connected to hydrophilic interactions with water molecules [1]. The result of these
effects is the formation of micelles, bilayers, or other aggregates, because only the hydrophilic
headgroups of lipids can be exposed to water.

Micelles are the simplest structures that can form amphiphilic lipids in water. The Gibbs phase
rule says that at a certain temperature and under certain pressure, lipid molecules and micelles
can be in equilibrium only at a fixed value of the mole fraction of hydrocarbon in water [4].
This value of lipid concentration in water is known as critical micelle concentration (CMC).
Below CMC value, lipid molecules exist as monomers dispersed in water, whereas above CMC
value lipid molecules tend to self-associate, forming micelles, bilayers, or other aggregates.
The CMC, which is greater for charged molecules than for uncharged molecules [1], decreases
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significantly in conjunction with decreases in the length of the fatty acid chains [5]. Lipids with
relatively weak headgroups (i.e., with weak opposing forces) form bilayer-like aggregates,
such as vesicles, and disc-like micelles [6].

Formed aggregates are usually large in size, mainly because they must take forms in which the
fatty acid chains are not exposed to direct contact with water. Moreover, the type of lipid
structure depends on the energetic of the lipid-water interface and on the shape of the lipid
molecule [2, 3, 6]. Further consideration of this issue must take into account factors that
influence the formation of the free energy of micellization and the micelle size. The formation
of the free energy of micellization and its dependence on the aggregate size involves the bulk
term, surface term, curvature term, and packing term [2–4]. The major driving force in the
formation of aggregates is its hydrophobic effect and the contribution to the bulk term;
however, it is not associated with the size of the formation, which depends on the free energy
of micellization [4]. The hydrophobic interaction between fatty acid chains exposed to water
and the different repulsive interactions between headgroups (steric, electrostatic, and hydra-
tion) contribute to the surface term. The repulsive interactions increase the surface area,
whereas the hydrophobic interactions decrease the surface area [4, 7]; these effects are known
as opposite interactions. The molecular conformation and motional properties of polar
headgroups and the formed membrane surface, which identify the lipid type, are well known.
However, information about the structure of lipid molecules packed at aggregates, especially if
more than one kind of lipid is present, is very limited. The study of lipid-lipid interactions at
the membrane polar-apolar interface is important because the membrane surface is the most
probable site of selective electrostatic or steric associations [2–4]. The existing opposite forces
have an influence on the curvature of formed agglomerates and restrict the packing of lipid
molecules, contribute to the curvature and packing terms, and result in an optimum aggregate
size [4]. All terms involved in the free energy of micellization determine favorable molecular
packing, which is directly connected to the formed favorable aggregate structures of a specific
type of lipid. Moreover, in the bilayer-like structures, the lipid molecules manifest an asym-
metric transmembrane lipid-packing geometry [2, 3]. It follows, then, that the average area per
lipid headgroup and the effective length of the lipid molecule are greater in the membrane’s
outer layer than in its inner layer [4]. Therefore, the packing and curvature terms are closely
connected to the lipids’molecular shape and configuration. As a consequence, the micelles of
single-chain lipids may be formed favorably as a result of weak packing restrictions,
whereas those of double-chain lipids, due to stronger packing restrictions, are favorably
formed bilayer-like structures [2].

1.2. Lipid hydration

Amphiphilic lipid self-assembly is a specific equilibrium between hydrophobic and hydro-
philic interactions, but the bilayer hydration is determined mainly by interactions between the
hydrophilic headgroups and the solvent [2, 3]. The level of hydration affects the self-assembly,
curvature, shape and size of the aggregate, and the phase behavior. The hydration of the lipid
aggregate depends on the specifics of the lipids (i.e., their headgroups). The hydration of
hydrocarbon chains is much smaller and is restricted by the hydrophobic interactions [6].
The hydration process is also connected to the thermodynamic state of the lipid membrane.
When the fluidity of fatty acid chains increases, the lipid molecules occupy a larger area, which
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increases hydration as a result of the increase of exposure of the headgroups and hydrocarbon
chains to the water molecules [1]. The properties of interbilayer water differ from those of free
bulk water. Thus, each lipid molecule, with its water of hydration, should be treated as a
separate thermodynamic and physicochemical entity [3, 4]. In general, it seems that the steric
density fluctuations have only a slight influence on hydration parameters; however, they play
an extremely important role in the surface hydration [1].

Of particular interest in this area is the use of lipids which build, in nature, biological membranes.
The most common amphiphilic glycerophospholipids contained in their polar headgroups include
phosphate, carboxyl, carbonyl, and choline residues, all of which take part in creating the hydrogen
bonds [1, 2]. The availability of the headgroups for hydrogen bonding with the water molecules is
the most important factor in the hydration of the bilayer. The coulombic charges of the lipid
molecules participate less in the hydration process, probably because of an insufficient concentra-
tion of water molecules [1, 3].

1.2.1. Influence the hydration on lipid dynamics

The motion of phospholipid molecules within the lipid bilayer has been characterized as
lateral diffusion, axis rotational Brownian motion of the headgroup, or glycerol backbone,
wobbling, and flip-flopping [7–9]. The collective properties are different from those at the local
molecular level. The phenomena accompanying the local molecular motion in the lipid aggre-
gate include phase transitions, a morphological change of the lipid membrane as a whole
(e.g., fusion/fission), pore formation, and the formation of heterogeneous structures, such as
phase separation/domain formation [10]. Thus, the motion of the lipid aggregate as a whole
cannot be explained on the basis of the lipid molecule motions (i.e., at the molecular level).

Thus, studies of membrane dynamics are concerned with the molecular motion of lipids.
As mentioned previously, the rotational motion of the headgroups relates to hydrophobic
interactions, hydrogen bonding, and the curvature of the lipid membrane; in this way, an
increase in the curvature of, for example, liposomes, induce the level of hydration [11–16].
The reorientation of the headgroups is also restricted by the intermolecular force between
them [1, 19]. Thus, the reorientation of phospholipid headgroups is restricted by breaking the
intermolecular bonds (hydrogen bond and/or PO4

�/N+(CH3)3 bond) [10, 16–18]. Thus, the
hydration of the polar headgroups weakens the strength of the PO4

�/N+(CH3)3 bond [10, 16, 19].
The dynamics of the lipid membrane interface is also connected with the mobility of the glycerol
backbone of phospholipid (PO4

�–(CH2)2–N
+(CH3)3) [7, 16, 20]. The mobility of the glycerol

backbone is associated with the lateral diffusion of lipid molecules because it promotes hydra-
tion and, consequently, the reorientation of the headgroups. The reorientation of the headgroups
(i.e., high hydration) causes the hydrocarbon chains to be more greatly exposed to water
molecules, which indicates that the increased mobility of the phospholipid headgroups make
the membrane polar-apolar surface more hydrophobic [6, 10, 16, 19].

1.3. Model membrane phase transitions

Membranes composed of one type of phospholipid have a clearly defined phase transition,
which is caused by temperature variations. The phase transition temperature is primarily
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dependent upon the type of phospholipid (number and length of hydrocarbon chains) and the
level of lipid molecule hydration. The most frequently described phase of self-assembling
aggregates is the liquid crystalline phase as a characteristic of cell membranes. Therefore, the
most commonly studied phases are lamellar and nonlamellar, such as the hexagonal and cubic
phases (normal and inversed).

The typical phase for lipid membranes at low temperatures is the lamellar crystalline phase LC.
As the temperature increases, the van der Waals’ interactions decrease, which maintains the
order of the hydrocarbon chains in the crystalline phase. The rotational motion of the hydro-
carbon chains is then activated by the temperature. The phase transition between crystalline LC

and gel Lβ phase occurs at Ts temperature [4]. In the lamellar Lβ phase, the lipid molecules take
up a larger area and are more hydrated than in the LC phase [21]. The correlation time of the
rotational motion of the acyl chains is about 10�5 s, which is about 100 times slower than the
isomerization of the hydrocarbon chains [22]. Further increases in temperature cause a rise in
the quasilamellar segments within the membrane in the intermediate periodic phase Pβ. In this
phase, the surface of the membrane is usually rippled, which occurs at Tp temperature [23].
After the intermediate phase, above Tp temperature, the hydrocarbon chains start to melt and
form trans-gauche isomers. Internal reorientations, which have stochastic characteristics, are
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The most important factor in the determination of this value is a hydration level between 0 and
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However, because a 30% hydration level mainly increases the amount of water molecules not
associated with the membrane (bulk water), changes of the hydration level between 30 and
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When CMC values are extremely high, which results in low volumes of water, some kinds of
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(HII) and cubic (CII) phases may be formed in trace amounts of water. Not all lipids can form
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whereas phosphatidylethanolamine (PE), cholesterol (Ch), cardiolipin (CL), and phosphatidic
acid (PA) tend to form inversed nonlamellar phases [26].

However, preferred aggregation structures depend not only on the type of lipid, temperature,
and hydration level but also on the pH. Under neutral pH conditions, the phosphatidylcholine
(PC) and PE headgroups are electrically neutral, whereas the phosphatidylserine (PS),
phosphatidylglycerol (PG), and phosphatidylinositol (PI) headgroups have net negative
charges. The mixture of the lipids in the membrane transmits a surface charge density that
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has an effect on the membrane permeability to ions and charged molecules, on the membrane
protein function, and on the thermodynamic phase of the membrane [2–4]. For example, in the
case of PE bilayers, which interact with fewer water molecules, the main gel-to-liquid crystal-
line phase transition (Lβ/Lα) temperature increases by as much as 30�C compared to their
counterpart PC bilayers (about 20–25�C) [4].

2. NMR spectra of model membranes

Amphiphilic lipids form aggregates of many different shapes and sizes; these aggregates can be at
different phases. Moreover, minor changes in the concentration, temperature, or chemical struc-
ture of the lipid molecules may induce phase transitions between states. Additionally, the effects of
molecular interactions and dynamics on macroscopic properties are evident in self-assembly
systems [27]. NMR studies of self-assembly systems therefore begin by observing the dynamic
parameters, which results in a better understanding of the static properties of the system [1].
Certainly, NMR is the most powerful technique with which to quantify the molecular dynamic in
solution; however, in the case of lipid aggregates, it has some limitations.

NMR relaxation studies provide information about local dynamics and the conformational
state of lipid hydrocarbon chains. This method is used to study aggregate properties (e.g., the
size of micelles) [1]. The reorientation dynamics of aggregated lipid molecules is characterized
by a locally preferred orientation; that is, lipid molecules undergo rapid internal motions, such
as trans-gauche isomerizations, which are slightly anisotropic. NMR spectra from the lipids in
micelles and bilayers are generally in the motional narrowing regime, which is caused by a
time scale of lipid reorientation of 10�9 s or less [1–3, 7]. Thus, at conventional magnetic field
strengths, essential information about the lipid aggregates is stored in the transverse relaxation
rate T2.

Polar headgroups and hydrocarbon chains (typically 12–16 carbons) can be studied using 1H,
13C, and 31P NMR (e.g., dipole-dipole interactions, scalar interactions, and chemical shift
anisotropy (CSA)) [27]. The 31P has relatively large CSA. A complication revealed during the
analysis is a change in the degree of the solvent’s protonation, which is caused by direct
dependency of CSA from the pH. In fact, the relaxation time T2 is also sensitive to changes in
micelle/liposome size because the rotational correlation time is proportional to the cube of the
radius [1, 27]. Electrostatic and hydrodynamic intermolecular interactions are independent on
the rotational diffusion of lipid molecules.

2.1. NMR time scale

The motional model of aggregated lipid molecules concerns the time scale separation of fast
local and slow overall motion. The reorientational motion of lipid molecules divides into [4]

-fast local motion, which is slightly anisotropic, and

-slow isotropic motion (i.e., aggregate tumbling and the lateral diffusion of lipid molecules
within the membrane surface).
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These two motions occur on different time scales. Therefore, the special density can be written
as the sum of the fast and slow components [28] as follows:

j ω0ð Þ ¼ 1� S2
� �

jf ω0ð Þ þ S2js ω0ð Þ (1)

where jf(ω0) and js(ω0) are reduced spectral density functions that describe the fast and slow
motions, respectively; ω0 is the resonance frequency; and S is the order parameter.

The order parameter can be described as the average [28]

S ¼ 1
2

3 cos 2θ� 1f
� �

(2)

where θ is the angle between the axis of the maximum component of the electric field gradient
tensor and the director axis.

For spherical aggregates such as micelles and liposomes, the slow motion (tumbling and
lateral diffusion) is described by the Lorentzian spectral density function [1]:

js ω0ð Þ ¼
2τs

1þ ω0τsð Þ2 (3)

where τs is the correlation time, and the correlation function is [1]

gs ¼ gtgd ¼ e
�t
τt e

�t
τd ¼ e

�t
τs ; (4)

where subscripts t and d correspond to the tumbling and lateral diffusion motions, respectively.

The correlation time of tumbling and lateral diffusion of the sphere of radius R can be written
as [1]

τt ¼ 4πηR3

3kBT
∧ τd ¼ R2

6D
(5)

where D is the lateral diffusion coefficient.

Taking into consideration the above equations, it is possible to write the relations for relaxation
times [28] as follows:

T1 ¼ 3π2

40
χ2 1� S2

� �
20τf þ S2

4τs
1þ ω0τsð Þ2 þ

16τs
1þ 2ω0τsð Þ2

 !" #
(6)

and

T2 ¼ 3π2

40
χ2 1� S2

� �
20τf þ S2 6τs þ 10τs

1þ ω0τsð Þ2 þ
4τs

1þ 2ω0τsð Þ2
 !" #

(7)
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where subscripts s and f correspond to slow and fast motions, respectively; χ is the gyromag-
netic ratio.

2.2. Preparation of the NMR sample

Liposomes are most often used in NMR studies as models of biological membranes. Lipo-
somes, spherical structures consisting of one (large LUV or small SUV unilamellar vesicle) or
more (multilamellar vesicles (MLV)) lipid bilayers, are divided by the number of bilayers as
well as by size (Figure 1).

The classical preparation MLV method consists of hydrating the thin lipid film. Suitable
amounts and types of lipids are dissolved in organic solvent (e.g., chloroform) and are pre-
dried under a stream of dry nitrogen. After the formation of a thin lipid film, the sample is
allowed to continue drying in a vacuum evaporator for 1–12 h, after which it is hydrated [16].
In the preparation of the NMR sample, deuterated solvents (deuterated water) must be used.
An appropriate amount of water should be added to the sample to obtain a final lipid
concentration of not less than 20 mg/ml. The sample is then gently mixed, often in a water
bath, at a temperature close to the main phase transition. After removing the thin lipid film
from the glass walls, it is vortexed for 5–7 min. After completion of the procedure, a sample
containing MLV is obtained [16]. When are need LUVor SUV, other methods (most commonly
ultrasound disintegration and extrusion) are used. The sonication is carried out in an ice-water
bath for 15–45 min, depending on the unit capacity and the expected size of the liposomes [16].
In the case of extrusion, special filters with a proper pore size and pressurized MLV are forced
through the pores, thus depriving them of the unwanted bilayers. Combined methods are
frequently used (e.g., sonication combined with extrusion). Extrusion is then used to calibrate
the liposomes (i.e., to reduce deviations in the size distribution) [29]. Sonication is used more
frequently than other methods due to the procedure’s lower cost.

Figure 1. Types of the liposomes.
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2.3. Lipid membrane dynamic studies

The 31P NMR technique provides information about the local order, the mobility of the phos-
phate part of the lipid head, and the overall structure of the lipid aggregate [30]. The lineshape
of 31P NMR spectra is closely related with the CSA tensor and to the orientation of the lipid
molecules relative to the applied magnetic field [31]. Thus, the CSA Δσ depends on the
phosphate group motion and on the temperature. The 31P NMR spectrum shows the charac-
teristic lamellar lineshape (σ⊥—high-field maximum) and low-field shoulder (σ∥). Δσ can be
calculated from the following expression [30]:

Δσ ¼ 3 σ∥ þ σ⊥
� �

; (8)

where σ∥ and σ⊥ are the values of 31P shielding of the lipid molecules, oriented parallel or
perpendicular relative to the magnetic field.

The spectral second moment is a measure of the shape of the 31P signal related to the various
motions of the headgroup. The second moment S2 can be calculated from the following
formula [30]:

S2 ¼

ðþ∞

�∞

ν2f νð Þdν

ðþ∞

�∞

f νð Þdν
; (9)

where ν is frequency and f(ν) is the lineshape.

The CSA for lipid molecules ordered in water is about 100 ppm; for lipid aggregates, it
decreases to about 50 ppm due to lateral diffusion of the lipid molecules, leading to further
averaging; for liposomes larger than 200 nm, the CSA is reduced to 40 ppm [31]. Thus, the 31P
lineshape depends on the size of the lipid aggregate. The CSA value decreases as the liposome
size decreases, that is, the liposome curvature increases. In the case of small aggregates (e.g.,
SUV), the CSA can be reduced to 10 ppm.

Analysis methods of 31P NMR spectra most often are used to test functionalized liposomes that
are used as drug carriers, the best known being PEGylated liposomes. The polyethylene glycol
(PEG) caps the liposome, which gives it a longer circulation time in the blood, meaning that it
decreases the uptake of the liposomes by the reticulum endothelium system (RES) and
allows the drug to be released gradually [32]. In addition, PEG is biocompatible, which enables
the possibility of further functionalization of the liposomes by attaching antibodies or
ligands [33, 34]. The 31P spectra analysis of PEGylated liposomes obtained using the thin film
method revealed information about the amount of free lipids or building micelles (narrow line)
and lipids building MLV (broad shoulder) [31, 35]. It is also possible to obtain more than one
narrow signal (Figure 2).
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The number of narrow peaks depends on the number of phospholipid types used in the
experiment. Then, each phosphate group is in a different chemical surrounding, which causes
different chemical shifts. Splitting (δ) between narrow signals also depends on motional aver-
aged CSA rather than on an isotropic chemical shift [31]. Moreover, it may affect the value of
the chemical shift and cause difficulties in the assignment of peaks. As mentioned previously,
the lineshape depends on the orientation and motion of the lipid molecules and all aggregates.
Thus, the temperature of measure is very important. Additionally, in the case of lipid aggre-
gates, a change in temperature causes a change in the phase/physical state. Temperature
changes have a slight impact on narrow signals but a significant impact on the broad shoul-
der [31]. The 31P NMR spectrum of MLV in the low-field shoulder is extremely broad below the
temperature during the major phase transition.

The 31P NMR studies of the influence of drugs on the organization and fluidity of a liposome
membrane as a function of temperature have been previously reported [30]. The presence of
the antibiotic azithromycin affects the thermotropic behavior of DOPC (1,2-dioleoyl-sn-
glycero-3-phosphocholine) and DPPC (1,2-dipalmitoyl-sn-glycero-3-phosphocholine) mem-
branes. Moreover, temperatures between 35 and 45�C affect the 31P lineshape of DOPC and
DPPC liposomes, as follows: the position of the narrow peak and CSAvalues does not change;
however, the lineshape in a part of the broad shoulder does. The monitoring of the lineshape at
the same range of temperatures of DPPC or DOPC liposomes with azithromycin revealed the
following new information: the presence of the antibiotic causes smoothing of the line and a
decrease in CSA. In fact, only above 40�C did the narrow line stay within the spectrum, and the
CSAvalue averaged zero. The azithromycin molecules increased the membrane fluidity below
the main phase transition temperature [30].

Figure 2. The 31P NMR spectrum of the PEGylated DPPE/DPPC/Ch (phosphatidylethanolamine/dipalmitoylpho-
sphocholine/cholesterol) multilamellar vesicles obtained at 333 K.
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The example of hydrophobic molecules contained in the lipid membrane and its influence on
the dynamics of the lipid bilayer were presented in Ref. [36]. β-carotene, a well-known hydro-
carbon carotenoid, appeared in photosynthetic membranes. The presence of β-carotene in
a DPPC liposome membrane fulfilled opposite roles in different membrane states. The 31P
spectra of β-carotene/DPPC MLV as a function of β-carotene concentration and temperature
showed changes in the 31P resonance lineshape [36]. In both cases, the CSA decreased and the
spectral line smoothed. Thus, at temperatures above those in the main phase transition for
DPPC, the β-carotene caused a fluidization effect on the membrane (in the liquid crystalline
state). The effect is also connected to a decreased temperature in the main phase transition.
However, at temperatures below those in the main phase transition, β-carotene rigidified the
membrane (in the fluid state) [36]. This effect manifested itself as a broadening of the 31P
signal. The similar effect can be observed in the case of the PC/octadecylamine MLV contained
lycopene (Figure 3).

In the 1H NMR spectra of LUV/SUV, the most useful parameter for analyzing the spectrum is
the half-width (Δν1/2) of the signals, because the Δν1/2 of the resonance signals is directly
connected to the motional freedom of particular chemical groups. The increase of the Δν1/2 of

Figure 3. The 31P NMR spectra of the positively charged PC/octadecylamineMLVs (containing 5 mol% of octadecylamine)
obtained at 288 K (A and C) and at 308 K (B and D) with 5% of the lycopene (C and D).
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the 1H resonance signal indicates a restriction of the motion. A change in the Δν1/2 signal
assigned to a choline group from the outer layer indicates that the studied drug interacts only
with the liposome surface; in other words, it does not penetrate the hydrophobic core of the
membrane. This effect was observed in the case of amphotericin B [37], which rigidified the
hydrophilic surface of the PC membrane; this effect increased the fluidity of the hydrophobic
part of the lipid bilayer. It is manifested as a decrease in the Δν1/2 signals assigned to protons
from the –(CH2)n and –CH3 groups of hydrocarbon chains [37].

Quite the opposite effect was observed in the case of polysialic acid (Figure 4). The 31P NMR
spectra of PC MLVs showed a slight narrowing of the isotropic part and a broadening of the
anisotropic part of the resonance line at a temperature range of 10–30�C [38].

However, when the polysialic acid was involved in several cell processes in the external
environment of the liposome, the effect was even more noticeable. The interaction between
well-hydrated and anionic polysialic acid and the polar headgroups of PC increased the
fluidity of the hydrophilic part (decrease of Δν1/2) and simultaneously rigidified the hydropho-
bic core (increase broad shoulder) of the membrane [38].

While the soy isoflavone, genistein, reduces the hydration level of the phosphate groups
(hydrophilic part), i.e. decreases its mobility, and rigidified the hydrophobic part of the
asolectine liposomes [35]. It also was found that isoflavone prevents lipid molecules from
peroxidation [35].

2.4. Phase transitions of lipid membrane studies

Phase transition studies via the use of NMR are based on the fact that residual couplings
depend on the extension of the anisotropic domains in combination with the rate of molecular

Figure 4. The 31P NMR spectra of the PC MLVs (A). The temperature (B) and polysialic acid (C) effect of narrowing the
31P NMR spectra of PC MLVs.
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diffusion [39]. The isotropic phases are perfectly visible in 1H and 13C NMR spectra, but
anisotropic phases from liquid crystals are much more difficult to observe. The broadening of
1H and 13C spectra can provide some information about non-isotropic phases but do not bring
detailed information about phase transition. In this case, the 31P NMR technique is the one that
is most useful. If the phase is isotropic on the NMR time scale, static dipolar, quadrupolar, and
shift anisotropy interactions are averaged to zero by molecular motion. When the phase is
anisotropic, however, a static interaction effect should be seen on the spectrum [39].

Some of the first and most comprehensive studies on the physical properties of liposomes have
been presented in Ref. [40]. The authors analyzed the changes of the 31P spectra of DPPC and
DPPE MLV membranes with the addition of a different concentration of piracetam. An addi-
tional narrow peak appeared on the spectrum assigned to piracetam. The intensity of the
signal was dependent on the piracetam-to-lipid molar ratio [40]. Temperature had a significant
influence on the lipid bilayer’s physical properties. Fortunately, the possible effect of tempera-
ture on the main phase transition of the lipid membrane caused by the drug could be observed
in the 31P spectra. The presence of piracetam decreased CSA and increased the mobility of the
lipid polar headgroup, manifested as a narrowing 31P line and suggesting that piracetam
molecules are inserted between lipid molecules at the hydrophilic part of the membrane [40].
Thus, the presence of hydrophilic piracetam molecules decreased the temperature of the main
phase transition. In the HII phase, which can be the transient form in the fusion process, the
piracetam resonance signal was no longer distinguishable. Finally, it can be concluded that
piracetam combines with lipid molecules, which is exhibited as one signal due to the isotropic
motion of the entire complex [40].

The 31P method, therefore, also may be used to fix the temperature of the MLV phase transi-
tion [41–44]. The temperature studies of PC/ChMLVrevealed the changes of lineshape ranging
from 10 to 40�C (Figure 5). Temperature changes could be observed during the phase transi-
tion between Lα and HII [41].

The monitoring of the 31P lineshape every 2�C led to observations of intermediate lineshapes
between those characteristic of Lα and HII and allowed us to precisely fix the temperature of
the phase transition [41].

Figure 5. The 31P NMR spectra of PC/Ch MLVs obtained in different temperatures. The characteristic 31P lineshape for
lamellar phase at 293 K (A), transient form at 308 K (B) and nonlamellar phase (inversed hexagonal) at 313 K (C).
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2.5. Usage of paramagnetic ions as a chemical shift reagent and transport of ions through
lipid bilayer

Paramagnetic ions are used to distinguish signals. The most frequently used are praseodym-
ium (Pr3+) ions or other ions from the lanthanides group [37]. The concentration of paramag-
netic ions added to the external environment of the liposomes is important. The shift reagent
could distinguish the signals within a few ppms; however, if the concentration is too great, it
could drastically broaden the studied signal or even broaden the entire spectrum. In this case,
the paramagnetic effect is dominant, and paramagnetic interactions may destroy the mem-
brane structure [45]. It may be observed in the 1H NMR spectra of DOPC SUV as broadened
signals due to Eu3+ ions. In fact, this effect is associated with the properties of Eu3+ ions, which
interact to the same extent with the hydrophobic and hydrophilic parts of the lipid bilayer.
Moreover, the Δν1/2 of the signal assigned to water also increased, indicating that the Eu3+ ions
also interact with water molecules from the hydration shell of the liposome [45].

The Pr3+ ions enabled the distinguishing of signals assigned to the polar headgroups of lipids
from the inner and outer layers of liposomes in the 1H spectra. The splitting of choline signals
of PC/Ch SUVs is showed in Figure 6. The signal corresponding to the protons from the –
N+(CH3)3 groups split due to interaction with paramagnetic ions in the external environment
of LUV/SUV [46].

The signal shifted toward lower magnetic field values was assigned to protons from the outer
layer, and the signal shifted to higher magnetic field values was assigned to protons from the
inner layer [37]. The splitting of the –N+(CH3)3 signal is strongly dependent on geometric

Figure 6. The 1H NMR spectrum of choline groups of PC/Ch SUVs in the absence (A) and presence (B) of Pr3+ ions
(5 mM).
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the paramagnetic effect is dominant, and paramagnetic interactions may destroy the mem-
brane structure [45]. It may be observed in the 1H NMR spectra of DOPC SUV as broadened
signals due to Eu3+ ions. In fact, this effect is associated with the properties of Eu3+ ions, which
interact to the same extent with the hydrophobic and hydrophilic parts of the lipid bilayer.
Moreover, the Δν1/2 of the signal assigned to water also increased, indicating that the Eu3+ ions
also interact with water molecules from the hydration shell of the liposome [45].

The Pr3+ ions enabled the distinguishing of signals assigned to the polar headgroups of lipids
from the inner and outer layers of liposomes in the 1H spectra. The splitting of choline signals
of PC/Ch SUVs is showed in Figure 6. The signal corresponding to the protons from the –
N+(CH3)3 groups split due to interaction with paramagnetic ions in the external environment
of LUV/SUV [46].

The signal shifted toward lower magnetic field values was assigned to protons from the outer
layer, and the signal shifted to higher magnetic field values was assigned to protons from the
inner layer [37]. The splitting of the –N+(CH3)3 signal is strongly dependent on geometric

Figure 6. The 1H NMR spectrum of choline groups of PC/Ch SUVs in the absence (A) and presence (B) of Pr3+ ions
(5 mM).
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conditions and axial symmetry at the lipid-lanthanide binding site [37, 46]. The ratio of the area
under the signal corresponded to the outer layer and the area under the signal corresponded to
the inner layer (Io/Ii), thereby providing information about the size of the liposome [46]. Along
with decreases in liposome size, the number of lipid molecules in the inner layer decreased.
Thus, the areas under the signals from the inner and outer layers differed. The distinguishing of
signals from the choline groups in the inner and outer layers of the membrane presents new
possibilities for interpreting the results. For example, the addition of the amphotericin B to the
external environment of the PC SUV liposome (after hydration of the lipid bilayer) did not have
an effect on the size of the liposomes because there was no change in the Io/Ii ratio. However,
the Pr3+ ions could interact with the carboxylic group of amphotericin B due to increased
splitting of the choline group signals [37].

The 31P NMR spectra can reveal information about the transport through membrane or about
ion competing binding sites in lipids and in other biomolecules. This is very important in the
assay of biological membranes, since ion transport defects may cause various illnesses, such as
manic depressive and neurodegenerative diseases [47]. The adenosine triphosphate (ATP)
could be used as a model membrane ligand of metal cations [47]. In these types of studies, it
is very important to keep a constant pH and temperature during the experiment. It is well
known that the binding of metal cations is dependent on both parameters. The narrowing/
broadening of the 31P signal or changes in the distance (splitting) between the three phosphate
signals could be the effect of complexes created by ATP and Mg2+/Li+ ions [47]. The analysis of
31P spectra led to the conclusion that the biochemical action of Li+ ions may be explained as
their ability to compete with Mg2+ binding sites. Thus, the therapeutic role of Li+ in maniac-
depressive illness is enabled by modulating the activity of G proteins in signal transduc-
tion [47]. It has been suspected that the Mn2+ ions also can complete Mg2+ binding sites. This
ability of Mn2+ ions probably pays a significant role in course of neurodegenerative ill-
nesses [48]. Thus, the same effect can be observed in the case of Mn2+ ions (Figure 7).

The 1H and 31P NMR may also be used to study the macroscopic rearrangement of liposome
membrane as, for example, a fusion process [41]. A number of authors have suggested that
the fusion process is associated with the development of transient forms related to the appear-
ance of the HII phase [41, 49, 50]. To induce the fusion process of PE/PS/PC liposomes, Ca2+

ions should be used as a fusogenic agent [41]. The 31P spectra of MLV showed changes in
resonance lineshapes with an increased molar ratio of Ca2+ ions to PS (Figure 8).

The characteristic lineshape for the nonlamellar phase, HII, was revealed when the molar ratio
of Ca2+/PS was 2.0 [41]. The 1H and 31P NMR spectra of SUV, after the addition of Pr3+ ions,
demonstrated splitting of the resonance signals. In both cases, there was an overall decrease in
splitting and even in the intensity of the split signals [41]. Only the Pr3+ ions are associated with
the outer layer of the membrane. During the fusion process, because the lipid molecules
translocation from the outer layer to the inner layer due to transient form (inversed micelle)
formation, the Pr3+ ions with the translocated lipids moved to the internal water portion of the
liposome [41]. This effect determined the decrease in the splitting. In fact, during the fusion
process, the internal and external chemical environments of the polar heads became identical,
and the size of the liposomes increased [41].
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Figure 7. The 31P NMR spectra of ATP in the presence of Mg2+ ions (A) and Mn2+ ions (B, C).

Figure 8. The changes of the 31P resonance lineshape of PC/Ch MLVs caused by fusogenic reagent (Ca2+ ions) (A); the
time changes of the 1H NMR spectra (B) and the 31P NMR spectra (C) of PE/PS/PC SUVs in the presence of Ca2+/PS molar
ratio 2.0 after addition of 0.5 mM Pr3+ ions.
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2.6. Drug delivery study

The potential use of LUV/SUV as a drug carrier to cells is attractive as a therapy for increasing
therapeutic effects and for reducing drug toxicity in normal cells. The concept of the applica-
tion of temperature-sensitive liposomes is based on an increase in the permeability of the lipid
bilayer at a proper temperature, due to rearrangement of the molecules from one stable state to
another [51–53]. Temperature-sensitive liposomes may be used with local hyperthermia for the
treatment of cancer via chemotherapy [51, 54, 55]. The release rate of the drug depends on the
rate of change in temperature and by the serum compounds (i.e., lipoproteins) [56]. Thus, as
drug carriers, the liposomes should be stable in the serum and release the drug slowly at a
proper temperature [34, 57]. The 1H spectra of PC and PC/octadecylamine (positively charged)
LUV showed changes of the chemical shift of signals with increased temperatures ranging
from 5 to 50�C (Figure 9).

For both types of liposomes, the values of chemical shift increased; that is, the spectral lines
shifted toward the direction of the lower magnetic field [51, 57]. This effect is typical for lipid
membranes. The 1H spectra also revealed the narrowing of spectral lines (decrease in Δν1/2)
assigned to –N+(CH3)3, –(CH2)n, and –CH3. Moreover, the largest changes were observed in
the –(CH2)n signal from the hydrophobic core of the membrane [51]. Studies of the splitting of
signals from the choline groups have demonstrated decreased splitting with increased tempera-
tures, the result of increased liposome size. The PC liposome size changes from 20–30 nm to 1 μm.
In fact, between temperatures 35 and 40�C, the structure of the PC liposomes becomes dam-
aged and unstable. On the other hand, the size of the PC/octadecylamine liposomes changes
slightly from 20 to 60 nm and seems to be stable at temperatures of 40–50�C [51]. Additionally,
temperature-sensitive liposomes at higher temperatures may aggregate or fuse [49]. It is
possible for temperature-sensitive PC/octadecylamine liposomes to transfer drug to cells by
fusion or via an endocytosis process in moderate hyperthermia [51].

The 1H NMR can also be used to study the permeability of lipid membrane. As mentioned
before, the controlled release of drugs is very important. The PA/Ch/PEG-Ch (palmitic acid/
cholesterol/PEGylated cholesterol) liposomes exhibit no permeability of drugs (calcein and
doxorubicin) up to 20 mol% PEGylated cholesterol concentration, but in 10 mol% PEG-Ch
concentration the permeability of membrane limited and can be controlled [34]. Moreover, the
PA/Ch/PEG-Ch liposomes are stable in various pHs [34].

The release of drugs (cytosine 1-β-D-arabinofuranoside and 5-fluorouracil) from the DPPC
liposomes was studied [57]. The 1H spectra showed the shifting signals and the changes in
splitting of signals dependent from temperature. The temperature-dependent controlled
release of 5-fluorouracil was successfully provided [57].

The 31P NMR technique also can be used to study liposomes used as drug carriers, such as in the
case of cisplatin-loaded PEGylated LUV. The 31P NMR technique has been used to measure the
chemical shift of placebo (control) liposomes and cisplatin-loaded liposomes at room tempera-
ture and at 60�C [58]. The results revealed a characteristically broadened signal at temperatures
below those in Lβ to Lα phase transition (52.5�C for PC). At a temperature of 60�C, sharp signals
were obtained in both cases. The analysis of spectra revealed some asymmetry in peaks on the
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Figure 9. The effect of temperature on half-width and splitting of the 1H resonance signals of PC/octadecylamine LUVs at
298 K (A), at 308 K (B), and at 318 K (C).
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right side. This effect is expected in the case of phospholipid LUV. The monitoring of the Δν1/2
signal can reveal information about interactions between cisplatin and phospholipid molecules.
The Δν1/2 signal has a lower value for cisplatin-loaded liposomes than that for control lipo-
somes [58]. Because both types of LUV have the same lipid composition and concentration and
similar size distributions, the implication is that differences in Δν1/2 are caused by interactions
between cisplatin and phospholipid molecules. This effect is probably a result of the hydration
process [58].

3. Conclusions

The NMR techniques usually are used to determine the molecular structure but, in the case of
lipid aggregates, are more important to know a nature of interactions between the molecules
and their dynamics. Thus, the most often are used the 1H and 31P NMR techniques. The 1H and
31P spectra of liposomes led to observe the dynamics changes in the hydrophilic and hydro-
phobic part of membrane (half-width of signal). The changes of molecules/chemical groups
dynamics can be caused by various substances added to liposome membrane, loaded to
liposome, or coated a liposome. Moreover, the changes in splitting of signals can revealed the
information about permeability of liposome membrane. These parameters are important to
characterize the properties of liposome membrane. Additionally, the measurement can be
provided in various physicochemical conditions. The pH, temperature, and concentration of
added substances have significant influence on the physical state of membrane, the dynamics
of molecules, the interactions betweenmolecules, and the processes occurred on the membrane
surface. Thus, the NMR technique is a proper tool to study the phase behavior, the transport of
ions, the diffusion of drugs through the membrane, the membrane permeability, and the
stability of membrane in various conditions.

Author details

Anna Timoszyk

Address all correspondence to: a.timoszyk@wnb.uz.zgora.pl

Faculty of Biological Sciences, University of Zielona Góra, Zielona Góra, Poland

References

[1] Lindman B, Olsson U, Sӧderman O. Surfactant solutions: Aggregation phenomena and
microheterogeneity. In: Delpuech J-J, editor. Dynamics of Solutions and Fluid Mixtures by
NMR. 1st ed. Chichester: Wiley; 1995. pp. 345-396. ISBN: 047195411X

Dynamics of Model Membranes by NMR
http://dx.doi.org/10.5772/intechopen.69866

49



[2] Janmey PA, Kinnunen PKJ. Biophysical properties of lipids and dynamic membranes.
TRENDS in Cell Biology. 2006;16(10):538-546. DOI: 10.1016/j.tcb.2006.08.00

[3] van Meer G, Voelker DR, Feigenson GW. Membrane lipids: Where they are and how they
behave. Nature Reviews. Molecular Cell Biology. 2008;9:112-124. DOI: 10.1038/nrm2330

[4] Cevc G,Marsh D. Phospholipid bilayers. Physical principles andmodels. In: Bittar EE, editor.
Cell Biology: A Series of Monographs. Vol. 5. 2nd ed. New York: Wiley; 1987. pp. 1-442

[5] Zant-Przeworska E, Stasiuk M, Gubernator J, Kozubek A. Resorcinolic lipids improve the
properties of sphingomyelin-cholesterol liposomes. Chemistry and Physics of Lipids.
2010;163(7):648-654. DOI: 10.1016/j.chemphyslip.2010.05.202

[6] Shillcock JC, Lipowsky R. Equilibrium structure and lateral stress distribution of amphi-
philic bilayers from dissipative particle dynamics simulations. Journal of Chemical Physics.
2002;117(10):548-561. DOI: 10.1063/1.1498463

[7] Patel AJ, Varilly P, Jamadagni SN, Acharya H, Garde S, Chandler D. Extended surfaces
modulate hydrophobic interactions of neighbouring solutes. PANS. 2011;108(43):17678-
17683. DOI: 10.1073/pnas.1110703108/-/DCSupplemental

[8] Yeagle PL. The Structure of Biological Membranes. 3rd ed. New York: CRC Press; 2005.
p. 398. ISBN: 9781439809570-CAT#K10479

[9] Kahya N, Schwille P. How phospholipid-cholesterol interactions modulate lipid lateral
diffusion, as revealed by fluorescence correlation spectroscopy. Journal of Fluorescence.
2006;16:671-678. DOI: 10.1007/s10895-006-0108-6

[10] Marcotte I, Separovic F, Auger M, Gagné SM. A multidimensional 1H NMR investigation
of the conformation of methionine–enkephalin in fast-tumbling bicelles. Biophysical
Journal. 2004;86:1587-1600. DOI: 10.1016/S0006-3495(04)74226-5

[11] Kaatze U, Goepel KD, Pottel R. Zwitterion motions of differently aggregated phospho-
lipids in aqueous and methanolic solution. A dielectric relaxation study. Journal of Phys-
ical Chemistry. 1985;89(12):2265-2571. DOI: 10.1021/j100258a028

[12] Klӧsgen B, Reichle C, Kohlsmann S, Kramer KD. Dielectric spectroscopy as a sensor of
membrane headgroup mobility and hydration. Biophysical Journal. 1996;71(6):3251-3260.
DOI: 10.1016/S0006-3495(96)79518-8

[13] Smith G, Shekunov BY, Shen J, Duffy AP, Anwar J, Wakerly MG, Chakrabarti R. Dielec-
tric analysis of phosphoryl choline headgroup mobility in egg lecithin liposomes. Phar-
maceutical Research. 1996;13:1181-1185. DOI: 10.1023/A:1016004001678

[14] Sabín J, Prieto G, Ruso JM, Hidalgo-Álvarez R, Sarmiento F. Size and stability of lipo-
some: A possible role of hydration and osmotic forces. European Physics Journal E.
2006;20:401-408. DOI: 10.1140/epje/i2006-10029-9

[15] Peng A, Pisal DS, Doty A, Balu-Iyer SV. Phosphatidylinositol induces fluid phase forma-
tion and packing detects in phosphatidylcholine model membranes. Chemistry and
Physics of Lipids. 2012;165:15-22. DOI: 10.1016/j.chemphyslip.2011.10.002

Spectroscopic Analyses - Developments and Applications50



[2] Janmey PA, Kinnunen PKJ. Biophysical properties of lipids and dynamic membranes.
TRENDS in Cell Biology. 2006;16(10):538-546. DOI: 10.1016/j.tcb.2006.08.00

[3] van Meer G, Voelker DR, Feigenson GW. Membrane lipids: Where they are and how they
behave. Nature Reviews. Molecular Cell Biology. 2008;9:112-124. DOI: 10.1038/nrm2330

[4] Cevc G,Marsh D. Phospholipid bilayers. Physical principles andmodels. In: Bittar EE, editor.
Cell Biology: A Series of Monographs. Vol. 5. 2nd ed. New York: Wiley; 1987. pp. 1-442

[5] Zant-Przeworska E, Stasiuk M, Gubernator J, Kozubek A. Resorcinolic lipids improve the
properties of sphingomyelin-cholesterol liposomes. Chemistry and Physics of Lipids.
2010;163(7):648-654. DOI: 10.1016/j.chemphyslip.2010.05.202

[6] Shillcock JC, Lipowsky R. Equilibrium structure and lateral stress distribution of amphi-
philic bilayers from dissipative particle dynamics simulations. Journal of Chemical Physics.
2002;117(10):548-561. DOI: 10.1063/1.1498463

[7] Patel AJ, Varilly P, Jamadagni SN, Acharya H, Garde S, Chandler D. Extended surfaces
modulate hydrophobic interactions of neighbouring solutes. PANS. 2011;108(43):17678-
17683. DOI: 10.1073/pnas.1110703108/-/DCSupplemental

[8] Yeagle PL. The Structure of Biological Membranes. 3rd ed. New York: CRC Press; 2005.
p. 398. ISBN: 9781439809570-CAT#K10479

[9] Kahya N, Schwille P. How phospholipid-cholesterol interactions modulate lipid lateral
diffusion, as revealed by fluorescence correlation spectroscopy. Journal of Fluorescence.
2006;16:671-678. DOI: 10.1007/s10895-006-0108-6

[10] Marcotte I, Separovic F, Auger M, Gagné SM. A multidimensional 1H NMR investigation
of the conformation of methionine–enkephalin in fast-tumbling bicelles. Biophysical
Journal. 2004;86:1587-1600. DOI: 10.1016/S0006-3495(04)74226-5

[11] Kaatze U, Goepel KD, Pottel R. Zwitterion motions of differently aggregated phospho-
lipids in aqueous and methanolic solution. A dielectric relaxation study. Journal of Phys-
ical Chemistry. 1985;89(12):2265-2571. DOI: 10.1021/j100258a028

[12] Klӧsgen B, Reichle C, Kohlsmann S, Kramer KD. Dielectric spectroscopy as a sensor of
membrane headgroup mobility and hydration. Biophysical Journal. 1996;71(6):3251-3260.
DOI: 10.1016/S0006-3495(96)79518-8

[13] Smith G, Shekunov BY, Shen J, Duffy AP, Anwar J, Wakerly MG, Chakrabarti R. Dielec-
tric analysis of phosphoryl choline headgroup mobility in egg lecithin liposomes. Phar-
maceutical Research. 1996;13:1181-1185. DOI: 10.1023/A:1016004001678

[14] Sabín J, Prieto G, Ruso JM, Hidalgo-Álvarez R, Sarmiento F. Size and stability of lipo-
some: A possible role of hydration and osmotic forces. European Physics Journal E.
2006;20:401-408. DOI: 10.1140/epje/i2006-10029-9

[15] Peng A, Pisal DS, Doty A, Balu-Iyer SV. Phosphatidylinositol induces fluid phase forma-
tion and packing detects in phosphatidylcholine model membranes. Chemistry and
Physics of Lipids. 2012;165:15-22. DOI: 10.1016/j.chemphyslip.2011.10.002

Spectroscopic Analyses - Developments and Applications50

[16] Timoszyk A, Latanowicz L. Interactions of sialic acid with phosphatidylcholine lipo-
somes studied by 2D NMR spectroscopy. Acta Biochimica Polonica. 2013;60(4):539-546

[17] Phole W, Gauger DR, Bohl M, Mrazkova E, Hobza P. Lipid hydration: Headgroup CH
moieties are involved in water binding. Biopolymers. 2004;74(1-2):27-31. DOI: 10.1002/
bip.20037

[18] Shimanouchi T, Sasaki M, Hiroiwa A, Yashimoto N, Miyagawa K, Umakoshi H, Kuboi R.
Relationship between the mobility of phosphocholine headgroups of liposomes and the
hydrophobicity at membrane interface: A characterization with spectrophotometric mea-
surements. Colloids and Surfaces B. 2011;88(1):221-230. DOI: 10.1016/j.colsurfb.2011.06.036

[19] Milhaud J. New insights into water-phospholipid model membrane interactions.
Biochimica et Biophysica Acta. 2004;1663:19-51. DOI: 10.1016/j.bbamem.2004.02.003

[20] Walde P, Blӧchliger E. Circular dichroic properties of phosphatidylcholine liposomes.
Langmuir. 1997;13(6):1668-1671. DOI: 10.1021/la9610157

[21] Tenchov B, Koynova R, Rapp G. New ordered metastable phases between the gel and
subgel phases in hydrated phospholipids. Biophysical Journal. 2001;80(4):1873-1890.
DOI: 10.1016/S0006-3495(01)76157-7

[22] Boroske E, Trahms L. A 1H and 13C NMR study of motional changes of dipalmitoyl
lecithin associated with pretransition. Biophysical Journal. 1983;42(3):275-283. DOI:
10.1016/S0006-3495(83)84395-1

[23] Satoh K. Determination of binding Ca2+, Na+, and Cl- ions to liposomal membranes of
dipalmitoylphosphatidylcholine at gel phase by particle electrophoresis. Biochimica et
Biophysica Acta. 1995;1239(2):239-248. DOI: 10.1016/0005-2736(95)00154-U

[24] Stein AD, Peterson KA, Fayer MD. Dispersive excitation transport at elevated temperatures
(50-298 K): Experiments and theory. Journal of Chemical Physics. 1990;92(9):5622-5635.
DOI: 25 10.1063/1.458494

[25] Okubo T. Phase transition between liquid-like and crystal-like structures of deionized
colloidal suspensions. Journal of Chemical Society, Faraday Transactions. 1990;86:2871-
2876. DOI: 10.1039/FT9908602871

[26] Kaufmann K, Silman I. The induction by protons of ion channels through lipid bilayer
membranes. Biophysical Chemistry. 1983;18(2):89-90. DOI: 10.1016/0301-4622(83)85002-9

[27] Santos S, Medronho B, dos Santos T, Antunes FE. Amphiphilic molecules in drug delivery. In:
Coelho J, editor. Advanced Technologies Potentially Applicable in Personalised Treatment.
Advances in Predictive, Preventive and Personalised Medicine. 4th ed. Dordrecht: Springer
Science & Business Media Dordrecht; 2013. pp. 37-85. DOI: 10.1007/978-94-007-6010-3_2

[28] Lindman B, Olsson U. Structure of microemulsions studied byNMR. Berichte der Bunsenge-
sellschaft für physikalische Chemie. 1996;100(3):344-363. DOI: 10.1002/bbpc.19961000321

[29] Berger N, Sachse A, Bender J, Schubert R, Brandl M. Filter extrusion of liposome using
different devices: Comparison of liposome size, encapsulation efficiency, and process

Dynamics of Model Membranes by NMR
http://dx.doi.org/10.5772/intechopen.69866

51



characteristics. International Journal of Pharmaceutics. 2001;223:55-68. PII: S0378-5173
(01)00721-9

[30] FaN, Ronkart S, SchanckA, DeleuM, GaigneauxA, Goormaghtigh E,Mingeot-LeclercqM-P.
Effect of the antibiotic azithromycin on thermotropic behavior of DOPC or DPPC bilayers.
Chemistry and Physics of Lipids. 2006;144:108-116. DOI: 10.1016/j.chemphyslip.2006.08.002

[31] Leal C, Rӧgnvaldsson S, Fossheim S, Nilssen EA, Topgaard D. Dynamic and structural
aspects of PEGylated liposomes monitored by NMR. Journal of Colloid and Interface
Science. 2008;325:485-493. DOI: 10.1016/j.jcis.2008.05.051

[32] Stark B, Pabst G, Prassl R. Long-term stability of sterically stabilized liposomes by freez-
ing and freeze-drying: Effects of cryoprotectants on structure. European Journal of Phar-
maceutical Sciences. 2010;41(3-4):546-555. DOI: 10.1016/j.ejps.2010.08:010

[33] Huynh GH, Deen DF, Szoka Jr. FC. Barriers to carrier mediated drug and gene delivery to
brain tumors. Journal of Controlled Release. 2006;110(2):236-259. DOI: 10.1016/j.conrel.
2005.09.053

[34] Cui Z, Edwords K, Orellana AN, Bastiat G, Benoit J-P, Lafleur M. Impact of interfacial
cholesterol-anchored polyethylene glycol on sterol-rich non-phospholipid liposomes.
Journal of Colloid and Interface Science. 2014;428:111-120. DOI: 10.1016/j.jcis.2014.04.031

[35] de Azambuja CRL, dos Santos LG, Rodrigues MR, Rodrigues RFM, de Silveira EF,
Azambuja JH, Flores AFC, Horn AP, Dora CL, Muccillo-Baisch AL, Branganhol E, da
Silva Pinto L, Parize AL, de Lima VR. Physico-chemical characterization of asolectin–
genistein liposomal system: An approach to analyze its in vitro antioxidant potential and
effect in glioma cells viability. Chemistry and Physics of Lipids. 2015;193:24-35. DOI:
10.1016/j.chemphyslip.2015.10.001

[36] Jeżowska I, Wolak A, Gruszecki WI, Strzałka K. Effect of β-carotene on structural and
dynamic properties of model phosphatidylcholine membranes. II. A 31P-NMR and 13C-
NMR study. Biochimica et Biophysica Acta. 1994;1194:143-148. DOI: 10.1016/005-2736(94)
90213-5

[37] Gabrielska J, Gagoś M, Gubernator J, Gruszecki WI. Binding of antibiotic amphotericin B
to lipid membranes: A 1H NMR study. FEBS Letters. 2006;580:2677-2685. DOI: 10.1016/j.
febslet.2006.04.021

[38] Timoszyk A, Gdaniec Z, Latanowicz L. The effect of polysialic acid on molecular dynam-
ics of model membranes studied by 31P NMR spectroscopy. Solid State Nuclear Magnetic
Resonance. 2004;25:142-145. DOI: 10.1016/j.ssnmr.2003.03.023

[39] Lindberg G. Resialylation of sialic acid deficit vascular endothelium circulating cells and
macromolecules may counteract the development of atherosclerosis: A hypothesis. Ath-
erosclerosis. 2007;192(2):243-245. DOI: 10.1016/j.atherosclerosis.2007.03.011

[40] Peuvot J, Schanck A, Deleers M, Brasseur R. Piracetam-induced changes to membrane
physical properties. Biochemical Pharmacology. 1995;50(8):1129-1134

Spectroscopic Analyses - Developments and Applications52



characteristics. International Journal of Pharmaceutics. 2001;223:55-68. PII: S0378-5173
(01)00721-9

[30] FaN, Ronkart S, SchanckA, DeleuM, GaigneauxA, Goormaghtigh E,Mingeot-LeclercqM-P.
Effect of the antibiotic azithromycin on thermotropic behavior of DOPC or DPPC bilayers.
Chemistry and Physics of Lipids. 2006;144:108-116. DOI: 10.1016/j.chemphyslip.2006.08.002

[31] Leal C, Rӧgnvaldsson S, Fossheim S, Nilssen EA, Topgaard D. Dynamic and structural
aspects of PEGylated liposomes monitored by NMR. Journal of Colloid and Interface
Science. 2008;325:485-493. DOI: 10.1016/j.jcis.2008.05.051

[32] Stark B, Pabst G, Prassl R. Long-term stability of sterically stabilized liposomes by freez-
ing and freeze-drying: Effects of cryoprotectants on structure. European Journal of Phar-
maceutical Sciences. 2010;41(3-4):546-555. DOI: 10.1016/j.ejps.2010.08:010

[33] Huynh GH, Deen DF, Szoka Jr. FC. Barriers to carrier mediated drug and gene delivery to
brain tumors. Journal of Controlled Release. 2006;110(2):236-259. DOI: 10.1016/j.conrel.
2005.09.053

[34] Cui Z, Edwords K, Orellana AN, Bastiat G, Benoit J-P, Lafleur M. Impact of interfacial
cholesterol-anchored polyethylene glycol on sterol-rich non-phospholipid liposomes.
Journal of Colloid and Interface Science. 2014;428:111-120. DOI: 10.1016/j.jcis.2014.04.031

[35] de Azambuja CRL, dos Santos LG, Rodrigues MR, Rodrigues RFM, de Silveira EF,
Azambuja JH, Flores AFC, Horn AP, Dora CL, Muccillo-Baisch AL, Branganhol E, da
Silva Pinto L, Parize AL, de Lima VR. Physico-chemical characterization of asolectin–
genistein liposomal system: An approach to analyze its in vitro antioxidant potential and
effect in glioma cells viability. Chemistry and Physics of Lipids. 2015;193:24-35. DOI:
10.1016/j.chemphyslip.2015.10.001

[36] Jeżowska I, Wolak A, Gruszecki WI, Strzałka K. Effect of β-carotene on structural and
dynamic properties of model phosphatidylcholine membranes. II. A 31P-NMR and 13C-
NMR study. Biochimica et Biophysica Acta. 1994;1194:143-148. DOI: 10.1016/005-2736(94)
90213-5

[37] Gabrielska J, Gagoś M, Gubernator J, Gruszecki WI. Binding of antibiotic amphotericin B
to lipid membranes: A 1H NMR study. FEBS Letters. 2006;580:2677-2685. DOI: 10.1016/j.
febslet.2006.04.021

[38] Timoszyk A, Gdaniec Z, Latanowicz L. The effect of polysialic acid on molecular dynam-
ics of model membranes studied by 31P NMR spectroscopy. Solid State Nuclear Magnetic
Resonance. 2004;25:142-145. DOI: 10.1016/j.ssnmr.2003.03.023

[39] Lindberg G. Resialylation of sialic acid deficit vascular endothelium circulating cells and
macromolecules may counteract the development of atherosclerosis: A hypothesis. Ath-
erosclerosis. 2007;192(2):243-245. DOI: 10.1016/j.atherosclerosis.2007.03.011

[40] Peuvot J, Schanck A, Deleers M, Brasseur R. Piracetam-induced changes to membrane
physical properties. Biochemical Pharmacology. 1995;50(8):1129-1134

Spectroscopic Analyses - Developments and Applications52

[41] Osajca A, Timoszyk A. Application of 1H and 31P NMR of topological description of a
model of biological membrane fusion. Acta Biochimica Polonica. 2012;59(2):219-224

[42] Verkleij AJ, van Echteld CJA, Gerritsen WJ, Cullis PR, de Kruijff B. The lipidic particle as
an intermediate structure in membrane fusion process and bilayer to hexagonal (HII)
transitions. Biochimica et Biophysica Acta. 1980;600(3):620-624. DOI: 10.1016/0005-2736
(80)90465-4

[43] Siegel DP. Inverted micellar intermediates and the transition between lamellar, cubic, and
inverted hexagonal lipid phases. I. Mechanism of Lα !HII phase transitions. Biophysical
Journal. 1986;49(6):1155-1170. DOI: 10.1016/S0006-3495(86)83744-4

[44] Hermandez JM, Stein A, Behrmann E, Riedel D, Cypionka A, Farsi Z, Walla PJ, Raunser
S, Jahn R. Membrane fusion intermediates via directional and full assembly of the
SNARE complex. Science. 2012;336(6088):1581-1584. DOI: 10.1126/science.1221976

[45] Schultze KD, Sprinz H. Electrochemical and NMR spectroscopic investigations of the
influence of the probe molecule Eu(fod)3 on permeability of lipid membranes to ions.
Biochimica et Biophysica Acta. 2000;1467(1):27-38. DOI: 10.1016/S0005-2736(00)00193-0

[46] Hunt GRA, Tipping LRH. A 1H NMR study of the effects of metal ions, cholesterol and n-
alkanes on phase transitions in the inner and outer monolayers of phospholipid vesicular
membranes. Biochimica et Biophysica Acta. 1978;507(2):242-261. DOI: 10.1016/0005-2736
(78)90420-0

[47] Amari L, Layden B, Rong Q, Geraldes FGC, de Freitas DM. Comparison of fluorescence,
31P and 7Li NMR spectroscopic methods for investigating Li+/Mg2+ competition for mol-
ecules. Analytical Biochemistry. 1999;272:1-7. URL: http://hdl.handle.net/10316/3898

[48] Levin J, Bertach U, Kretzschmar H, Gise A. Single practical analysis of manganese-
induced prion protein aggregates. Biochemical and Biophysical Research Communica-
tions. 2005;329:1200-1207

[49] Verkleij AJ, Bombers C, GerritsenWJ, Leunissen-Bijvelt L, Cullis PR. Fusion of phospholipids
vesicles in association with the appearance of lipidic particles as visualized by freeze fractur-
ing. Biochimica et Biophysica Acta. 1979;555:358-361. DOI: 10.1016/0005-2736(79)90175-5

[50] Siegel DP. Energetics of intermediates in membrane fusion: Comparison of stalk and
inverted micellar intermediate mechanisms. Biophysical Journal. 1993;65(5):2124-2140.
DOI: 10.1016/S0006-3495(93)81256-6

[51] Timoszyk A, Latanowicz L. Physical stability of temperature-sensitive liposomes. In:
Bryjak M, Majewska-Nowak K, Kobsch-Korbutowicz M, editors. The Impact of Mem-
brane Technology to Human Life. 1st ed. Wrocław: Technical University of Wrocław
Publishing; 2006. pp. 27-34. ISBN: 83-7085-922-4

[52] Li J, Wang X, Zhang T, Wang Ch, Huang Z, Luo X, Deng Y. A review on phospholipids
and their main applications in drug delivery. Asian Journal of Pharmaceutical Sciences.
2014;10(2):81-98. DOI: 10.1016/j.ajps.2014.09.004

Dynamics of Model Membranes by NMR
http://dx.doi.org/10.5772/intechopen.69866

53



[53] Ghanbarzadeh S, Arami S, Pourmoazzen Z, Ghasemian-Yadegari J, Khorrami A. Plasma
stable, pH-sensitive fusogenic polymer-modified liposomes: A promising carrier for
mitoxantrone. Journal of Biomaterials Application. 2014;29(1):81-92. DOI: 10.1177/
0885328213515288

[54] Weinstein JN, Margin RL, Yatvin MB, Zaharko DS. Liposomes and local hyperthermia:
Selective delivery of methotrexate to heated tumors. Science. 1979;204(4389):188-191.
DOI: 10.1126/science.432641

[55] Gaber MH, Hong K, Huang SK, Papahadjopoulos D. Thermosensitive sterically stabi-
lized liposomes: Formulation and in vitro studies on mechanism of doxorubicin release by
bovine serum and human plasma. Pharmaceutical Research. 1995;12(10):1407-1416. DOI:
10.1023/A:1016206631006

[56] Landon ChD, Park J-Y, Needham D, Dewhirst MW. Nanoscale drug delivery and hyper-
thermia: The material design and preclinical and clinical testing of low temperature-
sensitive liposomes used in combination with mild hyperthermia in treatment of local
cancer. Open Nanomedicine Journal. 2013;3:38-64. DOI: 10.2174/1875933501103010038

[57] Pentak D, Sułkowska A, Sułkowski WW. Application of NMR and UV spectroscopy in
the study of interactions between anticancer drugs and their phospholipid carriers. Jour-
nal of Molecular Structure. 2008;887:187-193. DOI: 10.1016/j.molstruc.2008.02.043

[58] Peleg-Shulman T, Gibson D, Cohen R, Abra R, Berenholz Y. Characterization of sterically
stabilized cisplatin liposomes by nuclear magnetic resonance. Biochimica et Biophysica
Acta. 2001;1510(1-2):278-291. DOI: 10.1016/S005-2736(00)00359-X

Spectroscopic Analyses - Developments and Applications54



[53] Ghanbarzadeh S, Arami S, Pourmoazzen Z, Ghasemian-Yadegari J, Khorrami A. Plasma
stable, pH-sensitive fusogenic polymer-modified liposomes: A promising carrier for
mitoxantrone. Journal of Biomaterials Application. 2014;29(1):81-92. DOI: 10.1177/
0885328213515288

[54] Weinstein JN, Margin RL, Yatvin MB, Zaharko DS. Liposomes and local hyperthermia:
Selective delivery of methotrexate to heated tumors. Science. 1979;204(4389):188-191.
DOI: 10.1126/science.432641

[55] Gaber MH, Hong K, Huang SK, Papahadjopoulos D. Thermosensitive sterically stabi-
lized liposomes: Formulation and in vitro studies on mechanism of doxorubicin release by
bovine serum and human plasma. Pharmaceutical Research. 1995;12(10):1407-1416. DOI:
10.1023/A:1016206631006

[56] Landon ChD, Park J-Y, Needham D, Dewhirst MW. Nanoscale drug delivery and hyper-
thermia: The material design and preclinical and clinical testing of low temperature-
sensitive liposomes used in combination with mild hyperthermia in treatment of local
cancer. Open Nanomedicine Journal. 2013;3:38-64. DOI: 10.2174/1875933501103010038

[57] Pentak D, Sułkowska A, Sułkowski WW. Application of NMR and UV spectroscopy in
the study of interactions between anticancer drugs and their phospholipid carriers. Jour-
nal of Molecular Structure. 2008;887:187-193. DOI: 10.1016/j.molstruc.2008.02.043

[58] Peleg-Shulman T, Gibson D, Cohen R, Abra R, Berenholz Y. Characterization of sterically
stabilized cisplatin liposomes by nuclear magnetic resonance. Biochimica et Biophysica
Acta. 2001;1510(1-2):278-291. DOI: 10.1016/S005-2736(00)00359-X

Spectroscopic Analyses - Developments and Applications54

Chapter 4

Homo- and Hetero-Covariance NMR Spectroscopy and

Applications to Process Analytical Technology

Martin Jaeger and Robin Legner

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.68981

Provisional chapter

Homo- and Hetero-Covariance NMR Spectroscopy and
Applications to Process Analytical Technology

Martin Jaeger and Robin Legner

Additional information is available at the end of the chapter

Abstract

Covariance processing of data and spectra has established itself among the computer-
based NMR spectroscopy methodologies to increase sensitivity and resolution and to
facilitate spectral analysis. While homo-correlations yield two-dimensional (2D) diago-
nally symmetric or antisymmetric spectra, hetero-covariance transformations allow to
transfer NMR chemical shift information to other spectroscopic techniques, such as near
infra-red or Raman. This is visualized as a 2D correlation map, provided a common
indirect or perturbation domain, such as time, concentration change, and pressure. Covari-
ance spectra can be generated as synchronous or asynchronous maps. The synchronous
map relates the signals of species, e.g., educts and products. The asynchronous spectrum
allows to derive the sequential order in which such species occur relative to each other.
After a theoretical introduction into covariance NMR, its application in process analytical
technology is discussed for wine fermentation, a radical polymerization reaction, a contin-
uous process ethanol production using immobilized yeast, and a Knoevenagel condensa-
tion in a microreaction system. The covariance approach is extended toward two
perturbation variables and quantitative relationships through PARAFAC kernel analysis
and is illustrated for the preparation of polylactic acid nanocomposites. The advantages
and added values of using synchronous and asynchronous spectra to gain process knowl-
edge and control are demonstrated.

Keywords: homo- and hetero-correlation spectroscopy, covariance NMR, synchronous
and asynchronous spectra, process analytical technology, Raman spectroscopy

1. Introduction

Striving for enhanced sensitivity, specificity, and resolution NMR spectroscopy traditionally
turned to creating stronger magnets, thus higher magnetic field strengths. The implementation
of pulsed-field gradients and the development of cryogenically cooled probes contributed
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further to increasing instrumental sensitivity. In recent years, vivid interest was paid to so-
called fast NMR methods for taking another step in ameliorating the signal-to-noise ratio. Fast
methods followed several approaches. These consisted of pulse-sequence-based methods, such
as time-shared experiments, hardware oriented strategies, such as parallel acquisition and
detection, and the combination of two or more NMR experiments into one pulse sequence.
They all aimed at optimization to take advantage of a given experimental timeframe. Not only
the long-time used spectral acquisition schemes were re-evaluated, the spectral processing
procedure was also equally subjected to re-investigation. As a consequence, the so-far
untouched Fourier Transformation (FT), being at the heart of multi-dimensional NMR spec-
troscopy, was challenged. Statistic data treatment turned out to transform experimentally
acquired data into spectra evenly well. Covariance transformations were applied to raw data
sets as well as pre-processed data. Covariance NMR and covariance processing methods have
been recently reviewed in great detail [1–7]. Due to the purely mathematical nature, the
computer power and the algorithms applied determine the speed with which covariance
spectra can be obtained. The experimentally acquired data determine the sensitivity observed
in the covariance spectrum [8].

Beyond NMR, covariance transformations have been known to be of a very general nature
according to Eq. (1) [9, 10]. The potential of generalized covariance processing was soon
recognized, thus allowing traditional one-dimensional (1D) spectroscopic techniques such as
infra-red (IR) and Raman spectroscopy to yield two-dimensional (2D) spectra [11, 12]. To fully
exploit Eq. (1), data matrices of two distinct spectroscopic techniques, such as NMR and IR,
were transformed to yield a two-dimensional IR-NMR spectrum, and the technique was
baptized hetero-spectroscopy [13, 14]. As a prerequisite for its application, the spectra need to
possess a common dimension prior to transformation, e.g., reaction time or change in sample
pressure, called the perturbation dimension. The technique proved not only suitable for the
transformation of heterogeneous data arrays or spectra but also helpful to visualize valuable
information via correlation signals and their phases [12, 15]. Correlation signals indicated
spectral constituents that share a common fate. The phases reflect simultaneous or asynchro-
nous increase or decrease of the spectral constituents.

In this report, covariance NMR spectroscopy, in particular correlation and hetero-covariance
NMR, shall be described in theory and practice for the investigation of chemical reactions and
batch characterization. Illustrative examples shall be given how NMR spectroscopy can help
attribute and distinguish signals from different spectroscopic techniques that provide lower
spectral resolution or ambiguity for the assignment. In this respect, contributions of correlation
spectroscopy, homo- and hetero-covariance NMR spectroscopy to the field of Process Analyt-
ical Technologies (PAT), shall be reported.

2. The concept of homo- and hetero-covariance spectroscopy

Covariance stems from statistical mathematics. Variances represent the deviation from the
mean of a series of data. The covariance C in matrix form according to Eq. (1) is understood
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as the difference between the correlated and the uncorrelated products of a series of
data [9, 10, 16].

Cðx, yÞ ¼ 〈ðx� 〈x〉Þðy� 〈y〉Þ〉 ¼ 〈xy〉� 〈x〉〈y〉 ð1Þ

where 〈x〉 and 〈y〉 are the mean values, and 〈 〉 represents any type of correlation function.

Let x and y in Eq. (1) be spectroscopic data series and be arranged such that S represents a
spectrum of N1 data points, and the elements Cij of the covariance matrix or covariance map C
are calculated in Eq. (2) as follows:

Cij ¼ 1
N1 � 1

XN1

k¼1

�
Sðk, iÞ � 〈SðiÞ〉

��
Sðk, jÞ � 〈SðjÞ〉

�
ð2Þ

〈SðiÞ〉 ¼ 1
N1

XN1

k¼1
Sðk, iÞ ð3Þ

where the average spectrum is defined as 〈S(i)〉 in Eq. (3). Substitution of i by j defines 〈S(j)〉
analogously. In mathematical contexts, Eqs. (1) and (2) are common. For spectroscopy, the
symbols for time and frequency, t and ν or ω, are more often used. Applying Parseval´s
theorem (4) to Eqs. (1) and (2), the covariance matrix can be expressed by Eq. (5).

ð∞
�∞

f ðtÞg�ðtÞdt ¼ 1
2π

ð∞
�∞

FðωÞG�ðωÞdω ð4Þ

The two data sets denoted either s, S, Φ, or Ψ in Eq. (5) consist of mixed time-frequency data
before and frequency-frequency data after transformation. They also share a common indirect
dimension. The latter can be interpreted in terms of a perturbation, and the dimension is hence
called perturbation dimension [9].

Cðω2,A,ω2,BÞ ¼ 〈sðtinc,ω2,AÞ � sðtinc,ω2,BÞ〉
¼ 1

2πðTmax � TminÞ
ð∞
�∞

Sðωinc,ω2,AÞ � S�ðωinc,ω2,BÞdωinc

¼ Φðω2,A,ω2,BÞ þ iΨðω2,A,ω2,BÞ

ð5Þ

The index inc refers to the second or indirect spectral dimension. In a typical experiment, this
dimension is recorded as discrete time intervals between a maximum limit Tmax and a minimum
limit Tmin. The direct dimension may stem from two different data sets, A 6¼ B, or from the same
data set, A = B. In the latter case, the data sets are transposed with respect to each other.

The spectra or maps Φ and Ψ are defined according to Eqs. (6) and (7).

Фðω2,A,ω2,BÞ ¼ 1
Tmax � Tmin

ðTmin

Tmax

sðtinc,ω2,AÞ � sðtinc,ω2,BÞdtinc ð6Þ

Ψðω2,A,ω2,BÞ ¼ 1
Tmax � Tmin

ðTmin

Tmax

sðtinc,ω2,AÞ � h � sðtinc,ω2,BÞdtinc ð7Þ
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where h is the Noda-Hilbert transform [15]. The reader is also referred to Eqs. (17) and (18) for
definition and matrix notation. Integration of Eqs. (6) and (7) results in Eqs. (8) and (9).

Фðω2,A,ω2,BÞ ¼ pðcosϕÞA,BAbsðω2,AÞAbsðω2,BÞ ð8Þ

Ψðω2,A,ω2,BÞ ¼ qðsinϕÞA,BAbsðω2,AÞAbsðω2,BÞ ð9Þ

Equations (8) and (9) are lengthy expressions when fully written for p and q. Yet, the phase ϕ is
readily recognized. It may be considered as an internal reference according to Eqs. (10) and
(11), which present the important parts of the complete definition for p and q.

pðcosϕÞA,B � cos ðω2,αtinc þ ϕÞ, α ¼ A, B ð10Þ

qðsinϕÞA,B � sin ðω2,αtinc þ ϕÞ, α ¼ A, B ð11Þ

The comparison of Eqs. (11) and (12), the latter being an analogous expression but obtained
after Fourier Transformation, readily reveals that an internal reference ϕ is absent in Eq. (12),
i.e., manual phase correction after FT is required in contrast to the covariance transformed
version of the spectral representation.

Sðωinc,ω2Þ ¼
ð
sðωinc,ω2Þ exp ð�iω2tincÞdtinc

¼
ð
sðtinc,ω2Þcosðωinc, tincÞdtinc

þ i
ð
sðtinc,ω2Þsinðωinc, tincÞdtinc

ð12Þ

A spectrum after FT often consists of the real part data, with the imaginary part discarded. Yet,
the phase still needs to be adjusted. The interested reader is referred to NMR textbooks and to
the recent works in the context of covariance NMR [17, 18].

Equation (13) is the general form of Eq. (3). Here, f and ω denote spectral variables, such as
frequencies, that may be recorded using any type of spectroscopy. A common perturbation
such as a time domain t relates them to each other. Nevertheless, the perturbation could also be
a series of samples, pressure, crystallization, etc.

Cðf ,ωÞ ¼ 〈s1ðf , tÞ � s2ðω, tÞ〉 ð13Þ

Spectra generated using Eq. (13) represent hetero-spectral correlation maps [14]. For pure NMR
spectroscopy, unsymmetrical indirect covariance NMR was the first type of hetero-correlation
spectroscopy, relating, e.g., 15N and 13C signals via the proton dimension, to each other [19–21].
Taken a step further, NMR and IR or NMR andmass spectrometry data were correlated to each
other [22].

The covariance matrix contains as its elements the covariance Cij, i.e., the amplitudes of
positions i and j of the 1D spectra. Rewriting Eq. (2) in matrix form yields the relationship
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between C and the spectroscopic data set S. The matrix multiplication of Swith its transpose ST

is equal to C2, cf. Eq. (14).

C2 ¼ ST � S ð14Þ

The complete mathematical derivation and proofs have been accomplished by Brüschweiler
et al. and Noda et al. [16, 23, 24].

Defining S as the mixed time-frequency matrix, S(t1,ω2), the product STS is the symmetric
matrix C(ω1,ω2). A common two-dimensional NMR spectroscopic data set S often has N1 = 2 k
and N2 = 256 k data points. Hence, the resulting covariance map will be of dimensions N1 x N2

= 2 k x 2 k. This has been assumed as a projection of the direct or acquisition dimension onto
the indirect or incremented dimension. It is readily recognized that the indirect dimension is
thus substantially enlarged. Two data matrices FT and F that have been the results of two-
dimensional Fourier transformation may also be multiplied to form the covariance spectrum
according to Eq. (15).

C2 ¼ ST � S ¼ FT � F ð15Þ

The equality of transformations of the mixed time-frequency data and the completely Fourier
transformed data is a consequence of Parseval´s theorem (4) and ensures that the transforma-
tions of the mixed time-frequency data and the Fourier transformed data are equal [16, 24].
From another perspective, the spectral reconstruction can be considered as relating two direct
dimensions through an indirect dimension or perturbation, which is discarded. The physical
meaning of the indirect dimension is therefore of little importance. Thus, it relates Noda´s
model two IR wavenumber dimensions via a common perturbation, which may be time,
pressure, temperature, sample space, or many more [13]. The matrix representation form
reveals that Noda´s synchronous matrix Φ, in Eqs. (6) and (16), corresponds to the covariance
map according to Eq. (15), if mean centered spectra are the elements of the data matrices giving
Φ. The asynchronous map Ψ of Eqs. (7) and (17) corresponds to the indirect covariance
correlation spectrum. Equations (15) and (13) further extend covariance spectroscopy to
hetero-correlation spectroscopy.

Eqs. (16) and (17) finally represent the matrix notation of equations as the synchronous map or
spectrum and as the asynchronous map.

Ф ¼ X
T � X ð16Þ

Ψ ¼ X
T �N � X ð17Þ

where X is the matrix of mean-centered spectra and N the Noda-Hilbert orthogonalization
matrix with Nik = 0 if i = k and 1/(π(k � i)) otherwise.

Synchronous and asynchronous maps or spectra have some particular features [11]. Since
synchronous homo-correlation spectra are computed from a data matrix and its transposed
matrix, they are symmetric. They exhibit diagonal peaks, also called autopeaks, that are the
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autocorrelation functions of spectral intensity variations. They hence reflect the amount of
change the corresponding signal experiences along the perturbation dimension. Off-diagonal
signals correlate two signals changing simultaneously or coincidently under the influence of
the perturbation. When both signals increase or decrease, the sign of the crosspeak is equal to
that of the diagonal peaks. If they behave adversely, the sign is opposite. It is readily recog-
nized that the resolution of spectra can be enhanced by the spread into two dimensions.
Furthermore, the occurrence of two or more components, such as educt and product, can be
readily seen and facilitate signal assignments. An example for a synchronous spectrum is
given in Figure 1(a). As will be shown below, synchronous spectra are useful in homo- and
hetero-covariance NMR spectroscopy.

The asynchronous spectrum in general is less easily interpreted. As a consequence of the
Noda-Hilbert orthogonalization, cf. Eq. (17), no diagonal peaks are observed. The spectrum
visualizes successive or sequential changes of signal intensities, which forbids the occurrence
of autopeaks. The asynchronous map is antisymmetric with respect to the diagonal. Noda has
shown that Ψðωi, ωjÞ ¼ �Ψðωj,ωiÞ. [11]. The sign of a crosspeak is positive—positive is
defined as in phase with the diagonal peak in the corresponding synchronous spectrum—if
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crosspeak is obtained when the order is reversed. An illustration is given in Figure 1(b). Specie
B of the example hence occurs before A, and C before D. Thorough derivations and discussions
have been accomplished previously [11].

Despite its ability to correlate non-simultaneous occurrence of signals, the asynchronous map
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remedy to this problem, Noda devised two-dimensional codistribution spectroscopy [25].
Here, a moment analysis of spectral intensity distribution over the perturbation dimension
was included, which accounted for the sequential attribution of species within a model chem-
ical reaction A!B!C.

Out of the manifold of variations to combine raw and Fourier transformed data, a variety of
covariance-transformed spectral representations have been introduced and their applications
have been demonstrated: Among those used in NMR spectroscopy, the most often used or
described were direct covariance, indirect covariance, doubly indirect covariance, unsymmet-
rical indirect covariance, generalized indirect covariance, which replaced the previous one,
multidimensional covariance in form of Triple-Rank Covariance and 4D Covariance [2, 26–
29]. Furthermore, the family of Statistical Correlation Spectroscopy (STOCSY) has been intro-
duced, and its usefulness is demonstrated in many applications [22, 30–32].

For other spectroscopic techniques or combinations thereof, covariance spectroscopy is often
referred to as 2D correlation spectroscopy, and hetero-covariance spectroscopy is called hetero-
spectral, hetero-perturbation, and hetero-sample correlation spectroscopy [33]. Noda has fur-
ther coined the term multiple perturbation 2D correlation, where the use of the parallel factor
(PARAFAC) kernel analysis may play a key role in future spectral analysis [34–36]. As another
variant, orthogonal sample design (OSD) was introduced and applied [37–39].

Multiple perturbation 2D correlation spectroscopy has been introduced recently by Shinzawa
et al. [40, 41]. It is based on the extension of Eq. (3) yielding Eqs. (18) and (19) as follows:

〈Spðω, qÞ〉 ¼ 1
P

XP

p¼1
Sðω, p, qÞ ð18Þ

~Sðω, p, qÞ ¼ Sðω, p, qÞ � 〈Spðω, qÞ〉 ð19Þ

where S is a set of spectra depending on frequency ω exposed to multiple perturbations p =
1,2,…P and q = 1,2,…Q, such as time, temperature, concentration, etc. 〈 〉 denote the average
spectrum. Partial synchronous and asynchronous correlation spectra are computed according
to Eqs. (20) and (21) in analogy to Eqs. (6) and (7).

Фpðω1,ω2, qÞ ¼ 1
P� 1

Xp

p¼1
~Spðω1, p, qÞ � ~Spðω2, p, qÞ ð20Þ

Ψpðω1,ω2, qÞ ¼ 1
P� 1

XP

p¼1
~Spðω1, p, qÞ � ~S 6¼

p ðω2, p, qÞ ð21Þ

where ~S
6¼
p denotes the Hilbert-Noda transformation in this case given by Eq. (22).

~S
6¼
p ðω2, p, qÞ ¼

XP

r¼1
Npr~Spðω2, r, qÞ ð22Þ

with Npr = 0 for p = r and Npr = 1/((r � p)π) otherwise.

The PARAFAC kernel decomposes the data into scores and loading vectors. The original three-
way data array is rearranged into a two-way data array by means of the so-called Kathri-Rao
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(|⊗|) product, which implies the use of the Kronecker product⊗. The matrix decomposition is
usually achieved through solving an alternating least-squares problem iteratively. Disregard-
ing the matrix of the residuals for the minimization problem, Eq. (23) is the fundamental
matrix representation of the multiple perturbation correlation analysis.

X ¼ AðCj⊗ jBÞT ð23Þ

where X contains spectral data, A and C refer to perturbations 1 and 2, and B contains the
spectral variable. The p-synchronous and p-asynchronous kernel matrices are similar to their
analogs in Eqs. (16) and (17) but formed mean-centered and normalized score-vector matrix A.
The ij-element of the p-synchronous kernel matrix as well as of the asynchronous one assumes
values between �1 and +1, giving a similarity measure in the synchronous case and a dissim-
ilarity measure in the asynchronous case between the score vectors of the ith and jth compo-
nents. Evenly comparable, the sequential order of signal changes can be derived from the signs
of the kernel matrix elements. The signal of the ith species changes before that of the jth when
the signs of the ij-elements of the synchronous and asynchronous kernel matrix are the same.
The order is reverted if the elements possess opposite signs. Spectral analysis can be carried
out as well by performing the computation with the score matrix C instead of A. Complete
mathematical descriptions have been published by Shinzawa et al. [34, 41].

Software suitable for covariance processing has recently been reviewed as well [3, 42]. With
respect to some of the work performed in this report, we would like to direct the reader’s
attention to 2DShige. While this program is not especially dedicated to NMR spectroscopy, it is
capable of performing hetero-spectroscopic covariance transformations. The program was
devised by Morita and may be accessed for download via https://sites.google.com/site/
shigemorita/home/2dshige. Covariance transformations applied therein follow the work by
Noda. Synchronous and asynchronous maps are computed from data in CSV format.

The following section will focus on Process Analytical Technology (PAT) such that the stage
will be set for the applications of covariance processing and NMR spectroscopy to process
monitoring or process understanding.

3. A brief outline of process analytical technologies and microreaction
processes

Process analytical technologies (PAT) have grown into an integral part of industrial manufactur-
ing processes. The development of a process on a laboratory scale, the collection of data as well
as monitoring of the production process in place are directed toward a well-understood process
to ensure final product quality [43, 44].

This knowledge first enables process control and then process improvement. The envisaged
process optimization is aimed at cost reduction, sustainability, and safety. Generally, produc-
tion processes proceed on a large scale. The analytical instruments used close to the process are
robust, relatively easy to operate instruments. Only for the development or validation of the
analytical method are the dimensions of such large-scale processes reduced to laboratory
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scales. The analytical instruments yet may be of the same size but more complex and of higher
sensitivity and resolution.

Process analytical technologies often make use of spectroscopic and chromatographic as well
as of integral methods. Today, Raman spectroscopy and near IR (NIR) spectroscopy play major
roles, whereas pH, pressure, and refractivity techniques are typical non-specific methods,
inexpensive still ubiquitous, and powerful within well-controlled processes [45]. The condi-
tions of the production process often demand for greater robustness, stability, and perfor-
mance of the analytical instruments, because of the close proximity to the manufacturing line.
Process monitoring and control require prompt or real-time data recording, processing, and
feeding the data back to the process control unit. These constraints necessitate in-line, on-line,
or at least at-line analytical methods [46].

Microprocesses or microreactions are conducted in very small-scale reactors and mixing
devices equipped with tubing, pumps, and valves. The reaction set-up is composed in a Lego-
like manner, cf. Figure 2. Microdevices allow for a highly efficient heat transfer as compared to

Figure 2. Microreaction assembly with on-line low-field 1H-NMR spectrometer (bottom); process flow chart of the set-up
of the microprocess analytics (top left): (1) storage vessel, (2) transflectance NIR immersion probe, (3) pump; zoom of the
microreactor assembly (top right).
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large-scale vessels. While they sometimes enable a superior mass transfer, they sometimes
cause an inferior mixing of the reactants due to microfluidic effects. Typical yields may range
from milligrams to a few grams per day depending on the reaction conducted in batch or flow
mode [47–49].

Microprocesses with respect to scale, volumetric flow, and yield demand for microanalytics if
implemented in-line or on-line. At-line installations merely require a sample cell of suitable
size and sensitivity. Two different ways have been described to monitor microprocesses in-line
or on-line with spectroscopic methods. The probes or sample cells were located either in the
reaction vessel or a by-pass similar to large-scale facilities. Alternatively, the reaction was
conducted within the sample cell of a spectrometer, e.g., UV/Vis or Nuclear Magnetic Reso-
nance. Miniaturized analytical devices are preferable in case of microreaction vessels, whereas
standard laboratory instruments may be used for the second case. So-called bench-top instru-
ments are particularly interesting for microprocess analytical technology. Bench-top instru-
ments may be found as the size of a microwave oven [50–53].

In the following sections, illustrative examples for the application of NMR spectroscopy,
covariance, homo- and hetero-correlation spectroscopy to process monitoring, and process
understanding will be given.

4. Applications of homo- and hetero-covariance spectroscopy

Covariance transformations of NMR data with or without prior Fourier transformation today
are widely applied. Prominent examples comprise generalized indirect covariance and
multidimensional covariance NMR as well as the combination of covariance and non-uniform
sampling of data [54–57]. While the concept of homo- and hetero-covariance spectroscopy was
developed nearly three decades ago, there are relatively few reports on the use of synchronous
and asynchronous spectra involving NMR spectroscopy [3, 14, 55, 58, 59]. In contrast, an
abundant number of investigations have applied so-called statistical hetero-spectroscopy
(STOCSY) that has delivered important contributions to the field of metabolomics and whose
variants have recently been depicted like a phylogenetic tree [22, 32, 60]. In the current report,
the focus is however laid on examples from chemical processes rather than metabolomics.

4.1. Reaction monitoring of a wine fermentation

Kirwan et al. monitored a wine fermentation by 1H NMR spectroscopy, drawing samples
daily [61]. After careful preprocessing by segmentation, alignment, normalization, and
smoothing, the data were covariance transformed, yielding homo-spectral synchronous and
asynchronous matrices. While the synchronous map was found less prone to small chemical
shift and linewidth variations, the asynchronous matrix was very sensitive. Sasic had also
reported on the effects of linewidth [62]. In his metabonomics study on vasculitis analyzing
rat urine samples, butterfly-like signal shapes were observed as a result of shifting peak
positions. The lack of uniform pre-processing led to numerous artifacts and problems that
severely hampered spectral interpretation in contrast to the wine study. The spectra recorded
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in the wine fermentation study were hence ameliorated in a successive approach by imposing
a fixed linewidth prior to covariance transformation such that the effects of linewidths chang-
ing during the fermentation were compensated for [63]. Extracted regions of both spectra are
shown in Figure 3.

The spectra contained strong signals from sugars, fructose, and glucose, in the early period. In
the later phase, ethanol signals became predominant. Other molecular species were emerging
and vanishing as well. Their temporal relationship was said difficult to assess, which can be
seen from inspection of Figure 3. A manifold of correlations are present in the covariance
maps. Most clearly, the interdependence of the sugar and ethanol signals is recognized. Kirwan
et al. already pointed out the difficulty of interpreting the spectra due to the high resolution of
the initial 1H NMR spectra leading to the large number of signals and correlations [61]. The
authors suggested the use of slices through the synchronous map allowing the signal attribu-
tion and further extraction of the sequential information out of the corresponding slices of the
asynchronous map. Careful analysis revealed that glucose was consumed and transformed at
a higher rate than fructose, which was interpreted in terms of the different diffusion rates of
the two sugars across the fermenting yeast cell membrane. The authors thus demonstrated the
usefulness of correlation NMR spectroscopy for monitoring concentrations and sequential
relationships in a biochemical process.

4.2. IR-NMR hetero-covariance spectroscopy applied to radical polymerization

Ryu et al. used 2D IR-NMR hetero-spectroscopy to characterize a chain transfer reaction
during the radical polymerization of N-vinylpyrrolidone (NVP) [64]. Polyvinylpyrrolidone
(PVP) was polymerized to form nanoparticles through a chain transfer reaction initiated by
silver nitrate. Upon reduction via electron transfer, PVP polymer silver nanoparticles were

Figure 3. The synchronous (a) and asynchronous (b) maps of a section of the mean-centered 1D 1H NMR spectra at 500
MHz of a series of wine fermentation samples. Reprinted from Kirwan et al. [63]. Copyright 2008, with permission from
Elsevier.
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formed. The resulting nanoparticles possessed a carbon-carbon double bond at the end of the
PVP chain after chain transfer termination. Radical formation was initiated through azobisiso-
butyronitrile. The reaction was monitored using IR and 1D 1H NMR spectroscopy. That is, a
series of IR and NMR spectra depending on reaction time as perturbation domain were
obtained. In the IR synchronous homo-correlation spectrum, bands at 1660 and 1676 cm-1 were
revealed that could be attributed to the stretching vibration of the carbon-carbon double bond
and of the carbonyl group, respectively. The asynchronous map was interpreted in terms of
an intensity decrease of the band at 1660 cm-1 preceding the increase of the carbonyl band at
1676 cm-1, cf. Figure 4.

Following Noda’s rules on analyzing the synchronous and asynchronous spectral matrices,
one might also come to a reversed conclusion concerning the sequential order [11, 12]. Both
educt and product after chain transfer termination do exhibit carbon-carbon double bonds,
where the NMR signals of the monomeric educts should lead to more intense signals due to
less relaxation broadening. Yet, IR-NMR hetero-spectral correlation maps were used to
unequivocally attribute the less-resolved IR bands in the product to the carbon-carbon double

Figure 4. Synchronous (a) and asynchronous (b) 2D FTIR correlation spectra of PVP during polymerization with 400 ppm
silver nitrate. The autopower spectrum extracted along the diagonal line in the synchronous 2D correlation spectrum is
given on the top of (a). The solid and dashed lines in the spectra represent the positive and negative crosspeaks,
respectively. Reprinted from Ryu et al. [64]. Copyright 2012, with permission from Elsevier.
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bond and to the carbonyl group. Thus, both homo- and hetero-spectral correlations are of
considerable value to increase spectral resolution and cross-fertilize the spectral analysis or
assignment of one spectroscopic technique by taking advantage of another technique. This is
especially helpful in process analytical technologies when signal crowding or strong overlap
due to conditions unfavorable for a certain spectroscopic method occurs frequently.

4.3. Study of polylactic acid nanocomposites at varied temperatures and compositions using
PARAFAC kernel analysis

Shinzawa et al. investigated polylactic acid nanocomposites using solid-state cross-polarization
magic angle spinning (CP-MAS) 13C NMR experiments [34]. They prepared four samples with
varying clay content through a melt-blend process to obtain pellets. The properties of the sample
exposed to temperature variation were studied by thermomechanical analysis. The elongation of
the sample measured under imposture of a load occurred most notably at the glass transition
temperature of the samples around 60�C. After a certain increase, a plateau was reached. The
finding was interpreted that the plastic deformation observed was related to the glass-to-rubber
transition of the amorphous polylactic acid component. When the elongation did no longer
increase, a network structure due to physical crosslinkage induced by the crystalline domain
was assumed. The dependence on the clay content suggested that with increasing clay inclusion,
the tendency to elongate with temperature decreases. Thus, inclusion of clay led to enhanced
stiffness. By applying NMR spectroscopy, Shinzawa et al. strove to probe the macroscopic
properties on a molecular scale. To this purpose, they inspected the 13C NMR resonance around
170 ppm, which originates from two peaks at 169 ppm and 170 ppm attributed to the crystalline
and amorphous phases, respectively. Since NMR spectra depended on two separate perturba-
tions, i.e., clay content and temperature, the PARAFAC kernel analysis according to Eq. (23) was
employed for a detailed analysis. As described above, two sets of synchronous and asynchro-
nous correlation spectra were obtained after the covariance transformations and matrix decom-
positions: the temperature-dependent and the clay-dependent homo-correlations. The partial
correlations from composition-dependent NMR spectra at fixed temperature are exemplarily
presented in Figure 5. Whereas the partial temperature-dependent correlation spectra revealed

Figure 5. Partial synchronous correlation (a) and partial asynchronous correlation (b) spectra calculated from clay
weight-dependent 1D CP-MAS 13C NMR spectra recorded at 100.56 MHz. Reproduced from Shinzawa et al. [34] with
permission of The Royal Society of Chemistry (RSC).
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that the amorphous preceded the crystalline component upon temperature increase, the spectra
in Figure 5 showed that the amorphous content occurred predominantly before the crystalline
content on increasing clay content. This was assumed due to the clay acting as a nucleating
agent. It would foster additional crystallization of the polylactic acid. Upon decrease of the
amorphous phase, the phase transitioning from glass to rubber should be reduced. These results
were supported by the thermomechanical analysis.

The added value of the PARAFAC kernel analysis is that it furnishes quantitative data. The
score, A and C, and loading, B, matrices reflect the change in signal intensity separated into
composition and temperature dependence. They also provide abstract information on the
dynamic behaviors of the crystalline and amorphous phases. The synchronous and asynchro-
nous pair of the kernel matrix is exemplarily presented in Figure 6 for the spectral intensity
change of the nanocomposite samples due to clay content variation. The so-called q-synchronous
correlation intensity, cf. above, Hq amorphous, crystalline = �0.98 and q-asynchronous correlation
intensity Kq amorphous, crystalline = 0.06 were interpreted in terms of similarity of changes in the
amorphous and crystalline components due to the presence of clay. Yet, the negative sign
indicated opposite direction, i.e., increase in clay content augmented the crystalline and
decreased the amorphous phase, which agreed well with the homo-spectral correlation results.
In practice, the application of PARAFAC kernel analysis was envisioned to provide opportuni-
ties to gain detailed information on sequences of species occurring under multiple perturbations.

4.4. Monitoring of ethanol production from immobilized yeast using homo- and
hetero-covariance spectroscopy

As an example for process monitoring of biochemical processes, the conversion of glucose into
alcohol by Saccharomyces cerevisiae, baker’s or brewer’s yeast, was monitored using low-field
1D 1H NMR and Raman spectroscopy [65]. Monitoring of fermentation processes was described

Figure 6. Representations of the q-synchronous kernel (a) and q-asynchronous kernel (b) matrices computed from the
score matrix C of the clay weight-dependent 1D CP-MAS 13C NMR spectra recorded at 100.56 MHz as used in the
PARAFAC kernel analysis [34].
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earlier, and NIR became the standard methodology [66, 67]. Later, attempts were made to use
Raman spectroscopy [68]. Recently, hetero-spectral correlation NIR-IR spectroscopy was
applied [69]. The fermentation described in the current report was conducted as a continuous
process feeding glucose solution at a constant flow into a 2 L fermenter. Yeast immobilized
within an alginate hydrocolloid converted the sugar to ethanol. The aqueous ethanolic solution
was diverted at a constant flow. The flow rate was optimized such that during the residence time
of a given volume, the glucose was fully converted into ethanol. On-line monitoring, i.e., through
analysis of the ethanol signals and potential remainders of the glucose signals, was applied to
control the efficiency of the process from the initial induction phase to the final stable production.
After optimization, a sugar concentration of about 17% could be successfully transformed into
ethanol.

Since no deuterated solvents were used, the series of 1D 1H NMR spectra exhibited a dominant
water signal and the typical ethanol resonances, cf. projections in Figure 7.

Homo- and hetero-covariance transformations were computed after spectral alignment and
normalization to the water resonance at 4.8 ppm. The synchronous NMR spectrum displayed
the expected positive intra-ethanol correlation at (3.8 ppm, 1.2 ppm). It exhibited further
positive correlations between the signal at 4.8 ppm and the ethanol resonances at 1.2 and
3.8 ppm, suggesting that both signals increased or decreased in phase. As the spectra were
normalized to the water resonance, the tentative change was traced back to changes in the
linewidth of the water signal and should therefore not further be considered. Inspection of the
asynchronous spectrum, cf. Figure 7, showed no intramolecular correlations at 3.8 and
1.2 ppm as would be expected, since the ethanol signals would change in phase. Yet, correla-
tions between the signal at 4.8 ppm and the ethanol resonances were observed. The sign of the
correlation suggested that water or an underlying component would grow before ethanol

Figure 7. Synchronous (left) and asynchronous (right) 2D NMR homo-correlation spectra of ethanol production by
immobilized yeast using on-line 1D 1H NMR spectroscopy (82 MHz, T = 36�C).
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increased. Since change on the water resonance was traced back to linewidth variations, no
conclusion with respect to the sequence of change should be drawn. Taking into account the
earlier observation by Kirwan et al. and Sasic with respect to changes in linewidth and spectral
alignment, the described preprocessing procedures were found difficult to apply to low-field
spectra with relatively poor resolution and signals with strongly differing linewidths.

In contrast, the hetero-covariance NMR-Raman spectrum proved very useful for the quick
analysis and assignment of the signals in the Raman spectrum, cf. Figure 8.

Only the band at 1360 cm-1 showed a negative correlation with the NMR resonances of
ethanol, thus identifying this band as educt related. All other Raman bands were found in
phase with the ethanol NMR signals and could thus serve for product monitoring. The hetero-
correlation spectrum was hence able to readily visualize that nearly all Raman bands at least
predominantly originated from ethanol, but in contrast to low-field NMR signals provided an
educt signal, which appeared only as a shoulder in the corresponding 1D Raman spectrum.

4.5. Reaction monitoring of a Knoevenagel condensation in a microreaction system

A Knoevenagel condensation reaction was conducted in a microreaction system, cf. Figure 2
[70]. Neat malonic acid diethylester and 2-propanal were flowed through the microreactor at a

Figure 8. 2D NMR-Raman hetero-correlation spectra of ethanol production by immobilized yeast using on-line 1D 1H
NMR spectroscopy (82 MHz, T = 36�C) and in-line Raman spectroscopy (laser wavelength 785 nm).
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temperature of 82�C. Butylidene malonic acid diethylester and water were obtained as prod-
ucts. The solution was re-circulated for 1200 min and monitored using on-line low-field bench-
top 1D 1H NMR (82 MHz), in-line NIR, and in-line Raman spectroscopy (laser excitation
wavelength 785 nm). Despite the relatively poor resolution of the low-field instrument, the
series of 1D 1H NMR spectra showed well-resolved signals for each educt and product, cf.
Figure 9. Therefore, signals could be integrated and concentration-time plots were established.

The covariance transformation to synchronous and asynchronous homo-spectral correlation
maps helped quickly visualize the interdependence of the signals, cf. Figure 10. The assign-
ment of educt and product signals was in agreement with correlation crosspeaks and their
signs. The signals were attributed as 3.2 ppm for malonic acid diethylester, 6.8 ppm for the
product butylidene malonic diethylester, and 9.5 ppm for 2-propanal. Since the intensity of the
autopeaks in the homo-covariance map reflects the amount of change, peaks appeared at
strongly different intensity levels such that representations of the spectra should be prepared
using different thresholds with emphasis on either strong or weak signals. Nevertheless, the
sign of the crosspeaks was found in accordance with the expectancy values. With respect to the

Figure 9. 1D 1H NMR spectra (82 MHz, T = 36�C) recorded for 1200 min during on-line monitoring of a Knoevenagel
condensation of neat malonic acid diethylester and 2-propanal yielding butylidene malonic acid diethylester conducted in
a microreaction system presented in Figure 2.
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asynchronous map, the positive crosspeak at 9.5 and 6.8 ppm was seen indicative for the
aldehyde reaction preceding the final product formation, i.e., the formation of the double bond.

Although the interpretation of the 1D 1H NMR spectra was readily achieved, the use of in-line
applicable techniques such as Raman and NIR spectroscopy was considered preferable from a
process analytical perspective. This required the interpretation of the vibrational spectra. The
increasing intensity of the Raman band at 1600 cm-1, which originated from the carbon-carbon
double bond vibration, was to some extent obvious in the series of 1D Raman spectra recorded.
Further attribution of bands useful for reaction component monitoring was not readily
achieved. To this purpose, hetero-correlation maps were computed from NMR and Raman
spectra as well as from NMR and NIR, shown in Figure 11. Preprocessing of all spectra with
respect to baseline correction, alignment, normalization, and data reduction or binning was
found of utmost importance. The NMR signal assignment was readily transferred to the bands
at 1600 and 800 cm-1 through correlations. The band at 800 cm-1 exhibited negative correlations
to the product chemical shift and was hence found due to one of the educts. On inspection of
the aldehyde resonance at 9.5 ppm, positive signs were found, which would be expected for a
correlation between educts. The band at 1450 cm-1, which was assigned to a methylene group
bending vibration, showed only weak correlations. One of them correlated that band to the
resonance at 3.2 ppm, indicating an educt-educt relationship. Analyzing the NIR-NMR hetero-
covariance spectra, the enhancing power of NMR spectroscopy becomes even more evident.
While NIR provides very broad bands that are due to either C-H or O-H overtone or combi-
nation frequencies and thus seemingly non-specific, the well-resolved signals of NMR spec-
troscopy assist in finding regions that can be attributed to educts or products and thus used for

Figure 10. Synchronous (left) and asynchronous (right) 2D NMR correlation spectra of a Knoevenagel condensation of
neat malonic acid diethylester and 2-propanal yielding butylidene malonic acid diethylester conducted in a microreaction
system and monitored during 1200 min at a reaction temperature of 82�C using on-line 1D 1H NMR (82 MHz, T = 36�C).

Spectroscopic Analyses - Developments and Applications72



asynchronous map, the positive crosspeak at 9.5 and 6.8 ppm was seen indicative for the
aldehyde reaction preceding the final product formation, i.e., the formation of the double bond.

Although the interpretation of the 1D 1H NMR spectra was readily achieved, the use of in-line
applicable techniques such as Raman and NIR spectroscopy was considered preferable from a
process analytical perspective. This required the interpretation of the vibrational spectra. The
increasing intensity of the Raman band at 1600 cm-1, which originated from the carbon-carbon
double bond vibration, was to some extent obvious in the series of 1D Raman spectra recorded.
Further attribution of bands useful for reaction component monitoring was not readily
achieved. To this purpose, hetero-correlation maps were computed from NMR and Raman
spectra as well as from NMR and NIR, shown in Figure 11. Preprocessing of all spectra with
respect to baseline correction, alignment, normalization, and data reduction or binning was
found of utmost importance. The NMR signal assignment was readily transferred to the bands
at 1600 and 800 cm-1 through correlations. The band at 800 cm-1 exhibited negative correlations
to the product chemical shift and was hence found due to one of the educts. On inspection of
the aldehyde resonance at 9.5 ppm, positive signs were found, which would be expected for a
correlation between educts. The band at 1450 cm-1, which was assigned to a methylene group
bending vibration, showed only weak correlations. One of them correlated that band to the
resonance at 3.2 ppm, indicating an educt-educt relationship. Analyzing the NIR-NMR hetero-
covariance spectra, the enhancing power of NMR spectroscopy becomes even more evident.
While NIR provides very broad bands that are due to either C-H or O-H overtone or combi-
nation frequencies and thus seemingly non-specific, the well-resolved signals of NMR spec-
troscopy assist in finding regions that can be attributed to educts or products and thus used for

Figure 10. Synchronous (left) and asynchronous (right) 2D NMR correlation spectra of a Knoevenagel condensation of
neat malonic acid diethylester and 2-propanal yielding butylidene malonic acid diethylester conducted in a microreaction
system and monitored during 1200 min at a reaction temperature of 82�C using on-line 1D 1H NMR (82 MHz, T = 36�C).

Spectroscopic Analyses - Developments and Applications72

reaction monitoring. The NIR-NMR correlation signals in Figure 11, bottom row, indicate that
the O-H resonance around 7000 cm-1 stemmed from product water, while that around 5200 cm-1

was due to an educt C-H combination frequency. Thus, two potential monitoring frequency
ranges could be identified.

Based on the thus identified and attributed signals, intensity-time plots and hence concentration-
time curves could be extracted from the series of one-dimensional NIR spectra. This allowed the
comparison of reaction monitoring by three different spectroscopic techniques, NIR, Raman, and
NMR. The results were found in rather good agreement with each other. The concentration-time
curves could be computed using chemical kinetic models from which reaction rate constants and
half-lives were obtained. The reaction was found to follow first- or pseudo first-order reaction

Figure 11. Synchronous Raman-NMR (top row) and NIR-NMR (bottom row) hetero-correlation spectra of a Knoevenagel
condensation of neat malonic acid diethylester and 2-propanal yielding butylidene malonic acid diethylester conducted in
a microreaction system and monitored during 1200 min at a reaction temperature of 82�C using on-line 1D 1H NMR (82 MHz,
T = 36�C), in-line NIR and in-line Raman spectroscopy (laser wavelength of 785 nm); full spectrum (left) and enlarged region
(right), 1D spectra recorded at 1200 min are shown top and right of the correlation map.
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kinetics. It was expected that the knowledge of reaction parameters could later be transformed
into automatic process control [70].

5. Conclusion

Covariance NMR has become a valuable tool in the ensemble of NMR methodologies. General-
ized covariance was often performedwith techniques other thanNMR to profit from synchronous
and asynchronous correlation maps. The synchronous map as a substitute to or along with the
traditional Fourier transformed spectrum was nevertheless employed quite frequently in NMR.
Hetero-spectroscopic covariance was used to concatenate NMR and mass spectrometry, NIR, and
Raman data allowing combining the information of two techniques. Resolution improvement was
reported an advantage of both the homo- and hetero-covariance processing, since information
could be transferred from the well-resolved NMR domain into the less obvious to interpret
vibrational domains. Here, the synchronous spectrum helped to increase resolution and assign
signals to either the same or different species. As had been reported for vibrational spectroscopy,
homo-covariance transformation also gives rise to two-dimensional data when only series of 1D
NMR spectra are available, e.g., due to the application of low-field NMR instruments. Although
the asynchronous map provides information on the sequential occurrence of signals, it has been
relatively rarely exploited for NMR purposes. In a more recent study, Noda showed that more
sophisticated mathematical processing was needed to derive the order of three or more species
within a chemical reaction. When the asynchronous spectra were computed and analyzed, the
sequential attribution feature proved very useful for PAT applications, such as in fermentation or
reaction monitoring. Examples of wine fermentation, ethanol production using immobilized
yeast, and monitoring of a radical polymerization and a Knoevenagel condensation in a
microreaction systemwith a low-field NMR instrument were discussed. For quantitation of signal
intensity changes and conclusions therefrom, the PARAFAC kernel analysis applied to polylactic
acid nanocomposites with various clay content and at varied temperatures was summarized.

The opportunities of homo- and hetero-covariance spectroscopy in the field of NMR combined
with other spectroscopic and spectrometric techniques are numerous. Still, new mathematical
extensions continue to be devised. The authors therefore expect that with commercial software
becoming more available for non-developing users, the reports on applications of homo- and
hetero-covariance spectroscopy yielding synchronous and asynchronous spectra to chemical
problems will steadily grow.
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Abstract

Nuclear magnetic resonance (NMR) spectroscopy and mass spectrometry (MS) are the 
principal methods of metabolomics, the branch of ‘-omics’ that deals with small mol-
ecules. Although MS is gaining popularity in metabolomics, NMR enjoys a number of 
key advantages because it is nondestructive, unbiased, quantitative, does not require 
separation or derivatization, and is amenable to compounds that are difficult to analyze 
by gas chromatography-mass spectrometry (GC-MS) and liquid chromatography-mass 
spectrometry (LC-MS). There are two general approaches to the use of NMR for profil-
ing studies: an untargeted approach, which uses chemometric analysis; and a targeted 
approach, which aims to quantify known compounds in the extract. These approaches, 
however, are not mutually exclusive and will likely converge in the future. This paper 
will describe the basic theoretical principles that should be considered to develop NMR 
into a standard quantitative method. Although 1H NMR is more sensitive, 13C NMR 
spectra are simpler with less overlapping signals and are less affected by different mag-
netic field strengths. Various applications of 1H and 13C NMR for the profiling of natural 
products are described. The use of two-dimensional 1H NMR has been used to overcome 
problems of spectral overlap. The standardization of the NMR protocol will make it a 
more useful tool for the profiling of natural products extracts.

Keywords: nuclear magnetic resonance, 1H NMR, 13C NMR, natural products 
profiling, metabolomics, chemometrics

1. Introduction

The objective of this paper is to review the applications of 1H and 13C nuclear magnetic reso-
nance (NMR) for the quantitative profiling of plant natural products extracts and the theoreti-
cal parameters that should be considered, if it is to become a more useful tool.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



NMR and mass spectrometry (MS) are the principal methods of metabolomics, the branch of 
‘-omics’ that deals with small molecules. The Metabolomics Society describes metabolomics 
as: “the comprehensive characterization of the small molecule metabolites in biological sys-
tems” [1]. NMR has a number of characteristics that meet the requirements of metabolomics: 
it is accurate, quantitative, comprehensive, unbiased, and is able to provide information that 
can be used to determine molecular structure. The review will discuss these aspects in detail.

1.1. NMR and MS

Although MS techniques, such as gas chromatography-mass spectrometry (GC-MS) and 
liquid chromatography-mass spectrometry (LC-MS), are most commonly used in metabo-
lomics, NMR still enjoys a number of key advantages. In particular, NMR is nondestruc-
tive, unbiased, quantitative, does not require separation or derivatization, and is amenable 
to compounds that are difficult to analyze by GC-MS and LC-MS. For example, GC-MS often 
requires derivatization of compounds, such as sugars and amines. LC-MS, on the other hand, 
generally requires sample preparation, chromatographic separation, specific experimental 
and ionization conditions, instrumentation and operator skill [2]. These make it difficult to 
standardize MS analysis. In contrast, NMR does not require elaborate sample preparation and 
fractionation, is highly reproducible, and is able to provide both qualitative and quantitative 
information on chemically diverse compounds [3, 4]. The standardization of the NMR proto-
col will further improve the usefulness of NMR as a tool for the profiling of natural products 
extracts. Because NMR is able to detect compounds only down to 0.1% level, it is not suitable 
for the detection of trace components. NMR is less sensitive than MS, which can detect com-
pounds down to parts per million (ppm) levels. Because of the distinct advantages of each 
method, NMR and MS are considered as complementary techniques.

NMR is a quantitative spectroscopic tool because the intensity of the peaks is directly propor-
tional to the number of nuclei. With improvements in electronics and the use of higher mag-
netic field strengths, the sensitivity and resolving power of NMR has improved. However, 
the lack of standardized protocols has limited its quantitative application and many con-
sider NMR mainly as a qualitative method, mainly for chemical structure determination and 
molecular dynamics [5].

The use of NMR as a quantitative method has been expanding, giving rise to the term “quan-
titative NMR” (qNMR). The pharmaceutical industry, which has stringent requirements of 
analysis, has been turning to the use of qNMR in early drug development to address the need 
for rapid, selective, and accurate analysis without requiring expensive and tedious chromato-
graphic methods. It is also worth noting that qNMR meets the stringent regulatory standards 
of the pharmaceutical industry, including the International Conference on Harmonization. 
qNMR has been applied mainly to 1H nuclei although 19F and 31P NMR have also been used 
where appropriate because of their 100% isotopic abundance [6]. The main advantages of 
qNMR are its accuracy, reproducibility, and flexibility with respect to the nature of the ana-
lyte, the only requirement being the presence of protons and carbon, and its ability to simul-
taneously quantify multiple analytes, especially when validated using external calibration. 
Quantitative 1H NMR (qHNMR) has been shown to have an accuracy and precision of ±1% 
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and an uncertainty of measurement of less than 0.1%. This makes it suitable as a metrological 
technique for the certification of purity of organic compounds [7].

There are two general approaches to the use of NMR for profiling or metabolomics studies. In 
the first approach, only the spectral patterns (chemical shifts and intensities) are recorded and 
are used to compare and group samples. In this approach, compounds are not initially identi-
fied. Because statistical tools, such as principal components analysis (PCA) are used, this is 
sometimes called a chemometric approach. In the second approach, particular compounds 
which are known to be present in the extract are identified and quantified using a reference 
spectral library. This approach is referred to as quantitative or targeted metabolomics [8]. 
These approaches, however, are not mutually exclusive and will likely converge in the future 
with improved statistical tools and bigger NMR spectral databases.

Because of the large amount of data that are produced, statistical methods, known as chemo-
metrics, are applied to reduce the number of variables. Chemometrics is a family of statistical 
techniques that are applied to large sets of chemical data, such as NMR chemical shift peaks, 
with the objective of gaining insights into the characteristics of the samples through the use of 
graphical representation [9]. Because chemometrics is able to process large amounts of data, 
it is an ideal tool for NMR which produces a lot of data (chemical shifts). This can be used 
to find patterns of groupings and correlations among natural product samples which can be 
used for quality control and standardization [10]. Since chemometrics started to be applied 
to NMR around the year 2000, progress has been very rapid. Chemometrics has been used to 
classify whole plant samples based on their NMR profiles according to species, origin, pro-
cessing treatment, age, and various quality parameters [11].

2. 1H and 13C NMR as profiling methods

In a talk given during the William Draper Harkins Lecture, University of Chicago in 1991, 
Alexander Pines mentioned that his organic chemistry colleagues at Berkeley consider two 
vital instruments in a research laboratory: a balance and an NMR spectrometer. His view 
is not surprising as decades of improvement in both instrumentation and techniques had 
rendered the NMR spectrometer as a tool of choice in characterizing molecules, from the 
structures of natural products and synthetic organic compounds to biomolecules and organo-
metallic complexes. NMR spectroscopy takes advantage of the interaction between nuclei that 
are acting as tiny magnets and an external magnetic field and this provides a powerful means 
of probing the chemical bonding and environment of the nucleus. These phenomena are key 
to the applicability of 1H and 13C NMR to natural products.

2.1. 1H NMR spectroscopy

Hydrogen is present in almost every organic molecule, and its major isotope, 1H, has an 
abundance of 98.985%. The 1H nucleus reports a frequency specific to its immediate vicinity 
in an NMR spectrum. This frequency is extremely sensitive to the electronic environment thus 
giving each 1H nucleus in an organic compound a type of identification number, called the 
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NMR chemical shift. Magnetic nuclei, such as 1H, also interact with each other. In solution or 
liquid-state NMR spectroscopy, these interactions, called couplings, are observed as “split-
ting” of lines in an NMR spectrum. The magnitude of these couplings not only depends on the 
number and type of bonds separating the interacting pair of 1H nuclei but also on the spatial 
orientation between the nuclei. Both NMR chemical shifts and coupling constants provide 
immense information regarding structure and environment. Hence, NMR spectroscopy has 
become a powerful tool for the determination of organic structure.

These NMR interactions (chemical shifts and coupling constants), although very sensitive, 
are quite weak such that improvements in their detection have been one of the primary goals 
of developments in NMR instrumentation. Such limitations are no longer severe. The use of 
pulses and data processing by Fourier transformation, first introduced by Ernst and Anderson 
[12] and the availability of high-field superconducting magnets have allowed for efficient sig-
nal averaging such that nowadays, with an 11 T magnet (500 MHz), a 1H NMR spectrum can 
be obtained even from very dilute solutions (micromolar concentration).

Pulse Fourier transform NMR spectroscopy, as in other spectroscopic methods, involves transi-
tions between energy levels. However, unlike other spectroscopic methods, the transition prob-
ability in an NMR excitation is the same regardless of chemical environment. NMR spectroscopy 
does not need to consider oscillator strengths or extinction coefficients, which are important for 
infrared and UV-visible spectroscopy, respectively. The intensity of an NMR signal is determined 
solely by the excitation pulse, strength of the external magnetic field, and temperature. The mag-
netic field strength and temperature determine the Boltzmann population difference between the 
two energy levels while the excitation pulse dictates the extent of the transition. Since only one 
pulse is often used to excite all of the 1H nuclei in a sample, the extent of transitions is the same 
for all. Furthermore, the NMR chemical shift, which reflects the differences in resonance frequen-
cies of inequivalent 1H nuclei, is very small: the differences are in parts per million (ppm). Hence, 
the Boltzmann distribution for the two spin states is essentially the same for every 1H in a mol-
ecule. Indeed, as early as 1963, the area under each peak in a 1H NMR spectrum has been shown 
to correspond proportionally to the number of hydrogen atoms sharing the same environment in 
a given compound [13]. This quantitative aspect applies not only to pure substances but also to 
mixtures. In fact, during the same year, a successful quantitative analysis by 1H NMR spectros-
copy of a mixture of aspirin, phenacetin, and caffeine was demonstrated [14].

2.2. 13C NMR spectroscopy

13C also has a spin of ½ and is therefore likewise NMR active. However, because the 13C 
isotope occurs at only 1.108%, it is difficult to observe. (The major carbon isotope, 12C, is 
not NMR-active.) David Grant and coworkers published a series of papers on 13C NMR 
spectroscopy that spanned two decades [15, 16]. In the first paper of this series, inherent dif-
ficulties in observing 13C NMR spectra were addressed by proton decoupling and sample 
spinning. Since carbon atoms are frequently attached to hydrogen atoms in organic com-
pounds, 13C-1H coupling is present and leads to splitting of 13C resonances. Proton decou-
pling removes this interaction, consolidating multiple 13C peaks into a single taller peak. 
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isotope occurs at only 1.108%, it is difficult to observe. (The major carbon isotope, 12C, is 
not NMR-active.) David Grant and coworkers published a series of papers on 13C NMR 
spectroscopy that spanned two decades [15, 16]. In the first paper of this series, inherent dif-
ficulties in observing 13C NMR spectra were addressed by proton decoupling and sample 
spinning. Since carbon atoms are frequently attached to hydrogen atoms in organic com-
pounds, 13C-1H coupling is present and leads to splitting of 13C resonances. Proton decou-
pling removes this interaction, consolidating multiple 13C peaks into a single taller peak. 
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Moreover, additional enhancement of 13C signals is observed when the 1H spin populations 
are perturbed, similar to the effect observed by Overhauser with electron spins [17]. Taking 
advantage of both the nuclear Overhauser effect (NOE) and the increased signal due to the 
collapse of multiple peaks, measurement of 13C NMR spectra became routine and easy to 
interpret. Being in the proximity of more than one pair of electrons, 13C nuclei offer a much 
wider range of chemical shifts than 1H (200 ppm for 13C versus 10 ppm for 1H). In addi-
tion, since the probability that a 13C nucleus is attached to another 13C nucleus is very small 
(about 0.0001), 13C-13C couplings are usually not observed thereby providing a much sim-
pler 13C NMR spectrum.

Using 13C NMR spectroscopy as a powerful analytical tool can be easily appreciated by 
considering the three isomers of a simple hydrocarbon C5H12 (see Figure 1). n-Pentane 
(CH3CH2CH2CH2CH3), produces three peaks with a 1:2:2 intensity ratio, 2-methylbu-
tane ((CH3)2CHCH2CH3) displays four peaks with a 1:1:2:1 intensity ratio, and neopentane 
((CH3)4C) gives two peaks of 4:1 intensity ratio. For the above reasons, a qualitative and 
quantitative analysis that is nondestructive and requires no separation is possible with 13C 
NMR spectroscopy [18]. All that one needs is a library of 13C NMR spectra of all possible 
components, a good spectral prediction software, and an efficient algorithm that can do the 
search and construct a simulated spectrum that matches the observed spectrum. All of these 
requirements are already available today. A similar treatment has been shown to be feasible 
in determining the acyl profile in various vegetable oils [19] and in characterizing the various 
sesquiterpenes in essential oils from juniper, rosemary, cedarwood, and ginger [20].

Figure 1. 13C NMR spectra of (a) n-pentane, (b) 2-methylbutane, and (c) neopentane.
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The promise of a wealth of information that NMR spectroscopy offers, however, comes also 
with challenges. Since the frequencies observed depend on the magnetic field strength, the 
peaks’ shapes and widths are sensitive to the homogeneity of the magnetic field through-
out the sample. Experimentally, corrections to field homogeneity are done through a process 
called shimming, which involves adding small magnetic field gradients. Shimming used to be 
an art and both symmetry and narrowness of an NMR peak depended on the expertise of the 
NMR operator. Fortunately, with new superconducting magnets and automated shimming, 
13C NMR spectra can now be made reproducible and comparable regardless of who operates 
the spectrometer. However, there are still numerous factors that are independent of the NMR 
operator which can affect the appearance of an NMR spectrum.

2.3. NMR chemical shifts and coupling constants

Since the frequencies (in hertz) observed for each NMR-active nucleus are dependent on 
the field strength, chemical shifts are reported in dimensionless units of parts per million 
(ppm), which then becomes independent of the magnetic field strength. Interactions between 
nuclei, on the other hand, are independent of field strength, so these are recorded in units of 
frequency, hertz. Since the ppm equivalent of a hertz is determined by the strength of the mag-
netic field, splittings will appear narrower in a high-field magnet than in a low-field magnet. 
When the coupling interactions are of the same magnitude as the chemical shift differences, the 
coupling pattern is complex [21]. A hypothetical example for 1H NMR is shown in Figure 2,  
where the coupling constant is equal to the chemical shift difference in a spectrometer operat-
ing with a 1H frequency of 100 MHz. As the strength of the magnetic field increases, chemical 
shift differences (in hertz) also increase, which can dramatically change the appearance of the 
spectrum. In this particular example, the spectrum only begins to appear simpler with a spec-
trometer operating at 1 GHz, in which the chemical shift difference is now 10 times bigger than 
the coupling constant; this is called a first-order spectrum. Thus, 1H spectra taken at different 
magnetic field strengths appear different. On the other hand, 13C spectra appear similar at differ-
ent magnetic field strengths. This is because 13C-13C coupling is not observed due to low natural 
abundance, 13C-1H couplings, although present, are always several orders of magnitude lower 
than the frequency difference between these two nuclei, and proton-decoupled 13C NMR spectra 
are singlets. Therefore, although 13C presents detection challenges due to its lower frequency and 
low natural abundance, 13C has the advantage over 1H with regard to simplicity of NMR spectra.

Absolute frequencies for NMR transitions are seldom used since these numbers are dependent 
on the strength of the external magnetic field. Chemical shift differences are instead reported in 
ppm, which is the ratio of the absolute frequency with respect to the frequency of a reference 
compound, such as tetramethylsilane (TMS). Alternatively, the solvent can be utilized as internal 
reference. Due to the sensitivity of the NMR chemical shift, intermolecular effects are also fre-
quently observed [22]. Since solvents are known to induce shifts, it is important that when com-
paring different spectra, the same solvent should be used. Since 13C has a much wider chemical 
shift range, the effect of solvent on chemical shift is smaller for 13C (2/200) than that of 1H (0.7/10). 
Furthermore, since carbon atoms, unlike hydrogen atoms, reside on the interior of the molecule, 
13C is generally shielded from environmental effects, such as intermolecular interactions and 
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solvent effects. This is one reason why 13C NMR chemical shifts are nearly exclusively depen-
dent only on its covalent bonding interactions [23]. The greater susceptibility of 1H NMR chemi-
cal shifts to solvent effects makes 13C NMR spectroscopy a better alternative in profiling natural 
products. Solvent effects on both 1H and 13C NMR chemical shifts are expected to be dominated 
by van der Waals interactions with the solvent. These interactions are largely nonspecific thus an 
approximation that the solvent simply causes a constant offset on all resonances may be valid. 
Using an internal reference can therefore easily remove effects of the medium on the observed 
chemical shifts. Attention, however, is still required for sites that can participate in electrostatic 
interactions and hydrogen bonding. 13C in carbonyl groups is one example [24].

Temperature can also affect observed chemical shifts through changes in the density of the 
sample as well as changes in the internal motions of the molecule [25]. For a fair comparison 
of library and sample spectra, it is important that spectra are taken at the same temperature.

Lastly, a quantitative 13C NMR spectrum requires uniform excitation of all 13C nuclei. The 
wider chemical shift range and lower frequency for 13C necessitate excitation pulses with 
much higher power with a pulse that is less than 15 μs long so that the entire chemical shift 

Figure 2. 1H NMR spectra of strongly coupled nuclei at various magnetic field strengths.
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range is uniformly irradiated [26]. Furthermore, proton decoupling is also regularly used to 
collapse multiple 13C peaks, but this can lead to NOEs which enhance 13C nuclei that are 
directly bound to protons, making 13C NMR no longer uniform for carbon nuclei with dif-
ferent numbers of attached protons. The inverse-gated 13C NMR experiment can be used to 
overcome these problems. This involves turning the proton decoupler on only during acqui-
sition and providing adequate time for all the 13C nuclei to relax [27]. 13C nuclei are most 
often relaxed by a nearby 1H nucleus. Thus, the needed relaxation time (equal to 5 × T1) can be 
quite long for compounds that contain quaternary carbons. These quaternary 13C nuclei may 
require minutes to relax and this dramatically increases the time required for NMR experi-
ments. Because running such a lengthy 13C NMR experiment is not practical, it is normal 
practice to run proton-decoupled 13C NMR using standard conditions and to use the result-
ing spectra for pattern recognition but not for quantitation.

2.4. Reproducibility of NMR spectra

The use of a library of NMR spectra in the analysis of a mixture of natural products requires 
reproducibility of both chemical shift and peak intensity. Since samples of natural products are 
often dissolved in either dimethyl sulfoxide or methanol, confining both library and sample  
data to these two solvents can easily ameliorate the confounding effects of the solvent on the 
observed chemical shifts. Modern NMR spectrometers are normally equipped with tempera-
ture control so the measurements can be made at a given temperature, which also avoids the 
temperature dependence of NMR chemical shifts, thus eliminating this problem. The repro-
ducibility of peak intensities, however, requires additional considerations.

The robustness of current NMR instrumentation is evident in successful indirect detection 
methods during which resonances from 1H nuclei bound to 12C are separated from those 
attached to 13C [28]. Indirect detection is possible only if the scans or transients are highly 
reproducible such that these can be added to extract the desired resonances and remove com-
pletely the unwanted signals. However, this robustness only entails the reproducibility of 
an NMR experiment from one transient to the next. It does not address the reproducibility 
of NMR experiments among different laboratories. Thus, there is a need to standardize both 
NMR acquisition conditions and processing parameters.

The intensity of an NMR peak depends on the duration of the pulse. Equalizing the m = +½ 
and m = −½ spin populations requires what is called in NMR spectroscopy as a 90° pulse. 
Peak intensities are at a maximum with this pulse. Since all nuclei in a sample are subject to 
the same pulse, it is not necessary that a 90° pulse is always employed. For an NMR spec-
trum to be quantitative, the relative, not the absolute, peak intensities are sufficient. However, 
the extent of the pulse determines how much time is required for relaxation between tran-
sients. For signal averaging to be effective, one still needs to make sure that the spins have 
reached equilibrium before applying the next pulse so as to avoid saturation, which leads to 
loss of signal [29]. When a 90° pulse is employed, the time between transients must be at least 
five times as long as the relaxation time. The time required between pulses can be reduced 
by using a smaller flip angle. For example, a 30° pulse requires a delay that is three times 
shorter. This reduces the peak intensity for each scan but reduces the delay time required 
between scans enabling the acquisition of more scans for the same amount of time. Another 
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parameter that can affect the appearance of an NMR spectrum is acquisition time, which 
determines spectral resolution. What is directly acquired from an NMR experiment is a free 
induction decay (FID), which still needs to be processed to produce the frequency spectrum. 
During processing, apodization, zero-filling, and baseline and phase corrections are normally 
applied. All of these can significantly alter the integrated areas under the peaks of an NMR 
spectrum. Thus, a list of universal parameters for quantitative NMR has been established by 
national and international round robin tests [30] which includes temperature (300 K), pulse 
angle (30°), preacquisition delay (5 s), acquisition time (3.4 s), relaxation delay (7/3 of relax-
ation time), and line broadening (0.3 Hz). For processing, careful manual phase and baseline 
corrections are recommended since automated features of popular NMR processing software 
packages are unreliable. This validation has been performed with 1H NMR, but these can be 
applied to 13C. With 13C, relaxation times are appreciably longer so relaxation agents such as 
paramagnetic compounds have been used as in the earlier work on petroleum distillates [31].

2.5. Sensitivity and dynamic range

For the unbiased profiling of natural products extracts, one needs to consider the problems of 
sensitivity and dynamic range. A natural product extract typically contains major and minor 
components. Oftentimes, in order to detect minor components, it is necessary to employ sepa-
ration techniques, such as successive fractionation and chromatography which have the effect 
of increasing sensitivity to minor constituents and improving dynamic range. However, this 
introduces bias.

Limits of detection and quantification are often given in terms of signal to noise ratios. The 
International Conference on Harmonization of Technical Requirements recommends a signal 
to noise ratio of 3 and 10 for the detection limit and quantification limit, respectively (ICH 
Expert Working Group, 1994). In practice, for error values less than 1%, a signal to noise ratio 
of 150 is recommended [30]. The signal-to-noise ratio (S/N) in NMR spectroscopy however 
depends not only on concentration but also on other factors [32]:
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In this equation, N is concentration, γn is the magnetogyric ratio of the nucleus, B0 is the 
strength of the external field, T2 is the transverse relaxation time, ns is the number of tran-
sients, and T is temperature. Considering both magnetogyric ratio and natural abundance, 
one can therefore estimate that the detection limit for 13C will be orders of magnitude higher 
than that of 1H. Since the number of transients depends on how much time is available for 
data acquisition, one can improve S/N by simply taking more scans for 13C measurements. 
Since nuclei with longer relaxation times give sharper lines, these likewise yield higher S/N, 
making the detection limit dependent on the size of the molecule and the solvent. The above 
equation does not include factors dependent on the spectrometer’s probe, receiver, and filters. 
In an analysis of diesel fuel, detection limits of 0.01 and 0.5 mol% are cited for 1H and 13C, 
respectively [33].

Another consideration is dynamic range. For 1H NMR, signals arising from the solvent, in 
particular water, can easily use up most of the higher bits in a spectrometer’s digitizer thereby 
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decreasing the precision of signals coming from the natural product constituents. This can be 
alleviated by suppressing solvent resonances, but this introduces the problem of reproducibil-
ity between runs and remains a problem for components which have signals near the solvent.

A quantitative comparison using three magnetic field strengths—300, 400, and 500 MHz—
showed that there was no difference in the sensitivity and that the standard protocol could 
differentiate plant samples which were spiked with 0.2 mg/mL of rutin (MW 610.5; 328 μM). 
This is due to the mild dependence of S/N on the field strength.

For the application of 1H NMR for pattern recognition, the use of the magnitude spec-
trum has been suggested [34]. The standard 1H NMR spectrum utilizes the phase-corrected 
real component of the Fourier transform of the free induction decay (FID), discarding the 
imaginary component. This yields the absorption spectrum which is useful for normal 
qualitative analysis due to its good peak resolution. However, this procedure sacrifices 
reproducibility. The use of the magnitude spectrum, which utilizes the absolute value of 
both the real and imaginary components of the FID improves the reproducibility of the 
spectra thereby improving its accuracy for pattern recognition. This method is applicable 
to one-dimensional 1H NMR.

Peak integrals in an NMR spectrum unfortunately are also sensitive to data processing. 
Apodization, zero-filling, phase and baseline corrections, and the integration itself can affect 
the signal-to-noise ratio of an NMR spectrum. Thus, the current limit in the sensitivity of 
NMR-based metabolomics is not due to magnetic field strength, but is due to the current 
data processing methodology which uses spectral binning (alternatively called bucketing) 
and PCA. The usual bin size for 1H NMR is 0.04 ppm. This divides a 10 ppm 1H spectrum 
into 250 bins, which effectively becomes the resolution of the method. A smaller bin size can 
be used if the variability in the chemical shift can be minimized. Another problem observed 
is the effect of different solvent (see below) to move the position of chemical shifts, which will 
make identification using database comparisons difficult [35].

2.6. Effect of solvent

Because plant samples contain a wide variety of compounds with corresponding differences 
in polarity, the solvent used for extraction and the NMR analysis is very important. The sol-
vent system must balance the ability to perform a comprehensive extraction with solvent 
complexity and reproducibility. In particular, multi-component solvent systems are prone to 
variation, and if there is a wide difference in vapor pressures (boiling points), the solvent com-
position may change if care is not taken. Acetone and acetonitrile are effective solvents but 
their use is limited by their low boiling points. The use of methanol-D4 in combination with 
deuterated water (1:1) have been reported. By using these deuterated solvents, the extracts 
can be measured directly after extraction without need for evaporation and reconstitution. 
However, use of water will introduce a strong water peak in the 1H NMR spectrum that must 
be irradiated. This becomes a source of variability around the water peak across different 
operators and instruments. To avoid shifts due to differences of pH in 1H NMR measure-
ments a buffer, such as KH2PO4, is used [36].
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3. Recent applications

NMR is capable of providing simultaneous access to both qualitative (chemical structure) and 
quantitative information. Unfortunately, NMR has been more generally associated with mul-
tidimensional qualitative NMR used in structural analysis and qNMR has been living under 
this shadow. Fan (1996) pointed out that comprehensive metabolite profiling of complex food 
products can be done using one- and two-dimensional NMR analysis [37]. However, it is in 
the use of NMR combined with chemometric methods that the extraordinary potential of both 
the qualitative and quantitative applications have been realized [38].

In view of its ability to be used as an exhaustive molecular fingerprinting technique, 1H 
NMR has been found to be a suitable method for the identification, quality control, and fraud 
detection of essential oils, a function normally reserved for GC-MS [39]. NMR fingerprinting 
involves obtaining 1H or 13C spectra of whole solvent extracts under standardized conditions 
and ignoring, at least initially, the assignment of peaks. Multivariate statistical methods, such 
as PCA, are used to compare spectra from the samples to identify clusters so that inferences 
can be drawn about the classification of individual plant samples. The identities of metabolites 
responsible for differences between groups can be investigated from loadings plots generated  
by PCA [40]. The following section will cover applications of 1H NMR in one- and two-
dimensions and 13C NMR together with the statistical tools.

3.1. Metabolomic profiling using 1H NMR

One-dimensional 1H NMR (1D HNMR) can be used in the untargeted and targeted mode. 
The earliest use of 1D HNMR for the profiling of complex extracts had the objective of moni-
toring the major components of exudates of plants, such as its root system. The relative 
increase or decrease of primary metabolites, such as lactate, ethanol, and certain amino 
acids, could be observed [41]. However, its application to natural product compounds is 
more challenging due to their more complex structures and lower concentrations. Because 
of its simplicity and speed, 1D HNMR in the untargeted mode can be used by itself or as 
a first-pass screening to obtain cluster and profile information using HCA and PCA [42]. 
The majority of HNMR studies combine 1D HNMR for PCA analysis with two-dimensional 
homonuclear (1H-1H) or heteronuclear (1H-13C) NMR methods for identification of natural 
product metabolites.

3.1.1. One-dimensional 1H NMR

This section discusses applications that make use of 1D HNMR alone. The number of such 
studies is limited because of the presence of overlapping signals and the need for high mag-
netic fields. 1D HNMR at 500 MHz was used to authenticate grapes for wine making by ana-
lyzing their skin and pulp at maturity. Spectral data were reduced by binning using 0.04 ppm 
bin size and normalized to generate 183 variables to describe each spectrum. Chemometric 
methods, in particular PCA and partial least squares (PLS), enabled the identification of com-
pounds that contributed to differences between berries, due to the sugars (glucose, fructose, 
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and sucrose), organic acids (tartaric, malic, citric, and succinic acids), and amino acids (pro-
line, arginine, gamma-aminobutyric acid, valine, alanine, leucine, and isoleucine) [43].

A set of green teas selected from a Japanese tea contest were analyzed by 1D HNMR at 
750 MHz to classify tea quality with respect to that judged by tea tasters and to propose 
a quality prediction model. PCA metabolomics profiling revealed a separation between the 
high- and the low-quality green teas. The taste marker compounds contributing to the dis-
crimination of tea quality were identified from 1D HNMR as caffeine, theanine, epigallocate-
chin-3-gallate, epigallocatechin, epicatechin-3-gallate, and epicatechin [44].

The use of the magnitude spectrum showed good reproducibility in the analysis of 4 diverse 
natural product samples (12 tea extracts, 8 liquor samples, 9 hops extracts, and 25 cannabis 
extracts) using 1D HNMR at 500-MHz and various statistical tools [45].

3.1.2. Two-dimensional 1H NMR

Because of problems of signal overlaps in 1D HNMR spectra, two-dimensional NMR tech-
niques are usually used to overcome these limitations. The 2D methods include 1H J-resolved 
NMR (2D JNMR), 1H-1H correlation spectroscopy (2D COSY) and total correlation spectros-
copy (2D TOCSY), 1H-13C heteronuclear single quantum coherence (2D HSQC), and 1H-13C 
heteronuclear multiple bond coherence (2D HMBC).

1D and 2D NMR at 600 MHz together with chemometric analysis were used to differentiate 
the origin, purity, and processing methods of chamomile flowers which were obtained from 
three different countries. The extracts were dissolved in D2O phosphate buffer adjusted to 
pH 7.4. 1D NMR data were analyzed by PCA analysis to determine the groupings by pattern 
recognition and 2D COSY and 2D TOCSY pulse sequences were used to assign the resonances 
and identify constituents [46].

Several NMR-based metabolomic studies have been done on green tea (Camellia sinensis, L.). 
In one study, 191 green tea samples from different countries were analyzed using 1D HNMR 
and 2D NMR at 400 MHz to determine origin, quality, effects of climate and season, growth 
conditions, and even plucking position. The highest quality Chinese tea showed higher levels 
of theanine, gallic acid, caffeine, epigallocatechin gallate, and epicatechin gallate and lower 
levels of epigallocatechin when compared with other teas. These new markers were sug-
gested to be useful for the authentication of tea [47]. In another study, the effects of climatic 
conditions (temperature, sun exposure, and precipitation) and plucking positions on the tea 
plant were investigated using 1D HNMR profiling combined with multivariate pattern recog-
nition methods. Assignment of NMR signals was done using 2D TOCSY, 2D HMBC, and 2D 
HSQC. The variations in the composition of specific tea compounds were obtained [48, 49]. 
The sensitivity of the NMR method at 400 MHz was demonstrated in a study on three differ-
ent varieties of green tea. 1D HNMR, 2D JNMR, and 2D COSY spectra were run and identifi-
cation of constituents was done using MestRenova version 11.0.0. The following compounds 
were identified: theanine, alanine, threonine, succinic acid, aspartic acid, lactic acid, caffeine, 
and derivatives of epigallocatechin [50].
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The same strategy was used for chemotaxonomic classification of 11 South American Ilex 
species. Data from 1D HNMR at 600 MHz were combined with PCA, partial least square-
discriminant analysis (PLS-DA), and hierarchical cluster analysis (HCA) to reveal four distinct 
groups. 1H signal overlaps were addressed using 2D JNMR and 2D HSQC. The combined 
use of 1D- and 2D-NMR and chemometric analysis enabled unambiguous chemotaxonomic 
discrimination of the Ilex species and varieties [51].

1D HNMR fingerprinting followed by 2D TOCSY and 2D HSQC methods were used to dis-
tinguish four Asian and four Korean ginseng products, as well as their commercial products. 
In this way, the major metabolites—glutamine, arginine, sucrose, malate, and myo-inositol—
were identified as chemical markers for quality assurance [52]. In a study on Indian ginseng, 
Withania somnifera (L.) Dun., 1D HNMR profiling was performed on the leaves, stems, and 
roots to obtain a profile of this plant. PCA and hierarchical cluster analysis (HCA) were per-
formed to group samples which were collected from six different regions of India. 2D JNMR, 
2D COSY, 2D HSQC, and 2D HMBC, were then used to identify specific metabolites. The ratio 
of two withanolides was found to be a key discriminating feature of W. somnifera leaf samples 
from different regions [53].

This NMR-based metabolomic strategy was applied to analyze seven spices used in tradi-
tional Mediterranean cuisine and to detect metabolic changes over different seasons. Both 
primary and secondary metabolites were identified and quantified. The major secondary 
metabolites identified were polyphenols, including flavonoids (apigenin, quercetin, and 
kaempferol derivatives) and phenylpropanoid derivatives (chlorogenic and rosmarinic acid). 
This study was performed using a 300 MHz NMR instrument [54].

The application of NMR-based metabolomics method in plant breeding has been reported. 
Using a 500 MHz instrument, the NMR-based metabolomics was applied to the identifi-
cation of sugar beet (Beta vulgaris L.) genotypes which were susceptible to the Cercospora 
leaf diseases of sugar beet plants worldwide. This approach was able to successfully pro-
file foliar metabolites without inoculation tests which would have required a significant 
amount of time and effort. In this study, field-grown leaves which had different levels of 
resistance were collected from 12 sugar beet genotypes at 4 growth time points. The aque-
ous extracts were studied using 1D HNMR, 2D COSY, 2D TOCSY, and 2D HSQC. Thirty 
metabolites were identified and annotated using the SpinAssign program from the PRIMe 
web service. PCA of the NMR data revealed clear differences among the growth stages, in 
terms of the content of sugar, glycine betaine, and choline [55].

3.2. Metabolomic profiling using 13C NMR

Because of its lower sensitivity and longer acquisition time, 13C NMR is used less often than 
1H NMR. However, 13C NMR spectra are simpler, have less severe problems with overlap-
ping peaks, are more comparable across different magnetic field strengths, and are less sus-
ceptible to solvent effects. In addition, the singlet nature of 13C NMR signals makes it easier 
to determine the identity of individual compounds in a mixture.
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13C NMR methodology was used to study the triacylglycerols of the oil extracted from the 
seeds of Moringa oleifera, Lam. It was able to simultaneously detect specific unsaturated acyl 
chains according to their positions on the glycerol backbone through carboxylic, olefinic, and 
methylene carbons [56]. However, at this time, its use was not specifically identified as a 
profiling method. Later, 13C NMR was applied to the fingerprinting of lipids for the authen-
tication of marine and fish oils. In this work, 13C NMR was combined with chemometrics 
and database information and compared with relevant authentic samples [57]. 13C NMR in 
combination with multivariate data analysis have been used in the analysis of lipids from 
various fishes. In one application, this method was used to discriminate between farmed and 
wild Atlantic salmon (Salmo salar, L.), between samples from different geographical origins 
[58], and to detect mislabeling and adulteration [59].

13C NMR was used in a dereplication strategy for the identification of natural product com-
pounds directly from plant extracts. The whole extract was first separated into fractions of 
simpler composition, which were then analyzed by 13C NMR. The 13C spectra of all the 
fractions were aligned and subjected to pattern recognition by HCA. This yielded correla-
tions among 13C signals within each fraction which were visualized as chemical shift clusters, 
which were assigned to specific compounds in a 13C database. This strategy was applied to 
the analysis of 5 g of a bark extract from the African tree Anogeissus leiocarpus which resulted 
in the unambiguous identification of seven major compounds [60].

Chemical profiling and standardization of the methanol extract from the leaves of Vitex 
negundo, L. were carried out using 13C NMR followed by chemometric analysis. Because PCA 
analysis gave an explained variability of only 41% for PC1 and PC2, an alternative method, 
called k-means clustering, was employed. This was able to successfully differentiate samples 
that were deliberately allowed to degrade. The multivariate control chart, which is analogous 
to the analytical control chart method, classified samples whose quality exceeded the upper 
control limit (UCL). The plant samples were also analyzed by quantitative thin layer chroma-
tography (qTLC) using agnuside as marker compound. Comparison of the univariate qTLC 
results with the multivariate control chart showed poor correspondence: some samples that 
gave high agnuside values exceeded the UCL while others that had low agnuside values were 
below the UCL. This means that a univariate analysis of a plant sample using a marker com-
pound does not adequately represent the overall plant profile [61].

13C NMR is being used more often for dereplication of natural product extracts without frac-
tionation. This approach is being enhanced by availability of 13C NMR databases and predic-
tive software which list compounds that are most likely to be present in the extract. These 
results have been found to be comparable to those obtained using LC-MS and GC-MS, which 
require fractionation and sample preparation [62].

The combined use of high-resolution 1H and 13C NMR analysis has the potential to reveal 
more details that are not available using only one technique. This combined approach was 
employed to detect and quantify a wide range of triacylglycerols and their component fatty 
acids in marine cod liver oil supplements. The combination of 1H and 13C spectra per-
mitted the detailed analysis of components, including sn-1 monoacylglycerols, sn-1,2- and 
sn-1,3-diacylglycerol adducts, and other minor components, such as trans-fatty acids, free 
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glycerol and cholesterol, and added vitamins A and E and synthetic compounds, such as 
ethyl docosahexaenoate or eicosopentaenoate. The identity of each compound was con-
firmed using 2D COSY [63].

4. Future prospects

The use of 1H and 13C NMR for the profiling of natural products extracts is a rapidly growing 
branch of metabolomics. It will further accelerate with the increasing use of NMR in qual-
ity management, the growth of NMR databases, the development of portable and benchtop 
NMR instrumentation, and advances in the use of statistical analysis. Despite its considerable 
potential, the routine application of this method is limited by the lack of expertise to run 
sophisticated NMR experiments and the lack of computational tools for NMR spectral decon-
volution, in particular of 1H spectra [64].

4.1. NMR in quality management

NMR has been used for the monitoring and quality management of foods, beverages, cosmet-
ics, and pharmaceuticals. The same can be done for the profiling of natural products. In order 
to ensure reproducibility and reliability and to minimize experimental artifacts, the entire 
process—from sample collection and storage, extraction, NMR measurement and data pro-
cessing, and statistical analysis—should be optimized and standardized [65, 66]. The NMR 
solvent is of particular importance because of its influence on the chemical shift positions of 
protons in phenolic compounds [67] and other solvent effects. This problem is more severe for 
1H as compared with 13C NMR.

It has been claimed that periodic calibration can deliver accuracy as high as 99.9% and pre-
cision as good as 0.59%, and if calibration is performed with each study, the accuracy and 
precision can reach 100 and 0.35%, respectively [68]. The various experimental parameters 
are listed below:

• Sample preparation: homogeneity of sample, extraction solvent, extraction method, and 
NMR solvent.

• Acquisition parameters: temperature, acquisition time, pulse angle, number of data points, 
time delay (relaxation time), and electronic amplification.

• NMR data processing: smoothing, phase correction, baseline correction, and signal integration.

4.2. NMR databases in natural products

The usefulness of NMR databases is premised on the reproducibility of the NMR experi-
ment—starting with sample preparation, NMR acquisition, and processing—across different 
laboratories. It is important to avoid conditions that alter the position of chemical shifts, which 
will make identification using database comparisons difficult. Open-access and user-contrib-
uted 1H and 13C NMR spectral databases have a high potential as a useful tool for natural 
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products researchers provided that sample preparation, instrumentation, and acquisition 
parameters are standardized. For sample preparation, only selected NMR solvents should be 
used. Magnetic field strength is more critical for 1H than 13C NMR. Acquisition and process-
ing parameters should be standardized. As of 2015, 1829 1H NMR and 1383 13C NMR spectra 
have been available in open-access chemical databases. To further promote participation by 
researchers, the entire process, from data acquisition, conversion of vendor-specific raw data 
files, and data deposition have to be simplified and standardized [69].

4.3. Portable and benchtop NMR instrumentation

NMR is usually considered to be an expensive analytical technique which is used for research 
purposes only. However, for NMR to become more useful for the natural products industry 
where many of the companies are small to medium in size, more affordable instrumenta-
tion is needed. There have been numerous announcements regarding the development of 
portable and benchtop NMR instruments with full spectrum 1H and 13C NMR capability 
using microcoils with small portable magnets of up to 2 T (approximately 85 MHz 1H) [70]. 
Although these are limited in capability and reproducibility compared with a full laboratory 
NMR instrument, they can be used in the field or production site where cryogenic liquids and 
stable power are not available. Because there is a demand for such instrumentation for other 
purposes, such as forensic investigation, detection of explosives, and medical diagnostics, 
their development is certain to accelerate. This will expand the use of NMR for the profiling 
of natural products.

4.4. Advances in the use of statistical analysis

Although the use of NMR in the analysis of biological extracts was already being done in the 
1980s, it was the application of statistical methods that enabled researchers to make use the 
large amount of NMR data to find patterns and correlations. The first step usually involves 
the simplification of large NMR data sets to find relationships, groupings, or dependencies 
using PCA. Second, the groups can be classified with or without a training set which has 
known information or characteristics against which other sample sets are compared. Linear 
discriminant analysis (LDA) and soft independent modeling of class analogy (SIMCA) are 
used for this purpose. For quantitative analysis of constituents, in particular for strongly over-
lapping peaks, principal component regression (PCR) or PLS regression can be used [71]. 
Although these statistical techniques are now commonly used, new ones continue to be devel-
oped and reported.

One of the most exciting areas of development is the use of statistical methods to corre-
late NMR signals with biological activity. Since the NMR signals can be related to specific 
compounds, this in effect allows one to correlate specific compounds with biological activ-
ity. Although it has to be emphasized that correlation is not proof of biological activity, 
this strategy nevertheless allows one to shortcut the process of discovering bioactive com-
pounds in a complex natural product mixture. This also allows one to detect multiple active 
compounds.
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5. Conclusions

1H and 13C NMR are rapidly expanding it role from its traditional use mainly as a qualitative 
spectroscopic technique for the determination of chemical structure to a quantitative tool for 
the metabolomic study of natural product extracts, whether for quality control of phytomedi-
cine products, analysis of the metabolome for plant profiling, identification of constituents as 
plant markers, or for plant biotechnology. A major enabler for the use of NMR for metabolomic 
studies is the application of various statistical techniques which are able to find patterns and 
correlations in the large NMR data sets. The continued expansion of the use of NMR for the 
metabolomic profiling of natural product extracts will likely depend on the further develop-
ment of statistical methods and the availability of NMR databases for both 1H and 13C nuclei. 
It is likely that more compounds will be identified as techniques are improved.

An NMR spectrum is quantitative. An understanding of the physical principles of NMR provides 
the theoretical basis for its use as a quantitative tool. NMR spectroscopy does not require a stan-
dard for each component since the intensity of each signal is directly proportional to the num-
ber of nuclei being observed regardless of environment. NMR spectroscopy also offers detailed 
information regarding molecular structure. Using NMR spectroscopy as a tool in the profiling of 
natural product extracts therefore not only provides accurate and precise composition, but also 
structural evidence for each of the components. Since the NMR signal dependence on various 
factors is already well known, resonance positions and intensities are highly reproducible. These 
are important characteristics which give NMR a unique advantage over other analytical methods.

Abbreviations

1D HNMR One-dimensional 1H NMR

2D COSY Two-dimensional 1H-1H correlation spectroscopy

2D JNMR Two-dimensional 1H J-resolved spectroscopy

2D HMBC Two-dimensional 1H-13C heteronuclear multibond coherence

2D HSQC Two-dimensional, 1H-13C single quantum coherence

2D TOCSY Two-dimensional total correlation spectroscopy

GC-MS Gas chromatography-mass spectrometry

HCA Hierarchical cluster analysis

LC-MS Liquid chromatography-mass spectrometry

MS Mass spectrometry

NMR Nuclear magnetic resonance
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PCA Principal components analysis

PLS Partial least squares

PLS-DA Partial least squares-discriminant analysis

qNMR Quantitative NMR

qHNMR Quantitative proton (1H) NMR

qTLC Quantitative thin layer chromatography
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Abstract

Mass spectrometry (MS) is a powerful analytical tool with many applications in pharma-
ceutical and biomedical field. The increase in sensitivity and resolution of the instrument 
has opened new dimensions in analysis of pharmaceuticals and complex metabolites of 
biological systems. Compared with other techniques, mass spectroscopy is only the tech-
nique for molecular weight determination, through which we can predict the molecular 
formula. It is based on the conversion of the sample into ionized state, with or without 
fragmentation which are then identified by their mass-to-charge ratios (m/e). Mass spec-
troscopy provides rich elemental information, which is an important asset to interpret 
complex mixture components. Thus, it is an important tool for structure elucidation of 
unknown compounds. Mass spectroscopy also helps in quantitative elemental analysis, 
that is, the intensity of a mass spectra signal is directly proportional to the percentage 
of corresponding element. It is also a noninvasive tool that permits in vivo studies in 
humans. Recent research has looked into the possible applications of mass spectrometers 
in biomedical field. It is also used as a sensitive detector for chromatographic techniques 
like LC–MS, GC–MS and LC/MS/MS. These recent hyphenated technological develop-
ments of the technique have significantly improved its applicability in pharmaceutical 
and biomedical analyses.

Keywords: mass spectrometry, pharmaceutical, biomedical, phytochemical, structure 
elucidation

1. Introduction

Mass spectrometry (MS) is an advanced technique for determining the molecular weight of a 
compound. The first mass spectrometer was developed in 1912 by J.J. Thompson. The instrument 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



has now a wide range of applications in pharmaceutical (drug discovery, pharmacokinetics, 
drug metabolism), clinical (neonatal screening, hemoglobin analysis, drug testing), environmen-
tal (water quality, food contamination, pollutant determination), geological (oil composition, 
hydrocarbon fraction determination in petroleum industry), metallurgy (determination of rare 
earth metals and metals at ppq (parts per quadrillion)), sports (dope test of drugs in athletes), 
forensic (poison and drug metabolite determination) and biotechnology (proteins, peptide anal-
ysis) like fields.

2. Principle

The mass spectroscopy is based on the positive ion generation. For its most popular model, 
the electron impact ionization with magnetic sector analyzer, the sample under investiga-
tion is converted into vapor phase and bombarded with electrons having energy sufficient to 
knock out one electron from it (>10 eV) to produce a positively charged ion called molecular 
ion or parent ion which is denoted by M+.

Positively charged molecule M+ is often unstable, and with increase in energy (10–70 eV) 
according to bond strength, they break into fragments called fragment or daughter ion 
which is denoted by M+1. Ions formed are separated in analyzer under the influence of 
electric and magnetic field and are recorded by the detector to give rise a mass spectrum 
(Figure 1).

Figure 1. Ionization of molecule by electron bombardment.
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3. Components of mass spectrometer

Mass spectrometer mainly consists of following components:

1. Inlet system

2. Ion generation chamber

3. Analyzer tube

4. Ion collector

5. Data collection system

The inlet system transfers the gaseous form of sample into the vacuum of the ion generation 
chamber of mass spectrometer. In the ion generation chamber, neutral sample molecules are 
ionized and then accelerated into the mass analyzer tube. The mass analyzer tube is the most 
important part on which a range of the mass spectrometer depends. This segment separates 
generated ions, either in space or in time, according to their mass-to-charge ratio (m/e). Once 
the ions are separated, they are collected and detected in ion collector chamber. Then, the 
signal is transferred to a data collection system for data investigation. The high vacuum is 
applied between the ion generation chamber, analyzer tube and ion collector. The vacuum 
system is maintaining the low pressure which minimizes the chances of ion-molecule reac-
tion, scattering and neutralization of the ions (Figure 2).

4. Applications

4.1. Phytochemical analysis

Mass spectroscopy is widely employed in phytochemical analysis due to its capabil-
ity to identify and measure metabolites having very low molecular weight at very low 
concentration ranges below nanogram per milliliter (ng/mL). Therefore, it is considered 
as trace analysis methodology. A variety of analyte separation techniques like capillary 
electrophoresis, gas chromatography and high-performance liquid chromatography are 

Figure 2. Components of mass spectrometer.
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united with mass spectroscopy for simultaneous separation and determination of analytes 
called CE-MS, GC–MS and HPLC-MS, respectively. Mass spectrometers like quadrupole 
or quadrupole-time-of-flight (Q-TOF) are frequently employed in combination along with 
gas chromatographic system. Several phytoconstituents are volatile and thermolabile, and 
they can be analyzed by electrospray ionization (ESI) and matrix-assisted laser desorption 
ionization (MALDI). ESI is commonly employed in HPLC-MS and CE-MS. Fourier trans-
form ion cyclotron resonance (FT-ICR), orbitrap and TOF are emerged as high-performance 
mass analyzers that are able to screen metabolites with fraction of seconds due to their 
high resolution. Combination of TOF with one (Q-TOF) or two quadrupoles (Qq-TOF) is 
emerged as hybrid mass spectrometers that are able to cover unlimited mass range with 
high scan rates up to 106 u/s and high resolving power. Analytes having high molecular 
weight and temperature sensitive can be efficiently analyzed by HPLC coupled with atmo-
spheric pressure ionization-mass spectrometer (API-MS) [1]. Some of the recent research 
articles depicting the application of mass spectrometry for the phytochemical analysis are 
listed in Table 1.

S. no. Analytical 
technique

Sample source Analytes Reference

1 HPLC-ESI-MS Leontopodium species 
(Asteraceae)

Fatty acids, sucrose, diterpenes, 
sesquiterpene

[2]

2 GC × GC–MS Essential oil of Pelargonium 
graveolens

ɑ-Pinene, myrcene, limonene, citrinellal, 
geraniol

[3]

3 GC–MS Methanolic fruit extract of 
Momordica charantia

Vitamin E, gentisic acid, 1-pentadecyne [4]

4 GC–MS Extracts of Aerva lanata (R)-(+)-ç-Valerolactone, 5,14-di (N-butyl)-
octadecane, 9-octadecenoic acid, 
2-propynoic acid

[5]

5 GC–MS Ethanolic extract of Azolla 
microphylla

(R)-(+)-ç-Valerolactone, 5,14-di (N-butyl)-
octadecane, 9-octadecenoic acid, 
2-propynoic acid

[6]

6 UHPLC-ESI-MS Rhizopus microsporus var. oryzae 
challenged soya bean seedlings

Prenylated isoflavonoids and isoflavonoids 
like daidzein, genistein, glycitein

[7]

7 HPLC-ESI-MS/
MS

Radix astragali Calycosin, calycosin-7-O-β-D-glycoside, 
formononetin, formononetin-7-O-glycoside

[8]

8 HPLC–MS/MS Glycyrrhiza uralensis Fisch. 
extract

Glycyrrhizic acid, liquorice saponin G2, 
liquiritin, licuraside, ononin, glycycoumarin

[9]

9 LC/MS/MS Dried plums Hydroxycinnamics, including acids, esters 
and glycosides; hydroxybenzoic acids and 
one flavonoid

[10]

10 UHPLC–MS Licorice root extract in 70% 
ethanol, ethanol and ethyl 
acetate

Prenylated flavonoids [11]

Table 1. Applications of mass spectroscopy in phytochemical analysis.
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articles depicting the application of mass spectrometry for the phytochemical analysis are 
listed in Table 1.

S. no. Analytical 
technique

Sample source Analytes Reference

1 HPLC-ESI-MS Leontopodium species 
(Asteraceae)

Fatty acids, sucrose, diterpenes, 
sesquiterpene

[2]

2 GC × GC–MS Essential oil of Pelargonium 
graveolens

ɑ-Pinene, myrcene, limonene, citrinellal, 
geraniol

[3]

3 GC–MS Methanolic fruit extract of 
Momordica charantia

Vitamin E, gentisic acid, 1-pentadecyne [4]

4 GC–MS Extracts of Aerva lanata (R)-(+)-ç-Valerolactone, 5,14-di (N-butyl)-
octadecane, 9-octadecenoic acid, 
2-propynoic acid

[5]

5 GC–MS Ethanolic extract of Azolla 
microphylla

(R)-(+)-ç-Valerolactone, 5,14-di (N-butyl)-
octadecane, 9-octadecenoic acid, 
2-propynoic acid

[6]

6 UHPLC-ESI-MS Rhizopus microsporus var. oryzae 
challenged soya bean seedlings

Prenylated isoflavonoids and isoflavonoids 
like daidzein, genistein, glycitein

[7]

7 HPLC-ESI-MS/
MS

Radix astragali Calycosin, calycosin-7-O-β-D-glycoside, 
formononetin, formononetin-7-O-glycoside

[8]

8 HPLC–MS/MS Glycyrrhiza uralensis Fisch. 
extract

Glycyrrhizic acid, liquorice saponin G2, 
liquiritin, licuraside, ononin, glycycoumarin

[9]

9 LC/MS/MS Dried plums Hydroxycinnamics, including acids, esters 
and glycosides; hydroxybenzoic acids and 
one flavonoid

[10]

10 UHPLC–MS Licorice root extract in 70% 
ethanol, ethanol and ethyl 
acetate

Prenylated flavonoids [11]

Table 1. Applications of mass spectroscopy in phytochemical analysis.
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4.2. Structure elucidation

Mass spectroscopy has major use in structure elucidation of compounds. Mass spectrum is 
produced in the form of bar graph which is interpreted by using the following peaks.

1. Base peak: It is the most intense peak of the mass spectrum. It has 100% abundance.

2. Molecular ion peak: It has highest mass-to-charge ratio (m/e) in mass spectrum created due 
to loss of one electron from molecule, and its m/e value roughly represents the molecular 
weight of compound.

3. Isotopic peaks: Isotopic peaks are often seen in the mass spectrum due to the presence of iso-
topes. These are usually one or two mass units higher or lower than the ion peak. It can be 
represented by m + 1 and m + 2 for one and two molecular weight higher isotopes and vice 
versa for lower weight isotopes. Intensity of the peak depends on the natural abundance of 
isotopes. These are often used as characteristic of a compound for identification.

4. Fragment ion peak: Peak of fragment ion in mass spectrum is called fragment ion peak. 
Fragmentation pattern is characteristic for a particular organic compound. So we can con-
firm the compound by comparing with the library of fragmentation pattern of reference 
compounds.

5. Metastable ion peak: This ion is formed from the disintegration of fragment ion in the ana-
lyzer tube of mass spectrometer. It is generated due to loss of kinetic energy of ion during 
acceleration from ionization chamber to analyzer tube. This ion appears in the spectrum 
at m/e ratio, which depends upon the mass of original ion from which it is formed   ( m  

1
  + )   

and fragment ion mass   ( m  
2
  + )  . Metastable ion peaks usually appear at nonintegral values of 

m/e ratio and are often seen as broad peaks. This is used for the confirmation of proposed 
fragmentation pattern of a molecule.

   m   ∗  =   
  ( m  2  + )    2  _____  ( m  1  + ) 

    

Here, m* is the mass of metastable ion observed in mass spectrum.

There are some rules which are employed in interpretation of mass spectra in structure eluci-
dation process. These are:

1. Nitrogen rule: Nitrogen rule gives very useful clue about the presence or absence and num-
ber of nitrogen atoms. It is divided into two parts:

i. If m/e value of molecular ion peak is odd number, then it may contain odd number of 
nitrogen atoms.

ii. If m/e value of molecular ion peak is even number, then it may or may not contain even 
number of nitrogen atoms.
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2. Hydrogen deficiency index (HDI): Number of pairs of hydrogen required to saturate the 
compound is called hydrogen deficiency index (HDI). Hydrogen deficiency index is also 
called unsaturation index which gives the information about the number of π-bonds and/
or rings present in a molecular structure.

Steps for determination of hydrogen deficiency index:

1. Make the correction in the predicted base formula with respect to the elements obtained 
from other spectral data, and the correction requires addition or removal of hydrogen at-
oms, which depends upon the type of element added.

A. For group V elements (N, P, As, Sb, Bi): Addition of one hydrogen atom is required with 
each added element.

B. For group VI elements (O, S, Se, Te): There is no need of addition of any hydrogen atom 
in the formula.

C. For group VII elements (F, Cl, Br, I): The removal of one hydrogen atom is required with 
each added element.

2. After specific needed corrections, compare molecular formula of unknown compound 
with the formula of saturated hydrocarbon.

3. Calculate the difference in hydrogen atoms between two formulas and corresponding 
pairs of hydrogen atom.

Interpretation of hydrogen deficiency index:

1. If hydrogen deficiency index is one, there must be one double bond or one ring present in 
the structure.

2. If hydrogen deficiency index is two, there must be triple bond or two double bonds, two 
rings, or one double bond and one ring present in the structure.

3. Similarly, benzene ring has hydrogen deficiency index four because it contains three dou-
ble bonds and one ring in it.

4. Any substance with hydrogen deficiency index four or more possibly contains a benzenoid 
ring in it, and the compounds with hydrogen deficiency index less than four cannot con-
tain such type of ring.

We can understand this application by the following examples:

Example 1: Calculate the HDI of C2H4.

C2H4 has two carbon atoms. Therefore, base molecular formula will be:

=CnH2n+2.

=C2H(2 × 2)+2.

=C2H6.
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Hydrogen atoms in predicted base molecular formula = 6.

Hydrogen atoms in actual molecular formula of compound = 4.

Difference in hydrogen atoms between two formulas (6–4) = 2 (which corresponds to one pair 
of hydrogen atom).

Hydrogen deficiency index is 1, because one pair of hydrogen atom is required to saturate 
the compound.

Example 2: Calculate the HDI of C6H6.

C6H6 has six carbon atoms. Therefore, base molecular formula will be:

=CnH2n+2.

=C6H(2 × 6)+2.

=C6H14.

Hydrogen atoms in predicted base molecular formula = 14.

Hydrogen atoms in actual molecular formula of compound = 6.

Difference in hydrogen atoms between two formulas (14–6) = 8 (which corresponds to four 
pairs of hydrogen atom).

Hydrogen deficiency index is 4, because four pairs of hydrogen atoms are required to saturate 
the compound.

Fragmentation pattern is also an important component of mass spectra from which qualitative 
analysis of compounds can be done, and it is also useful in elucidation of structural arrange-
ment of compound. From Beynon table, one can predict the possible elemental arrangement 
or composition of particular mass and determine the molecular formula of compound. The 
following examples from the literature support the present application of mass spectroscopy.

The structure of flavonoid monoglycosides like genistein-7-O-glucoside, genistein-4′-O-
glucoside, 2′-hydroxygenistein-7-O-glucoside and apigenin, isolated from shoot of lupin 
(Lupinus luteus L.), was elucidated by using LSI-MS and EI-MS with double-focusing reversed 
geometry between mass spectrometer [12].

The analysis of sulfated heparin-like glycosaminoglycan oligosaccharides was done with the 
help of tandem mass spectroscopy (MS/MS) using quadrupole ion trap mass spectrometer and 
quadrupole orthogonal acceleration time-of-flight mass spectrometer, and their fragmentation 
pattern was also studied. This study suggested the use of tandem mass instruments like Q-TOF 
and metal cations in mass spectroscopy of heparin-like glycosaminoglycan oligosaccharides [13].

A one-step complete analysis method was developed for galacto-oligosaccharide mixtures 
obtained in lactose transgalactosylation using β-galactosidase from Aspergillus oryzae based on ion-
mobility spectrometry-tandem mass spectrometry (IMS-MS/MS) with electrospray ionization [14].

The characterization of commercial prebiotic galacto-oligosaccharide mixture was done with 
linear ion-trap mass spectrometer coupled with high-performance anion-exchange chromatog-
raphy (HPAEC) using electrospray ionization combination with 1H NMR and 13C NMR [15].
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The synthesis of a novel sequence of di- and tri-organotin (IV) compounds which contains 
germanium having the general formula R4−nSnLn along with characterization was performed 
by elemental analysis, FT-IR, multinuclear NMR (1H,13C,119Sn) and mass spectrometry by dou-
ble-focusing mass spectrometer [16].

The characterization of polyisobutylenes was done by various mass spectrometry techniques 
like tandem mass spectroscopy with MALDI-TOF and ESI-QIT. The primary structure was 
determined by multistage mass spectrometric analysis, the presence of specific functional 
groups (e.g., OH or OCH3) was confirmed, and also differentiation between isomeric func-
tional groups was done [17].

4.3. Peptide and protein sequence/structure analysis

Mass spectroscopy has an important application in analysis of sequence of amino acids 
in proteins and peptides, that is, analysis of structure of proteins and peptides, and this is 
employed increasingly. This can be performed by stepwise hydrolysis accompanied with 
chromatography. Peptides are converted into amino alcohols which are volatile in nature. 
These amino alcohols derivatized and analyzed in mass spectrometer which aids sequence 
analysis. However, sequencing of underivatized peptides as in fast atom bombardment mass 
spectrometry (FABMS) is also employed. New techniques like MALDI and tandem mass 
spectroscopy are also in trend [18, 19]. Various examples from the literature support the pres-
ent application.

The peptide sequence was analyzed using combination of gas-phase ion/ion chemistry and 
tandem mass spectrometry. The quadrupole linear ion trap with electrospray ionization and 
chemical ionization was also utilized in the analysis to characterize the primary structure of 
intact proteins [20].

Similarly, RNA polymerase II (Pol II) transcription initiation complex structure was analyzed 
by cross-linking and mass spectroscopy. They employed linear ion trap quadrupole (LTQ)-
orbitrap spectrometer and recorded Fourier transform mass spectrometer (FTMS) spectra at 
100,000 resolutions. The cross-linking/MS was used as an integrated structure analysis tool for 
large multi-protein complexes [21].

A new procedure was revealed which enabled selective sequencing and detection of serine-, 
threonine- and tyrosine-phosphopeptides at very low level of femto mole in protein digests 
with electrospray mass spectroscopy (ES-MS) using quadrupole mass spectrometer [22].

Another similar study revealed a method for determination of amino acid sequence of frac-
tions of peptides from apolipoprotein B by tandem mass spectrometry. In this, triple quadru-
pole mass spectrometer along with LSI-MS was employed [23].

4.4. Clinical studies

Implementation of mass spectroscopy in clinical laboratory resulted in significant advance-
ments. Sometimes greater degree of sensitivity is required when analyte quantity is too low and 
mass spectroscopy due to its higher sensitivity marks a valuable place in clinical analysis [24]. In 
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any disease condition, the chemistry of body changes which results in the changes in products 
in body fluids and excretion products can be detected for the diagnosis purpose by chromato-
graphic instrument like gas chromatography equipped with mass spectroscopy [18]. Matrix-
assisted laser desorption/ionization mass spectrometry (MALDI-MS) is now in trend that is used 
to directly analyze and image pharmaceutical compounds in intact tissue [25].

Organic acidurias are an inherited disorder of metabolism in man, and gas chromatography 
coupled with mass spectroscopy is used to define an organic aciduria involving isovaleric 
acid. This technique is used in diagnosis and characterization of inborn errors of organic 
acid metabolism [26]. A simplified method was developed for clinical diagnosis of organic 
aciduria with gas chromatography–mass spectrometry (GC–MS) using quadrupole mass 
spectrometer. The urine samples were analyzed from patients, and acids were identified like 
methylcitric acid, margaric acid and glutaric acid [27].

Matrix-assisted laser desorption/ionization imaging mass spectrometry is emerged as a 
potent instrument for the investigation of small molecules and proteins in biological systems 
by in situ analysis of tissue sections [28]. A new technique was developed for the identifica-
tion of proteins on tissue using tryptic digestion followed by matrix-assisted laser desorp-
tion/ionization imaging mass spectrometry with tandem mass spectrometry analysis. They 
used MALDI-TOF for their study [29]. Likewise, the level of antitumor drug SCH 226374 was 
determined in mouse tumor tissue using MALDI-QqTOF mass spectrometer. In whole brain 
homogenates, the concentration of drug was determined at nanogram levels with high-per-
formance liquid chromatography/tandem mass spectrometry using triple quadrupole mass 
spectrometer [25].

Matrix-assisted laser desorption ionization-Fourier transform ion cyclotron resonance 
(MALDI-FTICR) is also an efficient technique for imaging of drugs and metabolites in tissue. 
A method based on MALDI-FTICR for imaging of olanzapine in kidney and liver as well as 
imatinib in glioma was described [30].

There is dramatic amplification in interest and implementation of clinical mass spectrometry 
for testing of vitamin D. LC–MS/MS method enables to distinguish between vitamin D2 and 
vitamin D3 and also provides information on the vitamin D epimeric form, both of which are 
not currently possible with existing immunoassays. Mass spectroscopy is the favored method 
for endocrine disorders analysis, for example, steroid analysis which requires technical com-
petence, skill and experience for the needed improvement [24].

Mass spectroscopy can also be used for the investigation of bile acids in biological fluids. Bile 
has bile acids as the major constituents which are synthesized in liver and secreted in gall blad-
der or in intestine. Bile acids have many vital physiological functions like lipid absorption and 
cholesterol homeostasis. Under normal healthy condition, only small quantities of bile acids 
are found in peripheral circulation and urine, but in hepatobiliary and intestinal diseases it 
will get affected. This occurs due to disturbances in synthesis and pharmacokinetics in the 
body. Hence, the evaluation of bile acid can become useful for investigating the liver or intes-
tinal functions along with the diagnosis of various diseases such as cholestasis, colon and liver 
cancer. The complex structure and low concentration of bile acids in biological fluids make 

Application of Mass Spectroscopy in Pharmaceutical and Biomedical Analysis
http://dx.doi.org/10.5772/intechopen.70655

113



their analysis technically difficult. For many years, GC–MS has been used but LC–MS has also 
been used for qualitative analysis of bile acids. A rapid, accurate, sensitive and reproducible 
method was developed using liquid chromatography–electrospray tandem mass spectrom-
etry (LC–MS/MS) to investigate conjugated and total bile acids in samples of human bile and 
mixture of bile acid standards. The results coincide with the results obtained by the GC–MS 
technique. This method has important advantages over others because of the high specificity, 
sensitivity and selectivity of tandem mass spectrometry [31].

Mass spectroscopy has also application in clinical microbiology. Matrix-assisted laser desorp-
tion/ionization time-of-flight mass spectrometry (MALDI-TOF MS) has been freshly adapted 
for the recognition of whole microorganisms from their colonies on media or directly from 
cultures in blood and urine. This technique can precisely identify even those bacteria which 
are difficult by conventional methods and that day is not far away when this technology will 
complement the conventional microbiologic identification methods. In this technique, a por-
tion of an isolated colony is loaded in the instrument and the comparison of spectrogram is 
done to a library by a proprietary algorithm to identify the organism. The ease of use, ability 
to run large numbers of isolates per batch, simplicity of setup, automation, rapid turnaround 
time and low reagent costs are the major advantages. By optimization, the cost of operation 
reduces to one-tenth that of conventional method with automated biochemical testing plat-
forms. A Swiss study has done a comparison between MALDI-TOF MS system and conven-
tional methods for the identification of 1371 routine bacteria and yeast isolates. MALDI-TOF 
MS provided identifications for 98.5% of the isolates, including 93.2% at the species level 
and 5.3% at the genus level. Of the species-level identifications, 95.1% matched conventional 
identifications. Important deficiencies in present MALDI-TOF MS platforms include misclas-
sification such as of Shigella as Escherichia coli and Streptococcus pneumoniae as Streptococcus 
mitis and, additionally, poor performance with polymicrobial samples. In some cases, instru-
ments have identified only one organism without indicating the presence of others. Despite 
the need for improvement, mass spectrometry will become popular in the near future with 
fast turnaround times, ease of use and potential operational cost savings [32].

4.5. Pharmaceutical analysis

Mass spectroscopy emerged as a powerful tool for various operations in pharmaceutical field 
mainly in drug development. New methods and instruments in mass spectroscopy are devel-
oped at a very high rate. Mass spectroscopy now becomes an irreplaceable tool in all types of 
drug discoveries due to its high sensitivity, speed, versatility and selectivity [33].

Mass spectroscopy is widely used for detection of impurities in samples. Likewise, the 
use of LC–MS for multidimensional evaluation of impurities during drug development is 
described. They used peptide drugs as an example and used ion trap mass spectrometer 
with electrospray ionization in their method [34]. Similarly, it can also be used for detect-
ing the purity profile of active pharmaceutical ingredients (API), that are, MK-0969, an M3 
antagonist; MK-0677, an oral-active growth hormone secretagogue and API-A, a cathepsin 
K inhibitor. The elucidation of impurity structure was made by utilization of LC–MS using 
quadrupole ion trap mass spectrometer equipped with an electrospray ionization or an 
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atmospheric pressure chemical ionization (APCI) interface [35]. A protocol for qualitative 
and quantitative analysis of pharmaceutical compounds by MALDI-TOF mass spectrom-
etry was described. Two drugs lopinavir and ritonavir were analyzed and described that 
HIV protease inhibitors can successfully be quantified in peripheral blood mononuclear cells 
using MALDI-TOF mass spectrometry [36].

Matrix-assisted laser desorption/ionization mass spectrometry imaging (MALDI-MSI) 
emerged as a valuable tool in direct analysis of pharmaceutical formulations. MALDI-MSI 
can be used for direct analysis of homogeneity of the active drug compound throughout 
the excipients contained in tablets. A direct analysis in real-time ion source coupled with a 
time-of-flight mass spectrometer (DART-MS) method for screening of pharmaceutical for-
mulations was developed. A library of compounds were analyzed using mass spectra data 
collected by DART-MS operated in switching mode at 20, 60 and 90 V settings. This library 
consisted of 17 commonly encountered drugs in parenteral pharmaceutical formulations, that 
is, surgical analgesic: fentanyl, hydromorphone and morphine; anesthetic: baclofen, bupiva-
caine, ketamine, midazolam, ropivacaine and succinylcholine; and a mixture of other drug 
classes: caffeine, clonidine, dexamethasone, ephedrine, heparin, methadone, oxytocin and 
phenylephrine [37].

4.6. Forensic applications

In forensic study, sample is in minute quantity; therefore, high sensitivity is required for 
analysis. Mass spectroscopy coupled with gas chromatography emerged as an indispensable 
tool in forensic field as well as LC–MS has also wide utility in forensic study. In forensic stud-
ies, the use of mass spectroscopy is becoming significant because of increase in the demand 
to investigate use of illegal drugs through analyzing body fluids and tissues. The sample 
for forensics in the case of drug abuse is mainly urine, hair and blood. Some of the drugs in 
routine analysis include opiates, cocaine, marihuana, lysergic acid diethylamide (LSD) and 
amphetamines. However, cases of murders or death due to poisoning and drug overdose are 
also the prime targets for these drug candidates’ analysis [38].

A liquid chromatographic thermospray tandem mass spectrometric method was developed 
for quantitative analysis of some drugs having hypnotic, sedative and tranquilizing prop-
erties, that is, benzodiazepine, thioxanthene, butyrophenone, methadone and diphenyl-
butylpiperidine in whole blood. A triple-stage quadrupole mass spectrometer was used in 
the analysis at a very low detection limit of 0.05–0.5 ng/ml [39]. Similarly, a method was 
developed for determining common drugs of abuse in body fluids using liquid chromatogra-
phy-atmospheric pressure chemical ionization mass spectrometry (LC-APCI-MS). Drugs ana-
lyzed were opiate agonists (morphine, morphine-3-glucuronide, morphine-6-glucuronide, 
6-monoacetylmorphine, codeine, codeine-6-glucuronide, dihydrocodeine, dihydromorphine, 
buprenorphine, methadone, tramadol, and ibogaine), cocaine and its metabolites (benzoy-
lecgonine and ecgonine methyl ester) and lysergic acid diethylamide in serum, blood, urine 
and other biological matrices by using single quadrupole instrument [40]. Determination of 
11-nor-9-D-tetrahydrocannabinol-9-carboxylic acid (THC-COOH) in urine [41], alfentanil, 
fentanyl and its derivatives with other opioid drugs like morphine, buprenorphine, codeine, 
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heroin, methadone, naloxone, naltrexone, tramadol, pentazocine, pethidine and others in hair 
[42] has been done by LC–MS and LC–MS/MS. Analysis of methadone and its metabolites 
with other illicit drugs like cocaine, phencyclidine, heroin and 6-acetylmorphine in hair by 
GC–MS is another successful application of mass spectroscopy [43].

4.7. Metabolites analysis

Determination of metabolic pathway and different metabolites of a drug or xenobiotics is 
very important to assess its different parameters of pharmacokinetics. Drug metabolic reac-
tions can be divided into two parts: 1. Phase I or functionalization reactions and 2. Phase II or 
conjugation reactions. Both of these transformations involve changes in the molecular weight. 
These changes can be accurately measured by mass spectrometer.

In structural characterization by mass spectrometry, the exchange of labile hydrogen with 
deuterium (H/D exchange) in small organic molecules has been widely used and this occurs 
in solution containing functional groups which have labile hydrogen(s) such as -SH, −OH, 
−N(R)H, −NH2 and -COOH. During biotransformation, attachment of polar functional groups 
occurs, which causes changes in the number of exchangeable hydrogens. The number of 
exchangeable hydrogens in metabolites can give additional information to facilitate struc-
tural elucidation. This approach was applied to differentiate sulfoxide and sulfone metabo-
lites from the isomeric mono- and di-hydroxylated metabolites, respectively. For example, 
the H/D exchange method was used for the drug metabolism studies of denopamine and 
promethazine in which N- or S-oxide was easily distinguished from the hydroxylated metab-
olites. A triple-stage quadrupole mass spectrometer equipped with electron impact (EI), FAB, 
APCI, ESI and thermospray (TSP) systems was utilized in the study [44].

Oxidation of a tertiary amino group to form an N-oxide is an important biotransformation 
pathway for many drugs and xenobiotics. N-oxide metabolites have the same elemental 
composition as those metabolites resulting from hydroxylation. Differentiation by mass spec-
trometry is a challenging task because these analytes exhibit the same m/z for their proton-
ated or deprotonated molecules and their product ion mass spectra are usually very similar. 
Deoxygenation of N-oxides during atmospheric pressure chemical ionization represents 
potential way to differentiate N-oxides from hydroxylated metabolites. 6-OH desloratadine 
and N-oxides can be clearly differentiated as the major fragment ion from N-oxides was due 
to the loss of an oxygen atom while the prominent fragment ion from 6-OH desloratadine was 
due to loss of H2O [45].

Stable isotope-labeled (2H, 13C, 15N, 18O, 34S and others) xenobiotics can facilitate metabolite 
detection and identification by mass spectrometry, especially when radiolabeled parent drug 
is not available [46–48]. Custom-designed isotopic clusters resulting from the mixture of natu-
ral and synthetically enriched isotopes can greatly facilitate the detection and identification 
of metabolites. For example, the detection and identification of ribavirin metabolites in rats 
was done with the aid of stable isotope labeled drug [49]. Similarly, a fast and sensitive liq-
uid chromatography–tandem mass spectrometry method was developed for simultaneous 
determination of acetaminophen and its glucuronide and sulfate metabolites (APAP-GLU 
and APAP-SUL) in small plasma volumes. The tandem triple quadrupole mass spectrometer 
equipped with an electrospray ionization source was used in the study [50].
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heroin, methadone, naloxone, naltrexone, tramadol, pentazocine, pethidine and others in hair 
[42] has been done by LC–MS and LC–MS/MS. Analysis of methadone and its metabolites 
with other illicit drugs like cocaine, phencyclidine, heroin and 6-acetylmorphine in hair by 
GC–MS is another successful application of mass spectroscopy [43].

4.7. Metabolites analysis

Determination of metabolic pathway and different metabolites of a drug or xenobiotics is 
very important to assess its different parameters of pharmacokinetics. Drug metabolic reac-
tions can be divided into two parts: 1. Phase I or functionalization reactions and 2. Phase II or 
conjugation reactions. Both of these transformations involve changes in the molecular weight. 
These changes can be accurately measured by mass spectrometer.

In structural characterization by mass spectrometry, the exchange of labile hydrogen with 
deuterium (H/D exchange) in small organic molecules has been widely used and this occurs 
in solution containing functional groups which have labile hydrogen(s) such as -SH, −OH, 
−N(R)H, −NH2 and -COOH. During biotransformation, attachment of polar functional groups 
occurs, which causes changes in the number of exchangeable hydrogens. The number of 
exchangeable hydrogens in metabolites can give additional information to facilitate struc-
tural elucidation. This approach was applied to differentiate sulfoxide and sulfone metabo-
lites from the isomeric mono- and di-hydroxylated metabolites, respectively. For example, 
the H/D exchange method was used for the drug metabolism studies of denopamine and 
promethazine in which N- or S-oxide was easily distinguished from the hydroxylated metab-
olites. A triple-stage quadrupole mass spectrometer equipped with electron impact (EI), FAB, 
APCI, ESI and thermospray (TSP) systems was utilized in the study [44].

Oxidation of a tertiary amino group to form an N-oxide is an important biotransformation 
pathway for many drugs and xenobiotics. N-oxide metabolites have the same elemental 
composition as those metabolites resulting from hydroxylation. Differentiation by mass spec-
trometry is a challenging task because these analytes exhibit the same m/z for their proton-
ated or deprotonated molecules and their product ion mass spectra are usually very similar. 
Deoxygenation of N-oxides during atmospheric pressure chemical ionization represents 
potential way to differentiate N-oxides from hydroxylated metabolites. 6-OH desloratadine 
and N-oxides can be clearly differentiated as the major fragment ion from N-oxides was due 
to the loss of an oxygen atom while the prominent fragment ion from 6-OH desloratadine was 
due to loss of H2O [45].

Stable isotope-labeled (2H, 13C, 15N, 18O, 34S and others) xenobiotics can facilitate metabolite 
detection and identification by mass spectrometry, especially when radiolabeled parent drug 
is not available [46–48]. Custom-designed isotopic clusters resulting from the mixture of natu-
ral and synthetically enriched isotopes can greatly facilitate the detection and identification 
of metabolites. For example, the detection and identification of ribavirin metabolites in rats 
was done with the aid of stable isotope labeled drug [49]. Similarly, a fast and sensitive liq-
uid chromatography–tandem mass spectrometry method was developed for simultaneous 
determination of acetaminophen and its glucuronide and sulfate metabolites (APAP-GLU 
and APAP-SUL) in small plasma volumes. The tandem triple quadrupole mass spectrometer 
equipped with an electrospray ionization source was used in the study [50].
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5. Conclusion

Mass spectrometry is a very sensitive technique which can analyze even minute quantities of 
the molecule. This ability is utilized for various purposes like phytochemical, clinical, phar-
maceutical and forensic analyses. This technique, not only elucidates the structure of the com-
pounds, but also provides the information of molecular formula and the isotopic abundance 
of particular molecular formula. The availability of interphases made it possible to hyphenate 
this sophisticated technique with the different chromatographic techniques. This opened the 
new horizons of its applicability. The variations and permutation combinations of different 
ionization techniques with the different analyzers provide the analysis of diversified chemical 
entities at the femtogram level. The uniqueness of the technique of making fragments of the 
compound under investigation provides valuable structural information. This is helpful in 
the study of metabolite, peptide sequencing and macromolecules. This information is directly 
applicable in pharmaceutical and biomedical analysis. The development of double and triple 
quad techniques and their application have definitely uplifted the level of research and analy-
sis in biomedical field, and this chapter gives the update on the topic.
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Abstract

Significant progresses have been made in the inorganic and organic chemistry up to the 
present concerning the synthesis, characterization, and application of the metal com-
plexes of pharmaceutical substances. From the wide range of fields in which these coordi-
nation compounds find their application, many efforts were focused on the study of their 
importance in the biological processes. The coordination complexes of many pharmaceu-
tical substances having different pharmacological effects e.g., pyrazinamide (PZA), nico-
tinamide (NAM), nicotinic acid (NIC), theophylline (TEO), captopril (CPL), tolbutamide 
(TBA), clonidine (CLN), guanfacine (GUAF), etc. with transition metals were synthesized 
and used in order to improve their pharmacological and pharmacotechnical properties 
and also for the drug analysis and control. Several techniques such as Fourier transform 
infrared spectroscopy (FTIR), Raman spectroscopy, surface-enhanced Raman spectros-
copy (SERS), X-ray spectroscopy, mass spectrometry, ultraviolet-visible (UV-Vis) spec-
trophotometry, electron paramagnetic resonance (EPR) spectroscopy, X-ray diffraction, 
elemental analysis, electrochemical methods, thermal methods, and scanning electron 
microscopy were used for the physicochemical characterization of the complex com-
position. A significant interest in the development of metal complex-based drugs with 
unique research and therapeutic and diagnostic opportunities is currently observed in 
the medicinal inorganic chemistry area.

Keywords: coordination complexes, transition metals, pharmaceutical substances, 
characterization methods, medicinal chemistry

1. Introduction

The coordination complexes have been studied since 1798 starting with the Tassaert stud-
ies, and till nowadays significant progresses have been made in the inorganic and organic 
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 chemistry concerning the synthesis, characterization, and application of this large group of 
metal complexes. Concerning their structure, complexes were considered those compounds 
which do not fit within the classical theory of valence, meaning that the combination ratio of 
the elements exceeded their valences. This coordination theory elaborated by Alfred Werner 
indicated that the secondary valences of the elements are involved in the formation of the 
second-order combinations leading to the actual representation of the complexes formed by 
the first coordination sphere marked between brackets [central atom (ligand)] and the second 
coordination sphere (ionization sphere) coming outside of the brackets. The central atom can 
be any chemical element; meanwhile, the ligands can be ions, atoms, or neutral molecules, 
which can act as donors [1]. Neutral molecules or mono-/polyatomic anions which have one or 
more unshared electron pairs can act as mono-/polydentate ligands, the latter ones form com-
plexes with cyclic structure known as chelates. A large number of pharmaceutical substances 
behave in vivo or in vitro conditions as ligands and chelating agents [2].

The number and the large structural variety of these complexes could not allow a rigorous 
systematization, even though some attempts by using certain classification criteria have been 
made such as the number of the central atoms, the charge of the complex ion, the type of 
ligands, and the coordination number. The coordination compounds were classified into 
Werner complexes, complexes with metal-metal bonds, metal carbonyls, clusters, complexes 
with macrocyclic ligands, molecular complexes (adducts, clathrates), chelates, and metal-
organic complexes [1].

Natural metal complexes consisting of a central metal atom or ion (especially of the 3D transi-
tion metals) are involved in a plenty of biological mechanisms among which photosynthesis, 
transport of oxygen in blood, coordination of some metabolic processes, pathological states, 
enzymatic reactions, etc., even though the metallic ions represent only 3% of the body com-
position. Many biomolecules (amino acids, peptides, carboxylic acids, etc.) can form metal 
complexes with different stabilities having biomedical importance. Some drugs have a certain 
therapeutic effect (e.g., antimicrobial, diuretic, antidepressant) due to the complexation of 
the metallic ion (Cu2+, Zn2+, Fe2+, Mg2+, etc.) essential for a certain biochemical process. Metal 
complexes and products containing oligoelements are widely used in therapy due to their 
pharmacodynamic properties, bioavailability enhancement, and toxicity decrease of some 
metal ions [1].

The main aspects concerning the formation of complexes between pharmaceutical substances 
and various ligands are supported by several observations. According to the biological, physi-
ological, and pathophysiological role of metal ions and ligands with pharmacological effect, 
metal ions present a great importance in carrying out the vital functions of living organ-
isms acting as complexes or chelates and also in the analysis and control methods of drug 
substances by forming complexes that can be detected by spectral techniques. The use of 
ligands, chelating agents, or complexes in medicine and biology concerns several purposes 
such as antidotes in poisoning with metal ions or hydrocyanic acid or cyanides; introduction 
in the living organisms of some essential metal ions found to be deficient; depriving bacteria, 
viruses, or microbial enzyme systems of micronutrients essential for their work; or providing 
toxic metals for the pathogenic agents [2].
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Many coordination complexes have been used in medicine containing metals such as plati-
num (cisplatin as anticancer chemotherapy drug), gold (as auranofin used for rheumatoid 
arthritis), technetium and rhenium (as radiopharmaceuticals used in imaging and radiother-
apy), ruthenium (as anticancer drug), gadolinium, cobalt, lithium, bismuth, iron, calcium, 
lanthanum, gallium, tin, arsenic, rhodium, copper, zinc, aluminum, lutetium, vanadium, 
manganese, etc. [3, 4]. Only a reduced number of Co(III) complexes can be mentioned as 
having biochemical properties: vitamin B12, a natural organometallic complex of Co(III) with 
glyoxime. Other important examples are the series of Co(III) complexes containing N- and 
O-donor ligands based on a chelating Schiff base (imidazole, methylimidazole) with effi-
ciency in the treatment of epithelial herpetic keratitis (the molecular target is supposed to be a 
virus protease containing histidine), adenovirus keratoconjunctivitis, and human immunode-
ficiency virus type 1. [Co(NH3)6]Cl3 presents potent antiviral activity (against Sindbis virus). 
Some studies reported also the antibacterial activity of Co(II) and Co(III) complexes against 
Bacillus subtilis, Enterobacter aeruginosa, Escherichia coli, Staphylococcus aureus, etc. [3].

It was demonstrated that the antibacterial activity was increased upon chelation making the 
ligand a more powerful agent [5, 6]. The complexation of derivatives of sterically hindered 
o-diphenols and o-aminophenols with Cu(II), Co(II), Ni(II), and Zn(II) ions exhibited anti-
oxidant, antiviral, and antimicrobial activity with low toxicity. Their synthesis, their sepa-
ration as crystalline powders, the composition, and physicochemical characteristics of the 
complexes were also studied in Ref. [7].

Metal complexes have become an emerging tool in drug discovery being widely used as thera-
peutic compounds to treat several human diseases such as carcinomas, lymphomas, infection con-
trol, diabetes, anti-inflammatory, and neurological disorders [8, 9]. Due to various implications 
and applications of complexes (especially the chelates) in the biomedical field, many aspects are 
required to be studied such as their nature, their stability, the factors determining their formation 
and stability, and possibilities for preventing some reactions and for releasing a metal ion from a 
complex; all these are necessary in order to understand how they act in biological processes [2].

2. Physicochemical characterization of metal complexes of some 
pharmaceuticals

The coordination complexes of a wide range of pharmaceutical substances [pyrazinamide 
(PZA), nicotinamide (NAM), nicotinic acid (NIC), tolbutamide (TBA), theophylline (TEO), cap-
topril (CFL), clonidine (CLN), and guanfacine (GUAF)] with transition metals [Cu(II), Cd(II), 
Ni(II), Mn(II), Zn(II), and Co(II)] were synthesized and then characterized by using various tech-
niques such as elemental analysis, spectral, electrochemical, thermal, and microscopic methods.

2.1. Metal complexes of pyrazinamide

Pyrazinamide (PZA) (pyrazine carboxamide) is a nicotinamide analogue used as a first-line drug 
to treat tuberculosis. The complexes of PZA with Cu(II) were assessed by different  techniques 
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such as elemental analysis, spectral methods [Fourier transform infrared spectroscopy (FTIR), 
FT-Raman spectrometry, mass spectrometry], and scanning electron microscopy (SEM) cou-
pled with X-ray spectroscopy [energy-dispersive spectroscopy (EDS)] [1, 10–13].

The elemental analysis indicated that the combination ratio of metal:ligand (Me:L) is 1:2 for 
[Cu(PZA)2]Cl2 and [Cu(PZA)2](C6H5COO)2 complexes. The mass spectra of the complex of 
PZA with Co(II) benzoate revealed the identity and the purity of PZA and of the complex 
fragments confirming its structure (Figure 1) [1, 10].

The FTIR spectra of the complexes highlighted that –C═O groups and nitrogen from the 
pyrazine ring are implied in the coordination process (Table 1) [11]. Comparing the Raman 
spectra of PZA and of [Cu(PZA)2]Cl2, another analytical evidence for the complex formation 
is obtained. The appearance of new band characteristic for the Me:L bonds can be observed 
analyzing in detail the spectral region of low values of wave number (Figure 2) [1, 11, 12].
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Figure 1. The mass spectra of PZA (A) and [Cu(PZA)2](C6H5COO)2 (B) [1, 10]. Reprinted with permission of Revista de 
Chimie and of Editura Universităţii din Oradea.
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PZA [Cu(PZA)2](C6H5COO)2 [Cu(PZA)2]Cl2 Assignment

3410s 3610w 3430s νas NH2

3140m 3170m 3110m νs NH2

3080 3065m 3070m νCH

1705s 1915w 1700s νC═O(1)

1600m 1590m 1590m δNH2(2)

1570 1585m 1585m ν ring

1530 1545s 1510w ν ring

1375s 1380s 1385s νCN(III)

1150w 1180w 1170m δCH

1090m 1085w 1080w ρ NH2

870w 850w 870m δ ring

665w 680m 670w ρ NH2

Note: v, very; s, strong; m, medium; w, weak; ν, stretching; δ, in plane bending; ρ, rocking.
Source: Reprinted with permission of Farmacia and of Editura Universităţii din Oradea.

Table 1. Assignment of the characteristic IR bands of the metal complexes of PZA [1, 14].
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The morphology and the crystal structure of the two complexes were revealed by the SEM 
images and EDS spectra (Figures 3 and 4). The first complex, [Cu(PZA)2](C6H5COO)2, pre-
sented irregular conglomeration with different shapes and dimensions (Figure 3A); mean-
while, the second one, Cu(PZA)2]Cl2, presented acicular and elongated particles with an 
average size of about 1.5 microns (Figure 4A) [1, 14].

2.2. Metal complexes of nicotinamide

Nicotinamide (NAM) (3-pyridine carboxylic acid amide) is the amide of nicotinic acid playing 
an important role in the biosynthesis of pyridine nucleotides, and it is a reactive moiety of the 
coenzyme nicotinamide adenine dinucleotide, a soluble electron carrier in biochemical reac-
tions. The NAM complexes with transition metals [Cu(II), Cd(II), Hg(II)] were synthesized 
and characterized by using elemental analysis, UV-Vis, and FTIR spectroscopy [1, 15, 16]. 
The spectral data confirmed tetradentate coordination of NAM with Hg(II), Cd(II), and hexa-
dentate coordination with Cu(II). In the FTIR spectra of these complexes, it can be observed 
that the characteristic bands of NAM are slightly shifted after coordination (Table 2) [16]. The 
slight shifting of the bands from NAM complexes with Hg may be explained by the stereo-
chemistry of HgCl2, which is less bulky than Cu(C6H5COO)2 and Cd(SCN)2.

2.3. Metal complexes of nicotinic acid

Nicotinic acid (NIC) (pyridine-3-carboxylic acid) known as vitamin B3, niacin, has two impor-
tant pharmacological properties: peripheral vasodilator and hypocholesterolemic drug. Its 
 complexes with Co(II) and Cu(II) were synthesized and characterized by elemental analy-
sis and spectral methods [FTIR spectroscopy, Raman spectroscopy, and  surface-enhanced 

Figure 3. SEM image (A) and EDS spectrum (B) of [Cu(PZA)2](C6H5COO)2 [1, 14]. Reprinted with permission of Farmacia 
and of Editura Universităţii din Oradea.
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chemistry of HgCl2, which is less bulky than Cu(C6H5COO)2 and Cd(SCN)2.
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Nicotinic acid (NIC) (pyridine-3-carboxylic acid) known as vitamin B3, niacin, has two impor-
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Raman  spectroscopy (SERS)] (Figure 5). The significant differences observed from the spec-
tral data of the metal complexes can be attributed to the coordination process with the 
metal ions: the stretching vibrations ν(C─C) from the pyridine ring (1500–1600 cm−1) and 
ν(ring) of NIC (1037 cm−1) are shifted; meanwhile, the vibration band γ(CH) of the ring at 
811 cm−1 is shifted and also splitted indicating the ring deformation during the coordina-
tion process. There appear new bands corresponding to the Me:L bonds (at about 500 cm−1) 
(Table 3). The spectral results confirmed the monodentate coordination of NIC with Cu(II) 
and Co(II) [17].

2.4. Metal complexes of guanfacine

Guanfacine (GUAF) (N-(diaminomethylidene)-2-(2,6-dichlorophenyl)acetamide), used as 
antihypertensive drug, is able to form colored complexes (combination ratio Me:L 1:2) with 
Mn(II) and Cd(II) having different spectral characteristics. These complexes were analyzed 
by using spectral techniques such as FTIR and Raman spectroscopy. The imine group vibra-
tion from the FTIR data of GUAF (ν C═N at 1700 cm−1) was shifted (Δ = 10–60 cm−1) in the 
spectra of GUAF complexes with Mn(II) (ν C═N at 1710 cm−1) and Cd(II) (ν C═N at 1760 cm−1) 
showing the imine group involvement in the complex formation. The formation of new 
bonds Me:L was observed at around 500 cm−1 in the case of the two mentioned complexes. 
Significant differences appeared in the Raman spectra of the complexes in the region 1100–
1250 cm−1 due to the electronic delocalization from NH═C─NH2 (Figure 6). After coordi-
nation, in the case of both complexes, two distinct bands were revealed at 1212 cm−1 for 
NH─C─NH2 and at 1174 cm−1 for NH═C─NH2. The spectral data indicated that GUAF is 
coordinated by nitrogen atoms, and the results confirmed a tetradentate coordination of 
Cd(II) complexes [18].

Figure 4. SEM image (A) and EDS spectrum (B) of [Cu(PZA)2]Cl2 [1, 14]. Reprinted with permission of Farmacia and of 
Editura Universităţii din Oradea.
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2.5. Metal complexes of theophylline

Theophylline (TEO) (3,7-dihydro-1,3-dimethyl,1H-purine-2,6-dione) also known as 1,3-dimethyl-
xanthine belongs to the class of peripheral and cerebral vasodilator drugs. Metal complexes of 
TEO were synthesized having the general formula: [Men(TEO)x]Am ⋅ yH2O, where Me = Cu(II), 
Co(II), Cd(II), Zn(II), and Ni(II) and A = CH3COO−, C6H5COO−; n = 1, x = 1 or 2, m = 2, and y = 2 
or 4. The combination ratio was determined by using elemental analysis and conductometric 
titration; meanwhile, the number of water molecules was determined by using thermal analysis 
[2, 19–22].

NAM [Hg(NAM)2]Cl2 [Cu(NAM)2] 
(C6H5COO)22H2O

[Cd(NAM)2](SCN)2 Assignment

3531w (OH)

3364vs 3363s 3369s 3479s νas(NH2)

3167s 3171s 3207vs 3176m νs(NH2)

3065sh 3071sh 3071sh 3072w ν(CH)

1654s 1654vs 1668vs 1667vs ν(CO)

1622ws 1623ws 1632ws 1618m δ(NH2)

1577ws 1577vs 1596s 1577s ν(CN) + ν(CC)

1449m 1449m 1490s 1485m β(CH)

1395ws 1400m 1377vs 1400s ν(CN) amide

1297m 1296m 1301w 1331m ν(CC)

1178m 1179m 1193w 1204s ν(ring) NAM

1141m 1142s 1153sh 1153m ν (CN)

1120m 1119s 1116m 1112m ρ(NH2)

1022m 1024w 1025m 1040m υ(CNS)

– 919m 928w 937w γ(CH) ring

– 844s 853m 840m νas(C─CH3)

771m 786s 775w 770s γ(CH) ring

698m 700ws 719w 719w ω(NH2)

684m 686ws 687s 687ws δ(ring)NAM

633s 641s 655w 657ws γ(NH)

Note: v, very; s, strong; m, medium; w, weak; sh, shoulder; sp, splitting; ν, stretching; β, in-plane bending; γ, out-of-plane 
bending; δ, in-plane bending; ω, out-of-plane wag.
Source: Reprinted with permission of Revista de Chimie.

Table 2. Assignment of the characteristic IR bands of the metal complexes of NAM [16].

Spectroscopic Analyses - Developments and Applications130



2.5. Metal complexes of theophylline

Theophylline (TEO) (3,7-dihydro-1,3-dimethyl,1H-purine-2,6-dione) also known as 1,3-dimethyl-
xanthine belongs to the class of peripheral and cerebral vasodilator drugs. Metal complexes of 
TEO were synthesized having the general formula: [Men(TEO)x]Am ⋅ yH2O, where Me = Cu(II), 
Co(II), Cd(II), Zn(II), and Ni(II) and A = CH3COO−, C6H5COO−; n = 1, x = 1 or 2, m = 2, and y = 2 
or 4. The combination ratio was determined by using elemental analysis and conductometric 
titration; meanwhile, the number of water molecules was determined by using thermal analysis 
[2, 19–22].

NAM [Hg(NAM)2]Cl2 [Cu(NAM)2] 
(C6H5COO)22H2O

[Cd(NAM)2](SCN)2 Assignment

3531w (OH)

3364vs 3363s 3369s 3479s νas(NH2)

3167s 3171s 3207vs 3176m νs(NH2)

3065sh 3071sh 3071sh 3072w ν(CH)

1654s 1654vs 1668vs 1667vs ν(CO)

1622ws 1623ws 1632ws 1618m δ(NH2)

1577ws 1577vs 1596s 1577s ν(CN) + ν(CC)

1449m 1449m 1490s 1485m β(CH)

1395ws 1400m 1377vs 1400s ν(CN) amide

1297m 1296m 1301w 1331m ν(CC)

1178m 1179m 1193w 1204s ν(ring) NAM

1141m 1142s 1153sh 1153m ν (CN)

1120m 1119s 1116m 1112m ρ(NH2)

1022m 1024w 1025m 1040m υ(CNS)

– 919m 928w 937w γ(CH) ring

– 844s 853m 840m νas(C─CH3)

771m 786s 775w 770s γ(CH) ring

698m 700ws 719w 719w ω(NH2)

684m 686ws 687s 687ws δ(ring)NAM

633s 641s 655w 657ws γ(NH)

Note: v, very; s, strong; m, medium; w, weak; sh, shoulder; sp, splitting; ν, stretching; β, in-plane bending; γ, out-of-plane 
bending; δ, in-plane bending; ω, out-of-plane wag.
Source: Reprinted with permission of Revista de Chimie.
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Figure 5. Raman (A) and SERS (B) spectra of NIC (a) and its complex with Cu(II) (b) and Co(II) (c) [17]. Reprinted with 
permission of Revista de Chimie.

Assignment 
(cm−1)

NIC Raman 
(cm−1)

NIC SERS 
(cm−1)

Cu(NIC)2 
(CH3COO)2 
Raman (cm−1)

Cu(NIC)2 
(CH3COO)2 
SERS (cm−1)

Co(NIC)2 
(CH3COO)2 
Raman (cm−1)

Co(NIC)2 
(CH3COO)2 
SERS (cm−1)

ν(OH) acid – – – – – –

ν(CH) – – – – – –

νC═O 1690m – – – – –

ν(ring) NIC 1594m 1594m 1594m – 1584m –

ν(CN) – – – – – –

– 1377m 1371m 1377wv 1389s 1377wv

ν(CC) 1298m – – – – –

δ(CN) 1180m – – – 1198m –

ν(ring)NIC 1037vs 1029s 1033vs 1060wv 1029vs 1061wv

δ(OH)acid – – – 931m – 931m

γ(CH) ring 811m 838wv 846m 760wv 829m 755wv

δ(CH) ring 638m 653wv 642m – 638m 648wv

νMe-O – – 555wv 509wv – 504wv

Note: v, very; s, strong; m, medium; w, weak; ν, stretching; γ, out-of-plane bending; δ, in-plane bending.
Source: Reprinted with permission of Revista de Chimie.

Table 3. Assignment of the characteristic Raman and SERS bands of the metal complexes of NIC [17].

Metal Complexes of Pharmaceutical Substances
http://dx.doi.org/10.5772/65390

131



The combination ratio Me:TEO is 1:2 for the complexes having the acetate anion. The complex 
[Cu(TEO)2](CH3COO)2 has a high thermal instability even at 40°C, its thermal decomposi-
tion being already started. On the thermal curves, eight stages of decomposition, all scarcely 
separable, can be observed. The first five were weakly endothermic, and three were strongly 
exothermic. The X-ray diffractogram revealed that this complex crystallizes in the monoclinic 
system. The microscopic analysis showed a mixture of particles with different shapes: acicu-
lar, flake, irregular, and lamellar (Figure 7) [2, 19–22].

In the case of [Cd(TEO)2](CH3COO)2, the last stage of thermal decomposition was not achieved 
in the investigated temperature range; therefore, heating was required up to a higher tem-
perature (850°C) when constant weight was reached corresponding to the cadmium oxide. 
The complex crystallizes in the monoclinic system, and it presents microcrystals with paral-
lelepiped shape (Figure 8) [2, 19, 21, 22].

The thermal decomposition of [Co(TEO)2](CH3COO)2 takes place in four stages: one endo-
thermic and three exothermic. It presents monoclinic crystal system, and the microcrystals 
have a tabular form (Figure 9). The complex [Zn(TEO)2](CH3COO)2 presented similar proper-
ties as [Cd(TEO)2](CH3COO)2 complex [2, 19, 21, 22].

The endothermic peak at 272°C, which is characteristic for TEO decomposition, is not found 
in the differential scanning calorimetry (DSC) curves of the complexes, being a credible 
argument for the complex synthesis and not as a simple mechanical mixture (Figure 10) 
[2, 19].

Figure 6. Raman spectra of GUAF and of its metal complexes [19].
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The FTIR data also indicated the complex formation: the disappearance of the symmetric 
vibration band of ─C═O from TEO at 1717 cm−1 in the complexes spectra indicating that this 
bond is involved in the formation of Me:TEO coordinative bond; the deformation vibration 
of Me:N bond found at 570–685 cm−1, the appearance of symmetric and asymmetric stretch-
ing vibrations of the ─COOH group (1260–1250 and 1535–1530 cm−1), and the possibility of 
coordinating also the water of crystallization (appearance of large bands at 3050–3500 cm−1) 
(Figure 11) [2, 19, 21, 22].

The combination ratio Me:TEO is 1:1 for the complexes having the benzoate anion: [Co(TEO)]
(C6H5COO)2·2H2O, [Ni(TEO)](C6H5COO)2·2H2O, and [Cu(TEO)](C6H5COO)2·2H2O. Their 
thermal decomposition takes place in four stages, the first one being the stage of loss of 
water of crystallization (Figure 12A). The FTIR data are similar with those of the complexes 
 mentioned above (having the acetate group as anion); in addition, the specific vibration band 

Figure 7. Thermogramms TG, DTG, and DTA (A); X-ray diffractogram; (B) and SEM images (C) of [Cu(TEO)2](CH3COO)2 
[2, 19, 21, 22]. Reprinted with permission of Revista de Chimie, Farmacia and of Editura Politehnica Timişoara.
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of the aromatic ring (1438, 1442, 1440 cm−1) appears. The microscopic image of [Co(TEO)]
(C6H5COO)2 showed the acicular shape of the particles (Figure 12B) [2, 20].

2.6. Metal complexes of captopril

The chemical structure of captopril (CPL), a dipeptide derivative of L-alanine-L-proline with 
antihypertensive effect, contains bonds such as ─C═O and ─N(─CH2)2 with donor atoms 
capable of forming Me:L bonds. The interaction between the metal ions such as Mn(II), Co(II), 
Zn(II), Ni(II), and Cd(II) with N and O atoms from the peptide (which act as donors) leads 
to the formation of stable chelate cycles. These complexes were characterized by elemental 
analysis obtaining the results presented in Table 4 [23, 24].

CPL forms complexes with transition metals mentioned above in the presence of tetraiodo-
mercurate anion, [HgI4]2−. The formation and the structure of these complexes are observed in 
the data of the elemental analysis and in the UV and IR spectra of the complexes with changes 
of the wavelength values and of absorbance due to the presence of Me:CPL bonds. In the IR 
spectra of the complexes, a diminution of the band at 1748 cm−1 of ─C═O from the carboxyl 
group, in comparison with the IR spectrum of CPL, was observed. A wider band appeared 

Figure 8. Thermogramms TG, DTG, and DTA (A); X-ray diffractogram; (B) and SEM images (C) of [Cd(TEO)2](CH3COO)2 
[2, 19, 21, 22]. Reprinted with permission of Revista de Chimie, Farmacia and of Editura Politehnica Timişoara.
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at 1600 cm−1 due to the overlapping of the bands corresponding to ─C═O from the amide 
group. In addition, a new band is observed at 1450 cm−1 due to ─C═O from the carboxyl 
group (─COO−). In the IR spectra of the Zn:CPL complex, the band corresponding to ─C═O 
from carboxyl group decreased. It is possible that the reaction with some metals was not com-
pletely performed or some degradation products of CPL may be involved in the complexation 
reaction. In the case of the complex Cu2

IICPL2(H2O)2, the IR spectra have indicated the partici-
pation of ─COOH, ─C═O, and ─SH groups in coordination along with H2O included in the 
inner coordination sphere [23, 24].

The UV spectra of the complexes were compared to the UV spectrum of CPL in dimethylfor-
mamide establishing the parameters presented in Table 5 (A%

1 cm = 190 for 2.5 μg% CPL) [23, 24].

2.7. Metal complexes of tolbutamide

Tolbutamide (TBA) (N-p-tolylsulfonyl-N′-n-butylcarbamide) is the first generation of sul-
fonylurea oral hypoglycemic drug. Three complexes of TBA with Cu(II) were synthesized, 

Figure 9. Thermogramms TG, DTG, and DTA (A); X-ray diffractogram; (B) and SEM images (C) of [Co(TEO)2](CH3COO)2 
[2, 19, 21, 22]. Reprinted with permission of Revista de Chimie, Farmacia and of Editura Politehnica Timişoara.
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Figure 10. DSC thermogramms of metal complexes of TEO [2, 19]. Reprinted with permission of Revista de Chimie and 
of Editura Politehnica Timişoara.
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Figure 11. FTIR spectra of TEO and of its metal complexes (acetate anion).
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[Cu(TBA)2](SCN)2, [Cu(TBA)2]Cl2·2H2O, and [Cu(TBA)2][Hg(SCN)4].H2O and then were 
characterized by elemental analysis, FTIR spectroscopy, electron paramagnetic resonance 
(EPR) spectroscopy, and thermal methods establishing the combination ratio Cu:TBA 1:2, 
the presence of water of crystallization, and the coordination system. The FTIR spectral 
studies indicated that the three mentioned complexes were coordinated through the car-
bonyl group. The EPR spectra showed that the Cu2+ ions were disposed in an octahedral 
vicinity of axial symmetry with a different hyperfine structure of the three complexes 
[25–27].

Figure 12. Thermogramms TG, DTG, and DTA (A) and SEM images (B) of [Co(TEO)](C6H5COO)2 [2, 20]. Reprinted with 
permission of Revista de Chimie and of Editura Politehnica Timişoara.
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The molecular  
formula and weight

Color Melting point 
(°C)

C%
Found/
calculated

H%
Found/
calculated

N%
Found/
calculated

S%
Found/
calculated

[Cd(CPL)2][HgI4] 
M = 1255.18

White 210 17.09/17.21 2.56/2.39 1.881/2.23 5.579/5.099

[Zn(CPL)2][HgI4] 
M = 1244.18

White 165 16.94/17.8 3.019/2.48 1.866/2.31 5.547/5.29

[Ni(CPL)2][HgI4] 
M = 1199.48

Greenish 
yellow

170 18.07/18.01 3.022/2.5 1.955/2.33 6.083/5.33

[Co(CPL)2][HgI4] 
M = 1199.68

Light pink 180 17.84/18.01 2.866/2.51 1.938/2.31 6.148/5.43

[Mn(CPL)2][HgI4] 
M = 1195.68

White crystals 182 18.04/18.06 2.648/2.50 1.946/2.34 5.85/5.35

Source: Reprinted with permission of Farmacia and of Editura Universităţii din Oradea.

Table 4. Physicochemical characterization of the metal complexes of CPL [23, 24].

Complex λ (nm) A%
1 cm Concentration (μg %)

CPL–Cd 300 270 5

CPL–Zn 300 400 5

CPL–Ni 300 475 4

CPL–Co 300 250 8

CPL–Mn 321 520 4.5

Source: Reprinted with permission of Editura Universităţii din Oradea.

Table 5. The parameters of the metal complexes of CPL from UV spectra [23].
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Figure 13. Raman spectra of CLN and of its metal complexes.
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2.8. Metal complexes of clonidine

Clonidine (CLN) (2[(2,6-dichlorophenyl)imino]-imidazolidine) is a centrally acting α2 adre-
nergic agonist used as antihypertensive drug. Metal complexes of CLN such as [Me(CLN)2]
[HgI4] where Me = Cd(II), Mn(II), Ni(II), and Cu(II) were synthesized and studied by ele-
mental analysis, FTIR spectroscopy, Raman spectroscopy (Figure 13), and EPR spectroscopy 
confirming the structure and the changes in the complex conformation [28].

3. Biomedical significance of metal complexes with pharmaceuticals

The study of the complexes structure and of their biological importance represented the major 
research interest toward the use of organic drugs as ligands in coordination chemistry for 
their application in the biomedical field.

The molecules of the pharmaceutical substances have one or more unshared electron pairs 
that can function as ligands. In fact, many of the basic components of living organisms (amino 
acids, peptides, proteins, hormones, lipids, carbohydrates, etc.) may function as ligands because 
they contain donor atoms in their molecules such as nitrogen, oxygen, sulfur, and phospho-
rus. It is well known that many molecules of drug substances act as ligands both in vitro and 
in vivo conditions. It is noteworthy to mention that in vivo these ligands will compete for a 
particular metal ion with a variety of other ligands determining that the extrapolation of this 
in vitro behavior should be done with moderation. It should always be taken into consider-
ation that the therapeutic effect will be mainly influenced by the conformation of the drug 
ligands molecules and by their ability to combine with receptors.

Thus, the use of these metal complexes in the biomedical field can be realized by various 
purposes such as the introduction in the body of deficient metal ions, the use of the ligands 
as antidotes in various intoxications with metals, and the acquirement of pharmacotherapy 
effects by blocking metal ions essential for some enzymatic systems. Metal ions are of great 
importance not only in the vital functions of living organisms, but also they can be intensively 
used in analysis and control methods for pharmaceutical substances by forming complexes 
that can be detected by using different physicochemical methods such as spectroscopy, chro-
matography, microscopy, etc.

4. Conclusions

Transition metal complexes find their application in catalysis, material synthesis, photo-
chemistry, therapy, and diagnostics. Various chemical, optical, and magnetic properties of 
the metal complexes of some pharmaceutical substances (pyrazinamide, nicotinamide, nico-
tinic acid, tolbutamide, theophylline, captopril, clonidine, and guanfacine) have been studied 
by using a wide range of techniques. The spectral methods such as Fourier transform infra-
red spectroscopy, Raman spectroscopy, surface-enhanced Raman spectroscopy, X-ray spec-
troscopy, mass spectrometry, ultraviolet-visible spectrophotometry, electron paramagnetic 
resonance spectroscopy, and X-ray diffraction provided information about the complexes 

Metal Complexes of Pharmaceutical Substances
http://dx.doi.org/10.5772/65390

139



and ligand structure. Other techniques such as elemental analysis, electrochemical, and ther-
mal methods were also employed for the assessment of the complexation ratio. The scanning 
electron microscopy images revealed the morphology of the metal complexes underlying 
their crystalline or amorphous character. Many studies were conducted concerning the syn-
thesis and the investigation of metal complexes in which the pharmaceutical substances play 
the role of ligand highlighting their increasing clinical and commercial importance.
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Abstract

Quantum dots (QDs) are luminescent semiconductor nanocrystals that have extraor-
dinary luminescence emission properties. Their semiconductor properties are differ-
ent from bulk material because of the quantum confinement effects. These properties 
allow the use of QDs as a luminescent probe for pharmaceutical and biomedical analysis. 
Herein, we want to mention the synthesis, surface modification, characterization, and 
application of QDs. The aim of this chapter is to compile and discuss the advantages and 
disadvantages of QDs and their usage areas.

Keywords: quantum dots, luminescence, fluorescence, chemiluminescence, phosphorescence, 
pharmaceutics

1. Introduction

The semiconductor nanoparticles known as quantum dots (QDs) are one of the most relevant 
developments in the nanotechnology area. Therefore, they are finding new important fields 
of application in pharmaceutical, biomedical, and food analysis and biomonitoring. QDs are 
zero-dimensional materials composed of II–VI groups (e.g., CdSe, CdTe, CdS, and ZnS) or 
III–V elements (e.g., InAs) [1–4]. Colloidal semiconducting QDs have spherical shape, and 
their radii are in between 2 and 10 nm in diameter, which is less than or equal to the excitation 
Bohr radius [5–8]. A decrease in the crystal size causes emission at longer wavelength due to 
increase of the Stokes shift. At such small sizes, these nanoparticles behave differently from 
the bulk form because of quantum confinement effect, which is responsible for the optoelec-
tronic properties of QDs such as narrow spectral band and high quantum yield (QY).

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



In the last decades, QDs have gained great interests as luminescent probes for the determina-
tion of pharmaceuticals [9–12] in different sample matrices, in vitro bioimaging [13–18] and 
in vivo applications [19–21], as well as computing, light-emitting devices, and photodetector 
devices. Because of their unique optical properties, including good optical properties, stabil-
ity against photobleaching and chemical reaction, broad excitation bands, sharp and symmet-
ric emission bands, size control luminescence, as well as high photoluminescence QY, QDs 
are used as an alternative to organic and inorganic fluorophores [22–24].

QDs can be modified by different molecules such as polymers and biomolecules in order to 
make them water soluble and biocompatible. Modification of QDs with biomolecules (e.g., 
DNA, enzyme, antibody, antigen) [25–27] and metal ions [28–31] has formed an important 
field of sensor applications [32–34] for the analysis of ions [35–38], biomacromolecules, phar-
maceuticals, and small molecules [12, 39–41]. In addition, the surface modification of QDs can 
increase their luminescent QYs, prevent them from chemical instability and aggregation, and 
give a special feature to interact with target molecules.

2. Structural and optical properties

2.1. Structural properties

Generally, QDs are composed of core, shell, and surface-coating parts, which gain high photo-
luminescence QY, surface activation, and stability to chemicals and photons [42, 43]. The core 
is composed of few monolayers of a semiconductor material, i.e., CdSe, CdTe, fluorescence 
emission, as well as excitation wavelengths, depends on the composition of the core. Shell part 
surrounds and stabilizes the core. Shell is also effective on the fluorescence QY, decay kinetics, 
and photostability of QDs. The organic capping determines its stability, biological functional-
ity, and solubility [44]. Coating part at initially prepared QDs is hydrophobic, whereas nowa-
days hydrophilic polymers or molecules are used. These amphiphilic polymers increase the 
water solubility of QDs and allow incorporating ionizable functional groups. Both shell and 
capping are covered to the particle surface and optimize these characters. Typical QDs are core 
or core-shell structures. The passivation shell is chemical coating, and coated nanoparticles 
are called core-shell systems. Core (for example, CdTe) or core-shell (for example, CdSe/ZnS 
and CdTe/CdS) QDs are functionalized with different coatings. In core-shell system, the band 
gap of the shell is higher than the band gap of core [45–50]. Additionally, a slight red shift in 
absorption and emission is observed because of tunneling of charge carriers into the shell.

2.2. Characterization

Definition of size, structure, and shape of synthesized QDs is important. The characterization 
of QDs is evaluated by high-resolution transmission electron microscopy (HR-TEM), scan-
ning electron microscopy (SEM), atomic force microscopy (AFM), X-ray fluorescence (XRF), 
X-ray diffraction (XRD), and Fourier transform infrared spectroscopy (FT-IR) methods. The 
size of QDs is generally detected by TEM and SEM [3, 51–53]. In addition to these methods, 
Brus equation is also used to calculate the diameter of QDs [39]. The optical characterization 
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is made by UV-visible (UV-vis), fluorescence, Raman, and nuclear magnetic resonance spec-
troscopy (NMR) [54, 55].

2.3. Optical properties of QDs

Although QDs are composed of semiconductor materials, their small size results in spec-
troscopic properties that are radically different from bulk forms. The electron of the valence 
band moves to conductance band when QDs absorb the photon. Absorption occurs as long as 
the energy of photon is higher than the bandgap energy of QDs; thus, excitons can be created 
with a wide range of energies within the core. The higher energy excitons relax to the lowest 
bandgap energy before emitting a photon. Therefore, excitation spectrum is broad, whereas 
the emission spectrum is narrow (Figure 1).

QDs are artificial atoms with typical dimensions ranging from 2 to 10 nm. QDs can be designed 
to have different emission wavelength by adjusting their size (Figure 2). The emission is 
adjusted by the particle diameter in the visible area and by particle composition in the longer 
wavelength. As diameter of QDs gets bigger, red shift is observed in the emitted light [56, 57]. 
The properties of QDs are changed by constructing the properties of the electron and hole. The 
electrons and holes of QDs also present discrete energy levels. As nanoparticles size get smaller, 
the band gap will be larger, and energy difference between the highest valence band and the 
lowest conduction band will be increased. As a result, the high energy is required to excite the 
dots, and therefore, more energy is emitted when nanoparticles return to ground state.

QDs have broad absorption band and a narrow symmetrical emission band; therefore, overlap 
with other emission colors is minimal. The wavelengths of absorption and emission are tun-
able by particle size as mentioned before. The broad absorption bands allow selection of the 
excitation wavelength, and consequently, excitation and emission wavelengths can be sepa-
rated [48, 58–61]. Physicochemical and optical properties of QDs are summarized in Table 1.

Figure 1. Excitation (dot line) and emission (line) spectra of MPA-capped CdTe QDs.
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Figure 2. Photoluminescence spectra of the QDs by changing the size of the particle.

Property Quantum dots

Size 2–10 nm

Thermal stability High, depends on shell

Photostability High, stable fluorophores due to their inorganic 
composition

Chemical stability More resistant to degradation

Brightness 10–20 times more than organic dyes

Absorption spectra Broader absorption spectra enables selection of excitation 
wavelength

Molar absorption coefficient 105–106 M−1 cm−1

Emission spectra A narrow (30–90 nm), symmetric, sharply defined 
emission peak

Quantum yield 0.1–0.8

Stokes shift Large stokes shift

Lifetime Longer lifetime helps to eliminate background signal

Excitation by single or multiple sources Ideal for the same source and multicolor experiments

Solubility Depends on surface modification

Sensitivity High S/N ratio

Applicability to single-molecule analysis Good

Bioimaging Better contrast with electron microscope

Table 1. Properties of QDs.
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2.4. Synthesis and surface chemistry

Synthesis step of semiconductor nanocrystals plays a critical role. The solvent selection is cru-
cial because this step is not only controlling nanocrystal size but also changing their polarity, 
solubility in aqueous or organic medium, functionality, and applicability. QDs can be synthe-
sized in the organic or aqueous medium. When compared to organic way, water-based QDs 
synthesis is less toxic, useful for biological applications, and cheaper.

In order to prepare QDs, different types of materials and methods have been reported. In 
these methods, colloidal synthesis is commonly used technique for the preparation of QDs. 
During early 1990s, Murray et al. [62] first reported the synthesis for highly monodisperse, 
size-tunable QDs. In this method, trioctylphosphine (TOP) and trioctylphosphine oxide 
(TOPO) are used for the synthetic approach for II–VI QDs such as CdSe, CdS, and CdTe. 
Highly luminescent Cd-E (E = Se/Te/S) nanocrystals were synthesized by using dimethylcad-
mium (Cd(CH3)2) as QDs precursors in the coordinating solvent (TOPO) at high temperature 
(300°C). However, nowadays, cadmium oxide (CdO) is used instead of dimethylcadmium 
due to its toxicity. The commonly used method for synthesis of colloidal nanocrystal is based 
on core growth process, starting from organometallic precursor in a mixed solvent includ-
ing organic surfactants and coordinating solvents. Briefly, reaction medium is heated to high 
temperature, and precursors are injected while solution stirring. At this step, precursors trans-
form into monomers. As the process continues, nanocrystal growth starts with a nucleation 
process, and the color of solutions changes from yellow to red. Coordinating solvent caps the 
nanocrystal surface and stabilizes its surface, moreover, changes its solubility in organic and 
aqua media and prevents aggregation. Organic surfactants are used to avoid aggregation 
and give water soluble character [4, 63–66]. At nanocrystal-growth process, not only solvent 
but also temperature, pH, and growth time are important. Generally, when the heated and 
unheated forms of QDs are compared, heated QDs show emission, whereas unheated QDs do 
not have an emission band. Minor variations in pH values affect the diameter of nanocrystals.

Coordinating solvents can be hydrophobic or hydrophilic. Hydrophobic coatings are not suit-
able for aqueous assay especially biological analysis; therefore, hydrophilic capping agent 
must be introduced for this purpose. Various approaches have been developed to make 
water soluble. The hydrophobic layer can be changed with acidic and hydrophilic groups. 
Hydrophobic part reacts with the hydrophobic surface of QDs, whereas the hydrophilic part 
on the outer end will give water soluble character. The stability of water dispersed QDs is gen-
erally achieved by using charged organic molecules or polymers such as mercaptopropionic 
acid (MPA), mercaptoacetic acid (MAA), mercaptosuccinic acid (MSA), and cysteine [67–69].

Doping of QDs with transition-metal ions such as Mn2+ and Cu2+ has been widely studied to 
enrich the features of nanocrystals. These advantages include stability, large Stokes shift, and 
longer emission lifetime which allow phosphorescent measurement [70–72]. In these doped 
QDs, Mn-doped ZnS which have orange-yellow emission is widely used as a phosphorescent 
probe for analysis of different kinds of analytes [73–75]. The purification step is needed to 
remove unreacted precursors and other chemicals. A widely used method for this purpose is 
precipitation of QDs in methanol or ethanol and centrifugation.
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Additionally, lithography [76, 77], epitaxy [76, 78], electrochemical assembly [79–81], plasma 
synthesis [82–86], biological synthesis [87, 88], gamma-irradiation [89–91], and microwave-
assisted synthesis [92, 93] ways are also used for the synthesis of QDs.

3. Applications of QDs

Surface properties of QDs affect the luminescence character. The chemical or physical interac-
tion of analytes and QDs can influence the optical properties of the QDs. Depending on this 
change, QDs have been widely applied to detect different kinds of analytes including ions, 
pharmaceuticals, small molecules, and biological macromolecules. In these analytes, direct 
analysis of pharmaceutical and biological samples is difficult due to interference molecules. 
However, chemical surface modifications of QDs with functional groups or biomolecules 
enhance the selectivity and favorable luminescence features. Most of the detection methods 
are based on the fluorescence properties of these QDs. Besides, in recent years, increasing 
number of work on making use of the inherent phosphorescent properties of QDs is in the 
literatures. In most QDs applications, the detection is based on quenching of luminescence 
signal, while new methods are developed on signal enhancing.

3.1. Fluorescence-based measurements

The luminescence properties of QDs are used for qualitative or quantitative analysis of dif-
ferent kinds of analytes. Initial studies are generally based on measuring the enhancement 
or quenching of luminescence signal of QDs resulting from the interaction of the QDs and 
the analyte. This surface interaction generally is not specific and allows interacting with sim-
ple and small molecules. Nonspecifically binding is a major problem especially in biomedi-
cal applications due to the interaction of a variety of biomolecules and structures including 
nucleic acids, proteins, or matrix compounds. In order to increase selectivity, conjugation of 
QDs with polymers, antibodies, amino acids, and proteins has been proposed and applied 
[94, 95].

In a pioneering work, Cd-based QDs have been reported for optical sensing of small mol-
ecules and ions. Many studies in this field, focusing on interactions between QDs and ana-
lyte, showed that the luminescence response was affected by the surface capping ligands. 
For example, the addition of Cd ions to a basic solution, including CdS nanoparticle, has 
caused increasing the luminescence QY of the nanoparticle. This effect was attributed to the 
formation of a Cd(OH)2 shell on the CdS core which eliminates the nonradiative pathways. 
Furthermore, addition of Zn2+ and Cd2+ ions to basic CdS or ZnS colloidal solutions caused 
similar photoluminescence-activation effect [96–98]. In addition, organic capping agents such 
as mercapto acids and mercaptoamines have been used for the modification of QDs surface 
[99]. Modification strategies are based on not only intensity enhancing but also quenching and 
emission wavelength shifting. Quenching mechanism depends on the interaction of quencher 
and nanoparticle and includes different deactivation pathways such as electrotransfer process, 
nonradiative pathways, inner-filter effect, and complex formation. Quenching occurs by two 
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different mechanisms called dynamic (collisional) and static quenching. In dynamic quench-
ing, the quencher and fluorophore come into contact during the lifetime of the excited state, 
and the fluorophore returns to the ground state without emission. In static quenching, fluo-
rophore and quencher form a nonfluorescent complex at the ground state. These quenching 
systems can be differentiated by their different dependence on temperature and viscosity. At 
higher temperatures, dynamic quenching increases due to faster diffusion. On the contrary, in 
the static quenching, dissociation of weakly bound complexes causes decreasing of quenching. 
In some cases, the fluorophore can be quenched by collisions and complex formation with the 
same quencher at the same time [100].

Literature survey shows that a great number of fluorescence methods have been developed for 
analysis of pharmaceuticals and biomolecules (Table 2). These methods are generally based 
on quenching of fluorescence intensity of QDs (Figure 3). Thioglycolic acid (TGA)–modified 
water-soluble CdSe QDs were synthesized and used for determination of paraoxon, which is 
acetylcholinesterase inhibitor. In this study, multilayers of chitosan, TGA-capped CdSe QDs, 
and organophosphorus hydrolase polyelectrolytes were incorporated into layer-by-layer 
architecture. The size of the nanoparticles was determined by HR-TEM and found 3.4 nm. The 
presence of paraoxon in the sample solution caused decreasing fluorescence emission of QDs, 
attributed to an interaction of the analyte with QDs and to change surface conformation [101].

QD material QD coating Analyte Matrix Detection limit Measuring 
signal

Ref.

CdSe TGA Paraoxon – – Fluorescence 
quenching

[101]

CdTe-Mn 
doped

TGA Glutathione Tablet 0.06 μM Fluorescence 
quenching/
enhancement

[102]

CdTe TGA Doxycycline Honey, human 
serum

1.1 × 10−7 M Fluorescence 
quenching

[103]

CdS l-Cysteine Ceftriaxone Urine 1.3 × 10−9 M Fluorescence 
quenching

[104]

CdSe – Spironolactone Tablet 4.8 × 10−7 M Fluorescence 
quenching

[105]

CdSe/CdS TGA Sparfloxacin Tablet 0.1391 μg mL−1 Fluorescence 
quenching

[106]

CdS MPA Penicillamine Tablet 0.1123 μg mL−1 Fluorescence 
enhancement

[107]

CdTe MPA Rifampicin, 
Rifaximin

Urine, tablet 1.5 mg mL−1, 
1.0 mg mL−1

Fluorescence 
quenching

[108]

C PEG 2000 Ceftazidime, 
Cefepime

Tablet 4.7 × 10−3 μg 
mL−1, 5.1 × 10−3 
μg mL−1

Fluorescence 
quenching

[10]

Table 2. QD-based fluorescent probes for determination of pharmaceuticals.
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Yu et al. have developed a fluorescence switch sensor consisting of Mn-doped CdTe QDs-
methyl viologen (MV2+) nanohybrids to analyze bioactive peptide glutathione (GSH). 
Characterization of QDs was performed by TEM, XRD, and FT-IR methods. The results 
obtained from these studies showed that prepared QDs were monodisperse and have spheri-
cal shape with sizes 20 nm and hexagonal crystalline structure. In addition, TGA molecules 
and QDs conjugated successfully. In the sensor, MV2+ has two quaternary ammonium groups 
which link TGA on the surface of QDs through electrostatic interaction. Because of the elec-
tron transfer between QDs and quencher, the fluorescence signal is quenched. As the addition 
of GSH, the peptide can effectively replace TGA ligands on the surface of QDs, and fluores-
cence intensity is again recovered. Fluorescence recovery level of QDs is depended to the 
amount of GSH [102].

Synthesized by sonochemical technique, TGA-capped CdTe is used as a fluorescent probe 
for determination of doxycycline (DC), a member of tetracycline antibiotics, in honey and 
human serum. Prepared QDs were identified by FT-IR. In here, the peak related to SH group 
of TGA was not observed in the spectrum of TGA-QDs hybrids due to interaction between 
thiol and CdTe QDs. Furthermore, the TEM images showed that size distribution and shape 
were 4–6 nm and spherical, respectively. Similar to previous studies, the fluorescence inten-
sity of QDs was quenched by adding of DC. To identify the mechanism of quenching process, 

Figure 3. The general aspect of fluorescence spectra of QDs at different concentration of quencher. The inset is the 
calibration curve of F0/F versus the concentration of quencher.
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Stern-Volmer equation has been plotted at a different temperature. Obtained results showed 
that the quenching mechanism was dynamic [103].

l-Cysteine is also widely used surface modification agent which gives hydrophilic charac-
ter to QDs. l-Cysteine–coated CdS QDs have prepared, characterized, and used to analyze 
ceftriaxone (CFX) in biological samples [104]. Optical characterization was identified by fluo-
rimetry and UV-vis spectrometry. QDs have a broad absorption band in pH 7 buffer solu-
tion. Moreover, symmetric and narrow emission peak was at around 556 nm with excitation 
wavelength 359 nm. Recorded FT-IR spectra indicated that characteristic S-H band was absent 
in the l-cysteine–capped QDs. Also, the band at 3175 cm−1 belongs to CFX was not seen in 
the spectrum of l-cysteine/QDs/CFX complex. Prepared and characterized QDs were used in 
determination of CFX in urine. The effects of reaction time, temperature, and pH were identi-
fied, and 10 min, 25°C, and pH 7 were selected as optimum conditions.

Liang et al. have developed a method based on the quenching of the fluorescence of CdSe 
QDs by spironolactone in organic media. CdSe QDs were prepared from CdO as a precursor 
and stearic acid. After heating step under Ar flow, trioctylphosphine oxide and hexadecyl-
amine were added, heated again at high temperature, and Se solution was injected. Obtained 
dried nanoparticles were redispersed in hexane. The emission spectra of QDs were recorded 
after titration with spironolactone [105].

Core-shell nanoparticles were also used for sparfloxacin in tablets. Water-soluble CdSe/
CdS QDs modified with TGA have been synthesized and acted as a fluorescent probe. 
Hyperchromicity and forming of new absorption band were observed when the spectra of 
CdS and CdSe/CdS QDs were compared. This result indicated that CdS coated the surface 
of CdSe. After optimization of working conditions, TGA-capped CdSe/CdS QDs was used 
for the determination of sparfloxacin. Quenching mechanism was found static according to 
results of Stern-Volmer equation [106].

Besides these applications, fluorescence enhancement method has been developed for the 
determination of pharmaceuticals. Pawar et al. has used MPA-modified CdS nanoparticles 
as a turn-on probe to determine penicillamine. The obtained results showed that QDs aggre-
gated after addition of the drug, the average size of QDs increased, and the fluorescence 
intensity of QDs was enhanced due to the interaction between QDs and penicillamine [107].

Nowadays, innovations and applications related to QDs are continuously increased. One of 
these is the using of QDs in automated systems. Rifampicin and rifaximin, which are com-
plex macrocyclic antibiotics, have been analyzed by automated QDs-based analytical method 
using flow system. The automated flow system allows repeatable handling solutions, auto-
mation, miniaturization, lower reagent consumption, and waste. In this method, in the ini-
tial status, carrier (Na2CO3/NaHCO3 buffer solution) flowed through the flow cell, and then 
valves of sample solutions and QDs were switched on. The analytical signal of QDs-sample 
mixture was recorded. A blank signal which is only QDs signal was also recorded before any 
sample analysis [108].

Most inorganic QDs such as CdX nanoparticles consist of highly toxic heavy metal ions, 
and this could be a major concern for in-vivo applications. Therefore, novel fluorescence 
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carbon-based nanoparticles have found wide using area in this field. They have some 
advantages over traditional QDs, for example, free of heavy metal ions, low toxicity, and 
excellent biocompatibility [10, 109]. Due to their small molecular mass, carbon nanopar-
ticles easily enter the living cell and allow in-vivo monitoring [110]. Huang et al. have 
developed a sensitive method for the determination of ceftazidime and cefepime in their 
pharmaceutical forms based on fluorescence quenching of poly(ethylene glycol) (PEG) 
2000-capped carbon QDs. The chemical oxidation method was used for preparation of 
nanocrystals. In this method, sawdust as a carbon source and nitric acid were mixed and 
heated. Then, pH of the solution was adjusted to neutral by adding NaOH and centri-
fuged. In the last step, for surface modification, PEG 2000 was added and heated in a 
microwave oven. Obtained carbon nanoparticles were characterized by TEM, and size of 
them was found in between 5 and 8 nm. Developed QDs were used for determination of 
drugs and method was sensitive, selective, and with high recovery value [10].

Functionalized semiconductor QDs have been used as fluorescence labels for biological 
detection and imaging. For example, avidin, highly positively charged tetramer, and func-
tionalized CdSe/ZnS QDs were used in the detection of biotin [111]. Similarly, different 
sizes CdSe/ZnS QDs conjugated with different antibodies have been applied for simultane-
ous detection of four toxins (Shiga-like toxin 1, staphylococcal enterotoxin B, cholera toxin, 
and ricin) [112]. In another example, determination of 17β-estradiol has been done by using 
biotin-labeled antirabbit IgG and streptavidin conjugated by QDs [113]. As mentioned 
above, carbon-based QDs have low toxicity and biocompatibility. Li et al. have developed 
glucose sensor based on combining electrostatic attraction between anionic fluorescent car-
bon QDs that bear polar carboxy and hydroxy groups and cationic boronic acid–substituted 
bipyridinium salt. The interaction between them results in the formation of a ground state 
complex leading to a decrease in the fluorescence intensity. When glucose is added to the 
medium, the tetrahedral anionic glucoboranate esters are formed which effectively neutral-
ize the net charge of the cationic bipyridinium and recover the fluorescence intensity of 
QDs [114].

3.2. Fluorescence resonance energy transfer (FRET)

Fluorescence resonance energy transfer (FRET) is a powerful technique describing energy 
transfer between two light-sensitive molecules. In here, an exited donor chromophore group 
transfers energy to an acceptor chromophore through the nonradiative coupling. The effi-
ciency of this energy transfer depends on the distance between both fluorophores, inversely 
proportional to the sixth power of the distance between acceptor and donor; therefore, FRET 
is more sensitive to small changes in distance [115, 116]. Photoemission properties and high 
QY of QDs allow efficient energy transfer when compared with the organic dyes. In addi-
tion, distinguishing the emission of the donor from acceptor is much easier due to narrow 
and symmetric emission spectrum of QDs. This technique is a useful tool to analyze biomol-
ecules such as proteins and DNA. For this purpose, a FRET-based bioassay was developed 
by using QDs (donor) functionalized with a label (i.e., protein, antibody) which recognizes 
and binds to target. When FRET process occurs, the bioconjugate captures the dye-labeled 
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analog (acceptor), and fluorescence quenching takes place. In addition of target molecule to 
the medium, analyte competes with its analog and binds to the label. The acceptor is displaced 
from QD surface; thus, fluorescence enhancement is observed. Besides, different approaches 
have been developed toward the use of QDs in FRET assays, such as analyte displaces fluo-
rescent ligands, analyte cleaves donor-acceptor linkage, analyte changes the conformation of 
acceptor-donor linkage, and analyte mediates donor-acceptor binding [117].

Several studies can be found that develop FRET-based assays for the detection of pharmaceuti-
cals and biomolecules (Table 3). Generally, QDs and organic dye are used as donor and accep-
tor, respectively. However, the opposite situation, in which dye acted as a donor and QDs as 
acceptors, has been reported. Briefly, QD as a donor in an exited state transfers its excitation 
energy to an acceptor non-fluorescent dye in a nonradiative fashion. When the analyte intro-
duces the medium, analyte replaces the dye, and fluorescence emission is recovered (Figure 4).

Similarly in this approach, amantadine has been determined in pharmaceutical form by using 
FRET mechanism. The optical sensor was designed by using water-soluble β-cyclodextrin 
(CD)-functionalized CdTe QDs and Rhodamine B (RB). The interior of the β-CD is not hydro-
phobic but considerably less hydrophilic than the aqueous environment and thus able to host 
other hydrophobic molecules. Therefore, RB could enter the cavity of β-CD by hydrophobic 
interaction, and the FRET process occurred between QDs (donor) and RB (acceptor). When 
amantadine introduced the system, it replaced RB in the cavity; the process of FRET was 
switched off. The authors also have used the developed sensor for in-vivo imaging. For this 
purpose, functionalized QDs with amantadine in the cavity were incubated with HepG2 cells 
and observed in the cytoplasm by fluorescence microscope [118].

Analyte Donor Acceptor Detection limit Ref.

Amantadine β-CD-functionalized 
CdTe

Rhodamine B 8.82 × 10−6 mol/L [118]

Atrovastatin/linezolid β-CD-conjugated 
CdSe/silica 
atrovastatin and 
linezolid

Atrovastatin/linezolid – [119]

Vitamin B12 MPA functionalized 
CdS

Vitamin B12 6.91 μg mL−1 [120]

DNA Streptavidin-coated 
QDs

Cyanine dye [121]

Biomarkers Streptavidin labeled 
lanthanide complexes 
(europium and 
terbium)

Biotin coated CdSe/
ZnS

0.10–0.63 pM [122]

Estradiol Lanthanide (III), 
europium and 
terbium, chelate

Protein-coupled 
CdTe QDs

– [123]

Table 3. FRET-based fluorescent probes for determination of pharmaceuticals.
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Antony et al. [119] also used β-CD-conjugated CdSe/silica nanoparticles for determination of 
atrovastatin and linezolid. The FRET system occurred between CdSe/SiO2 nanoparticles and the 
drugs encapsulated in the CD cavity. Coating and conjugation of prepared QDs were identi-
fied by FT-IR. FTIR spectra of CdSe and CdSe/SiO2-β-CD complex were recorded and vibration 
bands at 1031.92 and 1117.29 cm−1 appeared due to Si─O─Si bond. The Fröster distance between 
the encapsulated drugs and the CdSe nanoparticles was calculated and found below 3 nm.

More simple FRET method has been developed for analysis of Vitamin B12 in human serum, 
urine, and pharmaceutical forms. Herein, the MPA functionalized CdS QDs synthesized from 
cadmium chloride and sodium sulfide in aqueous media by a chemical method. FRET-based 
quenching mechanism was due to photoinduced charge transfer from QDs to drug. For inves-
tigation, the quenching mechanism, UV-vis absorption, and fluorescence spectra of QDs in 
the absence and presence of vitamin B12 were examined. Obtained results show that energy 
transfer from CdS QDs to vitamin B12 could occur with high probability resulting in the 
fluorescence quenching of QDs. Under the optimized conditions, the relationship between 
the fluorescence intensity of QDs and concentration of vitamin B12 was linear, and limit of 
detection was found as 6.91 μg mL−1 [120].

Zhang et al. [121] has developed a method for detection of DNA using commercially avail-
able streptavidin-coated QDs. In this method, nanoparticle and cyanine dye were donor and 
acceptor, respectively. Cyanine-labeled DNA was assembled onto the QDs surface by specific 
streptavidin-biotin binding. The binding of molecules to QDs resulted in the formation of 
QD/DNA/Dye complexes. FRET was occurred between QDs and dye by excitation with the 
appropriate wavelength.

The use of QDs as energy acceptors in FRET-based techniques is not so common. QDs were 
inadequate acceptors when compared with molecular dyes because of a longer lifetime of 
QDs [95]. In addition to this, the donor used has to emit luminescence at a wavelength shorter 
than that of the QDs to allow the FRET process. A method based on this technique has been 
developed by Geissler et al. Herein, FRET process was realized between visible-emitting lan-
thanide complexes of europium and terbium, streptavidin labeled (as a donor) to CdSe/ZnS 
biotin-coated QDs (as acceptor). Developed method has been used for determination of five 
biomarkers [122]. Similarly, determination of estradiol was examined by using luminescent 
energy transfer between protein-coupled CdTe QDs and lanthanide (III), europium and ter-
bium, chelate [123].

Figure 4. Schematic diagram of the quantum-dot based FRET sensor. QDs (donor) and non-fluorescent organic dye 
(acceptor).
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3.3. Chemiluminescence

Chemiluminescence (CL) is typically defined as the emission of light, as the result of a chemi-
cal reaction. Generally, chemiluminescent reactions show weak luminescence due to low QY. 
Therefore, it is necessary to enhance the CL intensity for analytical applications. For this rea-
son, QDs have attracted great attention due to their properties as mentioned before such as 
brightness and reactivity. In addition, the use of QDs as chemiluminescent probe can give 
an advantage such as the emission at wide range wavelengths without light source [47, 124]. 
Nowadays, high-quality semiconductor QDs (core or core-shell) can be easily synthesized 
and have been used in CL systems such as CdTe, CdSe, and CdSe/CdS. Besides, doped QDs 
are also used in CL assays because of their catalytic features. The advances of using QDs in 
CL not only expand conventional usage of them but also give an opportunity to develop new 
nanomaterials.

There are three possible mechanisms that could be explained for the enhancement of CL by 
QDs as explained by Frigerio et al. [47]: (i) as emitter species after direct oxidation; direct 
oxidation happens when QDs is an only luminescent compound in the system; (ii) as a cata-
lyst of a reaction involving others luminophores; when more than one luminophores exist in 
the system, the final emitter is the luminophores due to the catalytic effect of QDs; and (iii) 
as emitter species after chemiluminescence resonance energy transfer (CRET); the difference 
from catalytic effect, the final emitter is QDs.

Chen et al. have used MPA-capped CdTe QDs in H2O2-HCO3 CL system and applied for 
the determination of ascorbic acid in serum [125]. The chemical process followed; peroxy-
monocarbonate (HCO4

−) was formed by reaction of hydrogen peroxide and sodium hydrogen 
carbonate. This unstable compound decomposed and caused to form superoxide ion radi-
cal (·O2

−) and finally singlet oxygen molecules with emission after several chemical steps. 
Radical scavenger, ascorbic acid, was used to study the emitting species. The proposed reac-
tion mechanism based on the presence of four emitters: 1O2, (O2)2*, (CO2)2*, and CdTe* in the 
system. Authors also explained that the CL emission intensity depended on sizes of QDs, 
bigger nanoparticles decreased CL intensity.

In another work, Khateee et al. [126] used a flow-injection analysis system to investigate 
KMnO4-morin sensitized with CdS QDs and applied it to environmental water samples and 
pharmaceutical forms for determination of nalidixic acid. In addition, luminescence inten-
sity was enhanced not only by adding l-cysteine–capped CdS QDs but also nalidixic acid. 
Possible CL mechanism was based on oxidation of morin and CdS by KMnO4 in acidic media. 
Moreover, obtained UV-vis and luminescence spectrum showed that transmission of the 
energy of excited morin to CdS QDs can occur. According to the spectral knowledge, the addi-
tion of nalidixic acid to KMnO4-morin-CdS QDs system cannot generate new luminophore 
species. The final emitter species in the mentioned CL system is exited CdS QDs.

The same group also used a similar QDs system for the baclofen analysis in water samples 
and pharmaceutical forms. Various oxidants in basic and acidic aqueous medium were exam-
ined, and the best results were obtained with KMnO4 in acidic media. In addition, Na2S2O3 
significantly enhanced the CL intensity of KMnO4 l-cysteine–caped CdS QDs, while adding 
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of baclofen caused inhibition of intensity. There are two emissions bands observed, attributed 
to CdS QDs (at around 520 nm) and exited manganese (at around 725 nm). The process of CL 
is that (i) KMnO4 oxidizes the l-cysteine to produce excited l-cysteine, (ii) excited l-cysteine 
transforms its energy to CdS QDs, and (iii) excited QDs produce the emission. Furthermore, 
the inhibition effect of baclofen was explained by incorporation of baclofen and KMnO4. The 
consumption of KMnO4 by baclofen leads to decrease in the amount of excited CdS QDs and 
then CL emission [127].

QDs can be used in CL system as a catalyst, due to the redox properties of both conduc-
tion and valence bands. Imani-Nabiyyi and Sorouraddin showed that the CL emission was 
enhanced by combination of cysteine-capped CdTe QDs and luminol in the presence of KIO4. 
The amplified CL was effectively quenched in the presence of naphazoline. According to 
spectroscopic and chemical investigations, weak CL emission was observed with the reac-
tion between periodate and luminol in alkaline conditions; however, adding of QDs caused 
increasing of the CL emission. Based on these data, this phenomenon was explained by author 
that QDs could interact with the reactants catalytically and caused to form reactive oxygen 
species which reacts with luminol in order to give emission [128].

3.4. Chemiluminescence resonance energy transfer (CRET)

CRET is a nonradiative transfer of energy between chemiluminescent donors to a fluoro-
phore acceptor. An essential condition is that there should be an overlap between CL emis-
sion spectrum and the absorption spectrum of the fluorescent acceptor. QDs are well-suited 
fluorescent acceptors due to their broad excitation spectra. In CRET, QDs are the final emit-
ters, which can be confirmed by the emitted spectra. However, sometimes, it is also possible 
that direct oxidation and CRET take place simultaneously; thus with CRET, it is difficult to 
define that the excited forms of QDs are formed by a resonance energy transfer process or a 
redox process.

The water-soluble MPA-capped CdTe QDs as sensitizers are used for the chemiluminometric 
determination of the anti-diabetic drugs gliclazide and glipizide in their pharmaceutical for-
mulations. Both glipizide and gliclazide quenched the CL emission of the Ce(IV)–SO3

2−-CdTe 
QD system, probably due to radical scavenging activity [129].

Golub et al. demonstrated CRET system for highly sensitive detection of DNA by the labeling 
of the probe-analyte complex with a hemin/G-quadruplex nanostructure [130]. The emission 
of CdS QDs was observed by stimulation with hemin/G-quadruplex-catalyzed luminol-H2O2 
system. The detection limit for DNA is 2 nmol L−1.

Similar nanostructure was modified with glucose oxidase and conjugated to CdSe/ZnS QDs 
for the CL detection of glucose. The glucose oxidase catalyzed the oxidation of glucose to 
compose gluconic acid and H2O2. Then, in the presence of luminol catalyzed by hemin/G-
quadruplex generated strong CL, which initiated a CRET process to the CdSe/ZnS QDs. 
Quantitative determination of glucose can be realized from the luminescence intensity of the 
QDs. The detection limit of glucose was calculated to 5 mmol L−1 [131].
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3.5. Phosphorescence

Phosphorescence is the radiative transition from the lowest excited triplet state, T1, to the 
(singlet) ground state, S0. On the contrary to fluorescence (singlet-singlet transition), phos-
phorescence is a spin-forbidden process [100]. In order to obtain phosphorescence, the 
phosphorophore is excited by electromagnetic radiation of the appropriate wavelength. If S 
energy levels and T energy levels are close, some of the excited molecules can drop into the 
T state through an intersystem crossing. The intersystem crossing quantum efficiency can 
be enhanced by different approaches such as cryogenic conditions, micelle, and heavy atom 
effect. Phosphorescence techniques have advantages over the fluorescence methods such as 
selectivity, sensitivity, longer emission lifetime, and a wider gap between excitation and emis-
sion spectra. The longer lifetime of the triplet excited state allows using an appropriate delay 
time so that possible spectral interferences coming from system and light scattering can be 
avoided [132].

The optical, electrical, and magnetic character of QDs can be modified by using different 
types of dopants. Compared with traditional QDs such as CdSe, ZnS is a more attractive 
host nanoparticle for doping to form new type of QDs. Doping Mn2+ into ZnS QDs provides 
unique phosphorescence properties. Mn-doped ZnS QDs exhibit phosphorescence emission, 
which is produced by the energy transfer from the band gap of ZnS to Mn2+ dopant and the 
subsequent transition from the triplet state to the ground state of the Mn2+ involved in the 
ZnS host lattice [133]. Similar to fluorescent methods, mechanism of the system is quenching 
of phosphorescence emission of QDs. Adding quencher to QDs solution causes decrease of 
phosphorescence intensity due to adsorption onto the surface of QDs. When added, ana-
lyte interacts with the quencher, the new complex molecule is formed, and phosphorescence 
intensity is recovered due to removal of quencher from the surface. This type of QDs has 
been used in the phosphorescent sensing of drugs and biomolecules without any sample 
pretreatment [12].

General synthesis process of Mn-doped ZnS was explained by He et al. [134]. Briefly, capping 
agent such as l-cysteine and MPA, ZnSO4, and MnCl2 were added to a flask. pH of the mix-
ture was adjusted to 11 with NaOH. Then, after air was removed with argon purging at room 
temperature, Na2S was quickly added to the solution. The mixture was stirred, and then, the 
solution was aged at 50°C under open air to form capped Mn-doped ZnS QDs. The heating 
step is vital for synthesis. For example, the phosphorescence spectrum of l-cysteine–capped 
Mn-doped ZnS QDs exhibited a maximum phosphorescence emission peak at 590 nm when 
excited at 290 nm. This peak was not observed without the aging step; however, after aging 
step, the peak appeared [39].

He et al. report Mn-doped ZnS QDs for the RTP detection of enoxacin in biological fluids. The 
fluorescence spectra of the Mn-doped ZnS QDs show two emission bands, at 435 and 590 nm, 
while the phosphorescence spectra exhibit only a single-emission peak at 590 nm. The emis-
sion at 590 nm presents typical characteristics of an RTP and shows a long decay time of 2 ms 
because of intersystem crossing. Reported Mn-doped ZnS QDs-based RTP method was not 
need the using of oxygen scavenger and other inducers and allowed the detection of enoxacin 
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in biological fluids without interference from autofluorescence and the scattering light of the 
matrix [134].

In phosphorescence study, not only uncapped but also capped QDs are used. For this purpose, 
widely used capping agents are MPA and l-cysteine. For example, MPA-capped Mn-doped 
ZnS QDs/CTAB nanohybrids were prepared through electrostatic self-assembly and applied 
to detection of rutin [135]. Cetyltrimethyl ammonium bromide (CTAB) is a cationic surfactant 
and has high stability to chemicals, heat, light, pressure, and pH; therefore, CTAB-based nano-
hybrid also shows highly stable features. Besides, adding of CTAB to QDs causes enhancement 
of phosphorescence intensity. Quantitative determination of rutin was done by using of linear-
ity of RTP quenching value of QDs and rutin concentration.

N-acetyl-l-cysteine (NAC) and l-cysteine–capped Mn-doped ZnS QDs (NAC-Mn/ZnS QDs 
and l-cysteine-Mn/ZnS QDs) were prepared by hydrothermal methods and used for deter-
mination of l-ascorbic in the human serum sample. The characterization of QDs was made 
by TEM. Both NAC and l-cysteine–capped QDs were of spherical shape with size 8–10 nm. 
FT-IR spectra of NAC-capped QDs showed that the band of sulfhydryl group disappeared, 
and the band of carboxyl group was shifted. When it comes to l-cysteine spectra, their S─H 
vibration band disappeared. These results indicated that NAC and l-cysteine capped the QDs 
successfully. The proposed method was selective and sensitive. The Stern-Volmer plot and 
phosphorescence decay of nanohybrid QDs indicated the dynamic quenching mechanism 
[136].

Similar QDs system was applied to the investigation of the interaction of anticancer drug 
and DNA. Herein, l-cysteine capped Mn-doped ZnS QDs/idarubicin (IDA) nanohybrid was 
used as a phosphorescent probe. IDA was adsorbed on the surface of Mn-doped ZnS QDs 
and quenched of phosphorescence signal. With the addition of ds-DNA, IDA interacts with 
DNA, desorbed from the surface of the QDs, and the phosphorescence signal is increased. 
The quenching mechanism of phosphorescence of QDs by IDA was a combined dynamic and 
static quenching [12].

Same mechanism was used to investigate anticancer drug sanguinarine and DNA interaction 
[53]. Sanguinarine can adsorb on the surface of Mn-doped QDs and quench the phosphores-
cence emission. When the G-quadruplex-sanguinarine complex formed, the phosphorescence 
intensities of the QDs sensors would be restored.

The macromolecules such as DNA and ATP are also used for capping agents. An ultrasonic-
assisted approach was developed for the synthesis of adenosine triphosphate (ATP)–capped 
Mn-doped ZnS QDs. The prepared QDs were combined Mg2+-ATP-arginine ternary system 
and used a phosphorescent probe to detect arginine and methylated arginine [137]. The 
supramolecular interactions of Mg2+ and arginine with ATP have been investigated. Arginine 
and Mg2+ acted as a cofactor, interacted specifically, and catalyzed the hydrolysis of ATP. The 
binding of ATP-capped Mn-doped ZnS QDs to arginine in the presence of Mg2+ caused to 
quenching of the phosphorescence intensity of the QDs, which allowed detection of arginine 
with a detection limit of 0.23 mM.
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Phosphorescent QDs have been used as a probe in numerous bioanalysis such as for nucleic 
acid or protein detection. Gong et al. developed riboflavin (RF)-modulated MPA-capped 
Mn-doped ZnS QDs and utilized as RTP sensor for DNA detection. As an electron acceptor, RF 
could quench the RTP emission of QDs via photo-induced electron transfer (PIET) and form 
Mn-doped ZnS QDs/RF nanohybrids by electrostatic attraction. RF also effectively interacted 
with DNA in groove-binding mode. In Mn-doped ZnS QDs/RF nanohybrids system, adding 
of DNA to medium caused the removal of RF from the surface of QDs due to interaction with 
DNA double helix. Therefore, releasing the RTP of Mn-doped ZnS QDs was observed. The 
degree of recovery of Mn-doped ZnS QDs depended on DNA concentration. The developed 
QD-based RTP sensor acted in a turn-on mode and offered high sensitivity to DNA [138].

Another study for detecting DNA is based on self-assembly of nanohybrids from octa(3-ami-
nopropyl) octasilsequioxane octahydrochloride (OA-POSS) and MPA-capped Mn-doped ZnS 
QDs (MPA-1) [139]. OA-POSS has eight quaternary ammonium groups on each corner and 
acts as cubic linkers between MPA-1 through electrostatic interaction. MPA-1 and OA-POSS 
form spherical nanohybrids (1/OA-POSS) in aqueous solution with these linkers. DNA pos-
sesses negative charge in phosphate groups and competes with MPA-1 for forming complexes 
with OA-POSS. This competition led to the decrease of the emission intensity of 1/OAPOSS 
nanohybrids and allows developing a method for quantitative determination of DNA.

4. Conclusions

A pervasive trend in the pharmaceutical and biomedical analysis is the development of ultra-
sensitive and high-throughput technologies for the rapid detection and quantification of 
drugs, proteins, and nucleic acid. QDs have an important role in this field. QDs have unique 
structural and surface properties such as stability, tunable size, wide spectrum band, and large 
surface-to-volume ratio that have enabled a new avenue of research to be opened. QD-based 
nanotechnology will be constantly expanding its applications due to their continued develop-
ment of specialized nanoparticles. Chemical-surface modifications of the QDs allow enhancing 
the selectivity of the systems and to profit from their favorable emission features. Moreover, 
different approaches such as the combination of the nanoparticles with energy-transfer pro-
cesses and phosphorescence detection are helping to open new research areas. These intel-
ligent, multifunctional, low-toxic or nontoxic nanoparticles are achievements for the future.
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Abstract

Experimental and theoretical studies of the mechanisms that underlay ion-pair forma-
tion, their properties and applications in various fields have been and still are focused by 
researchers since the introduction of the concept in 1926, by Bjerrum. Ion pairs are distinct 
chemical entities, electrically neutral, formed between ions of opposite charge and held 
together by Coulomb forces, without formation of a covalent bond. Investigation methods 
used are various, from classical conductometric measurements to up-to-date methods, 
such as spectrophotometry, chromatography and capillary electrophoresis. In the phar-
maceutical field, ion pairs were used to develop methods of separation, identification and 
assay for the active substances in complex matrices, to obtain pharmaceutical formula-
tions with controlled release and to explain the mechanisms of transport and action for 
certain drugs. The chapter is an attempt to describe new trends in the spectrophotometry 
of ion pairs and their applications in the pharmaceutical field. The development of the 
concept and types of ion pairs are first presented; further, examples of applications using 
molecular absorption, fluorimetry and resonance light scattering spectrophotometry are 
presented. Based on the literature data and the authors’ experience in the field, challenges 
and perspectives in the ion-pair spectrophotometry are also considered.

Keywords: ion-pair spectrophotometry, pharmaceuticals, UV-Vis absorption, fluorescence, 
resonance light scattering, resonance Rayleigh scattering

1. Introduction

Ion-pair spectrophotometry refers to analysis methods based on the optical properties of the 
ion pairs. Infrared, nuclear magnetic resonance and Raman spectrometry are the methods 
generally used to investigate the structure of the ion pairs and molecular and atomic absorp-
tion, fluorimetry and resonance light scattering are used as assay methods.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Known also as ionic associations or ionic association complexes, ion pairs are pairs of oppositely 
charged ions held together by Coulomb attraction without formation of a covalent bond [1]. 
The lifetime of an ion pair was determined to be of at least 10−5 seconds, equivalent to about 108 
molecular vibrations, demonstrating that ion pairs can be considered as independent species [2].

The inclusion of a substance in an ionic association causes changes in its physical-chemi-
cal properties without changing its structure, because an ion pair is electrically neutral and 
has increased lipophilicity compared with the free ions in its composition [3]. The optimum 
experimental conditions for a quantitative ion-pair equilibrium (solvent, pH, ionic strength) 
are easily settled. The selectivity of the methods can be increased by selecting the optimum 
reagent (counterion, ion-pair forming reagent) and the subsequent extraction of the ion pair 
in an organic phase.

The significant number of the scientific papers published indicates the appropriateness of 
ion pairing in solving important issues in the pharmaceutical field, especially in analytical 
chemistry, biochemistry and pharmaceutical technology. Ion pairs are used for the develop-
ment of new pharmaceutical forms with controlled release, especially for peptides [3–5]. In 
this case, one of the main advantages is the unmodified pharmaco-toxicological profile of the 
active substance after ion pairing, because it does not suffer structural changes. The stability 
[6] and bioavailability [7, 8] of the drugs can be improved. A series of kinetic studies pro-
posed the ion-pair formation as an absorption mechanism for the pharmaceutical substances 
[9, 10]. Investigations on DNA stability in various matrices [11], protein determination [12] and 
synthesis of ion-pair receptors based on biological models [13] are important applications of 
ion-pair equilibrium in biochemistry. Ion-pair–based assay methods are proficient in both iso-
lation, identification and quantification of certain substances of biomedical interest [14]. Over 
time, titrimetric [15, 16], gravimetric [17, 18], electrometric [19, 20], spectrophotometric [21, 22] 
and chromatographic [23, 24] methods based on the ion-pair formation were developed.

Classical and modern as well, ion-pair–based spectrophotometric methods had a dynamic 
evolution over the time. On the one hand, this is due to the elucidation of the mechanisms 
underlying the formation of ion pairs, and thus, the setting of the experimental conditions, 
which allow the obtaining of ion pairs for all types of substances, is easier; in this regard, com-
putational chemistry is a very useful tool. On the other hand, the synthesis of new pharma-
cologically active molecules at very low concentrations requires sensitive analysis methods. 
Among them, less used spectrophotometric techniques, such as resonance light scattering, 
have found interesting applications when ion pairing was taken into account.

2. Fundamentals of ion pair

2.1. History of the ion-pair concept

The ion-pair equilibrium has been first considered for inorganic ions, being an important 
step in the study of the electrolyte solutions. The history of the ion-pair concept starts in 1887 
with Arrhenius, who structured the theory of electrolytic dissociation. Debye and Hückel 

Spectroscopic Analyses - Developments and Applications174



Known also as ionic associations or ionic association complexes, ion pairs are pairs of oppositely 
charged ions held together by Coulomb attraction without formation of a covalent bond [1]. 
The lifetime of an ion pair was determined to be of at least 10−5 seconds, equivalent to about 108 
molecular vibrations, demonstrating that ion pairs can be considered as independent species [2].

The inclusion of a substance in an ionic association causes changes in its physical-chemi-
cal properties without changing its structure, because an ion pair is electrically neutral and 
has increased lipophilicity compared with the free ions in its composition [3]. The optimum 
experimental conditions for a quantitative ion-pair equilibrium (solvent, pH, ionic strength) 
are easily settled. The selectivity of the methods can be increased by selecting the optimum 
reagent (counterion, ion-pair forming reagent) and the subsequent extraction of the ion pair 
in an organic phase.

The significant number of the scientific papers published indicates the appropriateness of 
ion pairing in solving important issues in the pharmaceutical field, especially in analytical 
chemistry, biochemistry and pharmaceutical technology. Ion pairs are used for the develop-
ment of new pharmaceutical forms with controlled release, especially for peptides [3–5]. In 
this case, one of the main advantages is the unmodified pharmaco-toxicological profile of the 
active substance after ion pairing, because it does not suffer structural changes. The stability 
[6] and bioavailability [7, 8] of the drugs can be improved. A series of kinetic studies pro-
posed the ion-pair formation as an absorption mechanism for the pharmaceutical substances 
[9, 10]. Investigations on DNA stability in various matrices [11], protein determination [12] and 
synthesis of ion-pair receptors based on biological models [13] are important applications of 
ion-pair equilibrium in biochemistry. Ion-pair–based assay methods are proficient in both iso-
lation, identification and quantification of certain substances of biomedical interest [14]. Over 
time, titrimetric [15, 16], gravimetric [17, 18], electrometric [19, 20], spectrophotometric [21, 22] 
and chromatographic [23, 24] methods based on the ion-pair formation were developed.

Classical and modern as well, ion-pair–based spectrophotometric methods had a dynamic 
evolution over the time. On the one hand, this is due to the elucidation of the mechanisms 
underlying the formation of ion pairs, and thus, the setting of the experimental conditions, 
which allow the obtaining of ion pairs for all types of substances, is easier; in this regard, com-
putational chemistry is a very useful tool. On the other hand, the synthesis of new pharma-
cologically active molecules at very low concentrations requires sensitive analysis methods. 
Among them, less used spectrophotometric techniques, such as resonance light scattering, 
have found interesting applications when ion pairing was taken into account.

2. Fundamentals of ion pair

2.1. History of the ion-pair concept

The ion-pair equilibrium has been first considered for inorganic ions, being an important 
step in the study of the electrolyte solutions. The history of the ion-pair concept starts in 1887 
with Arrhenius, who structured the theory of electrolytic dissociation. Debye and Hückel 

Spectroscopic Analyses - Developments and Applications174

defined in 1923 the activity coefficients and deduced the homonym equation that allows the 
assessment of those coefficients in aqueous solutions of electrolytes [25]. In 1926, Bjerrum 
introduced an association constant in the Debye-Hückel equation and demonstrated that ion-
pair equilibrium is dependent on the dielectric constant of the solvent, on the temperature 
and on the size of the ions. For his theory, he considered spherical, nonpolarizable interacting 
ions [26]. Thus, the existence of ion pairs was accepted in low dielectric constant solvents. 
Subsequently, studies were performed in order to elucidate the existence of solvent molecules 
in the ion-pair structure [27]. Most of the experimental data used to confirm theoretical stud-
ies on ion pairing were conductivity measurements.

The subsequent development of organic synthesis and the physical-chemical study of asso-
ciation of more complex molecules, concomitant with the development of new analysis 
methods (spectrophotometry, chromatography), indicated that, when forming an ion pair, 
the interacting ions cannot be considered as rigid and spherical [28]. In 1967, Higuchi et al.,  
considering the volume and charge distribution over the ions, studied how a contact ion 
pair can be solvated in various solvents. For the ion pairs formed between a large lipophilic 
cation and a small anion, the high negative charge per unit area, lead to the solvation 
with electrophilic molecules, such as chloroform, phenols and alcohols. The high negative 
charge on the surface of the ion pairs formed between a small cation and a large lipophilic 
anion induce the solvation with nucleophilic molecules, such as ethers, ketones, amides 
and phosphate esters. For the ion pairs formed between two large ions, no significant solva-
tion was observed [29].

Hydrophobic interaction, typical for large unhydrated (hydrophobic) univalent ions, was 
proposed as a mechanism of ion-pair formation in aqueous solution by Diamond [30]. The 
driving force for the ion pairing is the water molecule preference to interact with itself by 
hydrogen bonding. The equilibrium is named water structure-enforced ion pairing and the com-
plexes formed accordingly—water structure-enforced ion pairs. Thus, starting from this point, 
the existence of the ion pairs in water became an accepted fact.

When the interaction between the oppositely charged ions is strictly electrostatic, no new elec-
tronic bands appear in the absorption spectrum [28]. Spectral changes reported in the studies 
indicate that, for the ion pairs formed by organic ions, additional interactions (aromatic stack-
ing, charge transfer, hydrogen bonding) might exist.

Aromatic stacking is indicated by a hypochromic effect in the absorption spectra and was 
demonstrated by thermodynamic studies for the interaction between organic species contain-
ing aromatic structures [31]. Considered to be a result of a non-classical hydrophobic effect, 
the stacking of the aromatic rings is determined by the interaction between the partial charges 
(positive and negative) that exists on the atoms situated in adjacent aromatic rings.

The redistribution of the charge between the ions (charge transfer) is identified spectropho-
tometrically by a hypsochromic (blue shift) or bathochromic (red shift) effect in the UV-Vis 
region, depending on the medium polarity. This type of interaction can be predicted by theo-
retical calculations, based on charge density and molecular orbital theory [32, 33]. The ionic 
associations based on such interaction have been named ion-pair charge-transfer complexes [32].
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Similarly, it was proved that ion pairs can be formed also by the interaction between an acid 
and a base by proton transfer [34].

Thus, nowadays, it is generally accepted that electrostatic interactions, hydrophobic interac-
tions and proton transfer are the main mechanisms involved in the ion-pair formation and 
that the ion pair stability depend on the structure and size of the ions, on their acid-base and 
hydrophobic properties and on the solvent nature as well.

The methods currently used for the study of the ion-pair equilibrium are spectrophotom-
etry (molecular absorption, resonance light scattering and fluorescence), conductometry [35], 
chromatography [23, 24, 36] and capillary electrophoresis [37].

The development of computational chemistry makes possible simulation of associations 
between complex molecules. Thus, in silico investigations became a valuable tool in the study 
of the ionic association equilibrium. Such studies can explain the formation of a certain com-
plex, or predict it, and are commonly validated by spectrophotometric methods.

2.2. Types of ion pairs

The formation mechanism and the structure of the ion pairs were established concurrently 
with the elucidation of the interaction types of the ions in solution. Considering the solva-
tion, ion pairs exist in the tight (contact, intimate) form (no solvent molecule is involved in the 
ion pair) and in the loose form (one or more solvent molecules are included in the ion pair). 
Depending on the number of the solvent molecules involved, ion pairs are of solvent-sharing 
type (a single solvent molecule is included) and solvent-separated ion pairs (when more than 
one solvent molecule is involved) [1].

Considering the structure of the ions involved in the ion-pair equilibrium, an overview of the 
literature published allowed the identification of three categories: (a) inorganic ion pairs (both 
ions are inorganic), (b) ion pairs formed between an organic molecule in ionized form and 
an inorganic ion and (c) organic ion pairs (both ions are organic substances in ionized form). 
The inorganic ions can be included in an ionic association in the free form or as inorganic 
complex. The organic substances are transformed in the ionic form based on their acid-base 
properties, by selecting the optimum pH, or after a complexation reaction with an inorganic 
ion. The inorganic ion pairs are intensively studied by physical chemistry, for the theoretical 
background of the mechanisms of ion pairing. The ion pairs that contain an organic ion are 
more used in the pharmaceutical field.

The solubility of the ion pairs in the selected solvent can be also a criterion to classify the ion 
pairs. Thus, two categories can be discerned: insoluble and soluble ion pairs. Insoluble ion 
pairs are used in the assay of the pharmaceuticals by gravimetric methods [17, 18, 38] and 
atomic absorption spectrometry [39, 40] and also in pharmaceutical technology for drug release 
systems [5]. The applications that rely on the formation of soluble ion pairs are most numerous.

As an ion pair is electrically neutral, the number of ions involved depends on their charge. 
Frequently encountered in literature are binary ion pairs, formed between ions with the same 
charge, and ternary ion pairs, which contain one divalent ion and two monovalent counterions.
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3. Spectrophotometric applications of ion pairing in pharmaceutical 
analysis

3.1. Molecular absorption spectrophotometry

Most of the ion-pair spectrophotometric assay methods published in pharmaceutical field are 
based on UV-Vis molecular absorption. These methods are robust, easy to perform, sensitive, 
accurate and precise. In association with an organic dye, pharmaceutical substances with no 
characteristic visible spectrum can be detected in this region.

Widely used are the extractive spectrophotometric methods: the ion pairs are extracted in 
an organic solvent, and the extract is further analyzed. For the quantitative extraction in the 
selected organic solvent, the optimum pH value, concentration of the reagents and ionic 
strength must be established.

The selection of the counterion should consider that bulky, univalent and having the charge 
distributed over the whole ion reagent has the best capacity to form ion pairs. With respect to 
the geometry of the counterion, planar types of organic dyes are appropriate for developing 
ion-pair absorption spectrophotometric methods [41]. Computational chemistry is a useful 
tool to evaluate the volume, geometry and charge density of the studied substances. By corre-
lating these data with the results of the studies on the solvation of different types of ion pairs 
[29], the selection of the optimum solvent for the extraction is simplified.

The formation of the ion pair can be revealed spectrophotometrically by a shift of the absorp-
tion peak of the chromophore. As an example, the spectral changes that appeared at the for-
mation of terbinafine-methyl orange (TBF-MO) ion pair in chloroform were used for the assay 
of terbinafine by ion-pair absorption spectrophotometry by Florea et al. [42]. MO is a planar 
dye containing aromatic rings, and the formation of TBF-MO ion pair is accompanied by a 
blue shift (from 502 to 408 nm) and hypochromic effect for the visible peak of MO (Figure 1). 
These spectral changes indicate the stabilization of the ion pair by aromatic stacking [31].

Figure 1. Molecular absorption spectra of TBF (1), MO (2) and TBF-MO ionic association (3) (from Ref. [42], with permission).
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Bromocresol purple (BCP) [43] and alizarin red [44] were also used as counterions in the assay 
of TBF using extraction methods.

As counterions, the chain-type reagents having long alkyl groups are also useful. They are 
bulky and univalent, but their charge is not distributed over the whole ion. Even so, the main 
limitation arises mostly from the fact that they are colourless; therefore, they can be used as 
ion-pair reagents for the assay of coloured substances.

Hexadecyltrimethylammonium bromide (CTAB) was used to develop an extractive spectro-
photometric method for the assay of nimesulide (NS) by Florea et al. [45]. As CTAB is a chain-
type reagent, with no aromatic rings in the structure and no characteristic spectrum in UV-Vis 
region, NS in its ionized form is the reagent having a peak in visible range. Therefore, when 
the ion pair is formed, a red shift and hyperchromic effect appeared (Figure 2).

Sulfonephthalein dyes, such as bromocresol green (BCG), bromocresol purple (BCP) and bril-
liant blue G [46], were also used as counterions in the assay of NS using extraction-free meth-
ods. A comparison of the experimental data indicated a larger linearity range for the method 
based on the ion pair formed with CTAB.

Because extraction is a laborious procedure, the trends are to develop non-extractive (extrac-
tion-free) ion-pair–based spectrophotometric methods in nonaqueous or aqueous solutions. 
Generally, by dissolving the substances in the organic solvents, the ion pairs are formed 
mainly by a proton transfer mechanism.

Limitations in the development of non-extractive methods arise mainly from the physical-
chemical properties of the reagents, namely, their solubility in the appropriate solvents.

Literature data generally resulted in narrower linearity ranges for the non-extractive methods 
compared with the extractive ones. Some examples are presented in Table 1.

Figure 2. Molecular absorption spectra of CTAB (1), NS (2) and CTAB-NS (3) (from Ref. [45], with permission).
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3.2. Fluorescence spectroscopy

Among spectrophotometric methods, fluorimetry distinguishes itself by high sensitivity and 
specificity. In pharmaceutical sciences, fluorescence spectroscopy is an irreplaceable tool in 
the study of biochemical processes occurring at the cellular level. Substances having intrinsic 
fluorescence, named fluorophores, have characteristic structural features (rigid, plane structure 
with conjugated double bounds) and exhibit specific excitation (absorption) and emission (flu-
orescence) wavelengths, thus explaining the high specificity of the method [56]. Various inter-
actions of the fluorophore with the surroundings can lead to a decrease of the fluorescence 
intensity. This effect is called quenching and can be used for quantification purposes, primar-
ily for the determination of anions [57]. Molecular mechanisms such as the interaction with 
electron-deficient molecules (quenchers) in the excited state of the fluorophore (collisional 
quenching) or in the ground state (formation of non-fluorescent complexes with quenchers), 
together with different non-molecular effects, can be involved in the quenching process [56].

Ion-pair fluorescence assay methods are generally based on quenching. In the ion-pair struc-
ture, if one of the ions is a fluorophore, the counterion can act as a quencher. For a certain con-
centration range, the decrease of the fluorescence intensity is proportional with the analyte 
concentration. The development of these methods takes into consideration the same experi-
mental conditions presented at Section 3.1, to obtain a quantitative ion-pair equilibrium (pH, 
ionic strength, solvent), but it is conditioned by the selection of an optimum fluorophore. 
Organic substances with native fluorescence that can be used as counterions are few; there-
fore, there are not many published applications. Literature data on ion-pair fluorescence 
methods for the assay of pharmaceutical substances are summarized in Table 2.

Analyte Method Counterion Solvent Linearity range (μg/mL) Reference

Desloratadine NE Eosine H2O 0.31–2.81 [47]

E [Co(SCN)4]2− CHCl3 0.5–3 [48]

Losartan NE Eosine H2O 2.5–20 [47]

E Calmagite CHCl3 10–100 [49]

Orange II CHCl3 10–100 [49]

Levofloxacin NE BCG CH2Cl2 1–20 [50]

E Bromophenol blue CHCl3 1.85–31.5 [51]

BCG CHCl3 1.85–25 [51]

Ampicillin NE Pyrocatechol violet H2O 0.2–28 [52]

E [Mo(SCN)6]− CH2Cl2 1.5–77.5 [53]

Amoxicillin NE BCG (CH3)2SO 1–13 [54]

E Methylene blue CHCl3 3.5–90 [55]

Table 1. Examples of extractive (E) and non-extractive (NE) ion-pair spectrophotometric methods for the assay of 
pharmaceutical substances.
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Berberine, an isoquinoline alkaloid, is a pharmacologically active fluorophore, with potential 
therapeutic effect in various diseases (Alzheimer’s disease, cancer, viral infections, etc.). In 
order to get deeper insights into the details of its biological activity, the effect of the ion pair-
ing on its fluorescence properties was studied using chloride and perchlorates anions [68]. 
Nanoparticles containing berberine-tetraphenylborate ion pair were prepared, and their abil-
ity to cross the cell membrane of cancer cells was studied by Soulié et al. [69].

Lately, the research in nanoscience opened an even wider pathway in fluorescence studies 
involving ion pairing. Quantum dots (QDs) are prone to exchange electrons with their com-
plementary partners (acceptors or donors) upon excitation that can be transduced into detect-
able fluorescent signals [70]. Thus, sensitive assay methods can be developed by using QDs 
capped with different ligands in ionized form. An example is the determination method devel-
oped for albendazole, using glutathione-capped cadmium telluride QDs (GSH-CdTe QDs).  

Fluorescent reagent Analyte Reference

Extractive methods

Erythrosine B Erythromycin [58]

9,10-Dimethoxyanthracene-2-sulphonate Imipramine [59]

Desipramine

Amitriptyline

Nortriptyline

Clomipramine

Doxepin

Nonextractive methods

Eosine Astemizole, terfenadine, flunarizine as chelates with Pb2+ [60]

Amitriptyline

Clomipramine [61]

Rosiglitazone [62]

Pioglitazone [63]

Albendazole [64]

Eosine (as chelate with Pd2+) Ciprofloxacin [65]

Norfloxacin

Safranin T Meloxicam [66]

4,5-Dibromofluorescein Ceftazidime [67]

Ceftriaxone

Cefoperazone

Table 2. Examples of extractive and non-extractive ion-pair fluorescence methods for the assay of pharmaceutical 
substances.
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Ion-pair equilibrium takes place between albendazole in cationic form and anionic sites at 
the QD surface, and the effect was a decrease of the fluorescence intensity of capped CdTe 
QDs [70].

Various applications based on ion-pair equilibrium with fluorescence properties were devel-
oped along the time for the characterization of biomolecules in complex biological matrices by 
flow cytometry [71] and also for kinetic studies using fluorescence microscopy [72].

3.3. Light scattering spectrometry

Light scattering was observed by the Irish physicist John Tyndall in the late 1860s. The emi-
nent British physicist Lord Rayleigh (John Strutt) developed the theoretical basis of elec-
tromagnetic wave interaction with particles smaller than the wavelength in the following 
decades (1870–1899). Now, the scattering of light by particles in a suspension is accepted to 
be elastic (without change in the wavelength of the incident light) and inelastic (the incident 
wavelength and the scattered one are different). Rayleigh scattering theory was developed for 
wavelengths much higher than the dimensions of the scattering particles.

Light scattering is widely used since the 1950s in chemical analysis; turbidimetric and nephelo-
metric methods were developed for the analysis of polydisperse systems. Also, ion-pair–based  
turbidimetric methods were developed [73–75]. With the development of laser technology, 
first Raman scattering was separated and developed as an independent technique, allowing 
the analysis of vibrational and rotational states of a molecule.

Resonance light scattering, also known as resonance Rayleigh scattering (RLS), or enhanced 
Rayleigh scattering, is a simple, rapid and sensitive method for the study of aggregation of 
molecules. It was first predicted by Placzek in the mid-1930s and later studied as resonance-
enhanced Rayleigh scattering (RERS) for diphenylpolyenes [76], for a series of coumarin dyes 
[77] and for aggregates containing porphyrins [78].

Starting with the 2000s, a series of studies underlined the utility of the method in the assay 
of pharmaceuticals as ion pairs with organic dyes [79–81] or using a counterion attached to 
nanoparticles [82, 83] but also for unravelling of their interaction mechanisms with macro-
molecules of biological interest (transport proteins, DNA) [84–86]. Recent studies have high-
lighted the potential of this technique to elucidate the action mechanisms of pharmaceutical 
substances at the molecular level: the mechanism of interaction of oridonin (natural substance 
with anticancer effect) with DNA macromolecule was revealed [87]; also, the molecular mech-
anism by which quercetol affects the bioavailability of propranolol was explained [88].

The ion-pair–based assay methods were developed according to the technique proposed by 
Pasternack et al. [78]. The RLS spectra are registered using a steady-state spectrofluorometer 
through synchronous scanning of both monochromators. Near or within the range of the 
absorption band, an enhancement of the scattered signal is observed, which no longer obeys 
Rayleigh’s law. The effect was largely attributed to a scattering-absorption-re-scattering pro-
cess. For a certain concentration range, increments in the scattering intensity are directly pro-
portional to the concentration of the analyte.
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The majority of the substances determined are hydrophilic organic molecules, largely hydrated 
in water. The ion pairs are formed mostly by an experimentally conducted hydrophobic ion 
pairing. An increased ionic strength determines the chemical species involved in the ion pair-
ing to become more hydrophobic because the solvent molecules in their hydration shell are 
attracted in competitive solvation equilibria of the inorganic ions. Generally, the optimum pH 
and increased ionic strength are obtained using Britton-Robinson buffer. Molecular absorption 
spectra are used as a previous step in developing RLS methods. By monitoring changes in the 
absorption spectra, the optimum counterion is selected, and the experimental conditions for 
quantitative ionic association equilibrium (pH, ionic strength, reaction time) are established. 
For example, in the case of streptomycin (STR) assay in ionic association with Congo red (CR) 
[89], for the Britton-Robinson buffer (pH value 5.5), a maximum blue shift (from 497 to 487 nm) 
and hypochromic effect were obtained, indicating the quantitative formation of the STR-CR ion 
pair. In these experimental conditions, maximum scattering intensity was obtained (Figure 3).

Resonance light scattering methods have many advantages such as great sensitivity and selec-
tivity, simple experimental procedure and the use of accessible equipment (classical spectro-
fluorimeter) [90], but no validated methods have been published yet. RLS signals suffer from 
fluctuations caused by many variable factors such as environmental conditions in the reaction 
medium (pH, ionic strength, temperature and polarity), reagent concentration and the inci-
dent light intensity [91].

The challenge for the analysts is to improve the technique in order to obtain reproducible 
results. Resonance light scattering ratiometry was proposed and applied to the study of the 
interaction between porphyrins and heparin, in order to solve the problems correlated with 
the single wavelength measurement. The method provides precise data by taking the inten-
sity ratio at two suitable wavelengths [91].

Figure 3. RLS spectra of CR (1), STR (2) and STR-CR ion pair (3) (from Ref. [89], with permission).
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From our experience, slight variations of the ionic strength cause changes in the RLS sig-
nal intensity. In routine analysis, it is difficult to obtain identical values of this parameter, 
and therefore it is difficult to obtain reproducible results. A favourable effect on ion pairing 
may be obtained by adding small quantities of methanol or ethanol. They have strong water-
structuring effect [92, 93], so the hydrophobic interactions for the ion pair can be enforced by 
engaging water and alcohol molecules in hydrogen bonds, thus dehydrating the substances 
of interest.

3.4. Challenges and perspectives in IP spectrophotometry

Among the permanent challenges in ion-pair spectrophotometry applied in the pharmaceuti-
cal field, one can number the increase of the sensitivity, enabling a more comprehensive study 
of the mechanisms underlying biochemical processes based on ion-pair equilibrium and find-
ing appropriate conditions to obtain ion pairs for novel pharmacologically active substances.

In terms of increasing the sensitivity of the ion-pair–based methods, the best perspectives are 
offered by the RLS and fluorimetry, especially when the counterions fixed at the surface of 
QDs (capped QDs) are used. Using post-column ion pairing, RLS method has been incorpo-
rated as a detection technique in high-performance liquid chromatography [94] and capillary 
electrophoresis [95]. Studies are needed to obtain reproducible results of RLS and to validate 
the assay methods.

Ion pairing is a fundamental interaction in biological systems. Molecular recognition and pro-
tein function are biochemical processes based on ion pairing, and obtaining experimental 
evidence on the dynamics of macromolecules is a challenge. First experimental data on ion-
pair dynamics at protein-DNA interfaces, obtained using nuclear magnetic resonance spec-
troscopy, were published by Anderson et al. [96].

Polyphenols, an important group of pharmacologically active substances, have not been char-
acterized in terms of the ability to form pairs. Perspectives are opened by recently published 
study [97], which evaluates the photodynamic therapeutic effect of the curcumin on breast 
cancer cells using curcumin-methylene blue ion-pair–based nanoparticles. There are numer-
ous substances in this class to be studied.

4. Conclusions

The present work underlined the existence of ion-pair spectrophotometry as a distinct group 
of methods largely used in the pharmaceutical field. Its evolution was dynamic and was cor-
related with the elucidation of ion-pair formation mechanisms and the development of com-
putational chemistry. In medicines control, ion-pair molecular absorption spectrometry has 
the most numerous applications. Generally, organic solvents were used as reaction media. 
With the development of resonance light scattering techniques, the number of the applica-
tions of the ion pairs formed in aqueous solution has increased significantly. Fluorimetry, 
more sensitive, is also used as an assay method but mostly for biochemical purposes.
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If one single feature has to be emphasized, the importance of ion-pair spectrophotometric 
methods in the pharmaceutical field consists in their versatility. Substances with or without 
characteristic absorption in UV-Vis range or intrinsic fluorescence, hydrophilic or hydropho-
bic and organic or inorganic, can be determined as ion pairs in bulk or complex matrices using 
rapid, sensitive and simple procedures.
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Abstract

The discovery of new drugs, especially when many samples have to be analyzed in the 
minimum of time, demand the improvement or development of new analytical methods. 
Various techniques may be employed for this purpose. In this context, this chapter gath-
ers the collection of paper and represents the review of past work on  spectrophotometric 
technique coupled to a continuous flow system to determine low concentrations of sev-
eral chemical species in different kinds of pharmaceutical and biological samples. A short 
historical background of the flow-injection analysis technique and a brief discussion of 
the basic principles and potential are presented. Part of this chapter is devoted to describ-
ing the sample preparation techniques, principles, and figures of merit of analytical 
methods. Representative applications of flow-injection spectrophotometry to pharma-
ceutical and biomedical analysis are also described.

Keywords: pharmaceutical, biomedical samples, flow-injection, spectrophotometry

1. Introduction

The monitoring of chemical species in pharmaceutical and biomedical samples is a field in 
which analytical chemistry plays an important role, contributing new procedures of analysis 
and instrumentation. Many methods have been developed for pharmaceutical and biomedi-
cal analysis including chromatographic, electrophoretic, and spectrophotometric methods. 
However, there are inherent difficulties associated with the types of samples involved. The 
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most practical difficulty encountered is the preservation and integrity of the species during 
sampling, storage, and sample pretreatment. In the medical area, the main matrices are blood, 
serum, and urine, while in the pharmaceutical industry, there are many types of samples and 
variations in their compositions. This hinders the application of analytical techniques for the 
fast and accurate monitoring of pharmaceutical and biomedical species in real samples.

Spectrophotometry is the technique most commonly employed in chemical analysis, and it pro-
vides advantages in terms of the availability of instruments, simplicity of procedures, speed, pre-
cision, accuracy, and applicability to a wide range of bio-medically important substances. Due to 
recent advances, increasing attention is being given to the coupling of a spectrometer to a contin-
uous flow system to determine low concentrations of several chemical species in different kinds 
of pharmaceutical and biological samples. The flow-injection analysis technique has found wide 
application, which can be mainly attributed to its versatility, ease of automation, high sampling 
frequency, and the requirement for minimum sample treatment prior to injection into the system.

This chapter draws attention to some of the important and unique aspects of the applications 
of flow-injection spectrophotometry, addressed within the context of pharmaceutical and bio-
medical analysis. A short historical background of the flow-injection analysis technique and a 
brief discussion of the basic principles and potential are presented.

A notable feature of this chapter is the large number of papers on chemiluminescence dis-
cussed herein. In addition, considerable attention is given to sample preparation techniques 
and the characteristics of analytical methods such as precision, accuracy, and sampling fre-
quency. Representative applications of flow-injection spectrophotometry to pharmaceutical 
and biomedical analysis are also described.

2. FIA origin and development

The process of flow-injection analysis (FIA) was initially proposed in the 1970s by Prof. 
Dr. Jaromir Ruzicka of the Technical University of Denmark and was subsequently con-
solidated as a state-of-the-art technology for the automation and mechanization of chemical 
systems. At that time, the cited researcher spent a year in Brazil advising on the installation 
of the Laboratory of Analytical Chemistry at the Center of Nuclear Energy in Agriculture of 
the University of São Paulo (CENA/USP), where pioneering work was carried out that led 
to the FIA process becoming very well established. Since its introduction, more than 20,000 
papers have been published reporting the development of advanced instrumentation meth-
ods in the context of chemical analysis, which are available for environmental, food, and 
clinical services involving pharmaceutical and biomedical samples [1, 2].

The FIA process involves the insertion of the sample into a carrier fluid that transports it to a 
suitable detection system. During this process, the sample can be brought into contact with 
reagents that are also inserted by propulsion, resulting in a controlled dispersion of the sam-
ple. The processes that characterize FIA systems have gained great prominence in contempo-
rary analytical chemistry since several limitations have been overcome in the development of 
improved analytical procedures.
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The origin and development of flow analysis systems was strongly influenced by the work of 
Skeggs, who proposed an approach called continuous flow analysis (CFA) [3]. For approxi-
mately 20 years, it was accepted that segmentation by dividing the flow into small regular 
compartments separated by air bubbles was the best strategy to avoid contamination and the 
widening of the discrete zone of the sample along the course, which is known today as disper-
sion [3–5]. It was only in the mid-1970s that it was widely accepted that segmentation could 
be omitted following an innovative proposal for a method employing the continuous flow of 
the samples and reagents with adequate dimensions and flow rates. The system was subse-
quently simplified, increasing the frequency of samples analyzed per unit of time, referred 
to as the analytical frequency. Due to the advantage of good reproducibility offered by FIA 
systems, it has also become possible to quantify the analyte even before the reaction between 
the sample and the reagent reaches equilibrium since the interval between the injection and 
detection is the same for the standard solutions and the sample.

In general, the FIA process consists of fluid propulsion, usually performed by a peristaltic 
pump that operates at constant flow, sample injection, reaction promoted in a homogenizing 
mixing coil with suitable geometry and a compatible detection technique, such as molecular 
spectrometry and atomic, chromatographic, and electroanalytical techniques.

Initially, Ruzicka used a hypodermic syringe to promote the injection of the sample, which 
gave rise to the name of the process [6]. Since then, other devices have been proposed for the 
insertion of the sample into the loader fluid, such as the proportional commutator injector 
and the rotary valve. The FIA systems have thus evolved and independent injections by mul-
ticomutation can be performed, enabling binary sampling [7]. In recent years, FIA systems 
have evolved in ways that have led to the development of sequential injection analysis (SIA) 
systems. In this case, the injection of the sample and the contact with the reagent flow occur 
through the selection of the port of a central selector valve in which the mixture is provided 
with bi-directional movement, alternating the propulsion direction occurring in a single line, 
in the absence of confluences [2, 8]. Due to these characteristics, SIA systems can be consid-
ered as differentiated from conventional FIA systems.

The classification of FIA systems has become necessary considering the variety of analytical 
procedures available. This can be based on the way in which the sample is introduced (con-
tinuous or intermittent) and on the flow characteristic (segmented, monosegmented, nonseg-
mented). Figure 1 shows a classification scheme for flow analysis methods.

FIA systems have become commonly used and a number of variations in the configura-
tions have been proposed in order to minimize the consumption of sample and reagents 
and to enhance the sensitivity of detection and the selectivity and precision of the analytical 
measurements.

The simplest configuration is the single-line flow diagram, where the loading fluid is the 
reagent itself, and the mixing occurs exclusively by dispersion. When the ratio between the 
volumes of the injected sample aliquot and its pathway is inappropriate, the addition of 
reagents by confluence may provide a more effective reaction where inert solutions, such 
as carriers, are employed. In order to overcome the excessive waste of reagents, which are 
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thus minimizing the amount of waste generated. Since then, FIA systems have proven to be 
highly versatile and robust, making it possible to obtain strategically various arrangements 
and configurations that have been satisfactorily employed for extractive, separation, and pre-
concentration purposes. In addition, there are a number of approaches through which clinical 
formulation products can be efficiently monitored for the certification of their quality.

3. Spectrophotometric flow-injection procedures for pharmaceutical 
samples

Spectrophotometric methods are the most commonly used techniques in chemical analysis 
due to the availability of instruments, simplicity of procedures, precision, and wide appli-
cability. Based on the laws governing absorption and emission phenomena, it is possible to 
determine the concentrations of compounds in solutions, notably those of biological, chemi-
cal, or pharmaceutical interest [9].

Drug analysis, involving the pharmaceutical preparations or the raw materials used for their 
production, and the determination of drugs together with metabolites in biological samples 
(serum, plasma, saliva, urine, and some secretions) constitutes a large part of the activities 
carried out by pharmaceutical and clinical laboratories.

Spectrophotometry is the most commonly used technique for the determination of drugs, and 
it is based on chromogenic reactions or light absorption by the analyte. Chromogenic reac-
tions for drugs include metal-ion complexes, redox reactions, and the formation of charge-
transfer complexes.

Figure 1. Schematic diagram of classification of flow analysis procedures.
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Some of the flow-injection spectrophotometry procedures for the quantification of pharmaceuti-
cal samples [10–14] are detailed in Table 1. An important observation is the choice of carrier, 
 aiming to avoid matrix effects and even clogging of the flow channels due to precipitation [14, 15].

Flow techniques, characterized by great flexibility, versatility, and ease of automation, allow 
the development and implementation of many analytical systems, which are compatible with 
a wide range of sample manipulation techniques, under highly reproducible conditions. 
Some flow-injection procedures are based on oxidation-reduction reactions. For the deter-
mination of N-acetyl-L-cysteine [16], this procedure involves the oxidation of the analyte of 
interest by Fe(III). The Fe(II) produced can be determined using 1,10-phenanthroline, and the 
chromophore formed is analyzed at 510 nm. On-line oxidation by Ce(IV) in acid medium—a 
procedure based on oxy-reduction—has been used to determine pyrazine. The colored free 
radical produced by the reaction was monitored at 510 nm [17].

Other procedures are based on the formation of a colored complex between the analyte of 
interest and metal-ions. For example, the determination of cimetidine with Cu(II) in acetate 
buffer (pH 5.9) can be carried out at a wavelength of 330 nm [18] and epinephrine with Fe(II) 
in amino acetic carbonate buffer (pH 8.3) at a wavelength of 530 nm [19].

A procedure for the determination of paracetamol (4-acetaminophen) has been described by 
Fatibello-Filho and Vieira [20]. The method is based on paracetamol oxidation by sodium 
hypochlorite, and the determination of the oxidant using o-toluidine dichloride as the chro-
mogenic reagent at 430 nm. The analytical curve for paracetamol was linear in the concentra-
tion range of 8.50 × 10−6 to 2.51 × 10−4 mol L−1 with a detection limit of 5.0 × 10−6 mol L−1. The 
relative standard deviation was less than 1.2% for a paracetamol solution of 1.20 × 10−4 mol 
L−1 (n = 10).

Many methods for the determination of pharmaceuticals also involve the flow-injection pro-
cedure based on homogeneous reactions. For example, the indirect determination of olanzap-
ine from the reaction with hexacyanoferrate (III) in which the measurement of the unreacted 

Analyte Methodology Detection limit Ref.

Ketoprofen Distilled water as a carrier for gels and citrate buffer, pH 6.5, 
for ampoules at 261 nm.

0.436 and 0.303 g ml−1 
for gels and ampoules, 
respectively.

[10]

Lansoprazole 0.01 mol L−1 NaOH as carrier at flow rate of 1 ml min−1 and 
wavelength of 292 nm.

5.8 × 10−7 mol L−1 [11]

Diazepan 0.1 mol L−1 HCl as carrier at flow rate of 6.8 ml min−1 and 
wavelength of 360 nm.

0.6 mg L−1 [12]

Gemfibrozil 0.1 mol L−1 NaOH as carrier at flow rate of 1 ml min−1 and 
wavelength of 276 nm.

1.4 mg L−1 [13]

Cefuroxime Methanol:water (10:90 v/v) as carrier at flow rate of 1.0 ml 
min−1 and wavelength of 281 nm.

1.31 × 10−7 mol L−1 [14]

Table 1. Flow-injection spectrophotometry procedures for the quantification of pharmaceutical samples.
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oxidant is collected at 425 nm [21]. Diclofenac and mefenamic acid can also be oxidized in 
a flow system by hexacyanoferrate (III) and spectrophotometrically determined [22]. Other 
analytes that can be determined in homogeneous reactions are shown in Table 2.

4. Spectrophotometric flow-injection procedures for biomedical samples

The FIA technique can be coupled to various detection systems, such as a spectrophotometer, 
which allows a wide range of analytical devices to be combined [32].

A flow-injection analysis procedure using spectrophotometry was used to determine urea in 
blood plasma, employing the legume Cajanus cajan as a source of urease enzyme, in a mini-
column coupled to the FIA collector. A confidence level of 90% and a relative standard devia-
tion of 1.4% (n = 12) were obtained [33]. In another study, the development of a flow analysis 
procedure for the determination of total protein in a bovine blood plasma was carried out 
using the Biuret method. Samples of bovine plasma with 12.5 and 100.0 g L−1 of total protein 
were analyzed, and the analytical range was 2.5–20.0 g L−1. The relative standard deviation of 
the procedure was 2.8%, and the analytical frequency was 76 determinations per hour. The 
results were compared with the traditional method of analysis (Biuret), and no statistically 
significant differences were observed at the 95% confidence level [34].

Sensors based on optical techniques are widely applied in different types of analysis, includ-
ing biomedical sensing, and when connected to flow-injection analysis, a much faster analysis 

Analyte Methodology Detection limit 
(mg L−1)

Ref.

Levofloxacin Oxidation with N-bromosuccinimide. 3.0 [23]

Benzylpenicillin Derivatization with 4,6-dinitrobenzenofuroxane. 0.14 [24]

Isoproterenol Oxidation by polyphenol oxidase immobilized on 
controlled-pore silica.

13.2 [25]

Paracetamol Reaction with sodium hypochlorite followed by reaction 
with sodium salicylate.

0.4 [26]

Dipyrone Reaction with ammonium molybdate to produce 
molybdenum blue.

32 [27]

Vitamin B complex 
(B1, B6, B12, and 
benfotiamine)

Multicomponent spectrophotometric analysis using 
Multivariate Curve Resolution Alternating Least Squares 
(MCR-ALS) algorithm.

0.0009–0.016 [28]

Promethazine and 
trifluoperazine

Bead injection spectroscopy-flow injection analysis (BIS-
FIA) system and spectrophotometric detection.

0.00009–0.00014 [29]

Flutamide Detection by electrospray ionization mass spectrometry. 0.001 [30]

Lansoprazole Detection by electro spray ionization mass spectrometry. 0.0055 [31]

Table 2. FIA procedures using based on color-forming reactions.
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procedure is obtained [35]. In this context, a multicomutation flow system was used, which 
incorporates a sol-gel optical sensor (sensor: base catalyzed 4-(2-pyridylazo) resorcinol (PAR)) 
for the spectrophotometric determination of Cu(II) in urine samples using a photodiode 
detector with a maximum absorbance at 500 nm. The results were in agreement with those 
obtained by inductively coupled plasma mass spectrometry (ICP-MS), with a confidence level 
of 95% [35].

A FIA system was used to determine copper and zinc in water, pharmaceuticals, soils, and 
human hair samples. The product of the reaction with 2-carboxyl-2-hydroxy-5-sulfoforma-
zylbenzene (Zincon) was introduced into a stream of carrier solution in the flow system. A 
sequential reaction of Cu(II) and Zn(II) was performed using Zincon, with the formation of 
two complexes and monitoring at 627 nm [36].

A flow procedure with spectrophotometric detection to determine bromopride in different 
matrices has been studied [37]. To increase the sensitivity of the reaction, a micellar medium 
(sodium dodecyl sulfate—SDS) was employed. Factorial planning was carried out to opti-
mize the experimental parameters. The limit of detection was 1.07 × 10−7 mol L−1. The method 
developed was satisfactorily applied in the determination of bromopride in pharmaceuticals 
and human urine, and recoveries were in the ranges 99.6–101.2 and 98.6–102.1%, respectively.

The application of a very sensitive and selective on-line flow-injection method for the deter- 
mination of thorium(IV) after preconcentration in a minicolumn with N-benzoylphenylhy-
droxylamine-impregnated XAD-4 resin to biological samples has been described [38]. Sample 
rates of 40 and 11 h−1 were obtained at the 60 and 300 seconds preconcentration times, respec-
tively; the preconcentration factors were 32 and 162, with detection limits of 0.76 and 0.150 μg 
L−1, respectively [38].

Sarcosine has been investigated as a new marker for prostate cancer. A method for detect-
ing sarcosine in biological samples (urine or blood plasma) has been proposed [39]. Ion 
exchange liquid chromatography with photometric detection at 570 nm was used as a sepa-
ration method, which proved insufficient for the detection of sarcosine (70 μM). An off-line 
approach to the ninhydrin derivatization of the fractions collected was optimized, after which 
a known amount of ninhydrin was added followed by incubation of the mixture under the 
optimized temperature and time conditions. FIA system with electrochemical detection was 
used. In this case, 5 μL of sample was injected through a manual valve with a cell phase flow 
rate of 1 mL min−1 and spectrophotometric detection in the wavelength range of 450–800 nm. 
A detection limit of 1.7 μM was obtained for sarcosine [39].

5. On-line sample processing methods for in flow analysis

Flow analysis systems are widely used in analytical chemistry, contributing to increased 
reproducibility and accuracy of the methods. They also enable a reduction in the reagent 
consumption and the development of cleaner methods, meeting the requirements of “green” 
chemistry.
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However, there are still limitations inherent to the procedures involved in preparing the sam-
ples, and these need to be suitable for each matrix.

Several procedures for analyzing pharmaceutical and biological samples have been devel-
oped where the sample preparation method performed on a laboratory bench is replaced by 
a flow procedure coupled directly to the instrument (spectrometer, chromatograph, electro-
phoresis unit, etc.). This increases the reliability of the method since it minimizes the poten-
tial for contamination inherent to the analysis, increases the reproducibility of the results, 
and increases the analytical frequency. These characteristics are due to the automation and 
processing of samples in closed systems under highly reproducible mixing and timing condi-
tions. One of the factors that contributes to the success of this sample processing procedure 
carried out in closed systems is the combination of techniques and methodologies, known as 
hyphenation, which promotes faster analysis that is more efficient with less interference. The 
pretreatment of pharmaceutical and biological samples in flow is an important step in closed 
systems. Due to the complexity of these samples, the determination of chemical species pres-
ents significant challenges [40]. Thus, different types of procedures can be developed for the 
preparation of on-line samples for each matrix, according to its characteristics, such as solid 
phase extraction, solid phase microextraction, liquid-liquid microextraction, and chemical 
derivatization.

Some articles using on-line processes for the determination of compounds in pharmaceutical 
and biological samples are shown in Table 3. Two on-line procedures have been reported for 
the determination of ranitidine: chemiluminescence and UV-Vis detection [41, 42]. Several 
methodologies for the on-line preparation of saliva samples with detection by UV-Vis [43], 
ICP-OES [44], and AFS [45] are described in the literature.

Sample Detection technique Strategies for analysis Ref.

Ranitidine and 
salbutamol

FIA-
chemiluminescence

For Ru(bipy)3
2+ chemiluminescence, a sulfuric acid 

carrier stream was employed into which Ru(bipy)3
3+ 

and sulfuric acid was injected (20 μL), while a second 
stream delivered the analyte standard and sample 
solutions.

[41]

Ranitidine UV-Vis Injected samples were analyzed by spectrophotometry 
at 313 and at 615 nm after reaction with 3-methyl-2-
benzothiazolinone and ferric chloride.

[42]

Sulfamethoxazole and 
trimethoprim

UV Analytical procedure was solid phase extraction. [46]

Saliva UV-Vis Analytical procedure involving extraction and 
preconcentration using 5-BrDMPAP.

[43]

Saliva ICP-OES The analytical procedure involved extraction by 
sorption and elution of the analytes.

[44]

Saliva AFS The flow system was equipped with a microwave and 
an ultraviolet photo-oxidation system.

[45]

Table 3. On-line treatment procedures for pharmaceutical and biological samples using spectrometric techniques.
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The complexity of the matrices of the pharmaceutical and biomedical samples requires an effi-
cient decomposition process, without losing the necessary characteristics for a precise quan-
tification, maintaining the integrity of the analyte. The use of microwave radiation energy 
was found to be an efficient alternative to conventional sample preparation methods since 
the processing time is reduced, minimizing problems associated with the loss of the more 
volatile components. In spite of these advantages, the process requires the manual transfer 
of volumes, addition of reagents, and excessive dilutions, which are all potential sources of 
errors, for instance, contamination. The mechanization of the microwave sample preparation 
processes in a continuous stream decomposition system has contributed to improving the 
sample processing and, therefore, the analytical performance of the method.

The use of flow systems coupled to a microwave oven for the preparation of samples was first 
proposed by Burguera et al. [47], where urine samples were decomposed for further determi-
nation of lead. A volume of up to 100 μL of the sample was decomposed using a home micro-
wave oven with a maximum power of 700 W and a 100 μL mixture of 0.4 M HNO3 and 0.3 M 
HCl. The application of this system allowed an analytical frequency of 80 samples per hour. 
Since the first work of exploring the coupling of a microwave oven and a flow system, several 
systems have been developed and applied to a wide variety of samples, for instance, water, 
effluents, plants, food and minerals, along with biological fluids and tissues. The analysis of 
biological fluids is of great importance since it allows the diagnosis of various diseases, nutri-
tional, and metabolic research, therapeutic monitoring involving the biological action of some 
metals, such as calcium, magnesium, iron, cobalt, zinc, and manganese, and the detection of 
some drugs (including cocaine and marijuana) [48, 49].

Coelho and collaborators developed an on-line decomposition system for urine samples using 
a microwave oven prior to the determination of calcium and magnesium by flame atomic 
absorption spectrometry (FAAS). The decomposition efficiency allowed a rapid treatment of 
the urine sample with an analytical frequency of 45 samples per hour. The system consisted 
of three decomposition coils inserted into the cavity of the microwave oven and a valve that 
allowed the interruption of the passage of the flow and confined the sample to the inside of 
the oven [50].

The preparation of flow samples in biomedical and pharmaceutical matrices employing spec-
troscopic techniques remains a challenge, and few studies have been reported in the litera-
ture when compared with the chromatographic methods. When spectrometric techniques 
are subjected to hyphenation, they are promising for the preparation of one or more samples, 
since the on-line detection systems cited in the literature favor a decrease in the use of batch 
procedures, thus minimizing the potential for contamination and automating the sample 
processing procedure.

6. Combination of FIA and other analytical systems

The advance of laboratory research has enabled the identification and quantification of ana-
lytes, individually or simultaneously.
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One of the techniques that has contributed to the simultaneous determination of analytes is 
FIA system combined with other analytical systems, such as high performance liquid chro-
matography (HPLC), enzymatic reactions, gas chromatography, biosensors, electrophoresis, 
electrochemical, and immunoassays. According to Saurina [51], in most cases, these combi-
nations enable analysts to detect and quantify up to three compounds simultaneously. The 
methods required to increase this number may not be compatible with the physical resources 
used in systems involving flow injection.

The combination of the FIA system with other analytical techniques enables reductions in the 
analysis time and the reagent/sample consumption and improved accuracy, sensitivity, selec-
tivity, and sampling frequency. In addition, the analyst’s contact with the sample is minimized, 
decreasing the potential for contamination. Thus, by combining the pretreatment (digestion, 
preconcentration, sample clean-up, and solvent-solvent extraction, etc.) with on-line sample 
introduction, the FIA system becomes a very efficient and advantageous technique [52–57].

In this context, the possibility of detecting multianalytes using various techniques involv-
ing the combination of the FIA system with other traditional analysis systems should be 
highlighted. Different separation and sample pretreatment procedures can be performed 
using detection techniques such as fluorescence, spectrophotometry, and electrochemistry, 
enabling the detection of innumerable analytes, including those present in samples involved 
in biological applications [58–63].

Several approaches to detection have been used, and electrochemical detectors are prominent 
in the scientific literature, notably in studies involving conventional amperometric detection 
coupled to an FIA system. The main characteristics of this combination are increased sensitiv-
ity, minimized contamination of the surface of the working electrode, the presence of negli-
gible capacitive current and in situ measurement, etc. A limitation associated with this system 
is the instability of the electrochemical signal during the determination of some compounds, 
compromising the repeatability of the response and the reproducibility of the results [64].

Another example of combining FIA and an electrochemical system is found in the studies of 
Chaves et al. [65] in which three compounds were determined simultaneously: caffeine, ibu-
profen, and paracetamol. The authors report results obtained by combining FIA with multiple 
pulse amperometry (MPA) using a wall-jet flow cell with a boron-doped diamond electrode. 
In this analysis, cyclic voltammetry (50 mVs−1) was used.

According to Llorent-Martinez et al. [66] and Oliveira et al. [67], most of the methods involv-
ing detection by UV-Vis using flow procedures offer many advantageous of this combination, 
being simple, fast and direct methods offering good selectivity and sensitivity in the separa-
tion and/or preconcentration steps.

Vidal et al. [68] address the simultaneous determination of a mixture of three analytes that 
are often combined in pharmaceutical formulations: two analgesics (paracetamol and pro-
pyphenazone) and a stimulant drug (caffeine). The quantification was performed by sepa-
rating the three compounds using an FIA system combined with a precolumn containing 
C18 silica gel to avoid spectral overlap of the compounds under analysis. The detection was 
conducted with a spectrophotometric detector through UV absorbance measurements. The 
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results were satisfactory, since the compounds were quantified at low concentration ranges, 
that is, 25–350 μg mL−1 for paracetamol, 5–75 μg mL−1 for caffeine, and 15–150 μg mL−1 for 
propylphenazone. Also, the proposed method provided low detection limits ranging from 
0.65 to 7.5 μg mL−1.

Pistonesia et al. [69] carried out the simultaneous analysis of levodopa and benserazide in 
tablets of pharmaceutical formulations. The samples were not subjected to pretreatment, 
and the reaction mixture containing the sample and potassium periodate was directed to 
a flow cell (8 μL inner volume) inserted in a spectrophotometer with a UV-Vis diode array 
detector. The concentrations used for the construction of the calibration curves analyzed 
were 4.1 × 10−4 to 2.03 × 10−3 M for levodopa and 8.5 × 10−5 to 4.25 × 10−4 M for benserazide. 
During the analysis, the FIA system variables (flow velocity, reactor length, and injected 
volumes) were optimized and the validation of the method (considering the robustness, 
repeatability, reproducibility, and accuracy) was studied. The kinetic-spectrophotometric 
data provided by the diode array detection were treated applying partial least squares 
(PLS) multidimensional regression. Samples were injected into the HPLC system using 
preoptimized conditions. The results obtained using the HPLC analysis (197 and 49 for 
levodopa and benserazide, respectively) and the FIA/PLS system (200 and 48 for levodopa 
and benserazide, respectively) showed no discrepancy. Thus, a simple, fast, and direct 
method was obtained through the implementation of a flow-injection system coupled to 
UV-visible diode spectrophotometry.

Regarding the analysis of biological samples, Reis and Luca [70] described a procedure for the 
determination of total protein in bovine blood plasma using a FIA system. The use of the FIA 
system enabled the in-line dilution of bovine plasma samples containing between 12.5 and 
100.0 g L−1 total protein. The conditions for the flow analysis were optimized and the results, 
when compared to those obtained with the traditional method (Biuret), did not indicate sig-
nificant statistical differences (t-paired test) at the 95% confidence level. The proposed method 
provided fast results, low reagent consumption, and minimization of the sample handling, as 
well as an analytical frequency of 76 determinations per hour.

In addition to the combination of the FIA system with innumerous detectors, the coupling of 
flow analysis with pretreatment and separation systems has been employed in some studies, 
especially FIA combined with capillary electrophoresis (CE). The first studies involving this 
coupling were described in 1997 by Kuban et al. [71] and Fang et al. [72]. They described this 
as an advantageous combination, capable of overcoming certain limitations presented by CE, 
such as low sensitivity, precision, and analytical frequency. An important feature is that the 
sample pretreatment step in the FIA-CE system is performed online, minimizing the potential 
for sample contamination.

Numerous studies involving FIA-CE have been reported in the literature notably: Kuban 
and Karlberg [73] carried out the determination of small anions through dialysis; Chen and 
Fang [74] performed the preconcentration of samples; Arce et al. [75] determined cations and 
anions; Chen and Fang [74] monitored multi-components in drugs; Kuban et al. [76] deter-
mined trimethoprim and sulfamethoxazole in drug samples; and Kuban and Karlberg [77] 
determined pseudoephedrine in human plasma.
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An example of an FIA-CE system is also described in a paper by Liu et al. [78], which proposes 
a method developed through the combination of flow injection and CE for the separation  
and determination of paracetamol (Par), pseudoephedrine hydrochloride (Pse), dextromethor-
phan, potassium bromide (Dex), and chlorphenamine hydrogen maleate (Chl) using uncoated 
fused silica capillaries. Detection was performed on a UV detector at 214 nm. During the 
analysis, a flow-injection analyzer was used to transport the background electrolytes and the 
samples. The system consisted of a double piston, a 16-way automatic switching valve with 
three sample loops, and a peristaltic pump. The limits of detection (LOD) values were 0.22, 
0.29, 0.42, and 0.70 μg ml−1 for the compounds Dex, Chl, Pse, Par, respectively. The low LOD 
values, the separation of the baseline of the peak of each analyte and the low cost of this 
FIA-CE system are characteristics that indicate that the proposed system is suitable for the 
identification and quantification of the compounds investigated.

Kuban et al. [76] described the determination of small inorganic cations (K+, Na+, Mg2+, and 
Ca2+) in blood, milk, or plasma samples by electrokinetic injection using an FIA-CE system. 
Since the undesirable adsorption of proteins onto the capillary wall during electrophoresis 
was inhibited, pretreatment of the samples was not necessary, and they could be injected 
directly into the system. In the initial stage, two injection modes were tested for all electrolyte 
and standard solutions: electrokinetic (EK) and prehydrodynamic (HD). The results indicated 
that EK injection was the better option because it showed high sensitivity and low matrix 
effects, with good repeatability of the cation migration times, mainly in the case of human 
plasma samples. In addition, a better performance was observed for the FIA-CE system when 
compared to the commercial CE system.

Other researchers have reported the determination of multianalytes using the FIA system 
combined with other systems of separation, identification, or quantification (detectors). These 
include the following: an immunoassay system using detection by chemiluminescence [79]; 
an electrochemiluminescence immunosensor for the detection of tumor markers [80]; biosen-
sors with the use of enzymes [81]; the quantification of carbohydrates with amperometric bio-
sensors [82]; and the analysis of pharmaceutical formulations combining FIA with HPLC or 
CE [83]. Thus, it is clear that FIA coupling with other analytical techniques allows the detec-
tion/quantification of multianalytes in pharmaceutical and biological samples, etc., either for 
the development of methods in laboratory research or in routine analysis.

Tzanavaras and Themelis published a review on the application of flow injection to pharma-
ceutical analysis that covers the topics of spectrophotometric determination of active pharma-
ceutical ingredients [84]. According to Tzanavaras and Themelis [84], the discovery of new 
drugs, especially when many samples have to be analyzed in the minimum of time, demand 
the improvement or development of new analytical methods.

7. Conclusions and future prospects

Many methods aimed at the monitoring of chemical species in pharmaceutical and biomedical 
samples have been developed and investigated in recent decades. This is a field in which  analytical 
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Many methods aimed at the monitoring of chemical species in pharmaceutical and biomedical 
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chemistry plays an important role, contributing new analysis procedures and instrumentation. 
However, methods for the determination and monitoring of pharmaceuticals are still scarce.

Although some progress has been made in the development of methodologies for the moni-
toring of chemical species in pharmaceutical and biomedical samples, some important points 
still need to be addressed, such as the sample pretreatment.

In this context, a further challenge has emerged for scientists, which is the development of 
new clean environmentally acceptable technologies with commercial feasibility. Thus, labora-
tory researchers need to improve the techniques for the identification and quantification of 
analytes, individually or simultaneously, with a focus on this challenge.
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HPLC  high performance liquid chromatography
ICP-MS  inductively coupled plasma mass spectrometry
ICP-OES  inductively coupled plasma optic emission spectrometry
MCR-ALS multivariate curve resolution-alternating least squares
MPA  multiple pulse amperometry
PAR  4-(2-pyridylazo) resorcinol
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Abstract

Pharmaceutical analysis is going through an expeditious progress as the perception of 
‘multivariate data analysis’ (MVA) becomes gradually more assimilated. Pharmaceutical 
analysis comprises a range of processes that covers both chemical and physical assess-
ment of drugs and their formulations employing different analytical techniques. With the 
revolution in instrumental analysis and the huge amount of information produced, there 
must be an up-to-date data processing tool. The role of chemometrics then comes up. 
Multivariate analysis (MVA) has the capability of effectively drawing a complete picture of 
the investigated process. Moreover, MVA reproduces the arithmetic influence of variables 
and their interactions through a smaller number of trials, keeping both efforts and capi-
tals. Spectrophotometry is among the most extensively used techniques in pharmaceuti-
cal analysis either direct (single component) or derivative (multicomponent). In addition 
to these recognized benefits, using chemometrics in conjunction with spectrophotome-
try affects three vital characteristics: accuracy, precision and robustness. The impact of 
hyphenation of spectrophotometric analytical techniques to chemometrics (experimental 
design and support vector machines) on analytical laboratory will be revealed. A theoreti-
cal background on the different factorial designs and their relevance is provided. Readers 
will be able to use this chapter as a guide to select the appropriate design for a problem.

Keywords: chemometrics, experimental design, machine learning strategies, support vector 
machines, pharmaceutical analysis, spectrophotometry

1. Introduction

Nowadays, an enormous amount of information is being generated by the state-of-the art 
analytical instrumentations, an issue that necessitates the presence of a potent data process-
ing approach. Chemometry, a division of science that has seen a major progress in the past 
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few decades, depends on eliciting data and the development of a mathematical model that 
describes the relationship between the response signal and the process variables [1–3]. In 
simple words, chemometrics is the term that is used to describe the case when chemistry, 
biology and other branches of science meet with mathematics and computer science [4]. As 
a multidisciplinary science, chemometrics can be used to resolve many problems beyond the 
boundaries of chemistry, including medicine, pharmacy, environment and other domains of 
natural and applied sciences [5, 6].

Chemometric techniques, including both multivariate data analysis (MVA) and factorial 
designs, play a vital role in analysing systems that are both large and multidimensional, an 
issue that adds to the power of this methodology. Moreover, the growing in complexity from 
the conventional univariate data analysis (one-variable and a single response at a time) to 
multivariate data analysis (more than one factor and a single or multiple responses) is greatly 
reflected on the imperative analytical outcomes, for example, sensitivity and selectivity [7, 8]. 
Additionally, being a versatile approach, application of chemometry can offer several more 
advantages. At the simple level (first order, vector data), samples that cannot be signalled 
using the existent calibration setting can now be effectively modelled. At more sophisticated 
levels (second- or higher orders), and in addition to the accurate determination of the cali-
brated analyte, not only new sample constituents can be identified but also their impact on 
the entire response can be adequately modelled.

Pharmaceutical analysis is experiencing an expeditious growth as the concept of ‘multivariate 
data analysis’ becomes progressively integrated. As being known, pharmaceutical analysis 
encompasses both chemical and physical evaluation of drugs and their dosage forms using 
different analytical strategies. Yet, the common routine in most of analytical laboratories is to 
meditate only one-variable and one response at time. Measuring the impact of this variable 
on the analytical signal is the only source of any generated data [1]. Nevertheless, quality of 
collected information would be significantly improved if the impact of more than one-vari-
able, their linear, second- and third-order interactions on a single or multiple responses was 
defined through an arithmetic model [9].

Incorporation of ‘design of experiments’ (DOE) in any (or all) of the phases of drug develop-
ment would be of a great effect, not only on the quality of data produced, but also on the 
analytical process itself in terms of better understanding and usage of generated data, as well 
as resources preservation.

This chapter focuses on the impact of using hyphenated chemometric-spectroscopic tech-
niques in pharmaceutical analysis. Experimental designs as well as machine learning strate-
gies, as essential parts of chemometrics, will be the main topic of the chapter. The reader does 
not need to be familiar with the complicated mathematical concepts. Rather, and for practi-
cality and reader’s advantageousness, a brief on the simple hypotheses needed to get DOE 
straightforward will be revealed.

Distinctive application of chemometrics in the field of drug analysis will be shown as we go 
forward. Material presented throughout the chapter will be of interest to students, chemome-
tricians, drug manufacturers, quality control chemists and pharmacists.

Spectroscopic Analyses - Developments and Applications214



few decades, depends on eliciting data and the development of a mathematical model that 
describes the relationship between the response signal and the process variables [1–3]. In 
simple words, chemometrics is the term that is used to describe the case when chemistry, 
biology and other branches of science meet with mathematics and computer science [4]. As 
a multidisciplinary science, chemometrics can be used to resolve many problems beyond the 
boundaries of chemistry, including medicine, pharmacy, environment and other domains of 
natural and applied sciences [5, 6].

Chemometric techniques, including both multivariate data analysis (MVA) and factorial 
designs, play a vital role in analysing systems that are both large and multidimensional, an 
issue that adds to the power of this methodology. Moreover, the growing in complexity from 
the conventional univariate data analysis (one-variable and a single response at a time) to 
multivariate data analysis (more than one factor and a single or multiple responses) is greatly 
reflected on the imperative analytical outcomes, for example, sensitivity and selectivity [7, 8]. 
Additionally, being a versatile approach, application of chemometry can offer several more 
advantages. At the simple level (first order, vector data), samples that cannot be signalled 
using the existent calibration setting can now be effectively modelled. At more sophisticated 
levels (second- or higher orders), and in addition to the accurate determination of the cali-
brated analyte, not only new sample constituents can be identified but also their impact on 
the entire response can be adequately modelled.

Pharmaceutical analysis is experiencing an expeditious growth as the concept of ‘multivariate 
data analysis’ becomes progressively integrated. As being known, pharmaceutical analysis 
encompasses both chemical and physical evaluation of drugs and their dosage forms using 
different analytical strategies. Yet, the common routine in most of analytical laboratories is to 
meditate only one-variable and one response at time. Measuring the impact of this variable 
on the analytical signal is the only source of any generated data [1]. Nevertheless, quality of 
collected information would be significantly improved if the impact of more than one-vari-
able, their linear, second- and third-order interactions on a single or multiple responses was 
defined through an arithmetic model [9].

Incorporation of ‘design of experiments’ (DOE) in any (or all) of the phases of drug develop-
ment would be of a great effect, not only on the quality of data produced, but also on the 
analytical process itself in terms of better understanding and usage of generated data, as well 
as resources preservation.

This chapter focuses on the impact of using hyphenated chemometric-spectroscopic tech-
niques in pharmaceutical analysis. Experimental designs as well as machine learning strate-
gies, as essential parts of chemometrics, will be the main topic of the chapter. The reader does 
not need to be familiar with the complicated mathematical concepts. Rather, and for practi-
cality and reader’s advantageousness, a brief on the simple hypotheses needed to get DOE 
straightforward will be revealed.

Distinctive application of chemometrics in the field of drug analysis will be shown as we go 
forward. Material presented throughout the chapter will be of interest to students, chemome-
tricians, drug manufacturers, quality control chemists and pharmacists.

Spectroscopic Analyses - Developments and Applications214

2. Experimental design

Design of experiments (DOE) is a fundamental part of multivariate analysis techniques. 
However, DOE is comprehended to deal with a limited number of factors (determined accord-
ing to the design used) in comparison to the other multivariate techniques.

Moreover, multivariate methods either bilinear such as partial least squares (PLS) and prin-
cipal component analysis (PCA), or multi-way models such as Tucker-3 and parallel factor 
analysis (PFA), are commonly deemed as supplementary methodologies to DOE. Factors that 
were not considered in the initial set-up of DOE, as well as their effect, can now be recognized 
by the subsequent multivariate techniques [6, 10–12].

The typical scenario for setting DOE starts with deciding upon the experimental objective as 
well as the number of factors to be investigated. The most common objectives can be sum-
marized as follows [13–16]:

• Screening goal: where all factors that might contribute to the response are considered and 
labelled as the main effects. Only factors proved to be significant will be considered for the 
second stage, which is known as optimization or fine tuning. In this phase, levels for each 
factor are adjusted to a narrower range to get the optimum response.

• Response surface goal: where main factors as well as factor-factor interactions (linear, qua-
dratic, etc.) can be determined.

• Optimization goal: the experiment is designed in this case to get the best proportion for a 
factorial blend needed to get the optimum response (minimum or maximum).

Table 1 recaps the rules for selecting a design based on the number of factors and the envi-
sioned goal of the experiment.

Up to now, the conventional approach for investigating the influence of several factors on 
a response depends on fixing the levels of all factors except the one to be investigated. This 
approach is known as one-variable at a time (OVAT). Although still being applied for analyti-
cal method development, OVAT usually confronts several difficulties.

One of the main limitations accompanying this rehearsal is the need for a big number of trials. 
Nevertheless, the resulting delineation of ‘ideal conditions’ and hereafter the system execu-
tion cannot be handled with a high extent of certainty. One reason for that is the absence of an 
evaluation for the variable-variable interactions in the paradigms premeditated using OVAT.

Number of factors Screening goal Response surface goal

Two to four factors Full or fractional factorial designs (FFD) Central composite (CCD) or Box-Behnken 
(BBD) designs

Five or more factors Fractional factorial (FFD) or Plackett-Burman
(PBD) designs

Preliminary assessment using the 
appropriate screening design is required to 
control the number of factors.

Table 1. Design selection rubric.
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Multivariate data analysis (MVA) and its advantages mentioned earlier has the ability to rep-
licate the arithmetical influence of the discrete factors and similarly their interactions through 
a reduced number of experimentations, saving both efforts and resources [16, 17].

The set-up of experimental design then can be viewed as 2–3 phases depending on the num-
ber of factors to be investigated and the objective of investigation: screening, optimization and 
verification.

2.1. Screening

Usually, a consecutive investigation process starts with testing a relatively large number of 
prospective variables. Screening designs then are factorial designs that can be used to get the 
few utmost substantial variables affecting the response, Table 1. Several designs can be used 
for this purpose, which are mentioned the following section.

2.1.1. Two-level full factorial design (2k-FFD)

This design can be used when the number of variables (k) is between 2 and 15. Each variable 
is set at two levels: low (−1) and high (+1). Therefore, for three factors, for example, eight runs 
will be conducted excluding the central points and replicates. Table 2 presents the design 
table when three factors X1, X2, and X3 are investigated using the proposed two-level full fac-
torial design (FFD). Figure 1 shows the pattern of experiments in a design for three factors, 
arrows illustrate the direction of increase of the factors.

2.1.2. Two-level fractional factorial design (2k-p)

Even when the number of factors is small, many runs are needed if an FFD is to be used. For 
example, for five factors, 25 = 32 experiments are needed in the base run only. In case replicates 
are needed and central points are added, the number of runs becomes large and the objective 
of using the DOE to save time and efforts becomes meaningless. The only way out for such a 

Run order X1 X2 X3

1 −1 −1 −1

2 1 −1 −1

3 −1 1 −1

4 1 1 −1

5 −1 −1 1

6 1 −1 1

7 −1 1 1

8 1 1 1

Note: Runs are shown in standard order.

Table 2. A two-level, full factorial design table for three factors.
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case is to cautiously select a fraction (p) of the original runs proposed by the two-level FFD. 
For the previous example (3 factors), instead of performing 16 experiments (8 × 2 replicates) 
and by using a ½ fraction, only 8 runs will be performed in the 2 replicates.

Figure 2 shows a comparison between a full (2k) and a fractional (2k-p) factorial designs used to 
investigate three factors. While eight runs are needed in the first set-up, only four runs will be 
performed in the second arrangement, where main effects are confounded with the two-way 
interactions.

2.1.3. Plackett-Burman design (PBD)

This design has run numbers that are multiple of 4. Using this design allows performing a 
number of trials N = 4n in order to investigate a number of factors f = 4 (n – 1). PBD is an effi-
cient approach when only main or large effects are of interest. In other words, this design can 
detect the most imperative factors affecting the experiment from a comparatively large num-
ber of factors (2–47) and without putting any concerns on interactions and non-linear effects. 
Minitab®, a commonly used software for this purpose, can generate a PBD for up to 47 factors.

PBD, in specific, is one of the commonly used approaches in robustness tests used in method 
validation compared to fractional factorial design, for example. The main reason for selecting 
PBD as a robustness test is that this design focuses only on the main effects, while factor-factor 
interactions are highly confounded with the large main effects, as previously mentioned  [18–21].

Figure 1. Pattern of experiments in a 23 FFD.

Figure 2. A 23 full factorial (left pane) and a 23-1 fractional factorial designs (right pane) for three factors.
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It is noteworthy to mention that, for any of the designs, identification of significant factors can 
be achieved using several tools. Pareto chart of standardized effects, normal and half-normal 
probability plots are among these tools.

2.2. Optimization

After selection of the most important factors from the previous screening process, levels of 
these factors need to be adjusted ‘tuned’ to identify the most suitable variable settings for 
optimizing a response. It is noteworthy to mention that significant factors can be also identi-
fied based on a former knowledge with the process under consideration. Another objective for 
this process is to assess the variable-variable linear interactions as well as the quadratic effects. 
This estimation gives an indication on how the response surface looks like. This approach is 
hence known as ‘response surface methodology (RSM) designs’ [13].

Following the application of a response surface design, graphical representation of the devel-
oped polynomial mathematical model is assembled. Contour plots (2D) or response surface 
plots (3D) are used to graphically envisage the model.

2.2.1. Box-Behnken (BB) design

As a response surface design, BB design can capably determine the first- and second-order 
constants. BB design is simple, and independent with no contribution from a preceding fac-
torial or fractional factorial design. Three levels for each factor are proposed; however, runs 
where all variables at their upper domains or all at lower domains are not included [22]. BB 
design is an economic choice since it involves less design points and hence a fewer number of 
runs compared to other RSM designs.

2.2.2. Central composite (CC) design

Unlike the BB design, CC designs usually contain in-built points from the factorial or fractional 
factorial designs (2f trials) with added centre points that are enhanced with a group of axial 
points (2f trials), Figure 3. Thus to scrutinize a number of factors = f, a number of experiments 
N = 2f + 2f + 1 will be conducted. The design in such a configuration allows the estimation of 
data curvature. Furthermore, due to inclusion of data points from a prior screening design, CC 
design can be used in a consecutive experimental set-up. Classification of CC designs depends 
on the value of alpha (α) or the distance between the axial points and the centre. Three types of 
CC design then exist: circumscribed (CCC), inscribed (CCI) and face-centred (CCF) [1, 13, 23–26].

2.3. Statistical validation

Following the last step, generated models can be statistically assessed using conventional 
approaches such as ‘analysis of variance’ (ANOVA). In this approach, variances are used to 
decide whether the means are different. For ANOVA to be properly conducted, the response 
variable has to be continuous and at least one of the investigated variables is categorical. For 
a factor to be significant, the p-value is usually less than α of 0.05 [1, 23–26].
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Another model-fitting approach is the residual analysis. Residual plots are generally used 
to scrutinize the goodness of fit in regression and ANOVA. Examples of residual plots given 
by Minitab® include normal probability plots, residual versus fits, histograms and residuals 
versus order plots.

3. Support vector machines (SVMs)

SVM is a prevalent classification tool which was proposed by Vapnik [27]. As a kernel-based 
technique, support vector machines (SVMs) have seen a major development in the past 
few years. During such a short period, SVMs have found several applications in pharmacy, 
medicine and drug development industry. For example, SVMs have been used in finding 
the relation between drug structure and its activity ‘structure-activity relationships (SAR)’. 
Moreover, SVMs with a capability of differentiating various drug substrates and classifying 
them as drugs or non-drugs are widely applied in drug design [28]. Fields of applications of 
SVMs extend to chemometrics, biosensors, computational biology and industrial modelling 
processes. Though being famous for the treatment of non-linear data, their application in 
handling linear models is still conceivable [27–32].

Figure 3. Central composite (CC) design for two factors.
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4. Pharmaceutical analysis and chemometrics

As mentioned earlier in this chapter, drug analysis covers all features related to both in- and 
after process (quality control) assay of drug substances. Details of these aspects include pro-
cesses starting with drug synthesis, testing of physico-chemical properties, SAR and mecha-
nism of drug action [28, 33, 34]. Quality control assays include stability testing of both raw 
and formulated drug materials, content homogeneity, solubility and dissolution properties. 
Nonetheless, drug assays are not circumscribed to the pure materials and the dosage forms, 
but the practice extends to include all complicated matrices (biological, foods, drinks, etc.). 
Moreover, analyses do not consider the active constituents only, but also look for the addi-
tives, degradation products and the impurities.

Different analytical techniques have been proposed for the determination of drugs (pure 
form, pharmaceutical formulations, biological fluids, etc.). For established drugs, standard 
analytical techniques can be obtained from compilations such as pharmacopoeias. The pres-
ence of almost daily new produces, however, requires constructing an appropriate analyti-
cal design. This design should inaugurate sufficient data on the analytical process and the 
product of concern. Data obtained should also be valid throughout the entire process of drug 
development and the procedure itself needs to be robust and applicable, when needed, in 
different laboratories.

These specifications do not mean that there is a need for a sophisticated technique such as chro-
matography. Yet, spectrophotometry might be an equivalent choice in the case being linked 
to an arithmetic backbone [16, 35–39]. Both single and multicomponent analyses (derivative 
spectrophotometry (DS)) can be readily linked to chemometry. Furthermore, analysis of a 
single response (e.g. absorbance) or multiple responses (at different wavelengths) can be bet-
ter controlled using mathematical modelling [35–42].

Many challenges face the pharmaceutical analyst especially when trying to develop a new 
analytical method, inaugurate a drug stability study and establish automation into the 
laboratory. Handling these challenges using chemometrics will be revealed in the coming 
subsections.

Spectroscopic techniques have been used for long in pharmaceutical analysis. Ultraviolet and 
visible (UV-vis), infrared (IR), spectrofluorometry and near infrared (NIR) spectroscopy are 
among the most popular techniques in this concern. The application of techniques such as 
spectrophotometry in pharmaceutical analysis, though being simple, rapid, cost-effective and 
suitable for routine analysis, confronts many problems. A major problem that hinders the 
applicability of this technique is the lack of selectivity. Even in the analysis of a mixture of 
two or more components, the inability to select the most appropriate wavelength would have 
a negative impact on sensitivity, selectivity and reproducibility as well. Chromatography, 
though being a well-developed modern technique that is widely used in pharmaceutical anal-
ysis, suffers also from similar glitches. Inappropriate chemical deviations such as peaks from 
the matrix, alterations of mobile phase concentrations, baseline drift and shifts in retention 
times would greatly influence the cogency of the obtained results.
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In both cases (and probably for other analytical techniques), the application of chemometrics 
to interpret the obtained data would be an ideal solution if the approach is able to account 
for all variations in the obtained data as well as get quantitative data from the tested samples. 
In addition, the used approach should be able to reduce the effects of these variations on the 
anticipated response.

In the coming subsections, we will consider the impacts of linking chemometry on pharma-
ceutical analytical techniques. More details will be given in the recent advances that have been 
made in this field and how spectrophotometry in specific has been affected.

4.1. Spectrophotometry

Spectrophotometric techniques are, as mentioned before, among the most widely used 
approaches in pharmaceutical analysis. Direct application of spectrophotometric analysis is 
only possible if the selected wavelength is not affected by another concomitant analyte. As an 
approach, application of spectrophotometry entails a study of a variety of factors affecting a 
single response or multiple responses [37–39].

With the advent of chemometrics, data processing programs and user-friendly software, the 
outdated OVAT approach is being gradually replaced with MVA in the analytical laborato-
ries. In general, in addition to the known advantages of using chemometrics in conjunction 
with spectrophotometry, three crucial performance features are usually assessed with this 
hyphenation; accuracy, precision and robustness.

DOE and SVM are among the widely used chemometric approaches in spectrophotometric 
analysis of drugs and formulations. The main idea behind implementing these chemometric 
techniques is to establish the concept of thinking before doing, arrange and perform a con-
trolled experiment, interpret the obtained results, and hence maximize the efficiency of used 
technique and obtained data. Generally, preservation of resources and conducting the few-
est number of experiments are taken into consideration. This comprehensive knowledge and 
control of the running process are represented by a multi-aspect assembly of input variables 
together with method parameters, in other words, the ‘design space’. The outcome of applica-
tion of ‘design space’ is reflected on a pledge of quality as defined by International Conference 
on Harmonisation (ICH) tripartite rules [43].

As we mentioned earlier, DOE can be used in many stages of the pharmaceutical industry. For 
example, while screening designs can be used at the early stages of method development, optimi-
zation and testing of robustness are used just before the discharge of the finalized product [44].

Several other examples exist in the literature showing the application of DOE and SVM in the 
pharmaceutical industry. For instance, a two-level full factorial design (23-FFD) was used to 
decide upon the most substantial factors in the formulation of ascorbic acid tablets that are 
resistant to oxidative degradation using hydrophilic polymers. Measured responses were the 
tensile strength, disintegration time and the release features of these tablets [45]. In another 
application, Plackett-Burman design was employed to investigate the impact of seven factors 
on the release of theophylline from hydrophilic vehicles. According to the proposed model, 
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12 experiments were performed and a polynomial model was generated. Out of the seven 
variables, only two were proved to be significant [46].

In many cases of drug analysis, chemical pre-treatment of the analyte(s) prior to measurement 
of the anticipated response is sometimes needed. Usually, this preceding treatment would 
serve to correct for lack of sensitivity and selectivity encountered using direct spectropho-
tometry. Practices that are now ordinarily used in this concern are condensation, ion-pairing, 
charge transfer complexation, metal ion chelation, diazotization and redox reactions. With 
this pre-treatment, the process becomes technically more complicated and requires an investi-
gation of a larger number of factors. A compelling solution in this case is provided by chemo-
metrics. The literature now shows a huge amount of records on the hyphenation of factorial 
designs to spectrophotometric drug analysis, compared to the situation earlier.

For example, the Hantzsch condensation reaction was used for the derivatization of sodium 
alendronate, an inhibitor of bone resorption that is commonly used for management of osteo-
porosis, and which does not have any chromophore.  Analysis of sodium alendronate was 
done both in its pure form and in oral solutions. Plackett-Burman screening design was used 
to investigate the effect of seven factors on the absorbance of the resulting condensation prod-
uct. Only four factors were proved to be important and this finding was verified by ANOVA 
testing. Tuning of factors’ levels was done using a circumscribed central composite design 
(CCCD). Moreover, data obtained from the CCCD including both variables and responses 
were treated with Statsoft® software employing artificial neuron network (ANN). A network 
of the multi-layer perceptron type (MLP) that has three hidden layer neurons gave the best 
results. Similarly, data from the CCCD were processed using different SVM kernels. Best 
results were obtained using a radial-basis function (RBF) kernel [37].

Chemical derivatization of midodrine hydrochloride both as per se and in formulations (tab-
lets and oral drops) was performed using the Hantzsch reaction accompanied by a two-level 
24-FFD. Variables proved to be significant (p < 0.05) were warily attuned utilizing a response 
surface methodology (RSM) with a face-centred central composite design. The suggested 
model represented a perfect example for probing the efficiency of factorial designs in opti-
mizing the reaction conditions and maximizing the output [38]. Statistical validation of the 
proposed technique was performed by using ANOVA in two successive steps. Moreover, 
D-optimality design was chosen to minimalize the variance in the regression coefficients of 
the fitted model. Table 3 shows the screened factors and the response domains employing the 
proposed screening design.

A suitable approach in finding the most significant variables for screening designs and the 
optimal locations following an optimization design is usually the graphical representation 
of the data or the generated model. This feature is usually implemented in chemometrics’ 
software such as Statsoft® and Minitab®. The outcome of screening designs is customarily rep-
resented by the Pareto chart of standardized effects, where factors passing the reference line 
are considered significant. Similar conclusions can be drawn using normal and half-normal 
probability plots. Figure 4 shows a Pareto chart showing the significant factors obtained after 
screening of all factors affecting the formation of a charge transfer complex between p-syn-
ephrine and p-chloranil employing a full factorial design.
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Two types of graphs are commonly used to ‘pinpoint’ the optimal conditions; the response sur-
face (3D) and contour (2D) plots. As shown in Figure 5 [39], contour lines are produced when 
points that have the same absorbance are connected. On the other hand, 3D surface plots (figure 
is not shown) provide a stronger idea on interactions compared to contour plots. Both represen-
tations reveal a good matching with the obtained results, employing the polynomial equation.

Analysing one response is a simple task where analysis of each paradigm would merely 
identify zones of anticipated results. Conversely, concurrent optimization of two or more 
responses as a function of n variables is not that plausible. Different strategies are usually fol-
lowed for this purpose; overlaid contour plots and global desirability function are among the 
commonly used approaches [39].

Overlaid contour plots are executed only if few responses are of concern (usually two 
responses). Simply, higher and lower bounds for each response are outlined. Contours for 
response boundaries versus variables under analysis are then displayed. A region that ensures 
both responses is recognized as the ‘feasible’ area [47, 48]. The plot usually shows the fea-
sible regions where compromised optimum values for both responses meet. However, when 
more than one factor is involved and considering more than one response, a large number 
of graphs are requested, an issue that makes the procedure of pictorial observation tiresome. 

Screened factor Symbol Level Maximum absorbance of the product (Y)

Low (−) High (+)

Temperature (°C) X1 25.0 100.00 0.602

Reaction time (min.) X2 5.00 30.00 0.495

Reagent volume (mL) X3 0.10 1.00 0.489

pH of acetate buffer X4 2.40 5.60 0.493

Response Y Target

Table 3. Screened factors and response domains for a two-level (24) full factorial design (FFD) premeditated for Hantzsch 
reaction (reproduced from author’s own work [38] with permission from the Royal Society of Chemistry).

Figure 4. Pareto chart of standardized effects (reproduced from author’s own work [39] with permission from the Royal 
Society of Chemistry).
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Figure 5. Two-dimensional contour plots for FCCD showing Y1 and Y2 as a function of different variable interactions 
(reproduced from author’s own work [39] with permission from the Royal Society of Chemistry).
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Additionally, the overlaying process is not that practicable as the best regions for each response 
are a bit far from each other.

Derringer function is another approach that can be used in this case. Individual desirability 
for each response is used to calculate the global desirability employing the following function:

  D =  ( d  1  r1     d  2  r2 …. d  m  rm  )    1 ⁄ Σri   =     (   Π  i=1  
n
    d  1  ri  )       

1 ___ Σri     (1)

where D is the overall desirability, d is the single desirability, r is the significance of each 
response compared to the other and m is the number of responses to be optimized [49, 50]. In 
general, as the value of D gets closer to 1.0000, the desirability of this variable arrangement on 
the proposed response gets higher. Figure 6 shows the desirability function plot following the 
optimization employing an FCCD approach. The horizontal dashed lines represent current 
response values. The vertical solid lines show the optimal value for each variable.

A serious drawback that hinders drawing useful data, either assessable or qualitative, from 
spectrophotometry is the overlapping of absorption bands. This overlapping might be arising 

Figure 6. Desirability function plot for the FCC design (reproduced from author’s own work [39] with permission from 
the Royal Society of Chemistry).
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from the presence of drug or non-drug impurity, the presence of more than one component 
in the target formulation or due to the presence of degradation products. The presence of 
these components in one formulation at unequal concentration levels augments the prob-
lem. A compulsive solution to this problem is using derivative spectrophotometry (DS). This 
approach depends on differentiation of the regular absorption spectrum using arithmetical 
transformation into a first-order derivative or a higher order derivative. Several advantages 
are achieved using DS including but not limited to an improvement in resolution, reduction 
of noise level, elimination of interferences, augmentation of sensitivity and selectivity, and 
accordingly an improvement in separation efficiency [51–54].

The situation is not complicated if no chemical interaction among the components, and their 
spectra are only partially overlapped. In such a case, an acceptable resolution can be achieved 
employing first derivative spectra. Depending on the spectral characteristics of components 
to be analysed and the nature of interventions in multicomponent samples, chemometric 
algorithms have been proved to be a powerful tool in resolving binary (or more) mixture. 
Approaches such as principal component regression (PCR) and partial least squares (PLSs) 
have been widely applied both for zero- or higher- order spectra. A combination of MVA and 
derivative spectral data is highly beneficial where features such as easiness of application and 
reliability of obtained results are greatly improved [55–58].

5. Conclusion

Pharmaceutical analysis involves generation of a large amount of data. A pharmaceutical ana-
lyst then has an apparently intimidating task and needs to choose from a plethora of methods 
for handling the obtained data.

Chemometry has started to realize its potential. Assimilation of chemometric modelling (exper-
imental design, artificial neuron networking, support vector machines, principal component 
analysis, etc.) to different analytical methods (spectrophotometry, chromatography, etc.) with 
the purpose of optimizing the analytical objectives is the novel trend followed by researchers 
nowadays. For every analytical process, the principal role of the analyst is to optimally obtain 
informative data. Unfortunately, best usage of data cannot be accomplished using the traditional 
univariate analysis. Multivariate analysis, in contrary, would be the golden solution, where a 
reasonable amount of information would be obtained through a fewer number of experiments, 
reduced effort and smaller amount of chemicals. As such, application of ‘design of experiments 
(DOE)’ becomes a need, and integration of DOE in any analytical procedure would be a must.
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