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Protein phosphorylation reactions are carried out in a cell by protein kinases, which 
predominantly use ATP as a phosphate donor that is transferred and covalently bound 

to an amino acid on a substrate protein. Protein phosphorylation was discovered in 
1954 by Edmond Fischer who shared the Nobel Prize in Medicine or Physiology in 1992 
with Edwin Krebs. There are so many kinases that one was called “Just Another Kinase” 

for JAK kinase. Their counterpart is protein phosphatases that remove phosphates 
from phosphorylated proteins. Kinases and phosphatases act as switches in the cell that 

activates or inactivates protein functions. These reactions are reversible; the cell can 
quickly react to a situation but can then go back to its initial state.
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Preface

Protein phosphorylation reactions are carried out in a cell by protein kinases, which pre‐
dominantly use ATP as a phosphate donor that is transferred and covalently bound to an
amino acid on a substrate protein. Generally, the targeted amino acid is a serine, threonine,
or tyrosine. Protein kinases are called serine or threonine kinase because their target is a ser‐
ine or threonine or called tyrosine kinase because they target tyrosine. Some targeting the
three amino acids are called dual-specificity kinases. Protein phosphorylation was discov‐
ered in 1954 by Edmond Fischer who shared the Nobel Prize in Medicine or Physiology in
1992 with Edwin Krebs. There are around 500 genes in the human genome, which, thanks to
alternative splicing, can generate few thousand protein kinases. There are so many kinases
that some have even been called “Just Another Kinase” for JAK kinase. Protein kinases par‐
ticipate in signaling pathways that send a message to a particular place in the cell in particu‐
lar conditions, just like electric circuits sending electricity to a particular room in a building.

The counterpart of protein kinases is protein phosphatases that remove phosphates from
phosphorylated amino acids on a substrate. Protein kinases and phosphatases act as switches
in the cell that activate or inactivate protein functions. These enzymatic reactions are reversi‐
ble, meaning that the cell can quickly react to a particular situation but can also go back to its
initial state. For instance, phosphorylation reaches a maximum in mitosis, the shortest cell
cycle stage, although it’s only a correlation the cell seems to have chosen phosphorylation
reaction when it has to control fast biological mechanisms (first section of the book). Consider‐
ing the importance of phosphorylation in the life of eukaryotic organism, it is thus not surpris‐
ing that it is found to be at the origin of several diseases (second section of the book). Because
identifying the multiple roles of a kinase in a cell or identifying the multiple phosphorylation
reactions associated with a biological mechanism remains a challenge, new methodologies
and technologies need to be continuously developed (third section of the book).

This book is divided into three sections: “Phosphorylation and Mitosis”, “Kinases and Dis‐
eases” and “Tools to Study Kinases”. The details of the manuscripts that make up these sec‐
tions are presented below.

The first section “Phosphorylation and Mitosis” is dedicated to the mitotic substrate Arpp19
and to the two protein kinases Haspin and Aurora. Arpp19 is a protein phosphatase inhibi‐
tor, which, when phosphorylated by the kinase Greatwall, specifically inhibits the phospha‐
tase PP2A leaving cdk1/cyclin B substrates phosphorylated to fulfill their function during
mitosis. In this review, Dupré and Jessus report that Arpp19 is also phosphorylated by PKA
leading this time to an inhibition of CDK1 activation in G2. This dual role of Arpp19 is dis‐
cussed in the manuscript. Haspin is a mitotic histone H3-specific protein kinase that targets
threonine 3 in the tail of the histone. This phosphorylation is required for Aurora B localiza‐



tion at kinetochores during mitosis. The structure of Haspin makes it an atypical kinase.
Feizbakhsh and collaborators approach all the aspects of structure, regulation, and function
of Haspin during the mitosis. Aurora kinase family comprises three members in mammals:
aurora A, B, and C. Vaufrey and collaborators describe how the kinases are regulated
through binding to various activators depending on where and when they need to be active.
Regulation through posttranslational modifications is also described.

The second section “Kinases and Diseases” is dedicated to phosphorylations implicated in
human pathologies such as cancer and neuronal diseases such as Parkinson’s disease.

Priming phosphorylation is a phosphorylation reaction ensured by a priming kinase that
transforms a protein into a substrate for a second kinase, known as a processive kinase. Aoki
and Yoshika describe several cases of priming/processive kinases and how dysregulation of
this mechanism can be involved in cancer. Nanosecond pulsed electric field (nsPEF), which
is used to treat some solid tumors, triggers nonthermal cell death. In their review, Yano and
Morotomi-Yano describe how nsPEF acts as a cellular stress that activates and induces phos‐
phorylation of translation initiation factors and suppression of general protein synthesis.
Parkinson’s disease is characterized by an accumulation of α-synuclein and ubiquitin in cy‐
toplasmic inclusions. Phosphorylation of α-synuclein on serine 129 plays an important role
in the disease condition. Datta and Ganapathy report and describe how this phosphoryla‐
tion event contributes to the disease. The feasibility of regeneration to repair damage to the
central nervous system increases with time even if the progress remains slow. Phosphoryla‐
tion of ectodomains of membrane proteins might be a way to trigger regeneration. Takei
and Amagase approach these problems in their review.

The third and last section “Tools to Study Kinases” is dedicated to bioinformatic methodolo‐
gy and biosensor technology. The manuscript by Shivo and collaborators is dedicated to the
treatment of big data. It describes bioinformatic approaches aimed to use computational
modeling to study signaling pathways involved in complex networks. The last manuscript
of the book by Sizaire and Tramier is dedicated to biosensors, a very convenient tool used
more and more to study protein kinase in vivo. Thanks to the development of new micro‐
scopy technologies together with the development of multiple probes corresponding to dif‐
ferent fluorescent peptides, there are now different ways to build and use a FRET or FLIM
biosensor that are described in this review.

There are so many topics in the field of protein phosphorylation research that this book de‐
scribes only a tiny part of the domain. I hope that the readers will find useful information in
the selected manuscripts. I would like to thank the authors for their contributions and the
editors for their work.

Dr. Claude Prigent
Institute of Genetics and Development of Rennes,

CNRS and University of Rennes 1,
Rennes, France
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ARPP19 Phosphorylations by PKA and Greatwall: The 
Yin and the Yang of the Cell Decision to Divide

Aude Dupré and Catherine Jessus
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Abstract

Entry into mitosis and meiosis is orchestrated by the phosphorylation of thousands of 
mitotic substrates under the control of active Cdk1-cyclin B complexes. To avoid futile 
cycles of phosphorylation/dephosphorylation, the specific Cdk1-antagonizing phos-
phatase, PP2A-B55δ, must be simultaneously inactivated. This process is achieved 
by the activation of the kinase Greatwall (Gwl), which phosphorylates ARPP19. Gwl-
phosphorylated ARPP19 then inactivates PP2A-B55δ to allow Cdk1 activation as well 
as to secure the phosphorylation state of mitotic substrates. This chapter discusses a 
series of recent works showing that ARPP19 is also phosphorylated by another kinase, 
PKA. Phosphorylated by PKA, ARPP19 arrests Xenopus oocytes in G2 before the first 
meiotic division. Therefore, depending on its phosphorylation state by either PKA or 
Gwl, ARPP19 either restrains or activates Cdk1 in Xenopus oocytes. Beyond the under-
standing of the mechanisms of meiotic and mitotic cell division, the control of ARPP19 
by its dual phosphorylation enlightens the cAMP-regulated signalization pathways that 
control vital functions in numerous eukaryotic cell types.

Keywords: cell division, meiosis, ARPP19, Cdk1, PKA, Greatwall, phosphatases, PP2A, 
kinases

1. Introduction

Cell division is fundamental for life. This process allows the development, the growth and the 
renewal of any organisms on earth, from bacteria to metazoan. Since its first description by 
Walther Flemming in 1882, this process has fascinated biologists. M-phase entry and exit are 
switch-like transitions that are predominantly orchestrated by phosphorylation and dephos-
phorylation of hundreds of proteins. These “mitotic substrates” govern the structural events 
that underlie the mechanics of cell division. These phosphorylations are controlled by a cohort 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



of mitotic kinases and phosphatases themselves regulated by two master enzymes: the univer-
sal mitotic kinase, Cdk1-cyclin B (or MPF for M-phase promoting factor) and its recently identi-
fied antagonizing phosphatase, PP2A, associated to its regulatory subunit B55δ. While we now 
have a detailed description of cell division mechanics and a long list, still expanding, of mitotic 
proteins orchestrating these structural cellular events, our basic knowledge of the molecular 
cascades converging to Cdk1 activation and entry into cell division remains incomplete. In par-
ticular, despite the well-documented role of protein kinases in mitosis, little is known regarding 
the control of Ser/Thr phosphatases that remove the mitotic phosphates and counterbalance 
the activation and the activity of Cdk1. In 2010, it was shown that the small protein ARPP19 
is a substrate of the Greatwall kinase (Gwl) and plays a central role in M-phase through PP2A 
inhibition. Interestingly, ARPP19 stands for “cAMP-regulated phosphoprotein” and is phos-
phorylated by PKA in mammalian tissues and cell cultures. In 2014, we showed that ARPP19 
phosphorylation by PKA in oocytes maintains these germ cells arrested in G2 by preventing the 
molecular cascade activating Cdk1. Therefore, ARPP19 is at a crossroad in the meiotic M-phase 
control network, integrating PKA signaling to halt cell cycle in G2 and switched by Gwl to an 
M-phase inducer by linking Cdk1 activation to PP2A-B55δ. In this review, we describe how 
the small ARPP19 protein is able to act as a switcher to guide the cell decision to divide or not. 
Beyond the understanding of the mechanisms of meiotic and mitotic cell division, deciphering 
the control of ARPP19 by phosphorylation should also enlighten the cAMP-regulated signal-
ization pathway that controls vital functions in numerous eukaryotic cell types.

2. Cell division: good guys-bad guys, protein kinases-protein 
phosphatases

2.1. A prominent role of protein kinases ensuring the phosphorylation of mitotic proteins

During cell division, the structure of the cell is dramatically reorganized to properly seg-
regate chromosomes. Since transcription is repressed during cell division, these structural 
rearrangements are mainly driven by posttranslational modifications of mitotic proteins. Of 
these, protein phosphorylation is the most abundant event that plays a key role in regulating 
cell cycle engines. During mitosis entry, approximately 7000 proteins are phosphorylated at 
multiple sites. This extensive network of phosphorylations is governed by multiple kinases 
(Figure 1), which are organized in cascade, hence amplifying a small initial signal to ensure 
irreversible transitions during the cell cycle. Of these, the kinase Cdk1 (cyclin-dependent 
kinase 1) is the most prominent one and is the universal inducer of M-phase entry in all 
eukaryotes [1–8]. To be active, Cdk1 must be associated to its regulatory subunit, cyclin B 
(Cdk1-cyclins B complexes, also called MPF for M-phase promoting factor), phosphorylated 
at the activatory T161 residue and further dephosphorylated at T14 and Y15, two residues that 
impair its activity when phosphorylated. During M-phase entry, Cdk1 is activated and acts 
in concert with other kinases to phosphorylate mitotic proteins responsible for the structural 
changes associated with cell division (Figure 1). Hence, entry and progression in mitosis have 
long been viewed as depending on a giant burst of protein phosphorylation under the control 
of a master kinase, Cdk1.

Protein Phosphorylation4
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2.2. Cell division is not only a matter of kinases: requirement for a fine-tuning of protein 
phosphatases

Importantly, the return in interphase requires not only Cdk1 inactivation but also the mitotic 
proteins to be dephosphorylated. This process was at first thought to be controlled by the 
cellular machinery responsible for protein degradation, as it irreversibly inactivates Cdk1 
through cyclin B degradation and consequently leads to the disappearance of phosphorylated 
mitotic proteins [9, 10]. Nevertheless, mitotic substrates need the action of phosphatases to 
be dephosphorylated and it is now admitted that the regulation of phosphatase activities is 
as essential as kinases, not only to exit from M-phase but also for the accurate progression 
in M-phase (Figure 1). Phosphatases are classified into three distinct groups based on their 
specificity toward residues that are dephosphorylated: the tyrosine phosphatases (cTPs), the 
dual specificity phosphatases (DSPs) and the serine/threonine phosphatases (STPs) [11]. From 
the cTPs and DSPs family, only Cdc14, Cdc25 and Ssu72 play an essential role in mitosis  
[12, 13], and most of the dephosphorylations during M-phase rely on STPs activities. Of these, 
the phosphoprotein phosphatase (PPPs) family, which includes the protein phosphatases 1 
(PP1) and 2A (PP2A), is the largest group necessary for the proper regulation of mitosis [12, 
14, 15]. The regulation and the diversity of these phosphatases result from the combinatorial 
association between conserved catalytic subunits and regulatory subunits that drive their sub-
strate specificity, their cellular localization and their activity. In particular, PP2A is a trimeric 
complex composed of one catalytic C subunit (PP2AC), one scaffold A subunit (PP2AA) and one 
regulatory B subunit (PP2AB) that provides substrate specificity. Each subunit is expressed as 
multiple cellular isoforms, resulting in approximately 100 heterotrimeric PP2A holoenzymes 
broad-acting in vivo. This variety also applies to other PPPs such as PP1, which associates to 
one or two variable regulatory subunits, thereby creating more than 650 distinct complexes 

Figure 1. Cell division is controlled by kinases and phosphatases.
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[14]. Hence, investigating the specific function of these PPPs in vivo has been challenging as 
most of their pharmacological inhibitors, such as okadaic acid or microcystin, do not distin-
guish among holocomplexes with identical catalytic subunits, yet harboring very different 
functions due to the variety of their regulatory subunits. Moreover, the effects of these inhibi-
tors have been mostly characterized on purified phosphatases. These phosphatases have been 
long viewed as housekeeping enzymes, being constitutively active during cell cycle progres-
sion. However, failure to regulate their activities has severe consequences on cell division. 
Inhibiting their activities allows cells to enter mitosis without Cdk1 activation. Then cells 
proceed through aberrant mitosis with multiple defects on chromosome condensation and 
segregation [16, 17]. Moreover, their inhibition at metaphase prevents cells to exit from mitosis 
despite cyclin B degradation and Cdk1 inactivation [18]. More recently, it appeared that it is 
not just one but a network of PPP activities that temporally orchestrates the dephosphoryla-
tion of specific substrates during M-phase. These sequential dephosphorylations order the 
structural events necessary to exit from cell division, starting with chromosomes segregation 
and ending with cytokinesis. Hence, by antagonizing kinase activities, the precise regulation 
of PPP activities is required for the timely execution of mitosis in higher eukaryotes.

In 2010, a breakthrough in the field of cell cycle research came with the discovery that the 
specific PP2A holoenzyme associated to the B55δ regulatory subunit (PP2A-B55δ) counter-
acts the Cdk1-dependent phosphorylations in mitosis (Figure 1). The activity of PP2A-B55δ 
is high in interphase and low during mitosis [19]. Like many regulators of the cell cycle, the 
role and the biochemical mechanism controlling PP2A-B55δ activity were deciphered in CSF 
and cycling egg extracts from Xenopus, a powerful model system that reproduces in vitro all 
the biochemical events of mitosis [20, 21]. Depleting PP2A-B55δ from Xenopus egg extracts 
enhances Cdk1 substrate phosphorylations during mitotic onset and further prevents exit 
from mitosis due to a failure in dephosphorylating Cdk1 substrates [19]. This was the first 
evidence that the regulation of a specific phosphatase, PP2A-B55δ, is as important as the Cdk1 
kinase for the proper progression in M-phase.

3. Under Gwl control, ARPP19 shuts down PP2A-B55δ to let Cdk1 acting

3.1. ARPP19, a specific inhibitor of PP2A-B55δ

The molecular mechanism underlying the negative control of PP2A-B55δ was further eluci-
dated in Xenopus extracts. It revealed that two proteins, the kinase Greatwall (Gwl) and the 
small protein ARPP19 (cAMP-regulated phosphoprotein of 19 kDa), are the key regulators 
of PP2A-B55δ. Gwl is an evolutionary conserved protein that was identified in Drosophila 
by two independent genetic screens aimed at identifying new kinases involved in cell cycle 
progression [22–24]. As cells enter mitosis, Gwl is phosphorylated at multiple sites, prob-
ably by various kinases, among them Cdk1 that is critical as it activates Gwl [25–28]. Gwl 
then phosphorylates two proteins from the endosulfine (ENSA) family: α-endosulfine and its 
very close paralog ARPP19 at an S residue present in a highly conserved KYFDSGDY motif, 
corresponding to S67 in Xenopus ARPP19 [20, 21, 28]. These small proteins are expressed 
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role and the biochemical mechanism controlling PP2A-B55δ activity were deciphered in CSF 
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the biochemical events of mitosis [20, 21]. Depleting PP2A-B55δ from Xenopus egg extracts 
enhances Cdk1 substrate phosphorylations during mitotic onset and further prevents exit 
from mitosis due to a failure in dephosphorylating Cdk1 substrates [19]. This was the first 
evidence that the regulation of a specific phosphatase, PP2A-B55δ, is as important as the Cdk1 
kinase for the proper progression in M-phase.

3. Under Gwl control, ARPP19 shuts down PP2A-B55δ to let Cdk1 acting

3.1. ARPP19, a specific inhibitor of PP2A-B55δ

The molecular mechanism underlying the negative control of PP2A-B55δ was further eluci-
dated in Xenopus extracts. It revealed that two proteins, the kinase Greatwall (Gwl) and the 
small protein ARPP19 (cAMP-regulated phosphoprotein of 19 kDa), are the key regulators 
of PP2A-B55δ. Gwl is an evolutionary conserved protein that was identified in Drosophila 
by two independent genetic screens aimed at identifying new kinases involved in cell cycle 
progression [22–24]. As cells enter mitosis, Gwl is phosphorylated at multiple sites, prob-
ably by various kinases, among them Cdk1 that is critical as it activates Gwl [25–28]. Gwl 
then phosphorylates two proteins from the endosulfine (ENSA) family: α-endosulfine and its 
very close paralog ARPP19 at an S residue present in a highly conserved KYFDSGDY motif, 
corresponding to S67 in Xenopus ARPP19 [20, 21, 28]. These small proteins are expressed 
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ubiquitously in neurons as well as in nonneuronal cells and regulate a plethora of biological 
processes including insulin secretion, quiescence upon nutrient deprivation in yeast and neu-
rite outgrowth [28–34]. Interestingly, these proteins preset the biochemical characteristics of 
phosphatase inhibitors, being basic-, heat- and acid-stable. When phosphorylated by Gwl at 
S67, ENSA/ARPP19 is converted into a potent and highly specific inhibitor of PP2A-B55δ that 
acts by direct binding and does not associate to other PP2A holoenzymes [20, 21] (Figure 1). 
ARPP19 is also a substrate of PP2A-B55δ that binds extremely tightly to the phosphatase and 
is dephosphorylated at a very low rate [35]. From these results, an “inhibition by unfair com-
petition” model has been proposed wherein phosphorylated ARPP19 would inhibit PP2A-
B55δ by blocking access of other substrates [35].

3.2. ARPP19-Gwl, a critical module for the phosphorylation of mitotic substrates, 
M-phase progression and exit

Because PP2A-B55δ inhibition is required to secure Cdk1 substrate phosphorylation, ENSA/
ARPP19 phosphorylation by Gwl is both necessary and sufficient for M-phase entry, progres-
sion and exit. Indeed, preventing Gwl inactivation and ARPP19 dephosphorylation abolishes 
dephosphorylation of mitotic substrates, and consequently M-phase exit despite Cdk1 inacti-
vation [20, 21]. The role of Gwl and ENSA/ARPP19 as key actors governing M-phase progres-
sion is largely conserved in somatic eukaryotic cells. In yeast, the Gwl homolog, Rim15p, is 
required for cellular nutrient responses, such as the arrest of cell proliferation and the induction 
of meiosis [29, 32, 36]. In human cells, the homolog of Gwl, MASTL, is surprisingly dispens-
able for the nuclear envelope breakdown (NEBD), a morphological event that signals M-phase 
entry. However, it remains necessary for important structural events beyond NEBD such as 
chromosome condensation, proper segregation of chromosomes and cytokinesis [37–43].

The exit from M-phase requires PP2A-B55δ reactivation that depends on Gwl inactivation and 
ENSA/ARPP19 dephosphorylation. Phosphorylated ARPP19 is present in molar excess over 
PP2A-B55δ [35], implying that other phosphatases must act during mitosis exit to break the 
loop established between Gwl, ENSA/ARPP19 and PP2A-B55δ (Figure 2). One of these other 
phosphatases could correspond to PP1. In mitosis, PP1 is inhibited by its Cdk1-dependent 
phosphorylation at T320. Upon mitosis exit, Cdk1 is inactivated and allows PP1 to dephos-
phorylate itself at T320 (Figure 2). As a result, PP1 is activated and dephosphorylates Gwl, 
resulting in its inactivation [44, 45]. Consequently, ENSA/ARPP19 is dephosphorylated and 
no longer inhibits PP2A-B55δ. PP2A-B55δ then dephosphorylates mitotic substrates and the 
cell shifts from a mitotic to an interphasic structural organization [44, 45]. PP1 also contrib-
utes to M-phase exit by dephosphorylating mitotic phosphoproteins [46]. Hence, PP1 acts 
in concert with PP2A-B55δ for the proper exit from mitosis. In conclusion, ARPP19 is at the 
center of the antagonistic regulation of an intricate network of kinases and phosphatases, 
which irreversibly drives M-phase progression by avoiding futile cycles of phosphorylation/
dephosphorylation. During the G2/M transition, Cdk1 is activated, whereas PP2A-B55δ is 
inactivated by ARPP19, thus securing Cdk substrate phosphorylation and progression in 
M-phase. Upon Cdk1 inactivation by cyclin degradation, both PP1 and PP2A-B55δ are reac-
tivated and consequently dephosphorylate Cdk substrates to promote M-phase exit and the 
return to interphase.
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3.3. ARPP19-Gwl, a critical module for Cdk1 activation and M-phase entry

Besides acting on Cdk substrate phosphorylation, PPPs are also directly involved in the 
molecular mechanism responsible for Cdk1 activation. At the end of the G2 phase, Cdk1-
cyclin B complexes have accumulated due to cyclin synthesis and are inhibited by Cdk1 
phosphorylation at T14 and Y15 (Figure 3). These inhibitory phosphorylations depend on 
the balance of two antagonistic activities: the phosphatase Cdc25 on one side and the Wee1 
and/or Myt1 kinases, two redundant members of the same family, on the other side [47–53]. 
This triad, Wee1/Myt1, Cdc25, and their substrate Cdk1, controls M-phase in all eukaryotes. 
The activities of Wee1/Myt1 and Cdc25 are regulated by phosphorylation, the first one being 
inactivated by phosphorylation, whereas the second one is activated. The expression level of 
Cdk1 being constant during the cell cycle, the formation of Cdk1-cyclin B complexes begins in 
interphase with the progressive accumulation of cyclin B. As cyclin B accumulates throughout 
G2, it associates with free Cdk1 molecules that get phosphorylated at T161. These Cdk1-cyclin 
B complexes are then held inactive by the Wee1/Myt1-dependent phosphorylation of Cdk1 at 
T14 and Y15 [3, 53]. This prevents precocious entry in M-phase (Figure 3). Entry into M-phase 
is triggered by the activation of Cdc25 that dephosphorylates Cdk1-cyclin B complexes at T14 

Figure 2. M-phase exit requires PP1 and PP2A-B55δ activation.
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and Y15. As a result, these complexes are activated and phosphorylate their own regulators, 
thus enhancing Wee1/Myt1 inhibition and Cdc25 activation [3, 53]: more Cdk1 is activated, 
more it activates its own activator, Cdc25, and inhibits its own inhibitor, Wee1/Myt1, and 
more it is activated itself. This mechanism constitutes the core part of a process called the 
Cdk1 autoamplification loop, which ensures the dephosphorylation of all Cdk1-cyclin B com-
plexes. Furthermore, Cdk1 activates other kinases including Plk1 or Aurora-A to reinforce the 
loop [3, 54]. Importantly, this switch-like transition is counterbalanced by PP2A-B55δ activ-
ity. Indeed, this phosphatase opposes Cdk1 activity by dephosphorylating Cdc25 and Wee1/
Myt1, thus compromising the initial activation of Cdk1 by Cdc25 and then the autoamplifi-
cation process. Importantly, by phosphorylating and activating Gwl, Cdk1 enables ARPP19 
phosphorylation at S67 and the consequent inactivation of its counteracting phosphatase. This 
generates a feedforward regulatory loop to ensure M-phase entry and progression [20–22, 25, 
39, 55, 56] (Figure 3). Hence, ARPP19, under its Gwl-phosphorylated state, occupies a central 
position to activate the irreversible switch that engages the cell to divide.

4. PKA, a break of cell division

Kinases are commonly viewed as positive engines driving cell division. Only few kinases, 
as Wee1/Myt1, restrain the G2/M transition. In G2, some kinases can however inhibit mitosis 
entry and are usually activated by surveillance mechanisms, termed checkpoints [57]. These 
kinases, such as ATM, ATR and their substrates Chk1 and Chk2, are activated when DNA 

Figure 3. Cdk1 activation and M-phase entry require PP2A-B55δ inactivation.
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integrity is at threat or when DNA replication is not properly completed. By indirectly regu-
lating Wee1/Myt1 and Cdc25 activities, these kinases block M-phase entry and extend the 
G2 period, allowing the establishment of the DNA quality control and repair processes [57]. 
However, other kinases have the potential to block M-phase entry without being involved in 
checkpoint mechanisms. Of these is the well-conserved cAMP-dependent protein kinase A 
(PKA). PKA is the major mediator of the pleiotropic cellular regulator, cyclic AMP (cAMP). 
This kinase is one of the most prominent actors of signal transduction pathways and plays 
pivotal functions in various cellular processes including metabolism, cell survival, prolifera-
tion, differentiation and cell cycle regulation.

PKA is a heterotetradimer composed of two catalytic subunits (PKAC) and two regulatory 
subunits (PKAR). The PKAC subunits contain the active site, an ATP-binding site and a bind-
ing domain for PKAR. The PKAR subunits bind one another in an antiparallel orientation to 
form a homodimer and further encompass a cAMP-binding domain also interacting with 
PKAC and an “autoinhibitory” domain that serves as a pseudosubstrate for PKAC. When 
the intracellular concentration of cAMP is low, PKAR dimer binds and inactivates PKAC. 
As the concentration of cAMP increases, cAMP binds to PKAR and induces an allosteric 
conformational change, which unleashes PKAC subunits. Free PKAC subunits are then active 
and phosphorylate their intracellular targets. This process further involves scaffold proteins, 
termed AKAPs (A-kinase anchoring proteins), which tether the kinase to defined cellular 
sites in order to confer spatial and temporal specificity to PKA [58, 59]. While most of its 
contribution involves the activation of gene transcription, nongenomic effects of PKA have 
been implicated in M-phase progression. Remarkably, high PKA activity is responsible for 
arresting vertebrate oocytes in prophase of the first meiotic division by indirectly inhibiting 
Cdk1 activation. This negative effect of PKA exerted on M-phase entry is also conserved in 
somatic cells, in which keeping high levels of cAMP or PKA activity was found to prevent 
Cdk1 activation and block the G2/M transition [60–63]. While the role of PKA as a potent 
inhibitor of the mitotic and the meiotic cell division is well established since almost 40 years, 
its substrate in both somatic cells and oocytes had remained unidentified all over these 
years. Using meiotic division of Xenopus oocytes as a model system, this critical question has 
received a first answer in 2014 [64].

4.1. The oocyte meiotic division, a powerful system model to study the G2/M transition

The arrest in prophase is specific to female germ cells and is universal in the animal 
kingdom. This arrest allows oocytes to accumulate the components necessary to support 
embryo development. On the contrary to somatic cells, this physiological arrest is indepen-
dent of checkpoint mechanisms. At the time of ovulation, the prophase arrest is released 
by external stimuli. In vertebrates, the luteinizing hormone (LH) promotes the synthesis, 
in ovarian follicular cells, of a second hormonal inducer that acts on the oocyte to induce 
meiosis resumption. In lower vertebrates as amphibians, this signal corresponds to a ste-
roid hormone, progesterone [65–69]. Upon the hormonal stimulation, oocytes complete the 
first meiotic division and proceed through the second meiotic division with no intervening 
S-phase, which reduces the parental genome by half (Figure 4). These cells then halt their 
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divisions in metaphase of the second meiotic division (metaphase II) in all vertebrates. 
This process, called meiotic maturation, generates haploid gametes ready to be fertilized. 
Similarly to mitosis, the progression through the meiotic maturation depends on Cdk1 
that sustains two successive waves of activation to coordinate the two consecutive cell 
divisions (Figure 4). The first activation of Cdk1 promotes the reentry in the first meiotic 
division, a process marked by the nuclear envelope breakdown, or germinal vesicle break-
down (GVBD). Thereafter, Cdk1 is inactivated in metaphase I by the ubiquitin-dependent 
degradation of cyclin B to induce exit from the first meiotic division and the extrusion of 
the first polar body [70]. Concomitantly to cyclin B degradation, newly synthesized cyclin 
B molecules reaccumulate and quickly reactivate Cdk1 to enable entry into the second 
meiotic division (Figure 4). In metaphase II, an oocyte-specific kinase network, the Mos/
MAPK/Rsk module, and its substrate Erp1/Emi2 inhibit cyclin B degradation [71–74]. This 
process stabilizes Cdk1 activity at a high level and arrests the cell in metaphase II, a specific 
feature of vertebrates.

The meiotic cell division shares most of the molecular regulators with mitosis. The compo-
nents of the Cdk1 autoamplification loop as well as Gwl, ARPP19 and various PPPs such as 
PP1 and PP2A are conserved. Hence, the arrest in prophase of oocytes is commonly assimi-
lated to a late G2 phase and the process of meiosis resumption has served as an historical 
model to decipher signaling pathways involved in the G2/M transition. Of these, Xenopus 
oocyte has been widely studied to decrypt the biochemical regulation of cell division. In this 
species, progesterone induces Cdk1 activation within 3 to 5 hours, a process visualized by 
GVBD (Figure 4). Hence, it is possible to investigate meiosis resumption from the first molec-
ular events induced by the hormone until Cdk1 activation.

Figure 4. Meiotic maturation of Xenopus oocytes.
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4.2. PKA, acting both at the top and at the end of the signaling pathway leading to Cdk1 
activation

Xenopus prophase–arrested oocytes contain two distinct pools of inactive Cdk1: a monomeric 
form of Cdk1 that is already phosphorylated at T161 and a stockpile of Cdk1-cyclin B com-
plexes phosphorylated at T14 and Y15 [70, 75, 76] (Figure 4). These complexes are continuously 
formed during the prophase arrest because of the slow accumulation of cyclin B that associates 
with free T161-phosphorylated Cdk1 [70, 75]. As in somatic cells, these newly formed Cdk1-
cyclin B complexes are immediately phosphorylated by Myt1 at T14 and Y15 and inactivated 
[77–79]. Cdc25 is kept inactive, likely resulting from its S287 phosphorylation by PKA that pro-
motes its cytoplasmic retention and from the dephosphorylated state of its Cdk1 residues [80].

4.2.1. Initiation of the signaling pathway: a PKA lock

In all vertebrates, PKA activity is responsible for the prophase arrest of oocytes. In these resting 
cells, PKA is kept active by elevated intracellular levels of cAMP, necessary to restrain Cdk1 
activation [81–87]. In Xenopus oocytes, although the receptor of progesterone has not been 
identified, the earliest event detectable within 10 minutes upon the hormonal stimulation is 
a decrease of cytoplasmic cAMP concentration, immediately followed by the downregulation 
of PKA activity (Figure 5). The drop in cAMP concentration and PKA downregulation are 
both necessary and sufficient for unlocking a molecular cascade that activates Cdk1 3–5 h later. 
Forskolin, cholera toxin and IBMX, three cAMP-elevating agents, or recombinant PKAC, are all 
potent inhibitors of progesterone-induced meiosis resumption [88–91]. Conversely, injection 
of recombinant PKAR or a specific protein inhibitor of PKA, PKI, in the oocyte is sufficient to 
activate Cdk1 in the absence of progesterone [92, 93]. Hence, both cAMP and PKA, by keeping 
Cdk1 inactive, are the key actors of the arrest of oocytes in prophase. This implies that a sub-
strate of PKA is responsible for the arrest in prophase under its phosphorylated form (Figure 5). 
Likewise, this PKA substrate must be dephosphorylated within 1 h after hormonal stimulation 
to launch the signaling pathway that ultimately authorizes Cdk1 activation 3–5 h later.

4.2.2. The core of the signaling pathway: cyclin B and Mos accumulation

The few hours long pathway connecting PKA inhibition and Cdk1 activation is not fully known. 
PKA inhibition controls the synthesis of new proteins from a preexisting pool of maternal 
mRNAs in Xenopus oocyte. Two newly synthesized proteins are essential for Cdk1 activation: 
cyclin B, in particular the B1 isoform, and the kinase Mos (Figure 5). Mos is a germ cell–specific 
kinase. It activates MEK that in turn activates MAP kinase (MAPK/ERK) that phosphorylates, 
among other substrates, p90Rsk. Mos starts to accumulate to detectable levels at GVBD and acti-
vates the Mos/MAPK pathway during the whole process of meiotic maturation in all animal 
species analyzed so far [94–96]. Mos and cyclin B1 are both synthesized in response to progester-
one or following PKI injection [94, 97]. In contrast, they do not accumulate in response to proges-
terone if PKA is experimentally kept active [97], hence demonstrating that their accumulation, 
essential in the pathway converging to Cdk1 activation, is under the negative control of PKA.

Cyclin B and Mos activate two redundant pathways ending with the activation of Cdk1. 
While suppressing by an antisense strategy the synthesis of one pathway, either cyclin B or 
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Mos, does not hinder meiosis resumption upon progesterone stimulation or PKI injection 
in Xenopus oocyte, inactivating simultaneously both pathways completely abolishes meiosis 
resumption [97, 98]. In this double knock-down condition, Cdk1 activation is restored by the 
replenishment of either one of them, provided by injecting oocyte with either recombinant 
Mos or cyclin B [97, 98]. While both proteins contribute to Cdk1 activation, cyclin B is likely 
the principal actor required for this process. In response to progesterone, the rate of cyclin 
B1 synthesis and its accumulation increase independently of Cdk1 activation [99]. On the 
contrary, Mos accumulates only if the protein has been primarily stabilized by its Cdk1-
dependent phosphorylation [99, 100], therefore suggesting that its accumulation requires 
basal levels of Cdk1 activity that are not detectable in prophase oocytes. The accumulation 
of cyclin B1 molecules generates new Cdk1-cyclin B complexes from monomeric T161-
phosphorylated Cdk1 [77, 99, 101] (Figure 5). Accordingly, cyclin B1 or B2 injection promotes 
Cdk1 activation independently of protein synthesis [97, 98], whereas overexpressing a dom-
inant negative form of Cdk1, K33R-Cdk1, known to sequester newly synthesized cyclins, 
prevents progesterone-induced meiosis resumption [101]. The newly formed Cdk1-cyclin B 
complexes escape the Myt1-dependent inhibitory phosphorylations of Cdk1 at T14 and Y15 
by an unknown mechanism [76, 77]. Hence, these newly formed Cdk1-cyclin B complexes are 
immediately active [77]. In this model, the Mos/MAPK pathway would contribute to Cdk1 
activation by phosphorylating Myt1 and Cdc25, hence promoting their respective inhibition 
and activation [94, 102].

Figure 5. The signaling pathway leading to Cdk1 activation in Xenopus oocytes.
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4.2.3. The endpoint of the signaling pathway: the Cdk1 autoamplification loop, a process sensitive  
to PKA

The few active molecules of Cdk1 generated by cyclin B1 accumulation serve as a trigger to 
launch the Cdk1 autoamplification loop that converts the stockpile of inactive Cdk1-cyclin 
B complexes into active ones in an autoaccelerated manner. This process relies entirely on 
the dephosphorylation of inactive Cdk1-cyclin B complexes at T14 and Y15 (Figure 6). As in 
mitosis, this process depends primarily on Cdk1 activity that phosphorylates its own regula-
tors, Cdc25 and Myt1, resulting in their respective activation and inhibition. It is reinforced 
by other kinases such as the Mos/MAPK pathway, Plk1 or Aurora A, which are activated 
downstream of active Cdk1 and also target Cdc25 and Myt1. Importantly, PPP phosphatases 
that counterbalance Cdk1 activity must be inhibited as well, to avoid the dephosphorylation 
of Cdc25 and Myt1 (Figure 6). Indeed, inhibiting both PP1 and PP2A directly triggers the 
Cdk1 autoamplification loop independently of the upstream steps of the signaling pathway 
induced by progesterone, i.e. PKA downregulation and protein synthesis, showing that PPPs 
are part of the core machinery of the autoamplification loop [17, 103, 104]. Moreover, PP2A-
B55δ inactivation is likely the key PPP involved in this process as shown by the important role 
of Gwl in this process: Gwl is activated upon Cdk1 activation in oocytes of a range of species 
(starfish, Xenopus and mice) (Figures 5 and 6) and the overexpression of a constitutive active 
form of Gwl is sufficient to activate Cdk1 in Xenopus oocytes [105, 106].

Figure 6. The Cdk1 autoamplification loop.
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Figure 6. The Cdk1 autoamplification loop.
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Consequently, the autoamplification loop can be directly activated in the oocytes using two 
experimental ways that bypass the upstream signaling cascade: either by inhibiting the nega-
tive branch of the loop, i.e. PPPs, by example with okadaic acid or microcystin; or by over-
expressing the actors of the positive branch of the loop, such as cyclin B, Mos or Cdc25. It 
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tion of PKA activity at that time will block meiotic division.
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strate of PKA that blocks the initiation of the signaling cascade leading to Cdk1 activation in 
oocytes. In 2002, Cdc25 was shown to be phosphorylated at S287 by PKA, a process contribut-
ing to its inactivation in Xenopus prophase–arrested oocytes [80]. Upon progesterone stimula-
tion, Cdc25 is dephosphorylated at S287 and phosphorylated at multiple activatory residues 
under the control of Cdk1, which activates its catalytic phosphatase activity and allows Cdk1 
activation [80, 111]. However, Cdc25 does not fulfill the expected biochemical criteria for 
being the PKA substrate whose dephosphorylation triggers Cdk1 activation. In particular, 
S287 dephosphorylation of Cdc25 relies on protein synthesis and occurs much later than PKA 
inhibition, i.e. at the time of Cdk1 activation [80]. More importantly, S287 dephosphoryla-
tion depends on Cdk1 activity and therefore cannot represent the upstream event accounting 
for Cdk1 activation [80]. Another candidate is the kinase Wee1. In mice, Wee1 is expressed 
in prophase oocyte and its phosphorylation by PKA enhances its inhibitory effect toward 
meiosis resumption [112, 113]. However, the only kinase targeting Cdk1 at T14 and Y15 that 
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is expressed in Xenopus oocytes is Myt1, Wee1 being only expressed after the completion of 
the first meiotic division [114]. Thus, Wee1 cannot be the PKA substrate responsible for the 
prophase arrest in this species.

Going back in the 1980s, a biochemical approach using Xenopus prophase–arrested oocytes 
led to the purification of a heat- and acid-stable protein of 20 kDa, described as a PKA 
substrate and dephosphorylated 1 h after progesterone stimulation, downstream PKA 
inhibition [115]. The close similarities of the biochemical properties of this protein (heat- 
and acid-stability, molecular weight) with ARPP19 have drawn our attention. While the 
cell cycle field was focused on Gwl-ARPP19, a comeback to the origins of the ARPP19 
discovery, hidden inside its fully developed name cAMP-regulated phosphoprotein 19, 
highlights that ARPP19 is a substrate of PKA, phosphorylated at an S residue within a 
PKA consensus RKP/SSLV motif conserved among most animals [21, 64, 116, 117]. Indeed, 
the acid-soluble proteins of the ENSA family, to which belongs ARPP19, were originally 
identified as a group of phosphoproteins upon dopaminergic stimulation [117–119]. The 
signaling pathway induced by dopamine involves cAMP production and PKA activation. 
Various cellular functions have been attributed to the PKA phosphorylation of these fam-
ily members [118, 119]. Of these, DARPP32, a member of this family, becomes a potent 
inhibitor of PP1 when phosphorylated by PKA [118, 119]. ENSA/ARPP19 interacts selec-
tively with the membrane-bound form of the presynaptic protein α-synuclein [120]. 
When constitutively phosphorylated by PKA, the interaction between ENSA/ARPP19 and 
α-synuclein is abolished, interfering with α-synuclein self-assembly in membrane, and 
probably accounting for the role of ENSA/ARPP19 in neurodegenerative diseases [120]. 
Nevertheless, no specific function related to cell division had been attributed to this par-
ticular PKA phosphorylation until we hypothesized that ARPP19 could be the substrate of 
PKA in prophase-arrested oocytes.

5.2. The phosphorylation of ARPP19 at S109 by PKA arrests oocytes in G2

The Xenopus ARPP19 sequence encompasses the residue targeted by PKA in the previous 
studies conducted on the ENSA family [21, 64, 117]. This residue corresponds to S109 in 
Xenopus and is part of a PKA consensus sequence (RKPS109LVA) well conserved among 
eukaryotes. At first glance, it appears provocative to propose ARPP19, a protein recently 
shown to be essential for Cdk1 activation, as the PKA substrate ensuring the prophase 
arrest by locking the transduction cascade ending with Cdk1 activation. How to conceive 
that the same molecule would be negative for M-phase entry and thereafter transformed 
into a positive actor of cell division? This apparent paradox is circumvented by the fact 
that these antagonistic functions do not take place at the same period in oocytes (being 
negative at the top of the cascade and then positive at its endpoint), do not target the same 
molecular systems (early players of the cascade for the negative function, PP2A-B55δ for 
the positive function) and are provided by distinct kinases (PKA for the negative function, 
Gwl for the positive function).

Indeed, we have shown that in vivo, ARPP19 is phosphorylated at S109 by PKA in prophase-
arrested oocytes. This residue is dephosphorylated within 1 h after progesterone stimulation 
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or in response to PKA inhibition provoked by PKI injection [64]. A phosphomimetic S109 
mutant, S109D-ARPP19, proved to be a strong inhibitor of Cdk1 activation when injected into 
oocytes, not only in response to progesterone but also following PKI, Mos or cyclin B injec-
tions. However, S109D-ARPP19 does not impair the Cdk1 autoamplification loop promoted 
by injecting the phosphatase inhibitor, okadaic acid [64]. These results demonstrate that the 
PKA-dependent phosphorylation of ARPP19 at S109 restrains Cdk1 activation and is respon-
sible for the prophase-arrest of Xenopus oocytes (Figure 7). Upon progesterone stimulation, 
PKA is inhibited and ARPP19 is dephosphorylated at S109. This event is necessary to initiate 
the signaling cascade that ultimately generates the threshold level of active Cdk1, which con-
sequently triggers the Cdk1 autoamplification loop (Figure 7). Importantly, the Cdk1 autoam-
plification loop does no longer require the dephosphorylation of ARPP19 at S109. ARPP19 is 
therefore the long-sought substrate of PKA that maintains oocytes in prophase. The identity 
and the regulation of the phosphatase that dephosphorylates ARPP19 at S109, hence unlock-
ing the signalization cascade converging to Cdk1 activation, as well as the direct molecular 
targets of phospho-S109 versus dephospho-ARRP19 that form the latch of this cascade, now 
deserve investigation.

Figure 7. ARPP19 plays two crucial functions during the G2-M transition in Xenopus oocytes.
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5.3. The phosphorylation of Arpp19 at S67 by Gwl promotes Cdk1 activation and M-phase 
independently of PKA activity

Strikingly, overexpressing ARPP19 in Xenopus oocytes produces opposing effects depending 
on the amount of the injected protein. High amounts of ARRP19 inhibit meiotic divisions 
induced by progesterone, whereas decreasing the amount of injected ARPP19 stimulates mei-
osis resumption [64]. This experiment reveals the antagonistic functions of ARPP19 in oocytes: 
it inhibits Cdk1 activation when phosphorylated by PKA (as when injected at high concentra-
tion) and is converted into a positive regulator of Cdk1 activation during meiosis resumption 
(as when injected at low concentration). This latter role was then investigated carefully during 
oocyte meiotic maturation. We showed that ARPP19 is phosphorylated at S67 by Gwl at the 
time of Cdk1 activation. Once phosphorylated by Gwl, ARPP19 interacts with PP2A-B55δ 
[110]. We then produced in vitro a Gwl-thiophosphorylated form of ARPP19 protein, which is 
resistant to dephosphorylation. Injecting this constitutively phosphorylated form of ARPP19 
at S67 promoted meiosis resumption independently of progesterone and of the synthesis of 
either Mos or cyclin B [110]. We also generated a nonphosphorylatable ARPP19 mutant at S67 
by mutating S67 into an alanine (S67A-ARPP19). The S67A-ARPP19 mutant proved to be a 
strong inhibitor of meiosis resumption in response to either progesterone or PKI injection but 
also following the overexpression of constitutive active Gwl [110]. These results clearly dem-
onstrate that ARPP19, once phosphorylated by Gwl at S67, is involved in the Cdk1 autoam-
plification loop by directly inhibiting PP2A-B55δ (Figure 7).

Importantly, the S67-phosphorylated ARPP19 protein was able to interact with PP2A-
B55δ and to activate Cdk1 in the presence of high levels of PKA activity [110]. Hence, 
when phosphorylated by Gwl at S67, ARPP19 inactivates PP2A-B55δ and enables the Cdk1 
autoamplification loop to function independently of PKA activity, in strong agreement 
with the PPPs of the Cdk1 autoamplification loop being insensitive to the inhibitory action 
of PKA (Figure 6).

5.4. The functional interplay between S67 and S109 phosphorylations

When phosphorylated at S109 by PKA, ARPP19 inhibits the molecular cascade leading to 
Cdk1 activation. Upon Gwl phosphorylation at S67, ARPP19 becomes a potent inducer of 
Cdk1 activation by inactivating PP2A-B55δ. Hence, ARPP19 acts as a switch in the mech-
anism of Cdk1 activation depending on its phosphorylation state at S109 and S67. It was 
then important to determine if both phosphorylations counteract each other, explaining their 
antagonistic effects. We investigated whether S109 phosphorylation of ARPP19 could pre-
vent its S67 phosphorylation by Gwl, accounting for its inhibitory action toward M-phase 
entry. In vitro, Gwl is able to phosphorylate recombinant ARPP19 at S67 independently of its 
phosphorylation at S109 [116, 121]. The injection of a double phosphorylated form of ARPP19 
at S109 and S67 induces Cdk1 activation as well as meiosis resumption, and the protein is 
able to interact with PP2A-B55δ [121]. Hence, the phosphorylation of ARPP19 at S109 does 
neither impair its own phosphorylation by Gwl nor abolish the ability of S67-phosphorylated 
ARPP19 to inhibit PP2A-B55δ, resulting in Cdk1 activation through the autoamplification 
loop. Once Gwl is activated, the effect of S67 phosphorylation is dominant over the negative 
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function conferred by the S109 phosphorylation. Accordingly, the phosphomimic S109D-
ARPP19 mutant is phosphorylated at S67 upon the overexpression of a constitutive active 
Gwl or the injection of S67-phosphorylated ARPP19 and becomes unable to block meiosis 
resumption under these conditions [64]. Likewise, the inhibition of PP2A-B55δ resulting 
from S67 phosphorylation of ARPP19 activates Cdk1 independently of PKA. Therefore, the 
PKA-dependent phosphorylation of ARPP19 does not exert its negative control of M-phase 
by antagonizing the biological ability of S67-phosphorylated ARPP19 to activate Cdk1. 
Moreover, the effect of S67 phosphorylation is dominant over the negative function of S109 
phosphorylation.

Remarkably, ARPP19 is rephosphorylated at S109 at the time of Cdk1 activation, concomi-
tantly with the S67 phosphorylation by Gwl [64]. This rephosphorylation of ARPP19 at S109 
is promoted by a distinct kinase than PKA, not yet identified [64] (Figure 8). Therefore, in con-
trast to what was previously thought, it is not a single S67-phosphorylated form of ARPP19 
that activates Cdk1, but a double S109-S67 phosphorylated form. We investigated whether 
S109 rephosphorylation of ARPP19 contributes to the Cdk1 autoamplification loop or is neu-
tral. Injecting an in vitro S67-phosphorylated form of ARPP19 that cannot be phosphorylated 
at S109, the S109A mutant, is less efficient to activate Cdk1 than S67-phosphorylated ARPP19 
[121]. These results show that the active form of ARPP19 at the end of the signaling pathway 
corresponds to a double phosphorylated form of ARPP19 at both S67 and S109, and that S109 
phosphorylation confers new properties to ARPP19, contributing to Cdk1 activation in a con-
text where S67 is already phosphorylated (Figure 8).

Hence, these results highlight the importance of timely synchronizing ARPP19 phosphory-
lations at S109 and S67 to properly activate Cdk1 in Xenopus oocytes. In prophase, ARPP19 
phosphorylation at S109 by PKA restrains Cdk1 activation. Upon hormonal stimulation, 
ARPP19 is dephosphorylated at S109, which launches the signaling cascade. At its endpoint, 
ARPP19 is phosphorylated at both sites, S109 by an unknown kinase and S67 by Gwl. It then 
becomes a positive actor within Cdk1 autoamplification loop (Figure 8). In the future, it will 
be important to identify the kinase responsible for ARPP19 phosphorylation at S109 and 
to determine how the rephosphorylation of ARPP19 at S109 positively regulates the Cdk1 
autoamplification process.

Figure 8. Synchronized phosphorylation of ARPP19 controls the G2-M transition of Xenopus oocytes.
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The phosphorylations of ENSA/ARPP by PKA and Gwl, acting as a switch-like process to regu-
late PP2A activity, are found in other cell types, in particular nondividing cells. In postmitotic 
striatal neurons, ARPP19 is not expressed but its close relatives, ARPP16 and ARPP21, act as 
potent inhibitors of PP2A. ARPP16 exhibits less specificity toward PP2A isoforms than ARPP19, 
as it inactivates both PP2A-B55α and PP2A-B56δ [122]. In great contrast to oocytes, in which 
Gwl is activated as the cell undergoes meiotic divisions, MAST3, the homolog of Gwl, is active 
and phosphorylates ARPP16 in striatal cells [122]. The constitutive activation of the MAST3-
ARPP16 module maintains PP2A continuously inhibited in the absence of stimulation, in order 
to avoid the dephosphorylation of PP2A substrates [122]. Upon dopaminergic stimulation, PKA 
is activated and then phosphorylates ARPP16, a process accompanied by its MAST3-dependent 
dephosphorylation [122]. Importantly, the phosphorylations of ARPP16 by PKA and MAST3 
are mutually exclusive and the prior phosphorylation of ARPP16 by PKA reduces the abil-
ity of MAST3 to phosphorylate ARPP16 [123]. This reciprocal regulation of ARPP16 by PKA 
and MAST3 provides a switch in PP2A inactivation, under the control of cAMP-PKA. Hence, 
in striatal cells, the phosphorylation of ARPP16 by PKA likely attenuates PP2A inactivation 
promoted by MAST3-phosphorylated ARPP16, thus creating a mechanism whereby cAMP 
deinhibits PP2A. Therefore, a common set of molecular players, ARPP, PKA and Gwl, is used 
to regulate PP2A activity in response to various extracellular signals regulating cAMP, but in 
distinct ways depending on the cell type and/or on dividing or nondividing cells.

6. Concluding remarks

In light of these recent advances, a new model for the regulatory mechanisms controlling the 
G2/M transition and ending with Cdk1 activation emerged. In this model, two phosphatases 
would act at different times during meiosis resumption to control the signaling pathway 
induced by progesterone and ending with the Cdk1 autoamplification loop (Figure 8). Upon 
progesterone stimulation, PKA is downregulated and a first phosphatase (PPx1) dephos-
phorylates ARPP19 at S109 within 1 h. The role of PPx1 is essential for meiosis resumption 
as it generates a S109-dephosphorylated form of ARPP19 that licenses the signaling cascade, 
ending with Cdk1 activation. The intracellular pathway between S109-dephosphorylated 
Arpp19 and Cdk1 activation is not fully elucidated yet. However, it passes through the 
accumulation of two proteins: Mos and cyclin B, essential to generate a threshold amount 
of active Cdk1 in Xenopus oocytes [124]. This basal level of Cdk1 activity is not sufficient 
to orchestrate the structural reorganization needed for the cell to divide. But it certainly 
activates Gwl, leading to the phosphorylation of ARPP19 at S67 and to the inhibition of a 
second phosphatase, PP2A-B55δ. Surprisingly, S109 rephosphorylation of ARPP19 enhances 
the positive effect of S67 phosphorylation on Cdk1 activation (Figure 8). Thanks to PP2A-
B55δ inhibition and the unknown targets of the S109 phosphorylation of ARPP19, the Cdk1 
autoamplification loop becomes functional and enables the irreversible commitment of 
oocytes in the meiotic cell division. In this new model for Cdk1 activation, the activity of 
PPx1 unlocks the top of the signaling pathway in response to progesterone, whereas the 
inhibition of PP2A-B55δ is necessary several hours later for the Cdk1 autoamplification loop 
responsible for entry into M-phase.
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Over the past decade, tremendous advances in our understanding of M-phase progression 
have been made, in particular regarding the role and the regulation of mitotic phosphatases. 
The concerted but opposite action of kinases and phosphatases allows for the irreversibil-
ity of M-phase transitions by controlling reversible phosphorylations, feedback loops and 
thresholds, primarily governed by Cdk1 and its counteracting phosphatases. At the center 
of the impressive number of phosphorylations occurring upon M-phase entry (over 32,000), 
a small protein, ARPP19, orientates the cellular decision to divide or not according to the 
phosphorylation of two of its residues. Determining the molecular targets of the S109-
phosphorylated forms of ARPP19, as well as identifying the phosphatase that regulates the 
S109-phosphorylation level of ARPP19 and the kinase that collaborates with Gwl to phos-
phorylate S109 of ARPP19 will enlighten our understanding not only of the M-phase control 
but also of the mechanisms of cAMP-regulated signal transduction pathways.
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Abstract

Haspin is an atypical serine/threonine protein kinase essential to mitosis. Unlike other
protein kinases, its kinase domain does not require phosphorylation in order to be
activated and bears very high substrate specificity and selectivity. Few substrates have
been identified so far. Haspin phosphorylation on threonine 3 of Histone H3 from pro-
phase to anaphase participates to centromeric Aurora B localization and ensures proper
kinetochore-microtubule attachment. Haspin is also involved in the maintenance of cen-
tromeric cohesion and the mitotic spindle. Inhibitors have been developed and provided
tools to dissect Haspin function. The kinase is now considered as a potential therapeutic
target against cancer. We discuss here the latest findings on this essential mitotic protein.

Keywords: Haspin kinase, mitosis, inhibitors, H3T3ph, centromere

1. Introduction

Protein kinases play an important role in cell cycle regulation. Together with protein phospha-
tases, they regulate the phosphorylation status of thousands of substrates, including proteins
ensuring cell cycle progression. Cell division, that is, mitosis, is a crucial step of the cell cycle
and is essential to genomic stability. Mistakes during this process can cause various develop-
mental diseases and cancers. Its orchestration is highly regulated by various families of protein
kinases, including cyclin-dependent kinases (Cdk), Aurora kinases, polo-like kinases (Plks),
and NimA-related kinases (Neks) whose roles in mitosis are well documented [1, 2]. Haspin is
a serine/threonine kinase discovered in the early 1990s essential to mitosis. Despite recent
progress, regulation of its activity and its biological functions is still poorly understood.
Haspin is involved in chromosome alignment, centromeric cohesion, and spindle stability
making it a potential target against cancer. Latest data from the literature concerning this
protein kinase as well as pharmacological inhibitors are presented.
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2. Discovery

Haspin mRNA was first detected in mouse germ cells in 1994 and named germ cell–specific
gene 2 (GSG2) [3]. The coded protein localizes in the nucleus of germ cells and showed kinase
activity. It was subsequently renamed haploid germ cell–specific nuclear protein kinase
(Haspin) [4]. HaspinmRNA is found in diploid cells of many proliferative tissues such as testis,
thymus, bone marrow, and spleen as well as in many proliferative cell lines [5–7]. Its expres-
sion is comparatively reduced in somatic tissues. In addition, Haspin orthologs were found in
several eukaryotes, such as yeasts, plants, flies, fishes and mammals, and a large group in
Caenorhabditis elegans. Phylogenetic analysis indicates that Haspin proteins form a new family
of eukaryotic proteins kinases (ePK) [5].

3. Haspin, an atypical kinase structure

Human Haspin is a 798 amino acid serine/threonine protein kinase. The N-terminal part (aa
1–469) is the less conserved among species and thought to act as a regulatory domain. The
well-conserved C-terminal part (aa 470–798) corresponds to the catalytic kinase domain [8–10].
To date, Haspin kinase domain was crystallized in the presence of ATP analogs such as
5-iodotubercidin (5-ITu) or in the presence of a specific substrate of the kinase, Histone H3
[8, 10, 11]. Disorganization of the N-terminal domain prevented, so far, crystallization of the
entire protein.

The structure of human Haspin kinase domain (aa 470–798) shows similarity to the kinase
domain from other kinases of the ePK family. As most protein kinases, it includes a small lobe
on the N-terminal side and a large lobe on the C-terminal side. A substrate-binding site and an
ATP binding pocket are found between the two lobes. The catalytic domain of Haspin displays
specific structural features that are not observed in other members of the ePK family.

Compared to canonical protein kinases, Haspin structure revealed several unique and specific
structural features that are highly conserved in several species. These characteristics result
from amino acid insertion, deletion, or changes in the protein sequence of its catalytic domain
in comparison to other ePKs [8, 10]. The structure of most protein kinases is generally very
dynamic, allowing a kinase to transform, by a conformational change, from an inactive to an
active state through phosphorylation or interaction with a partner [12]. On the contrary,
Haspin kinase domain is rigid and fixed in a constitutively active conformational state [8, 10, 11]
(Figure 1A).

This stability is achieved by the combination of different structural elements. Mainly, the
generally mobile glycine rich P-loop is stabilized in Haspin by the insertion of an additional
helix in the upper lobe called either upper lobe helix (ulH) [8] or αC0 helix [10]. This helix
insertion is mostly conserved throughout Haspin orthologs apart from the fission yeast Alk1
and Alk2. Usually, mobile αC helix in the small N-terminal lobe is also stabilized by a number
of hydrophobic contacts. Haspin activation segment is another atypical structural element. In
most kinases, the activation segment has a regulatory purpose, acquiring an active
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conformation upon phosphorylation and allowing substrate binding. Haspin activation seg-
ment is stabilized in a constitutively active conformation [8, 10].

Finally, Haspin bears a very specific substrate-binding site. Knowing that histone H3 tail
(positively charged) is a specific Haspin substrate suggested a negatively charged binding site
as depicted on Figure 1B. Maiolica et al. provided insights into this peculiar substrate-binding
site resolving the crystal structure of Haspin kinase domain bond to the first seven residues of
Histone H3 [11]. The study revealed that three residues of the latter, Ala1, Arg2, and the
phospo-acceptor site Thr3, are deeply anchored in the substrate hydrophilic binding site of
Haspin. These peculiarities create a highly selective substrate-binding site [11].

4. Haspin substrates

Very few substrates of Haspin have been identified and characterized so far. Histone H3 was
the first Haspin substrate to be identified. It is specifically phosphorylated on Thr3 [8, 10, 13].

Figure 1. Haspin kinase domain 3D structure. (A) Insertion elements, αC0 helix, β9 and β90, and β hairpin are indicated.
(B) Representation of Haspin surface electrostatic charges; the negatively charged substrate-binding site is circled.
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This phosphorylation (H3T3ph) was demonstrated both in vitro and in several cell lines by
immunofluorescence, using histone H3 Thr3 phospho-specific antibodies (Figure 5 upper
panel). Haspin depletion by siRNA eliminates H3T3 phosphorylation in mitotic cells, and
ectopic overexpression of Haspin leads to abnormal H3T3 phosphorylation levels in inter-
phase cells confirming that H3T3ph is specific of Haspin activity [7, 14, 15]. H3 is phosphory-
lated on Thr3 through most of mitosis. Kurihara et al. showed that Arabidopsis thaliana Haspin,
AtHAspin, is an H3T3ph kinase. They have further demonstrated that AtHaspin phosphorylates
both Thr3 and Thr11 of Histone H3 in vitro [16, 17]. It is to be noted that Haspin-homologous
proteins in budding yeast, Alk1 and Alk2, have not shown any ability to phosphorylate histones
[18], whereas the fission yeast Haspin-related kinase, Hrk1, has been shown to be the major
H3T3 phosphorylating kinase in this species [19].

Histone macroH2A is an histone variant found enriched on inactive X chromosome of female
mammals [20]. Several studies demonstrated that histone macroH2A functions both as a
positive and a negative regulator of gene transcription. A phosphoproteomic study showed
that inhibition of Haspin by 5-ITu led to a sharp decrease in serine phosphorylation of histone
macroH2A [11]. This phosphorylation was confirmed in vitro and in HEK293 cells, where
overexpression of Haspin caused hyper-phosphorylation of Histone macroH2A on Ser137,
the latter being inhibited by 5-ITu. It has also been reported that the macro domain of Histone
macroH2A controls the levels of Ser10 and Thr3 phosphorylation of histone H3 in human cells
and would be involved in controlling chromatin condensation [21, 22]. The functionality of
Haspin in these mechanisms remains to be confirmed.

CENP-T is a component of the constitutive centromere-associated network (CCAN), which
plays a central role in kinetochore assembly, mitotic progression, and segregation of chromo-
somes [23]. CENP-T has been identified as substrate of Haspin by consensus site prediction
(see below), and its phosphorylation on several sites confirmed by in vitro kinase assay [11].

The Haspin kinase substrate recognition motif has been determined by positional scanning-
oriented peptide library screening (PS-OPLS) as A/V-R-T/S-K-(X-no D/E) with a preference for
threonine residues [11]. Acidic residues have been shown to impair Haspin recognition when
in the surrounding of the phosphorylation site [11].

5. Haspin biological function

5.1. Haspin localization

Haspin is constitutively expressed throughout the cell cycle, unlike other mitotic kinases such
as Aurora B and Plk1, which are degraded at the end of mitosis [13, 24, 25]. So far, the precise
cellular localization of the endogenous protein could not be determined due to lack of
immunofluorescence-specific antibodies to Haspin. However, several overexpression studies
have reported localization of GFP- or Myc-tagged Haspin in different eukaryotic cell lines
(HeLa, U-2 OS, Hek293, COS-7) using time-lapse video microscopy or immunofluorescence
staining techniques or time-lapse video microscopy [4, 13]. All these studies showed that
Haspin localizes in discrete foci and nucleoli in the nucleus during interphase. It is to be noted
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that the N-terminal domain of human Haspin exhibits two potential nuclear localization
signals (NLSs) that are conserved in mice and rats [9]. Localization pattern in mitosis is more
complex (Figure 2).

At the end of G2/onset of prophase, Haspin appears associated with condensed chromosomes
until anaphase B. Myc:Haspin is observed along chromosome arms with a clear concentration
at centromeres [13]. GFP:Haspin was also detected at the centrosomes and mitotic spindle in
prometaphase cells until telophase, where a weak signal is detected in the midbody [13]. Nuclear
and chromosomal localization throughout mitosis of endogenous Haspin:YFP knocked-in have
been recently confirmed by video microscopy [26]. Figure 2 shows the location of Haspin during
the various stages of the cell cycle with emphasis onmitosis (Figure 2). Phosphorylation of histone
H3 on Thr3 was also examined in plants. In most of the species studied, it appears on chromo-
somes at the end of G2 phase and disappears during anaphase [27], in contrast to mammals,
phosphorylation of Thr3 is seen primarily at pericentromeres in prophase and then along chro-
mosome arms during prometaphase [27, 28].

5.2. Specific localization of Haspin during meiosis

GFP:Haspin co-localizes with chromatin and H3T3ph during all meiotic stages [29, 30]. Nota-
bly, H3T3ph levels were increased with overexpression of exogenous Haspin, thus confirming
that Haspin phosphosphorylates H3T3 in oocytes. During metaphase I, Haspin is detected at
the centromeres and along sister chromatids. After metaphase I, GFP:Haspin is also located in
a discrete region of the oocyte’s cortex which is in the immediate vicinity of chromatin and the
spindle [29]. Haspin was also weakly detected as filamentous aggregates on the spindle.

Figure 2. Haspin reported localization along cell cycle in mammal cells.
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At anaphase I/telophase I transition, Haspin is translocated from chromosomes to midbody
[29, 30].

5.3. How is Haspin recruited onto chromosomes?

A yeast two-hybrid screen of cohesin-related proteins on the fission yeast Haspin homolog
Hrk1 identified an interaction with the cohesin-associated protein Pds5 [19]. The interaction
was confirmed in cells using a model in which Pds5:mCherry:LacI was tethered onto a specific
location on a chromosome arm through a LacO/LacI system onto which Hrk1:GFP was shown
to co-localize (Figure 3) [19].

Vertebrates have two version of Pds5 protein, Pds5A and B [31, 32]. Carretero et al. demon-
strated that Pds5B-deficient MEF cells showed a decreased activation of Aurora B and Haspin
at centromeres and an impaired centromeric localization of Aurora B suggesting that Pds5B
may be involved in the recruitment of Haspin on centromeres [33]. The recruitment of Haspin
by Pds5B has been confirmed in human cell lines by Hindriksen et al. [26]. Using a LacO/LacI
system in which Pds5B:RFP:LacI was shown to recruit Haspin:YFP on a LacO repeats inserted
on chromosome 1 of human U-2 OS cells [26].

Two recent studies in Xenopus and yeast showed that SUMOylated DNA topoisomerase IIα C-
terminal domain can bind Haspin and regulate its localization at centromeres [34, 35] (Figure 3).

5.4. Haspin function in mitosis

In vertebrate cell lines, depletion of Haspin by siRNA or treatment with specific inhibitors
leads to a substantial decrease in histone H3 Thr3 phosphorylation during mitosis. Moreover,

Figure 3. Haspin recruitment at centromere. Haspin centromeric localization is dependent on binding to both the
cohesin-associated protein Pds5B and the sumoylated C-terminal domain (CTD) of Topo isomerase II (Topo II).
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strated that Pds5B-deficient MEF cells showed a decreased activation of Aurora B and Haspin
at centromeres and an impaired centromeric localization of Aurora B suggesting that Pds5B
may be involved in the recruitment of Haspin on centromeres [33]. The recruitment of Haspin
by Pds5B has been confirmed in human cell lines by Hindriksen et al. [26]. Using a LacO/LacI
system in which Pds5B:RFP:LacI was shown to recruit Haspin:YFP on a LacO repeats inserted
on chromosome 1 of human U-2 OS cells [26].

Two recent studies in Xenopus and yeast showed that SUMOylated DNA topoisomerase IIα C-
terminal domain can bind Haspin and regulate its localization at centromeres [34, 35] (Figure 3).

5.4. Haspin function in mitosis

In vertebrate cell lines, depletion of Haspin by siRNA or treatment with specific inhibitors
leads to a substantial decrease in histone H3 Thr3 phosphorylation during mitosis. Moreover,

Figure 3. Haspin recruitment at centromere. Haspin centromeric localization is dependent on binding to both the
cohesin-associated protein Pds5B and the sumoylated C-terminal domain (CTD) of Topo isomerase II (Topo II).
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cells display many remarkable defects in mitosis. Prometaphase and metaphase duration are
increased due to severe chromosome alignment defects [6, 7, 13] (Figure 4).

Mitosis duration, measured by video microscopy, is increased up to several hours in Haspin-
depleted U-2 OS cells [36]. Mitotic spindles are disorganized with often extra centrosome-like
foci. Impaired centromeric cohesion and premature separation of chromatid have been
reported in Higgins et al. [36].

Haspin has been shown to be the major H3T3 phosphorylating kinase in various organisms [7,
8, 10, 11, 13, 15]. Phosphorylation on H3T3 appears first at the end of G2 phase of the cell cycle
and disappears during anaphase B (Figure 5 upper panel). H3T3ph is well marked in prophase.
At this stage, it is nuclear and more precisely located on condensing chromosome arms.
During prometaphase, phosphorylation is concentrated on centromeres in a region delimited
by centromeric CENP-A (inner centromere). The phosphorylation decreases rapidly at ana-
phase and can still be observed on telomeres present in the vicinity of Aurora B activity area on
the midzone. It is no longer detected on chromosomes, when cells are in late telophase
(Figure 5 upper panel) [6, 7, 13, 14].

The H3T3ph-dephosphorylating enzyme has been shown to be the PP1γ phosphatase specifi-
cally targeted to anaphase chromosomes by its regulatory subunit Repo-Man [37, 38]. Further
studies showed that Repo-Man targeting to chromosomes is negatively regulated through
Aurora B phosphorylation explaining the persistent H3T3ph signal observed on telomeres at
anaphase [37].

Histone H3 phosphorylated on threonine 3 is directly recognized by the conserved BIR
domain of Survivin, a member of the chromosomal passenger complex (CPC) [14, 19, 39], thus

Figure 4. Haspin depletion by siRNA. Immunofluorescence images of Haspin and control siRNA on U2 OS cells. Haspin-
depleted cells show chromosome alignment defects, impaired spindles, and ectopic spindle poles.
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anchoring the CPC at centromeres. The CPC is a complex of four subunits, Survivin, Borealin,
INCENP, and the Aurora B kinase. Aurora B is an essential kinase, which regulates mitotic
progression, including spindle assembly checkpoint, condensation, and chromosomal bi-
orientation and cytokinesis [40–42]. Additionally, Aurora B phosphorylates Haspin N-terminus

Figure 5. Haspin activity on Thr3 of histone H3. Upper panel, localization of Haspin activity on Thr3 of histone H3 along
the cell cycle in mammal cells. Lower panel, schematic representation of Haspin-aurora B positive feedback loop at
centromere.
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on several sites allowing its over-activation and creating a positive feedback loop triggering the
accumulation of CPC at the centromeres [14] (Figure 4 lower panel).

The recruitment of CPC at centromere is not only dependent on H3T3ph by Haspin. A second
parallel pathway involving histone H2A phosphorylation on Thr120 by Bub1 creates a binding
site for Shugoshin, a protein involved in the protection of centromeric cohesion. Shugoshin
binds directly to Survivin in yeast and to Borealin CPC member in human in a comparable
manner [14, 43, 44].

Therefore, one of the major functions of Haspin is, together with Bub1 kinase, to bring the CPC
at centromeres (Figure 6).

Haspin has been shown to be involved in chromosomal cohesion. Defects in chromosome
alignment in Haspin-depleted cells are probably due, at least in part, to a premature loss of
sister chromatid cohesion [6].

A recent study has demonstrated that, during mitosis, Haspin binds to the cohesin-associated
protein Pds5B [45]. During prophase and prometaphase, sister chromatids resolution occurs
through cohesion release upon binding of Wapl protein to Pds5B. Zhou et al. showed that
Haspin interaction with Pds5B inhibits Wapl binding, protecting from premature centromeric
cohesion loss [45].

5.5. Regulation of Haspin activity

The N-terminal domain of Haspin appears to be involved in both the intracellular localization
of the protein and in the regulation of its kinase domain activity. Indeed, it has been shown
that presence of the N-terminal domain changes the phosphorylation kinetics of Histone H3
substrate peptides, when compared to the catalytic C-terminal part alone, increasing the Km

for ATP and lowering the affinity for Histone H3 [10]. Thus, the N-terminal domain has the
potential to modulate the activity of the enzyme [10].

Figure 6. Haspin, together with Bub1, is required for anchoring the CPC at centromere. Svn: Survivin; INC: INCENP;
Bor: Borealin; Aur B: Aurora B; Sgo: Shugoshin; CPC: Chromosomal passenger complex.
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Haspin is expressed throughout the cell cycle [13, 46]. However, it is highly phosphorylated
during mitosis [13]. Phosphoproteomic studies showed that these phosphorylations are on the
N-terminal domain of the protein, where phosphorylation consensus sites for Cdk1, Plk1, and
Aurora B are present [45–47]. Phosphoryation events on the N-terminal domain at the onset of
mitosis trigger conformational changes and influence Haspin kinetics parameters (see above).
Haspin phosphorylation by Cdk1/cyclin B starts on T128 of human Haspin (T206 in Xenopus
laevis) [47, 48]. Gheniou et al. showed that Xenopus Haspin auto-inhibits itself during inter-
phase through a conserved basic site in its N-terminus part close to its kinase domain [47]. This
auto-inhibition is released through Cdk1 phosphorylation of Haspin N-terminus followed by
the recruitment of Plk1 on the Cdk1 phospho-site and its activation. Activated Plk1 phosphor-
ylates several sites on Haspin N-terminus releasing its activity in a timely manner at the
beginning of mitosis triggering H3T3 phosphorylation and CPC recruitment at centromeres
[47, 48]. Furthermore, Wang et al. showed that Aurora B further phosphorylates Haspin N-
terminus enhancing its ability to generate H3T3 phospho-sites for Survivin/CPC binding [49]
(Figure 5 lower panel). Another recent study showed that Aurora A also phosphorylates
Haspin N-terminus triggering the Aurora B/Haspin feedback loop [50].

Several reports showed that H3T3 phosphorylation by Haspin is regulated by modifications
on adjacent residues Arg2 and Lys4. As such, methylation on Arg2 as well as acetylation and
methylation on Lys4 strongly decreased the ability of Haspin to phosphorylate Thr3 [8, 51].
These results imply a likely epigenetic regulation of Haspin and Aurora B activities.

5.6. Haspin function in meiosis

Studies of Haspin function during meiosis were performed on mouse oocytes using small
molecule inhibitors and overexpression. Similarly to mitosis, Haspin phosphorylates Thr3 of
histone H3 [29, 46]. This phosphorylation is necessary for accurate meiosis including chroma-
tin condensation and formation of the microtubule assembly checkpoint, ensuring faithful
segregation of chromosomes during meiosis I [29, 46]. Furthermore, Haspin phosphorylation
on H3T3 has been shown to be required for Aurora C kinase proper localization during
meiosis [29, 46]. During meiosis I, in contrast to mitosis, where Haspin is involved in CPC
targeting to centromeres, Haspin regulates Aurora C localization to the inter-chromatid axis
[29, 30]. Inhibition of Haspin by 5-ITu showed a failure to organize microtubules and an
increase in microtubule organizing centers (MTOCs) as well as an impaired localization of
Aurora C at this location. These results suggested a new role for Haspin in the regulation of
MTOCs clustering during meiosis and Aurora C localization at MTOC supporting the idea of
different functions of Haspin in meiosis compared to mitosis [30].

6. Haspin as a therapeutic target

Mitotic protein kinases are considered as targets of choice for drugs developed by the pharma-
ceutical industry [52]. Because of its role in controlling the activity of Aurora B and in
maintaining the cohesion of centromeres and spindle poles, Haspin has become a relevant
target for cancer therapy and is considered as an emerging anti-mitotic drug target [53, 54].
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The fact that Haspin is an atypical ePK with a divergent structure may lead to the development
of inhibitors with fewer side effects [4, 5]. Haspin inhibitor CHR6494 described by Huertas
et al. showed antitumor activity in a xenograph mouse model [53]. Haspin is also
overexpressed in some malignant tumors such as Burkitt’s lymphoma and chronic lympho-
cytic leukemias [55, 56]. In addition, Haspin was identified in a whole kinome siRNA screen,
together with Plk1, as one of the top hit kinases, whose depletion decreased both cell viability
and estrogen receptor transcriptional activity in MCF7 breast cancer cells [57]. Thus, Haspin
may represent a new anti-cancer therapeutic target.

7. Haspin inhibitors

There are only few reports on conception of Haspin inhibitors (Figure 7). Most publications
reported the evaluation of molecules on a kinase panel, including Haspin kinase.

One of the first molecules used in researches on Haspin was the well-known 5-ITu for its
potent inhibition of adenosine kinase. This nucleotide-like molecule inhibits strongly Haspin
with IC50 ranged between 5 and 9 nM. Initially, 5-ITu was mostly used to get a better under-
standing of Haspin structure and could also be considered as a tool for biological studies. 5-ITu
was recently used to assess biological function of Haspin on the cell cycle, especially during
mitosis and meiosis (see above). Cuny et al. described the screening, synthesis, and biological

Figure 7. Haspin inhibitors described in the literature.
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evaluation of two compounds with interesting activities on Haspin [58]. The study was mostly
devoted to target Dyrk2 and Haspin kinases for their role on proliferating cells. After a
screening of 140,000 species, an acridine analog demonstrated an interesting profile, and
authors isolated LDN-192960, which showed remarkable inhibition of Haspin kinase
(IC50 = 10 nM). In 2012, the same team synthesized a library of harmine derivative with the
same amino-alkyl chain. The newly generated LDN-211898 is described as an inhibitor active
at submicromolar concentration against Haspin in an in vitro assay (100 nM). Recently,
Novartis realized a large screen using Melk inhibitors and found that the compound Melk8a
had the best inhibition potency against Haspin (IC50 = 190 nM). However, this compound also
showed activities below 1 μM of other kinases including Gsk3, Cdk2, Akt1, Flt3 and was
therefore not selective. This year, Pastor Fernández et al. described the synthesis of tricyclic
compounds as new kinases inhibitors [59]. Mostly, the patented molecules have strong activi-
ties against Cdk8, Cdk19, and Haspin, as shown for inhibitor L1 (IC50 = 9 nM). A similar
approach was used by Chen et al., who first described SGI-1776 as a Pim1 inhibitor [60]. In
vitro evaluation of this compound on a panel of kinases gave an IC50 of 34 nM on Haspin. This
study was the starting point for screening of other imidazopyridazine as strong Haspin
inhibitors. In 2012, Huertas et al. described in vitro, in cells, and in vivo activities of a little
imidazoipyridazine named CHR6494 [53]. This molecule seems to be an ATP competitive drug
commonly denominated as a type I kinase inhibitor showing a strong inhibition of Haspin
with a remarkable IC50 of 2 nM.

Kestav et al. developed another original type of inhibitors. They synthetized conjugates bear-
ing an aromatic fragment fused to a peptide mimicking the N-terminus of histone H3. Their
best compounds showed a Kd of 0.42 nM on Haspin kinase with a good selectivity index [61].

8. Conclusion

Haspin protein kinase was discovered two decades ago. Despite several years of research, the
only well characterized substrate, with a specific function, is Histone H3 Thr3. This atypical
kinase and its essential role in the regulation of CPC activity in space and time along mitosis,
through Thr3 phosphorylation of Histone H3, has become a very attractive subject. The latest
findings reviewed here show that there is still much to discover about the function and
regulation of this kinase. Although Haspin inhibitors have shown to be very useful tools in
dissecting the kinase function in diverse biological mechanisms within multiple organisms, we
expect to see their development toward therapeutic drugs in the coming years.
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Abstract

The three mitotic protein kinases Aurora-A, B and C are complementary enzymes that 
regulate multiple mitotic events. To do so, the different kinases must be locally activated, 
and the control of their activity is tightly regulated in time and space during mitosis. For 
instance, Aurora-A is first active at the centrosomes, then on microtubules at the spindle 
pole, Aurora-B is active in the nucleus, then at chromosome kinetochores and later one 
at the midbody. Aurora kinase activity is regulated in space and time by locally binding 
to regulators. Aurora kinases must bind to protein partners to be activated. Aurora-A for 
instance binds to targeting protein for Xenopus kinesin-like protein 2 (TPX2) and is activated 
at the spindle pole, Aurora-B and Aurora-C to INner CENtromer Protein (INCENP) and is 
activated on the chromosomes. These activations go through an autophosphorylation of 
a threonine residue in the T-loop of the kinase. Other protein partners are using different 
mechanisms to activate Auroras. These allow activation of the kinase at different time and 
location in the cell. This review is an up-to-date list of regulators of Aurora kinases. The sub-
cellular localization of these regulators explains the presence of an active Aurora kinase. It 
also explains the changes in the localizations of the Aurora kinases activity observed during 
cell cycle progression in mitosis. Aurora kinases have been recently reported to be involved 
in nonmitotic events, and the identity of their activators in these events must be searched.

Keywords: Aurora kinase, regulation, posttranslational modification

1. Introduction

During the process of division, the cell goes through two main phases such as interphase and 
mitosis that is followed by the physical separation of the two daughter cells. During interphase, 
the cell duplicates its contents that will be segregated during mitosis to generate two daughter 
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cells. The whole process lasts about 24 h in the case of human cells during which mitosis takes 
only 1 h. This short phase is highly regulated by phosphorylation and dephosphorylation reac-
tions [1]. Among the key protein kinases involved, there are cyclin-dependent kinase 1 (CDK1), 
polo-like kinase 1 (Plk1), NIMA-related kinase 2 (Nek2) and the Aurora kinases (Aurora-A, B 
and C) [2]. The three mitotic protein kinases Aurora-A, B and C are complementary enzymes 
that regulate multiple mitotic events [3].

During mitosis, the cell segregates its two centrosomes that migrate around the nucleus to 
reach opposite position. The nuclear membrane breaks down, and the chromatin starts to 
condense to form chromosomes. Microtubules nucleate from both the centrosomes and the 
chromosomes to form a bipolar spindle [4]. The force exerted by the spindle microtubules 
contributes to the alignment of chromosomes on the metaphase plate. This event is immedi-
ately followed by the separation of each pair of sister chromatids and the beginning of their 
migration to the two opposite poles of the cell. The last part of the migration is driven by the 
central spindle, assembled at the future site of cell division. A constriction ring is assembled 
around the cell at the exact same location that will contribute to the separation of two volumes 
corresponding to the two daughter cells [5]. The physical separation of the two cells, abscis-
sion, will occur later on during the following interphase.

Aurora-A localizes at both the centrosomes and the spindle poles. The kinase activity is 
required for microtubule nucleation during bipolar spindle assembly and during central spin-
dle formation [6]. Aurora-B is part of the Chromosome Passenger Complex (CPC), it localizes 
at chromosome kinetochores from prophase to metaphase and at the midbody from anaphase 
to telophase [7]. Its kinase activity is responsible for the massive phosphorylation of the Ser10 
of histone H3 in mitosis. Aurora-B corrects the wrong attachments of microtubules to kineto-
chores during prometaphase [8]. During exit from mitosis, Aurora-B is required for cytoki-
nesis. Aurora-C that is mainly involved in meiosis can replace Aurora-B during mitosis [9].

In vitro, the three kinases share the same substrates, such as histone H3. In vivo, to fulfill their 
function, the three kinases are differentially localized and also locally activated, and the con-
trol of their activity is then tightly regulated in time and space during mitosis. For instance, 
Aurora-A is initially active in the cytoplasm and at the centrosomes in the end of G2, then on 
microtubules at the spindle pole during prometaphase. Aurora-B is active in the nucleus by 
the end of G2, then at chromosome kinetochores in prometaphase and later at the midbody 
during anaphase and telophase. To achieve such regulation in space and time Aurora kinases 
are locally activated by binding to activators.

2. Bipolar spindle assembly

2.1. Aurora-A and TPX2

Targeting protein for Xenopus kinesin-like protein 2 (TPX2) is the best-characterized Aurora-A 
activator. It is a 100-kDa protein expressed from G1/S transition to cytokinesis and then rap-
idly degraded [10, 11]. TPX2 was first identified as a binding partner of the plus end-directed 
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Xenopus kinesin-like protein 2 (Xklp2) [12]. TPX2 helps localizing Xklp2 to the spindle pole in 
prometaphase and metaphase [13, 14].

In interphase, from S to G2, TPX2 localizes to the nucleus where it is sequestered by importin 
alpha. In mitosis, TPX2 is released from the importin by RanGTP in the vicinity of the spindle. 
RanGTP produced by the chromosome protein RCC1 (RanGEF) is localized as a gradient 
around the chromosomes. It is only when the nuclear membrane breaks down that TPX2 can 
reach the centrosome to bind Aurora-A, to activate and re-localize Aurora-A protein on micro-
tubules at the spindle pole [15–17].

The binding of TPX2 to Aurora-A induces a conformational change in the kinase in a way that 
the phosphorylated threonine of the activation loop (T288 in human) is better protected from 
phosphatase activity (PP1 in particular) [18]. Phosphorylation of T288 or binding to TPX2 
triggers activation of Aurora-A activity independently, but both the events are synergistic 
[19]. Most importantly, because binding of TPX2 to Aurora-A changes the conformation of the 
kinase, it modifies the affinity of the substrates for the kinase as well as the affinity of kinase 
inhibitors [20].

2.2. Aurora-A and CEP192

Centrosomal protein of 192 kDa (Cep192 ) was named after a proteomic analysis of the centro-
some composition [21]. Cep192 is a protein involved in centrosome maturation and bipolar 
spindle assembly [22]. These functions correspond to those described for Aurora-A [23, 24], 
and indeed, Cep192 activates Aurora-A at the centrosome to control mitotic spindle assembly 
[25]. The mechanism by which Cep192 activates Aurora-A is different from TPX2. Cep192 is 
a scaffold protein that brings together two molecules of Aurora-A. Within the dimer, each 
Aurora-A molecule phosphorylates its neighbor on T288, leading to the complete activation 
of the kinase. This activation takes place at the centrosome early in mitosis. Aurora-A is then 
presumably released from Cep192 to bind to TPX2 and to move on the spindle poles [25].

2.3. Aurora-A and Maskin/TACC3

Maskin is a Xenopus laevis protein that got its name by the fact that it regulates RNA transla-
tion. Maskin links the 5′cap and the 3′UTR of the mRNA, creating a closed structure that can-
not be translated [26]. During Xenopus laevis oocyte maturation, phosphorylation of Maskin 
by Aurora-A is required for the control of sequential mRNA translation [27]. Maskin is not 
only a substrate of Aurora-A, but it is also an activator of its kinase activity as binding of 
Maskin to Aurora-A induces a sevenfold stimulation of its kinase activity [27]. Whether 
Maskin affects the phosphorylation of threonine in the activation loop of the kinase has not 
been investigated yet.

The human homologue of Maskin is transforming acidic coiled-coil containing protein 3 
(TACC3) and D-TACC in Drosophila melanogaster. Phosphorylation of D-TACC or TACC3 by 
Aurora-A is required for its centrosome localization [28], microtubule nucleation during bipo-
lar spindle assembly [29–31] and during central spindle assembly [32]. Conversely, the activa-
tion of Aurora-A by TACC3 or D-TACC has not been demonstrated yet.
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2.4. Aurora-B and INCENP

INner CENtromer Protein (INCENP) participates to the chromosome passenger complex 
(CPC) together with Aurora-B, Survivin and Borealin [33]. The complex controls multiple 
events during mitosis: from chromosome condensation and segregation to cytokinesis [34]. 
Aurora-B is carrying the kinase catalytic activity of the CPC, while INCENP is the activator 
of the kinase.

Binding of INCENP to Aurora-B is essential to the function of the kinase such as chromosome 
segregation and cytokinesis [35, 36]. Just like binding to TPX2 triggers activation of Aurora-A 
through autophosphorylation of T288 in its activation loop, binding to INCENP triggers acti-
vation of Aurora-B through autophosphorylation of T232 in its activation loop [37, 38]. Both 
the kinases and the modes of activation are so closed that a single amino acid change (G198 to 
N) transforms the activator of Aurora-A from TPX2 to INCENP. The demonstration has been 
made in Xenopus [39] and human [40].

In term of evolution, it is striking to note that Drosophila melanogaster genome do not con-
tain any gene coding for a TPX2. Ssp1/Mei-38 would be the closest TPX2-related protein 
in Drosophila. Ssp1/Mei-38 possesses a microtubule-binding domain but lacks the Aurora- 
A-binding domain, indicating that it cannot activate Aurora-A [41].

3. G2/M transition

3.1. Aurora-A and Ajuba

Ajuba means curiosity in Urdu, an Indian dialect. Ajuba is a LIM domain-containing protein 
that serves as a scaffold to build numerous protein complexes. The LIM domain is a Zinc fin-
ger structure [42]. Ajuba was first reported to bind to Aurora-A at the centrosome in late G2 
and to trigger the kinase activation through autophosphorylation of T288. Ajuba would then 
participate to the activation of Aurora-A and the commitment to mitosis (Figure 1) [43] . It 
was also suggested that Ajuba interacts with the N-terminal domain of Aurora-A to release its 
inhibitory binding to the C-terminal catalytic domain of the kinase [43]. Aurora-A activation 
by Ajuba would be a two-step mechanism, binding to the N-terminal domain of the kinase 
and triggering autophosphorylation of T288 [44]. The activation of Aurora-A by Ajuba has 
not been observed In Xenopus laevis [45]. In Drosophila melanogaster, although Ajuba does not 
activate Aurora-A, the protein is necessary to maintain Aurora-A at the centrosome [46].

3.2. Aurora-A and Nucleophosmin

Nucleophosmin (NPM) is a nucleolar protein involved in multiple functions: histone chaper-
oning, ribosome biogenesis, mitotic spindle assembly, genome stability, apoptosis and cancer 
[47]. Like Aurora-A, NPM localizes to the centrosome where it is required for centrosome 
duplication [48]. Depletion of NPM leads to the formation of disorganized spindles, a pheno-
type observed after Aurora-A depletion [49]. NPM is also a strong interactor of Aurora-A, and 
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both proteins interact at the centrosome late in G2. Binding of NPM triggers a phosphoryla-
tion event on the kinase. The active Aurora-A, already phosphorylated on T288, undergoes 
a second autophosphorylation on serine 89 which induces a very strong stimulation of its 
kinase activity [50]. This stimulation is required at the centrosome in particular for the phos-
phorylation of S353 on the phosphatase CDC25B involved in the activation of CDK1/cylin B 
for G2/M transition. Surprisingly, the stimulation of Aurora-A by NPM is not required for the 
phosphorylation of T210 that activates PLK1 in the end of G2 [50] (Figure 1).

3.3. Aurora-A and Bora

Bora was identified in a genetic screen setup to search for mutations affecting the develop-
ment of Drosophila melanogaster external sensory (ES) organs [51]. The gene was named Bora 
for Aurora-A Borealis because the phenotypes of Bora and Aurora-A mutants were similar. 
Bora binds to Aurora-A in vitro, is phosphorylated but also activates the kinase in Drosophila 
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and human. In vitro, Bora can activate Aurora-A in the presence of PP1 (seven- to eightfold), 
suggesting that the mechanism used by Bora might be identical to TPX2 although it was not 
demonstrated that Bora triggers autophosphorylation of Aurora-A on threonine in the kinase 
activation loop [51]. However, when expressed at physiological levels, Bora does not co-
immunoprecipitate with Aurora-A, and on the contrary, it immunoprecipitates with PLK1. 
Furthermore, depletion of Bora does not affect phosphorylation of T288 [52]. Eventually, it was 
demonstrated that Bora binds to the Polo-Box Domain of Plk1 (PBD) to relieve the auto-inhibi-
tion of PBD and to expose the T210 of the activation loop to Plk1-activating kinase. Aurora-A 
then binds to Bora, gets activated and activates Plk1 by phosphorylating T210 (Figure 1) [52, 53]. 
This activation of Plk1 by Aurora-A through the interaction with Bora occurs in G2.

3.4. Aurora-A and AlBp1

AIBp1 (AIK binding protein, AIK stands for Aurora/Ipl1-related kinase) is thus an Aurora-A 
binding protein but also a hNinein binding protein. Depletion of AIBp1 gives phenotypes typ-
ical of Aurora-A: bipolar mitotic spindle defects [54]. Binding of AIBp1 to Aurora-A increases 
its kinase activity in vitro [54]. In vivo expression of AIBp1 increases T288 phosphorylation on 
Aurora-A, whereas its depletion decreases T210 phosphorylation on Plk1 [55]. These data are 
reminiscent of the effect of Bora on both Aurora-A and Plk1 [52, 53]. It was then proposed that 
AIBp1 plays the same role as Bora but in a hNinein signaling pathway.

4. Actin network

4.1. Aurora-A and HEF-1/NEDD9/Cas-L

Human enhancer of filamentation 1 (HEF1) or neural precursor cell expressed, developmen-
tally down-regulated 9 (NEDD9) or Crk-associated substrate related, lymphocyte-type (Cas-L) 
is a scaffolding protein that localizes to focal adhesions in interphase cells and to the mitotic 
spindle in M-phase. It participates in integrin-dependent signaling processes, such as cell 
attachments, cell migration and cell survival [56]. Cells depleted with HEF-1 show a decrease in 
T288 phosphorylation of Aurora-A, indicating that HEF-1 is required for activation of Aurora-A 
kinase in vivo. In vitro both proteins directly interact, and when increasing levels of HEF-1 are 
added to Aurora-A, an increase of T288 phosphorylation and its kinase activity are observed 
[57]. Interaction of HEF-1 with Aurora-A occurs in G2, during which the activation of Aurora-A 
by HEF-1 induces phosphorylation of HEF-1 and inhibition of the interaction. Interaction of 
HEF-1 with Aurora-A plays a critical role in primary cilia disassembly upon reentry in the cell 
cycle after Go arrest. In this particular case, HEF-1-activated Aurora-A phosphorylates and acti-
vates HDAC6, which in turn deacetylates the tubulin that is sufficient to provoke cilia resorp-
tion [58]. The activation of Aurora-A in the process of cilia disassembly is also dependent on 
Ca2+ and calmodulin (CaM) that are required for Aurora-A to bind to its activators [59].

4.2. Aurora-A and PAK-1

p21-Activated protein kinase-1 (PAK-1) regulates cell motility and morphology [60, 61] and 
is involved in focal adhesion disassembly through the PAK-PIX-GIT complex, PIX is a Rac 
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GTP exchange factor and GIT is a G-protein-coupled receptor kinase-interacting protein [62]. 
This complex is also active at the centrosome, and when Pak1 is activated it dissociâtes from 
the PIX-GIT to phosphorylate and activate Aurora-A [63]. The activation goes through phos-
phorylation of the T288 in the activation loop, but there was also a phosphorylation of S342 
in the C terminal end of the kinase. Although T288 is known to be an activation site, S342 is 
rather known to inhibit Aurora-A kinase activity when phosphorylated. This has been shown 
in Xenopus laevis where the phosphorylation of S349 (human S342) downregulates Aurora-A 
in vitro [64] and in vivo during oocyte maturation between Metaphase I and Metaphase II of 
meiosis [65]. The same data have been reported in human where phosphorylation of S342 was 
observed in G2 upon DNA damage to inhibit Aurora-A, avoiding mitosis entry in the pres-
ence of lesions [66]. This discrepancy has not been solved yet.

4.3. Aurora-A and ILK

Integrin-linked kinase (ILK), like PKA-1, is a protein kinase involved in cell adhesion, and 
the kinase links the extracellular matrix to the actin cytoskeleton [67, 68]. ILK has also been 
observed in centrosome where it associates with TACC3/Ch-TOG, and its kinase activity is 
required for Aurora-A interaction with TACC3 [69]. ILK acts upstream of Aurora-A that in 
turn phosphorylates TACC3 on S558, to control microtubule nucleation [70, 71]. How ILK 
controls Aurora-A activity toward TACC3 is unknown.

4.4. Aurora-A and Arpc1b

Arpc1b is a component of the seven-subunit protein Arp2/3 complex involved in new actin 
filament nucleation and polymerization [72]. Arpc1b localizes on centrosome in G2 and 
interacts with Aurora-A only if Arpc1b has been previously phosphorylated on T21 by Pak-
1. Arpc1b is also a substrate of Aurora-A, and the kinase phosphorylates wild-type Arpc1b 
but not the T21A mutant. This phosphorylation by Aurora-A is required for the interaction 
of Arpc1b with Arpc2 [73]. On the other hand, Arpc1b is an activator of Aurora-A in vitro 
and in vivo, and binding to Arpc1b triggers T288 autophosphorylation just like TPX2 does. 
Depletion of Arpc1b leads to a decrease on T288 as well as a decrease of its activity toward 
substrates such as PLK1 or histone H3 [73].

5. Ubiquitylation

Ubiquitination corresponds to a posttranslational modification (PTM) of proteins during 
which 76 amino-acid peptides are covalently linked to a protein, usually on lysine residues. 
It requires a multistep reaction: it needs 1) an E1 enzyme that will activate the ubiquitin, then 
2) an E2 enzyme that will conjugate the ubiquitin and finally 3) an E3-ligase that will catalyze 
the transfer of ubiquitin peptide on the protein substrate [74].

5.1. Aurora-A and CUL3-KLHL18

The multiprotein complex E3 ubiquitin ligases of the cullin-RING-type ubiquitin ligase fam-
ily include eight members in human. In the case of Cul3, the broad-complex, tramtrack and 
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bric-a-brac (BTB) domain-containing proteins like KLHL18 (Kelch-like) serve to recognize the 
ubiquitin substrate [75]. There are about 200 BTB proteins in human with various functions 
not all being Cul3 adaptors [76]. Cul3 and KLHL18 localize at the centrosome in late G2, and 
the depletion of each of the protein provokes a delay in the G2/M transition that has been 
attributed to a default in Aurora-A phosphorylation on T288 and consequently a default in 
the kinase activation at the centrosome [77]. The activation of Aurora-A by Cul3-KLHL18 
involved a nonproteasomal ubiquitination of the kinase; however, the activation is not a 
direct effect of ubiquitination (Figure 2). Although the mechanism of activation is not fully 
understood, the hypothesis is that ubiquitination of Aurora-A could facilitate the interaction 
of the kinase with its activators in late G2, such as Ajuba or Cep192 for instance (Figure 1).

5.2. Aurora-B and CUL3-BTB proteins

Aurora-B unlike Aurora-A binds to three different BTB proteins KLHL9, KLHL13 and KLHL21, 
and all three substrate adaptors participate to Cul3 complexes that ubiquitinate Aurora-B 
in vivo and in vitro [78, 79]. Like for Aurora-A, the ubiquitination of Aurora-B does not lead to 
any degradation of the kinase, although depletion of Cul3, KLHL9 and KLHL13 mimics deple-
tion of the 26S proteasome [78]. On the contrary, ubiquitination by Cul3-KLHL9, −KLHL13 or 
KLHL21 regulates the kinase localization during mitosis. In the absence of KLHL9 or KLHL13, 
instead of moving to the kinetochore region, Aurora-B remains on chromosome arms during  

Figure 2. Cul3-dependent ubiquitination of Aurora kinases. Aurora-A is targeted by KLHL18, while Aurora-B by KLHL9, 
KLHL13 and KLHL21. Ubiquitination of Aurora-B localizes the protein, while ubiquitination of Aurora-A stimulates 
binding of the activators.
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prometaphase/metaphase [78]. In the absence of KLHL21 instead of moving to the midzone, 
Aurora-B remains on anaphase chromosomes (Figure 2). In this last case, it is the whole CPC com-
plex with Aurora-B, INCENP, Survivin and Borealin that remains on anaphase chromosomes [79].

Although KLHL9, KLHL13 and KLHL21 are substrate adaptors, their localizations do not 
really fit to their function. KLHL9 and KLHL13 have not been found on chromosomes for 
instance. On the other hand, KLHL21 does localize to the midzone where it could bring Cul3 
to ubiquitinate Aurora-B, but even in this case KLHL21 should be at the kinetochore to ubiqui-
tinate Aurora-B to target it to the midzone. The proposed hypothesis to explain this discrep-
ancy is the high turnover of Aurora-B on its localization.

5.3. Aurora-A, Aurora-B and FBXW7

FBXW7 is an F-box protein participating to Skp, Cul1, F-box containing complex (SCF), a mul-
tiprotein E3 ubiquitin ligase complex that ubiquitinates proteins to be degraded by the protea-
some. There are 69 F-box proteins coded by the human genome. Like KLHL proteins for Cul3, 
F-box proteins target the ubiquitin ligase complex to Cul1 substrates. FBXW7 binds to Aurora-A 
and Aurora-B and participates to their ubiquitination in vivo and in vitro [80, 81]. Depletions 
of FBXW7 stabilize both protein kinases levels in vivo, indicating that the FBXW7-dependent 
ubiquitination leads to the degradation of the kinases by the proteasome [81, 82]. F-box pro-
teins usually recognize phosphorylated proteins, and FBXW7 for instance binds to Aurora-A 
previously phosphorylated by GSK3β on S245 and S387 [81] (Figure 3). Phosphorylation sites 
involved in Aurora-B/FBXW7 have not been identified, and the kinase involved is not known.

Figure 3. Cul1-dependent ubiquitination of Aurora kinases. Both Aurora-A and Aurora-B are targeted by FBXW7 F-box 
for ubiquitination. Aurora-A must be previously phosphorylated by GSK3β, while the kinase phosphorylating Aurora-B 
is unknown. Ubiquitination triggers degradation.
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5.4. Aurora-A, Aurora-B and Cdh1

Cdc20-homologue 1 (Cdh1) is an activator and substrate adaptor of the E3 Ubiquitin ligase 
APC/C (Anaphase Promoting Complex/cyclostome). Cdh1 recognizes proteins containing a 
D-box (destruction box) (motif…RxxL…) and a KEN-box (motif …KEN…). All three Aurora 
kinases (A, B and C) contain a D-box in the carboxy end of the protein [83]. Both Aurora-A and 
B are ubiquitinated and degraded in a D-box-dependent manner [83, 84] although there are 
conflicting reports regarding Aurora-B [85]. Whether Aurora-C is degraded through its D-box 
remains also an open question. The Cdh1-dependent degradation of Aurora-A was demon-
strated in both Xenopus and human [86, 87]. A new sequence required for the Cdh1-dependent 
degradation was discovered in Aurora-A from different species that was absent in Aurora-B 
and C. This sequence in the NH2 terminal end of the protein was named simultaneously 
A-box (for only in Aurora-A) [88] and DAD-box (for D-box-activating domain) (Figure 4) [89]. 
Interestingly, the A-box of Aurora-A contains a Serine at position 51 that when phosphory-
lated stabilizes the protein by inhibiting the functionality of the A-box [86, 90].

When tested in Xenopus laevis extracts Aurora-B was not found to be degraded in a Cdh1-
dependent manner, it does contain a D-box but no A-Box, and only a chimera protein Aurora-A/
Aurora-B containing Aurora-A A-box and Aurora-B D-box could be degraded in the extract 
[88, 89]. However, study in human finally revealed that Aurora-B contains also a functional 
D-box recognized by Cdh1 [84]. Interestingly, the same authors report that the KEN-box in 
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Aurora-B is required for Cdh1-dependent degradation. The discovery of a functional A-box 
in Aurora-B was more surprising, and since the box is not only present in Aurora-A, the name 
DAD-box seems now more adequate than A-box to name it. Finally, Aurora-B needs three 
functional boxes to be degraded in a Cdh1-dependent manner from the NH2 to the COOH 
end: a KEN-Box (KEN), an A-box (QRVL) and a D-box (RxxL) [85].

6. Sumoylation

Sumoylation resembles ubiquitination, and it is a posttranslational modification correspond-
ing to a covalent attachment of a one or several SUMO proteins (100 amino acids) to a sub-
strate. SUMOs stands for small ubiquitin-related modifiers, and there are now about ten 
different ubiquitin-like modifiers including ubiquitin and SUMO [91]. Like for ubiquitination, 
the sites of sumoylation are lysine residues, and the modification occurs also in a three-step 
reaction by E1, E2 and E3 ligases.

Both Aurora-A and Aurora-B are sumoylated in vivo on a lysine residue located in the sequence 
…IHDRIKPEN… conserved in all Aurora kinases [92, 93].

Aurora-A is sumoylated on K249, and expression of the Aurora-A mutant K249R that cannot 
be sumoylated affects spindle assembly and potentiates the oncogenic property of the kinase 
[93]. Aurora-B is sumoylated on lysine 207, and expression of the Aurora-B mutant K207R 
affects chromosome segregation and cytokinesis [92]. Interestingly enough, sumoylation of 
Aurora-A or Aurora-B does not affect the kinase activity in vitro indicating that sumoylation is 
probably playing required for the localization of the protein or for protein-protein interaction. 
The exact function of Aurora sumoylation remains to be found.

7. Poly(ADP-ribosyl)ation

Poly(ADP-ribosyl)ation (PARylation) is a covalent modification of protein that can be catalyzed 
by 16 different Poly(ADP-ribose) polymerases (PARP) that attach multiple ADP-ribose units on 
substrate proteins by hydrolyzing NAD+. The reverse reaction is insured by Poly(ADP-ribose) 
glycohydrolase (PARG) (three isoforms) and several ADP ribose hydrolases [94, 95]. Only 
Aurora-B is PARylated in vivo, and interestingly enough, the modification occurs in the pres-
ence of DNA damage [96]. PARylation of Aurora-B leads to a decrease of Serine 10 histone H3 
phosphorylation, indicating a loss of Aurora-B kinase activity. The kinase directly interacts with 
PARP-1 and PARP-2, and both enzymes can PARylate Aurora-B and inhibit its activity [96].

8. Phosphorylation

Aurora kinases belong to a family of protein kinases that need to be phosphorylated on a 
threonine residue in its T-loop to be active [97]. Aurora-A must be phosphorylated on T288, 
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Aurora-B on T232 and Aurora-C on T198 and T202 [37, 98, 99]. These phosphorylations are 
autophosphorylation events that occur in the presence of an activator such as TPX2 for 
Aurora-A or INCENP for Aurora-B and C [16, 99]. Aurora-A has two other levels of regulation 
controlled by phosphorylation. The kinase activity can be upregulated by autophosphoryla-
tion of S89 in the presence of nucleophosmin, as described above [50]. Aurora-A can also be 
downregulated by phosphorylation of S342 [64]. In vivo, phosphorylation of S342 occurs in the 
presence of DNA damages during G2 and depends on the activation of the checkpoint kinase 
Chk1 [66, 100]. Is Aurora-A a direct target of Chk1 or the target of a kinase downstream of 
Chk1 remains an open question.

Since Aurora kinases are phosphorylated, they are obviously targeted by phosphatases. 
T288 in Aurora-A and T232 in Aurora-B for instance are dephosphorylated and inactivated by 
type 1 protein phosphatase [101, 102]. T288 is also dephosphorylated by PPP6 that specifically 
target Aurora-A when bound to TPX2 [103]. These dephosphorylations inactivated Aurora 
kinase activity.

As discussed above, Aurora-A degradation by APC/C-CDH1 depends on the presence of an 
A-box in the kinase and phosphorylation of S51 within the human A-box inhibits this degra-
dation process [64]. Although the kinase responsible for this phosphorylation remains to be 
identified, the phosphatase PP2A insures its dephosphorylation [104].

9. Conclusion

Since their discovery, Aurora kinases have become priority targets for the development of 
inhibitors for cancer treatments [105]. But their regulation takes multiple forms, adding dif-
ficulties in developing the efficient drugs targeting the kinases. This review tends to report 
a nonexhaustive list of posttranslational modifications (PTMs) affecting the functions of the 
kinases. These PTMs can be used as biomarkers, like the phosphorylation of T288 in Aurora-A 
frequently used to measure the kinase activity in vivo, and this test is currently questioned 
[106]. More interestingly, these PTMs can be used to design original inhibitory strategies 
different from those targeting the kinase active site. The binding of TPX2 to Aurora-A for 
instance has been targeted to search for Aurora-A inhibitor [107]. This kind of approach tar-
geting PTMs offers broad prospects for specific inhibition of Aurora kinases. Many new inhib-
itors should then be discovered in the coming years.
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Abstract

Multisite phosphorylations on a single polypeptide mediated by protein kinase(s) are 
commonly observed. In some cases, hierarchical phosphorylations occur when first prim-
ing event triggers second processive phosphorylation. Hierarchal multisite phosphoryla-
tion that is mediated by a priming kinase and a processive kinase is a fail-safe system that 
accurately regulates physiological processes, including cell cycle progression, survival, 
migration, metabolism, differentiation and stem cell renewal. Here, we summarize the 
findings of cancer-associated priming kinases (CK1 and DYRK family) and processive 
kinase (GSK3). GSK3 has an unusual ability to accurately regulate the wide variety of 
cellular processes via the priming phosphorylation of its substrates. Therefore, dysregu-
lation of priming phosphorylation gives rise to pathological disorders such as cancer.

Keywords: priming phosphorylation, multisite phosphorylation, hierarchical  
phos phorylation, priming kinase, CK1, DYRK1A, DYRK2, processive kinase, GSK3, 
NFAT signaling, Wnt signaling, β-catenin, SCF, β-TRCP, FBW7, LRP signalosome, 
protein stability, cancer

1. Introduction

Protein phosphorylation is the most frequent post-translational modification that regulates 
the function, interaction and stability of various proteins. Multisite phosphorylations on a 
single polypeptide, which are mediated by protein kinase(s), are commonly observed. In 
some cases, hierarchical phosphorylations occur when first phosphorylation event triggers 
second subsequent phosphorylation. Here, such a first phosphorylation is called as “prim-
ing phosphorylation.” Priming phosphorylation is mediated by “priming kinase” and serial 
phosphorylation is mediated by “processive kinase” (Figure 1).

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Processive kinases, such as glycogen synthase kinase 3 (GSK3), are ubiquitously expressed 
in mammalian tissues and involved in numerous cellular processes. In this context, priming 
kinases provide a basis for selective action of the individual cellular process regulated by 
processive kinases.

Hierarchical multisite phosphorylations by the priming kinase and the processive kinase are the 
fail-safe mechanism that accurately regulates physiological processes, including cell cycle pro-
gression, survival, migration, metabolism, differentiation and stem cell renewal. Therefore, loss 
of priming phosphorylation caused by impairment of priming kinases gives rise to pathological 
disorders, such as cancer.

2. Priming kinases

2.1. Casein kinase 1 (CK1)

The casein kinase 1 (CK1) family is evolutionary conserved serine/threonine protein kinases 
that are ubiquitously expressed in eukaryotic organisms from yeast to human [1]. In human, 
six CK1 isoforms (α, γ1, γ2, γ3, δ and ε) are encoded by distinct genes. These isoforms differ 
in length and sequence of N-terminal and C-terminal domain [2, 3].

The name casein kinase arose from the protein kinase activity using casein as an in vitro sub-
strate [4]. Because casein is a highly phosphorylated protein, the casein kinase was initially 
characterized by a phosphate-directed protein kinase [5, 6]. However, it became evident that 
CK1 does not only phosphorylate phospho-primed substrates but also displays a prominent 
phosphorylation activity targeting the site that contains cluster of acidic amino acids, imme-
diately N-terminal (−1 to −5) of the phospho-acceptor site [7–9]. The canonical consensus 
sequence for CK1 is shown in Figure 2.

Figure 1. Schematic illustration of multisite phosphorylation mediated by a priming kinase and a processive kinase.
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Members of the CK1 family are ubiquitously expressed but their expression levels differ in 
tissue and cell type [10–12]. Recently, an increasing number of substrate proteins have been 
identified, which are phosphorylated by CK1 family in vitro and in vivo [2, 13, 14]. According 
to a global weblogo analysis to a database of 35,000 non-redundant phosphosites, CK1 targets 
are responsible for the generation of 9.5% of the human phosphoproteome [15].

The wide range of substrates suggests that the members of CK1 family regulate diverse and 
important cellular functions. For instance, they are involved in Wnt signaling, Hedgehog sig-
naling, Hippo signaling, neurodegenerative disease, circadian rhythms, vesicular trafficking, 
cytoskeleton dynamics, nuclear localization, DNA processing and repair, apoptosis, cell divi-
sion, proliferation and differentiation [2, 13, 14, 16]. Consequently, deregulation or dysfunc-
tion of CK1 in these pathways responsible for growth, proliferation, and apoptosis may result 
in pathological condition, such as tumorigenesis [3, 17, 18]. CK1δ and CK1ε isoforms are over-
expressed and activated in many tumor types, such as colon and pancreatic cancers [19, 20]. 
By contrast, the downregulation of CK1α leads to increased proliferation and invasive growth 
of melanoma cells [21, 22].

Figure 2. Consensus sequence of priming kinases and processive kinases. (E,D)n denotes acidic amino acids cluster; X 
denotes any amino acid and S/T denotes Ser or Thr. CK1 recognizes the negatively charged amino acid cluster. DYRK1A 
is a proline- and arginine-directed kinase. DYRK2 is a proline-directed kinase. GSK3 typically phosphorylates “primed” 
substrate that is pre-phosphorylated by a priming kinase. CK1 also behaves as a phosphate-directed processive kinase.
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2.2. Dual specificity tyrosine phosphorylation-regulated kinases (DYRKs)

Dual specificity tyrosine phosphorylation-regulated kinase (DYRK) family is an evolution-
ally conserved eukaryotic protein kinases belong to CMGC protein kinase group [23, 24]. In 
human, five DYRK members (DYRK1A, DYRK1B, DYRK2, DYRK3 and DYRK4) are encoded 
by distinct genes [25].

Their kinase activity depends upon the autophosphorylation of a tyrosine residue in activa-
tion loop of catalytic domain [26, 27]. The autophosphorylation of tyrosine is an intramolecu-
lar event that is mediated by a short-lived translational intermediate of itself [28–30]. Once 
phosphorylated on the tyrosine residue, DYRKs lose tyrosine kinase ability and retain only 
serine/threonine kinase ability. Although DYRKs are potentially proline-directed kinase, they 
differ in their target recognition sequence and its preference for an arginine residue is a fea-
ture of DYRK1A but not of DYRK2 and DYRK4 [31–34]. The canonical consensus sequence for 
DYRK1A and DYRK2 is shown in Figure 2.

With some exceptions [35–37], DYRK1A and DYRK2 have been characterized as a poten-
tial tumor suppressor [38–49]. In contrast, DYRK1B (also known MIRK), closely related to 
DYRK1A, have been characterized as a positive regulator of cancer cell survival [50–61]. It is 
still not known to the details of the biological functions for DYRK3 and DYRK4.

Human DYRK1A is the most well-characterized member in the DYRK family [62, 63] because 
the gene is localized in the down syndrome (DS) critical region in chromosome 21 [64–67]. In 
mouse, DYRK1A is essential for embryonic development, especially in the nervous systems, 
and unbalanced gene dosage causes developmental delay and abnormal brain morphology 
[68–75]. In neuronal progenitor cells, overexpression of DYRK1A bring to the attenuation of 
cell proliferation that promotes the switch to a quiescent state or differentiation. DYRK1A 
mediates direct phosphorylation of p53 at Ser-15 that leads to the induction of p53 target 
genes, such as p21CIP1, and impaired G1/G0-S phase transition [76].

It is known that individuals with DS have a significantly reduced incidence of solid tumors 
[77–79]. DS model mouse exhibits that considerable growth protection against transplan-
tation of allogeneic tumors is caused by a deficit in tumor angiogenesis arising from sup-
pression of nuclear factor of activated T cells (NFAT) transcriptional regulator pathway 
[38]. DYRK1A phosphorylates NFAT proteins in nucleus, thereby priming the subsequent 
phosphorylation by additional kinases (GSK3 and CK1), then fully phosphorylated NFAT 
proteins are exported from the nucleus to the cytoplasm (Figure 3). Cytoplasmic accu-
mulation of NFAT proteins represses the NFAT pathway associated with tumor progres-
sion [80]. Paradoxically, children with DS have a remarkably increased risk of developing 
leukemias, including most types of acute megakaryoblastic leukemia (AMKL) and acute 
lymphoblastic leukemia (ALL). It has been suggested that DYRK1A is also a potent AMKL-
promoting gene that modulates megakaryoblastic expansion through the inhibition of the 
NFAT pathway [35].

Although precise regulation of NFAT pathway is essential for vertebrate development and func-
tion, NFAT isoforms are overexpressed and activated in human solid tumors and leukemias. 
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This aberrant expression of NFAT proteins leads to the induction of the target genes that pro-
mote malignant phenotype that is associated with tumor progression, such as proliferation, 
survival, migration and invasion [80–82]. In the basal state, NFAT proteins are sequestered and 
inactivated as a phosphorylated form in the cytoplasm. DYRK1A acts as an export kinase that 
phosphorylates NFAT proteins inside the nucleus and induces its relocation to the cytoplasm. 
As a counterpart of export kinase, DYRK2 acts as a maintenance kinase that phosphorylates in 
the cytoplasm, where they keep NFAT proteins in a phosphorylated state, and prevents their 
translocation to the nucleus (Figure 3). DYRK1A and DYRK2 can directly phosphorylate the 
conserved SP3 motif of the NFAT regulatory domain and thereby can prime for the subsequent 
phosphorylation by GSK3 and/or CK1 [83].

Under normal conditions, DYRK2 is predominantly expressed in the cytoplasm and consti-
tutively degraded by MDM2 ubiquitin ligase in the nucleus. Upon exposure to genotoxic 
stress, ATM protein kinase phosphorylates DYRK2 at Thr-33 and Ser-369. As a result, DYRK2 
enable to escape from MDM2 and to induce the kinase activity toward p53 at Ser-46 in the 

Figure 3. Schematic diagram of NFAT translocation. DYRK1A acts as an export kinase in the nucleus. DYRK2 acts 
as a maintain kinase in the cytoplasm. These kinases mediate the priming phosphorylation of NFAT proteins. Fully 
phosphorylated NFAT proteins are sequestered in cytoplasm. Increased intracellular Ca2+ levels activate the calmodulin 
(CaM)/calcineurin (CN) phosphatase complex. Dephosphorylated NFAT proteins relocate into nucleus and promote 
gene transcription.
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nucleus. Phosphorylation of Ser-46 following severe DNA damage increases the transcrip-
tional activity of pro-apoptotic genes [84, 85]. The other functional role of DYRK2 in DNA 
damage response may be link to DNA double-strand break repair pathway [86].

DYRK2 was found to be mutated in breast and central nervous system tumors, in nonsense and 
missense mutation, respectively [87, 88]. Loss of function of DYRK2 in cancer cells accelerated 
cell proliferation due to stabilization of oncogenic transcription factors, c-Jun and c-Myc [89]. 
This stabilization is caused by the loss of priming phosphorylation that is necessary to gen-
erate a phosphodegron that leads to subsequent SCF (Skp1-Cullin1-F-box protein) ubiquitin 
ligase-mediated degradation. Snail, a zinc finger protein to promote epithelial-mesenchymal 
transitions (EMT), is stabilized by the DYRK2 knockdown, probably in the same fashion as 
c-Jun/c-Myc, and allows cancer cells to represent loss of epithelial features and gain of inva-
siveness [90, 91] (Figure 4). Moreover, it is recently demonstrated that impairment of DYRK2 
augments cancer stem-like traits of breast cancer cells [92].

2.3. Other priming kinases

It is also known that cAMP-dependent kinase (PKA), AMP-activated protein kinase (AMPK), 
cyclin-dependent kinase 5 (CDK5), DNA-dependent protein kinase (DNA-PK), calcium and 
calmodulin-dependent protein kinase II (CAMKII) and mitogen-activated protein kinases 

Figure 4. Consensus sequence of phosphodegron motif. These phosphodegron motifs are created by several priming 
kinases such as DYRK2 and processive kinase GSK3. Underlined sequence indicates the canonical sequence of β-TRCP 
and FBW7. Loss of priming phosphorylation leads to dysgenesis of phosphodegron and results in stabilization of their 
target proteins.
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(MAPKs) can act as priming kinases for GSK3 [93]. CDK1 functions as a priming kinase for 
polo-like kinase 1 (PLK1) that is a key regulator of cell cycle progression [94, 95].

3. Processive kinases

Phosphate-directed protein kinases, such as CK1, CK2 [96, 97] and GSK3, function as the pro-
cessive kinases. CK1 not only act as a priming kinase but also proposed as a processive kinase 
(Figure 2). Here, we focus on GSK3.

GSK3 was originally identified as a protein kinase that negatively regulates glycogen syn-
thesis by phosphorylating and inactivating glycogen synthase [98]. In mammals, two GSK3 
isoforms (GSK3α and GSK3β) are encoded by distinct genes [99]. These two GSK3 isoforms, 
which are expressed ubiquitously in tissues, have many overlapping functions, but they do 
not always compensate for each other.

Substrate recognition by GSK3 is an unusual preference for target proteins that are priorly 
phosphorylated at an approximately 4 residues C-terminal to GSK3 target site. The canonical 
consensus sequence for GSK3 is shown in Figure 2. Although priming phosphorylation is 
not stringently required for the recognition of GSK3, the efficiency of substrate phosphoryla-
tion is greatly increased by priming phosphorylation [100]. This substrate recognition mecha-
nism means that GSK3 reduces crosstalk among different signaling pathways. In other words, 
GSK3 must be colocalized with the priming kinase that is involved in the specific signaling 
pathway. For example, in NFAT pathway, processive kinases GSK3 and CK1 are distributed 
throughout the entire cell. However, priming kinases DYRK1A and DYRK2 are localized to 
specific location, which is nuclear and cytoplasm. GSK3 thus has an unusual ability to accu-
rately regulate the wide variety of cellular processes. We now know that the enzyme is a key 
regulator of various cellular processes, such as Wnt signaling pathway, hedgehog signaling 
pathway, NFAT pathway, mTOR pathway, EMT, cell cycle and proliferation regulation. Large 
number of proteins involved in a wide spectrum of cellular processes have been proposed 
as putative substrates of GSK3 [93]. It is noteworthy that the consensus sequence of GSK3 is 
included in the “phosphodegron motif” that is recognized by SCF ubiquitin-ligase complex 
(Figure 4). Therefore, most GSK3-targets receive the proteasomal degradation that relies on a 
phosphodegron created by dual phosphorylation and mediated by priming kinase and GSK3 
[101, 102].

Unlike most protein kinases, GSK3 is constitutively active in resting cells, and its activity 
can be inhibited by a variety of extracellular signals that typically induce cell survival and 
growth, such as insulin, growth factors and nutrients. Numerous stimuli lead to activate the 
GSK3 inactivating kinase pathways, such as PI3K-Akt and mTOR pathway. These kinases 
lead to inactivation of GSK3 through the phosphorylation of N-terminal serine residue. 
Phosphorylated N-terminal segment creates a primed pseudosubstrate that intramolecularly 
binds to substrate-binding pocket (Figure 5). Inactivation mechanism of GSK3 by the Wnt 
signaling pathway is mentioned below.
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4. Priming phosphorylation regulates cellular processes

4.1. Wnt signaling pathway

Wnt signaling pathway plays crucial roles in proliferation and differentiation of stem and 
progenitor cells during embryogenesis and adult tissue homeostasis [103–105]. Aberration of 
this signaling is implicated in a variety of human cancers [106–109].

The β-catenin-dependent Wnt pathway is commonly referred to as the canonical pathway, 
which is characterized by the stabilization and the nuclear translocation of transcriptional 
co-activator β-catenin.

In the absence of Wnt ligand, β-catenin is sequestered in the cytoplasm and constantly 
degraded by the action of a “destruction complex,” which is composed of adenomatous pol-
yposis coli (Apc), Axin, CK1α and GSK3 [110–114]. The degradation of β-catenin is based on 
two steps regulated by priming phosphorylation. (1) CK1α mediates the priming phosphory-
lation of Apc that leads to sequential phosphorylation by GSK3, and this phosphorylation 
enhances the binding affinity to β-catenin [115–118]. (2) CK1α leads to phosphorylation of 

Figure 5. Regulation of GSK3 activity and cellular status. GSK3 is constitutively active in quiescent cells. Stimulation 
of cells with insulin, growth factors or nutrients causes inactivation of GSK3 through several kinases belonging to each 
signaling cascade. These GSK3 inactivating kinases phosphorylate the N-terminal serine residue of GSK3 and create a 
primed pseudosubstrate that binds to catalytic site and inhibits the kinase activity.
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β-catenin on Ser-45, which creates a priming site for GSK3 [119]. Then, GSK3 phosphory-
lates Thr-41, Ser-37, and Ser-33 in a sequential manner [120, 121]. Priming-dependent phos-
phorylation by GSK3 generates the consensus motif of β-transducin repeat-containing protein 
(β-TRCP) recognition site at the N-terminal domain of β-catenin. After being released from 
the destruction complex, phosphorylated β-catenin is recognized by SCFβ-TRCP E3 ubiquitin 
ligase and degraded by the ubiquitin-proteasome pathway [122–125] (Figure 6).

From a conditional knockout mouse model, the deficient of CK1α in gut epithelium shows a 
lot of the features of human colorectal tumors in addition to β-catenin stabilization and strong 
Wnt signal activation [126]. Additionally, a genome-wide, reporter-based, screening in human 
haploid cells reveal that CK1α is a critical negative regulator of canonical Wnt signaling path-
way [127].

In the presence of Wnt ligand, β-catenin is stabilized by escaping from phosphorylation-medi-
ated degradation and is translocated into the nucleus. After that, it binds to the T cell factor/
lymphoid enhancer-binding factor (TCF/LEF) transcription factor and activates Wnt target 
gene expression. At this time, the function of destruction complex is suppressed by the prim-
ing phosphorylation-dependent manner (Figure 6).

Signaling of Wnt family requires the cell-surface receptors, frizzled (Fzd) that is related to the 
GPCR superfamily and low-density lipoprotein receptor-related protein 5/6 (LRP5/6) that is 
a single-span transmembrane receptor [128–131]. Wnt-Fzd-LRP5/6 triple complex recruits a 
Fzd-associated scaffold protein, Dishevelled (Dvl) and triggers the membrane-associated clus-
tering into ribosome-sized LRP signalosomes [132]. In turn, Dvl promotes phosphorylation of 
the cytoplasmic tail of LRP5/6 mediated by membrane-bound CK1γ and the phosphorylated 
LRP5/6 is followed by the recruitment of Axin away from the degradation complex [133–136]. 
The phosphorylation sites of LRP5/6 contain five PPPSPxS motifs. Membrane-associated 
GSK3 phosphorylates the first Ser (or Thr) within these motifs and serves a priming site for 
the CK1-mediated phosphorylation [137, 138]. In this case, membrane-associated GSK3 acts as 
a priming kinase and CK1 acts as a processive kinase. The phosphorylated PPPSPxS repeats 
provide an optical-binding site for Axin and recruit cytoplasmic Axin-GSK3 complex to LRP 
signalosome [135, 137, 139]. Importantly, phosphorylated LRP5/6 cytoplasmic tail that creates 
a primed pseudosubstrate can directly inhibit GSK3 activity [138, 140–142], suggesting that 
LRP signalosome formation may be an aggressive mechanism for sequestration of GSK3 activ-
ity from cytosol. Endocytosed signalosomes that colocalize with the late endosomal markers 
Rab7 and Vps4 mature into multivesicular bodies [143]. As a result of the LPR signalosomes 
formation, β-catenin protects from phosphorylation and escapes from ubiquitylation and pro-
teasome degradation, which enables it to accumulate in the cytosol and nucleus. As it turns 
out, stabilized β-catenin binds TCF/LEF to initiate the cellular transcriptional program that is 
usually directs to proliferation, survival and inhibition of differentiation (Figure 7).

4.2. Priming phosphorylation regulates protein stability

The ubiquitin-proteasome system controls degradation of the majority of regulatory proteins, 
including transcription factors and protein kinases, that play key roles in tumorigenesis. 
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Figure 6. Canonical Wnt signaling pathway. (A) Schematic representation of constitutive degradation of β-catenin 
mediated by the destruction complex and SCFβ-TRCP complex in resting cell. (B) Upon Wnt signaling, β-catenin is 
stabilized by sequestration and inactivation of destruction complex at cell membrane. It is known that the deficient of 
CK1α in gut epithelium shows a lot of the features of human colorectal tumors in addition to β-catenin stabilization and 
strong Wnt signal activation.
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E3 ubiquitin ligases determine the substrate specificity for given substrates. SCF E3 ubiq-
uitin ligase is important for the recognition of specifically phosphorylated substrates. F-box 
protein, which is a subunit of SCF, mediates the recognition and binding of the phosphory-
lated substrate. In most cases, phosphorylated substrates have a short motif that is a recog-
nition signal for F-box proteins, namely phosphodegron. Since the consensus sequence of 
GSK3 is corresponding to special phosphodegron motifs that are recognized by two subfam-
ily of F-box protein FBW7 and β-TRCP, a lot of GSK3 targets phosphorylated by priming 
kinases receive the proteasomal degradation [93, 102]. It is known that FBW7 and β-TRCP are 
involved in cell cycle regulation and tumorigenesis by targeting proteins in these processes. 
Thus, priming phosphorylation to create the phosphodegron processed by GSK3 is presumed 
to be significant consequence for cancer development.

FBW7 is generally considered as a tumor suppressor because of its loss of function phenotype 
found in multiple type of human cancer. FBW7 recognizes a lot of oncogenic substrates, includ-
ing cyclin E, c-Myc, c-Jun, Mcl-I, mTOR and Notch-1 [144]. Among these substrates, c-Myc, c-Jun 
and potentially mTOR are phosphorylated by DYRK2, which creates a priming site for GSK3 
[89, 145]. Therefore, the loss of priming phosphorylation may denote the direction of cancer 
progression in the GSK3-FBW7 axis. On the other hand, β-TRCP contributes to the degradation 
of β-catenin and snail, which is implicated in human cancer progression. Of note, both are phos-
phorylated by priming kinases [146]. In contrast to FBW7, β-TRCP is regarded as an oncogene 
on account of the fact that higher expression of β-TRCP is validated in various type of human 

Figure 7. Wnt signaling stabilizes the GSK3 target proteins. Wnt signaling promotes the signalosome formation via 
priming phosphorylation of C-terminal tail of LRP5/6 and oligomerization of Dvl. The signalosome sequesters a fraction 
of cytosolic GSK3 into multivesicular bodies. Consequently, accumulation of GSK3 substrates including oncogenic 
proteins is caused by a loss of phosphodegron formation.
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cancer. Furthermore, overexpression of β-TRCP exerts its tumorigenic activity in mouse model 
[147] and mutations in β-TRCP are uncommon in human cancers [144]. However, due to the fact 
that β-TRCP substrates include both oncogene products such as β-catenin and tumor suppres-
sors such as IκB, an inhibitor of NF-κB, it is difficult to characterize the function of β-TRCP as an 
oncogene or a tumor suppressor. In this context, the contribution of β-TRCP to tumor progres-
sion may become altered in the tissue specific- or cellular context-dependent manner.

Bioinformatic analysis reveals that about 20% of the human proteome contains three or more 
putative GSK3 phosphorylation sites. As mentioned above, LRP6 signalosome induced by 
the canonical Wnt signal sequesters GSK3 into multivesicular bodies and the sequestration 
results in the cytosolic GSK3 activity level decreased to below 40%. Accordingly, the half-life 
of numerous cellular proteins including GSK3 substrates is extended [143]. In proliferating 
cells, Wnt signaling peaks in the G2/M phase of cell cycle, and in this phase, G1 activators 
such as cyclin D1 and c-Myc are accumulated to progress the cell cycle [148, 149]. Moreover, 
depletion of GSK3 activity with a chemical inhibitor treatments or siRNA knockdown experi-
ments stabilizes cellular proteins as similar to Wnt treatment [143]. This means that GSK3-
dependent protein catabolism is more universal, beyond the cell cycle and Wnt signaling. 
Therefore, it is predicted that the dysregulation of priming phosphorylation influences the 
cellular protein homeostasis through the processive phosphorylation by GSK3. Priming 
kinase-GSK3-SCF axis emerges as a principal regulator of cancer development.

5. Conclusion

Hierarchical multisite phosphorylation by a priming kinase and a processive kinase is the 
fail-safe mechanism that accurately regulates the physiological processes, including cell cycle 
progression, survival, migration, metabolism, differentiation and stem cell renewal. Loss of 
priming phosphorylation caused by impairment of priming kinases, such as CK1 family and 
DYRK family, gives rise to pathological disorders as a result of the abnormal localization 
and/or half-life of cellular proteins. These priming kinases create the recognition site for fur-
ther phosphorylation by the processive kinase, GSK3. The consensus sequence of GSK3 is 
corresponding to phosphodegron motif that is recognized by SCF ubiquitin-ligase complex. 
Therefore, a lot of GSK3 targets including oncogenes or tumor suppressors receive the pro-
teasomal degradation that depends upon a phosphodegron. GSK3-dependent protein dis-
similation is more universal, beyond the cell cycle and Wnt signaling. Consequently, priming 
kinase-GSK3-SCF axis manifests as a key regulator for cancer development.
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Abstract

Exposure of living organisms to short electric pulses is widely utilized in the life sciences,  
for example, for DNA transfection. Recent advances in electrical engineering have 
enabled the production of extremely short electric pulses in the range of nanoseconds, 
namely, nanosecond pulsed electric fields (nsPEFs). nsPEFs are increasingly recognized 
as a novel means for cancer therapy, because of their ability to induce cell death. Recent 
studies have demonstrated that nsPEFs act as cellular stress and activate two indepen-
dent signaling pathways that involve phosphorylation of translation initiation factors 
and lead to suppression of general protein synthesis. eIF2α phosphorylation is one of 
the key reactions in stress-induced translational suppression and is rapidly induced by 
nsPEFs. Concomitantly, PERK and GCN2, both of which are stress-responsive protein 
kinases, are activated in nsPEF-exposed cells. Furthermore, nsPEFs cause a reduction 
in 4E-BP1 phosphorylation, which is controlled by mTORC1 and constitutes an alterna-
tive mechanism for translational suppression, independent of eIF2α phosphorylation. 
In accordance with elevated eIF2α phosphorylation and decreased 4E-BP1 phosphor-
ylation, general protein synthesis is acutely suppressed after nsPEF exposure. These 
findings demonstrate that nsPEFs induce two independent signaling pathways for trans-
lational suppression, further highlighting a unique feature of nsPEFs as a novel means 
for life sciences.

Keywords: stress response, electroporation, pulsed electric field, eIF2α, PERK, GCN2, 
4E-BP1, translational suppression, protein synthesis

1. Introduction

Living cells respond to various environmental stimuli by activating distinct sets of intracellular  
reactions. Cellular responses to external stimuli generally involve signal transduction that is 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



mediated by protein phosphorylation and eventually leads to modulation of various cellular 
events, such as metabolism, gene expression, proliferation, and cell death [1].

Some physical and chemical stimuli have adverse physiological effects and are known as cel-
lular stress. In addition to adverse external stimuli, endogenous deleterious events are also 
regarded as cellular stress, such as accumulation of misfolded proteins in the endoplasmic 
reticulum (ER). Cells respond to these cellular stresses by inducing various intracellular reac-
tions, which are collectively referred to as stress responses. Timely induction of stress responses 
is critical for maintenance of cellular physiology, and its dysregulation is frequently observed 
in various diseases, such as cancer [2], neurodegenerative disorders [3], and inflammatory 
diseases [4], indicating the importance of stress responses in physiological and pathological 
processes.

Currently, diverse forms of physical stimuli are utilized as tools for various biological and 
clinical applications. Among these physical stimuli, pulsed electric fields (PEFs) have been 
proven particularly useful, because different biological effects can be achieved, depending on 
the duration of the electric pulses. PEFs in the range of milliseconds to microseconds primar-
ily act on the cell membrane and generate membrane pores, which are suited for introduction 
of exogenous macromolecules, such as plasmid DNA, into living cells [5, 6]. Thus, these PEFs 
are widely used for DNA transfection [7].

Recent advances in electric engineering allow us to generate ultrashort PEFs in the range of 
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control of translation initiation factors. Stress-induced alterations in the phosphorylation  
status of translation initiation factors reduce translation initiation and thereby result in atten-
uation of general protein synthesis. Because protein synthesis requires significant amounts 
of energy and materials, transient suppression of general protein synthesis conserves cel-
lular resources and is thus beneficial for cells under stress. For these reasons, stress-induced 
suppression of general protein synthesis serves as a mechanism for survival. Once the stress 
ends, translation capacity is rapidly recovered by dephosphorylation of the translation 
factors. Intriguingly, persistent activation of stress responses is often associated with the 
induction of cell death, suggesting that timely induction and attenuation of stress responses 
are both critical for cell survival [10–12]. Although eukaryotic cells share a fundamental 
stress response mechanism [13, 14], as described below, human cells possess more intri-
cate stress responses, including at least two distinct pathways involving phosphorylation 
of multiple proteins.

2.2. Stress response mediated by eIF2α phosphorylation

2.2.1. Stress-induced eIF2α phosphorylation and translational suppression

Translation initiation is a critical rate-limiting step in protein synthesis, and eukaryotic 
translation initiation factor 2 (eIF2) plays an essential role in this process [15]. eIF2 binds to 
guanine nucleotides, such as GDP and GTP. During initiation of translation, an eIF2-bound  
guanine nucleotide needs to cycle between GDP and GTP (see Figure 2A for details of 
GDP-GTP cycling in translation initiation). eIF2 consists of three subunits, α, β, and γ, 
and phosphorylation of the α subunit of eIF2 (eIF2α) is induced by various forms of  
stress [14, 16]. Phosphorylation of eIF2α at serine 51 interferes with GDP-GTP exchange on  
eIF2 [17] and consequently suppresses translation initiation (Figure 2B). The role of eIF2α 
phosphorylation in inhibition of translation initiation is highly conserved among eukary-
otes, and the site of stress-induced phosphorylation (serine 51) is conserved in yeast and 
humans [13, 14].

Figure 1. General principle of stress responses in eukaryotic cells. When a cell is exposed to stress, a stress-sensing 
protein is activated, inducing signal transduction mediated by protein phosphorylation. The stress-induced signal is 
transduced to downstream effector proteins. Stress responses generally lead to inhibition of cap-dependent translation 
initiation and consequent suppression of general protein synthesis. Stress responses often cause additional changes, 
such as alteration of gene expression.
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Although initiation of translation of most mRNA species is dependent on their 5′ cap and is 
profoundly affected by eIF2α phosphorylation, a subset of mRNA species is actively trans-
lated under stressed conditions via alternative translation mechanisms that are independent 
of the cap structure. Approximately 2.5% of total mRNA is estimated to be preferentially 
translated under stressed conditions [20, 21], permitting synthesis of a subset of proteins that 
play critical roles in control of the stress response. For example, initiation of translation of 
ATF4 (activating transcription factor 4) mRNA is increased by ER stress caused by accumu-
lation of unfolded proteins in the ER. The 5′ UTR of ATF4 mRNA contains two small open 
reading frames (upstream open reading frames [uORFs]), which play a critical role in initia-
tion of translation under stressed conditions. ATF4 mRNA encodes a transcription factor that 
induces gene expression for adaptive responses. Thus, stress-induced eIF2α phosphorylation 
results in both suppression of general protein synthesis to conserve cellular resources and 
elevated translation of specific mRNA species for adaptive responses [22, 23].

Figure 2. Suppression of translation initiation by eIF2α phosphorylation. (A) Role of GDP-GTP exchange on eIF2 in 
translation initiation. eIF2 is a trimer composed of three subunits, α, β, and γ, and binds to guanine nucleotides, such as 
GTP and GDP. For translation initiation, GTP-bound eIF2 recruits the initiator methionyl-tRNA (Met-tRNAi) and in turn 
forms the 43S preinitiation complex with the small ribosomal subunit and the initiation factors eIF1, eIF1A, and eIF3. 
The 43S preinitiation complex is recruited to the 5′ end of mRNA, which is marked with a cap structure, and scans the 5′ 
untranslated region of mRNA for the initiation codon. During this process, GTP on eIF2 is hydrolyzed to GDP, and GDP-
bound eIF2 is released from the translation machinery. eIF2B, which has guanine exchange activity, replaces GDP on 
eIF2 with GTP, and GTP-bound eIF2 enters a new round of translation initiation [18, 19]. (B) Phosphorylation-mediated 
suppression of GDP-GTP exchange on eIF2. Under stressed conditions, serine 51 of eIF2α is rapidly phosphorylated 
by a stress-responsive protein kinase. Phosphorylation of eIF2α transforms eIF2 from a substrate into an inhibitor of 
eIF2B. eIF2B stalls on phosphorylated eIF2 and thus cannot exert its guanine exchange activity. Consequently, eIF2α 
phosphorylation leads to an increase in the GDP-bound form of eIF2, which is inactive for translation initiation, and 
results in attenuation of general protein synthesis [14, 16, 17].
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In human cells, phosphorylation of eIF2α is induced by a wide variety of exogenous as well 
as endogenous stresses, such as amino acid deprivation, UV irradiation, and accumulation of 
unfolded proteins in the ER. Although these stresses are sensed by individual mechanisms, 
multiple stress-induced events converge on a single reaction, namely, eIF2α phosphorylation. 
Thus, eIF2α phosphorylation integrates various stress-induced signals. The stress-induced 
signaling pathway in human and mammalian cells that involves eIF2α phosphorylation and 
downstream ATF4 induction is referred to as the integrated stress response (Figure 3) [12, 24].

2.2.2. Stress-responsive protein kinases

In human and mammalian cells, eIF2α is phosphorylated by four serine/threonine protein 
kinases, which are differentially activated by stress [14, 25]. These protein kinases show 
structural homology in their catalytic domains and are considered to exist in a monomeric 
form under unstressed conditions. Upon stress induction, they undergo homodimerization 
to become catalytically active, followed by autophosphorylation for full activation [26, 27].

PERK (protein kinase RNA-like endoplasmic reticulum kinase) is an ER transmembrane 
protein, and its N-terminal domain resides in the ER lumen and plays a role in sensing 
unfolded proteins. The C-terminal region of PERK is located in the cytoplasm and contains 
a kinase domain. PERK is activated by accumulation of unfolded proteins in the ER and in 
turn phosphorylates eIF2α.

GCN2 (general control nonderepressible 2) is critical for translational suppression under 
amino acid deprivation [28]. GCN2 binds to uncharged transfer RNAs and exerts its catalytic 

Figure 3. Integrated stress response. Eukaryotic cells respond to various stresses by inducing eIF2α phosphorylation 
that leads to suppression of general protein synthesis. Human and mammalian cells possess four stress-responsive 
protein kinases: PERK, GCN2, PKR, and HRI. These protein kinases are differentially activated by stress and in turn 
phosphorylate eIF2α. eIF2α phosphorylation and downstream ATF4 induction are known as the integrated stress 
responses, because different cellular reactions induced by various external cues converge to these reactions. eIF2α 
phosphorylation inhibits cap-dependent initiation of translation and consequently suppresses general protein synthesis. 
A complex of GADD34 and PP1 dephosphorylates eIF2α and serves as a negative feedback mechanism for the integrated 
stress response.
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activity for eIF2α phosphorylation. In addition to amino acid deprivation, GCN2 has been 
reported to be activated by UV irradiation [29] and proteasome inhibition [30], although the 
activation mechanisms remain elusive.

PKR (double-stranded RNA-dependent protein kinase) was originally identified as a pro-
tein kinase activated by double-stranded RNA, which emerges during viral infection [31]. 
Phosphorylation of eIF2α by PKR interferes with translation of viral mRNA and thus serves 
as an antiviral mechanism. In addition, activation of PKR is involved in the pathology of obe-
sity [32] and cancer [33], suggesting various physiological roles of PKR.

Heme-regulated inhibitor (HRI) has physiological roles particularly in erythroid tissues [34]. 
HRI is activated by heme deprivation and phosphorylates eIF2α to reduce globin synthesis 
under low-iron conditions [35].

2.2.3. Recovery from eIF2α phosphorylation-mediated translational suppression

Once stressed conditions end, eIF2α must be dephosphorylated to restore general protein 
synthesis. GADD34 (growth arrest and DNA damage-inducible protein 34) is a critical regula-
tor of eIF2α dephosphorylation, and its activity in the relief of stress responses is controlled 
at both the transcriptional and translational levels. Expression of GADD34 gene is low under 
normal physiological conditions and is activated by various forms of stress. GADD34 mRNA 
is translated by a cap-independent mechanism, in which uORFs in the 5′ UTR of GADD34 
mRNA play critical roles [36]. GADD34 protein forms a complex with protein phosphatase 1 
(PP1), yielding a catalytically active protein phosphatase that specifically catalyzes dephos-
phorylation of eIF2α to relieve translational suppression [37]. Thus, GADD34 constitutes a 
negative feedback mechanism for eIF2α-mediated translational suppression.

2.3. Stress response mediated by 4E-BP1 phosphorylation

Human cells have an alternative mechanism for stress-induced translational suppression, 
which involves 4E-binding protein 1 (4E-BP1) [38]. As mentioned above, most mRNA species 
are translated in a cap-dependent manner. eIF4E binds to the cap structure of mRNA and in 
turn recruits eIF4G and other translation initiation factors, resulting in formation of an active 
translation initiation complex on the 5′ end of mRNA. 4E-BP1 serves as a negative regulator 
of this process. In unstressed conditions, 4E-BP1 is highly phosphorylated at multiple sites, 
suppressing its inhibitory activity. Under energy deprivation and other stressed conditions, 
phosphorylation of 4E-BP1 is substantially decreased, and 4E-BP1 competes with eIF4G for 
binding to eIF4E, thereby inhibiting translation initiation (Figure 4) [38].

Phosphorylation of 4E-BP1 is primarily controlled by mTORC1 (mammalian target of rapamy-
cin complex 1), which is a member of the phosphatidylinositol 3-kinase-related family of 
kinases [39]. Under normal physiological conditions, mTORC1 is catalytically active and sup-
presses the inhibitory activity of 4E-BP1 by phosphorylation. The kinase activity of mTORC1 
is regulated by several cellular proteins, one of which is AMP-activated protein kinase 
(AMPK). AMPK senses the cellular energy status and negatively regulates mTORC1 activity 
[40]. AMPK, mTORC1, and 4E-BP1 constitute a stress-responsive mechanism for translational  
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suppression, independent of eIF2α phosphorylation. Thus, two mechanisms, the eIF2α-
mediated integrated stress response and the 4E-BP1-mediated mechanism, function in transla-
tional suppression in human cells (Figure 4).

3. Pulsed electric fields as a novel physical tool in the life sciences

3.1. Effects of pulsed electric fields on living organisms

Pulsed electric fields (PEFs) refer to high-voltage electric pulses, which are milliseconds, 
microseconds, and nanoseconds in duration. PEFs have different effects on living organisms 
depending on pulse duration (Figure 5). PEFs with duration of milliseconds to microseconds 
primarily act on the cell membrane and cause pore formation. These membrane pores are 
suitable for transfer of macromolecules, such as plasmid DNA and drugs [5, 6]. Therefore, 
exposure of living cells to these PEFs is called electroporation and is commonly used for DNA 
transfection [7]. In addition, these PEFs are used for the introduction of antitumor drugs, 
which is called electrochemotherapy [41, 42]. Because PEFs with duration of milliseconds to 
microseconds primarily act on the cell membrane, these PEFs often induce cell death via cell 
membrane damage.

Recent advances in electrical engineering have enabled the generation of high-voltage elec-
tric pulses for ultrashort periods in the nanosecond range, which are called nanosecond PEFs 

Figure 4. Control of translation initiation mediated by 4E-BP1 phosphorylation. Human cells possess an alternative 
mechanism for translational suppression, which is distinct from the eIF2α phosphorylation-mediated integrated stress 
response. eIF4E and other translation initiation factors form an active complex for initiation of translation at the cap 
structure of mRNA. 4E-BP1 serves as a negative regulator for the complex formation of eIF4E and other factors. (A) 
Under normal conditions, 4E-BP1 is highly phosphorylated by mTORC1 and sequestered from the translation initiation 
complex. (B) Under stressed conditions, such as energy deprivation, mTORC1 kinase activity is reduced, resulting in 
decreased 4E-BP1 phosphorylation, allowing inhibition of eIF4G-eIF4E binding.
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(nsPEFs). It has become increasingly evident that nsPEFs have unique biological actions dis-
tinct from electroporation. The pulse duration of nsPEFs is too short to generate membrane 
pores large enough for entry of macromolecules. Thus, nsPEFs are generally unsuitable for 
DNA transfection and cancer electrochemotherapy. Instead, nsPEFs produce very small mem-
brane pores that allow passage of small molecules, such as ions and water [43–45]. Accordingly, 
exposure of cultured human cells to nsPEFs causes Ca2+ influx and membrane blebbing due to 
ion imbalance across the cell membrane [46–48].

Whereas millisecond-to-microsecond PEFs primarily act on the cell membrane, previous the-
oretical studies have strongly suggested that nsPEFs exert their effects on both the cell mem-
brane and intracellular components [49, 50]. In accordance, extensive biochemical analyses 
have proven that nsPEFs elicit various intracellular responses, as described below.

3.2. Cellular responses to nsPEFs

Recent studies have revealed that nsPEFs elicit different intracellular responses in a manner 
dependent on nsPEF intensity. Figure 6 summarizes the relationship between nsPEF intensity 
and intracellular responses in human cells. Relatively weak nsPEFs do not cause morphologi-
cal changes observable under a microscope, growth retardation, or cell death. However, cells 
rapidly respond to such stimuli by activating multiple intracellular signal pathways, includ-
ing MAPK pathways [51, 52] and AMPK pathway [53]. Intracellular signaling is mediated by 
sequential phosphorylation of proteins in these pathways, leading to expression of down-
stream genes [51, 52]. When moderate-intensity nsPEFs are used, two independent mecha-
nisms for stress responses are activated [54]. Intense nsPEFs efficiently induce cell death  
in vitro [8] as well as in vivo [9].

Figure 5. Comparison between electroporation and nsPEF action. PEFs have different effects on living organisms 
depending on pulse duration. (Left) PEFs with duration of milliseconds to microseconds are widely used for 
electroporation, because these PEFs primarily act on the cell membrane and generate membrane pores suited for 
macromolecule transfer. (Right) nsPEFs generate small membrane pores that permeate small molecules, such as ions 
and water. Furthermore, nsPEFs have been suggested to directly affect intracellular components. Although nsPEFs are 
unsuitable for DNA transfection and cancer electrochemotherapy by electroporation, these PEFs can induce various 
cellular responses, including cell death induction.
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When cultured human cells are exposed to intense nsPEFs, cell-type dependency of cell 
death modes has been observed. For example, apoptosis is induced in HL-60 and Jurkat 
cells by intense nsPEFs [8, 55, 56], whereas necrotic cell death is elicited in several cell lines, 
including U937, K562, and HeLa S3 [56, 57], demonstrating that the cellular context deter-
mines the mode of cell death. Induction of necrosis by intense nsPEFs is a Ca2+-dependent 
process [48, 58], while nsPEF-induced apoptosis is largely unaffected by the presence or 
absence of Ca2+ [58].

Because of the ability of nsPEFs to induce efficient cell death, many studies have attempted to 
apply nsPEFs to cancer therapy and have demonstrated their effectiveness in several mouse 
models [9, 59, 60]. Furthermore, a human clinical trial of nsPEFs for cancer therapy has started 
[61]. For these reasons, nsPEFs have attracted much interest and are increasingly recognized 
as a novel method of cancer therapy.

4. Induction of stress responses by nsPEFs

Previously, nsPEFs have been shown to activate two independent stress-responsive pathways, 
both of which are mediated by protein phosphorylation and result in translational suppres-
sion. First, nsPEFs induce eIF2α phosphorylation via two protein kinases, PERK and GCN2. 
Concomitant with eIF2α phosphorylation, GADD34 expression is elevated. Second, nsPEFs 
cause decreased phosphorylation of 4E-BP1, which is presumably controlled by mTORC1. 
Following induction of these phosphorylation-mediated stress responses, general protein 
synthesis is markedly reduced in nsPEF-exposed cells. Figure 7 represents a summary of 
nsPEF-induced stress responses.

4.1. eIF2α phosphorylation induced by nsPEFs

Most mRNA species are translated in a cap-dependent manner, and eIF2 plays a critical role 
in this process. Under stressed conditions, the activity of eIF2 for translation initiation is sup-
pressed by phosphorylation of its α subunit (eIF2α) [14]. eIF2α phosphorylation is consid-
ered to be a hallmark of induction of the integrated stress response and can be examined by 

Figure 6. Relationship between nsPEF intensity and cellular responses. Exposure of human cells to nsPEFs causes 
different cellular responses, depending on intensity of nsPEFs. Relatively weak nsPEFs activate several signal 
transduction pathways, such as MAPK pathways, and their downstream gene expression without affecting on cell 
viability. Moderate-intensity nsPEFs elicit stress responses and cause growth retardation. Intense nsPEFs induce either 
apoptotic or necrotic cell death in a cell-type-dependent manner and can be used for cancer therapy.
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Western blotting using an antibody specific to phosphorylated eIF2α. When cultured cells are 
exposed to nsPEFs, eIF2α phosphorylation can be detected, indicating that nsPEFs activate 
the integrated stress response [54]. nsPEF-induced eIF2α phosphorylation can be detected in 
all cell lines examined so far, which include HeLa S3, HCT116, Jurkat, and mouse embryonic 
fibroblasts (MEFs). In HeLa S3 cells, eIF2α phosphorylation is detectable within 1 min after 
nsPEF exposure, persists at high levels for 30 min, and decreases thereafter [54]. GADD34 is 
known to play a critical role in recovery from the integrated stress response. Under stressed 
conditions, GADD34 is positively controlled at the transcriptional and translational levels. 
Consistently, expression of GADD34 is significantly activated in nsPEF-exposed cells, sug-
gesting that GADD34 is involved in recovery from the nsPEF-induced stress response [54].

As described above, cellular responses to nsPEFs are dependent on nsPEF intensity (Figure 6). 
Relatively mild nsPEFs activate several signal transduction pathways, such as MAPK path-
ways, but are insufficient to induce eIF2α phosphorylation. Moderate levels of nsPEF inten-
sity are required for induction of eIF2α phosphorylation. Such nsPEFs also cause retardation 
in cell proliferation but not cell death [54]. Intense nsPEFs induce eIF2α phosphorylation and 
cell death. Currently, it remains unknown whether the nsPEF-induced stress response posi-
tively affects cell survival or facilitates cell death induction.

4.2. Participation of PERK and GCN2 in nsPEF-induced eIF2α phosphorylation
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of them is activated for eIF2α phosphorylation [14]. Autophosphorylation is critical for the 
activation of these kinases and can be analyzed by Western blot analysis using antibodies 
against phosphorylated forms of these kinases. In nsPEF-exposed cells, PERK and GCN2 are 
activated, as shown by their autophosphorylation [54]. Experiments using PERK and GCN2 
knockout cells suggest that these kinases play mutually compensatory roles in nsPEF-induced 
eIF2α phosphorylation. MEFs lacking either PERK or GCN2 gene display nsPEF-induced 
eIF2α phosphorylation comparable to that in wild-type cells. However, double-knockout cells 
lacking both PERK and GCN2 genes exhibit a significant reduction in nsPEF-induced eIF2α 
phosphorylation [54]. These observations suggest that PERK and GCN2 perform redundant 
functions in nsPEF-induced eIF2α phosphorylation.

Because PERK is well known to be activated by ER stress, the observation on the nsPEF-induced  
PERK activation raised the possibility that nsPEFs cause ER stress. To clarify this point, down-
stream events in the ER stress pathway were analyzed [54]. The signal pathway induced 
by ER stress generally leads to alterations of gene expression [62]. Transcription of CHOP 
(CCAAT-enhancer-binding protein homologous protein) gene is a major downstream event 
in the ER stress response. In addition, mRNA for XBP1 (X-box-binding protein 1) is known 
to undergo alternative splicing after ER stress induction [63]. However, quantitative RT-PCR 
analysis of CHOP and XBP1 mRNAs demonstrated that nsPEF-exposed cells showed nei-
ther elevated CHOP expression nor altered XBP1 splicing. Furthermore, UV irradiation has 
been reported to induce activation of GCN2 and transcription of downstream genes, such as 
GADD45 (growth arrest and DNA damage-inducible 45) [64, 65], but quantitative RT-PCR 
analysis showed no substantial changes in these mRNAs in nsPEF-exposed cells. These obser-
vations indicate that nsPEFs exert their effects in a manner that is distinct from ER stress or 
UV irradiation, although nsPEFs activate PERK and GCN2 [54].

4.3. Decreased 4E-BP1 phosphorylation by nsPEFs

In addition to the eIF2α-mediated response, a distinct mechanism involving 4E-BP1 phos-
phorylation is known to play a critical role in stress-induced translational suppression [38]. 
Under normal physiological conditions, 4E-BP1 is highly phosphorylated by mTORC1 [39], 
and hyperphosphorylation suppresses its inhibition of cap-dependent translation initiation. 
Stressed conditions, particularly energy deprivation, reduce mTORC1 activity and result in 
decreased 4E-BP1 phosphorylation. 4E-BP1 at low phosphorylation status interferes with 
assembly of translation factors on the cap structure of mRNAs and thereby suppresses gen-
eral protein synthesis (Figure 4). In nsPEF-exposed cells, 4E-BP1 phosphorylation is rapidly 
decreased [54], suggesting that nsPEFs activate stress responses mediated by 4E-BP1 phos-
phorylation. The decrease in 4E-BP1 phosphorylation is indistinguishable between wild-type 
cells and PERK/GCN2 double-knockout cells, supporting the idea that nsPEFs activate two 
independent mechanisms.

The decrease in 4E-BP1 phosphorylation following nsPEF exposure suggests that nsPEFs 
cause a reduction in the catalytic activity of mTORC1. A previous study demonstrated that 
AMPK is rapidly activated by nsPEFs [53]. AMPK functions as an energy sensor and is acti-
vated by elevated intracellular AMP levels, which are primarily caused by energy deprivation 
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[40]. The catalytic activity of mTORC1 is well known to be negatively regulated by AMPK 
[39]. A previous study has demonstrated that, concomitant with AMPK activation, nsPEFs 
induce phosphorylation of AMPK substrates, such as acetyl-CoA carboxylase-2 [53], suggest-
ing that nsPEF-activated AMPK also phosphorylates other substrates, including mTORC1. 
Although mTORC1 catalytic activity has not been examined in nsPEF-exposed cells yet, the 
above observations suggest that AMPK downregulates mTORC1, leading to reduced 4E-BP1 
phosphorylation in nsPEF-exposed cells (Figure 7).

4.4. Suppression of general protein synthesis by nsPEFs

As described above, nsPEFs cause elevated eIF2α phosphorylation and decrease 4E-BP1 
phosphorylation, both of which are known to be involved in suppression of general pro-
tein synthesis. To test whether exposure to nsPEFs actually leads to translational suppres-
sion, measurement of protein synthesis rates was required. To this end, metabolic labeling of 
newly synthesized proteins with radioactive amino acids was employed [54]. Figure 8 shows 
an outline of metabolic labeling using 35S-labeled amino acids. Using this method, suppres-
sion of general protein synthesis in nsPEF-exposed cells was demonstrated [54]. After nsPEF 
exposure, overall protein synthesis quickly decreased, and maximum suppression of pro-
tein synthesis was observed at 30 min. Protein synthesis in nsPEF-exposed cells recovered to 
approximately 80% within 2 h. When cells were treated with UV irradiation, general protein 
synthesis decreased gradually for several hours. Compared to UV irradiation, nsPEFs cause 
acute translational suppression, and recovery is more rapid than in UV-irradiated cells.

5. Conclusion

Exposure of cultured human cells to nsPEFs elicits two distinct stress responses, both of 
which are controlled by phosphorylation of translation initiation factors. nsPEFs rapidly 
induce eIF2α phosphorylation and concomitant activation of the stress-responsive kinases, 

Figure 8. Measurement of protein synthesis rates by metabolic labeling of newly synthesized proteins with radioactive 
amino acids. A rate of protein synthesis can be measured as incorporation of radioactive amino acids into cellular 
proteins. Following appropriate treatment, such as nsPEF exposure, cells are incubated in culture medium containing 
35S-labeled methionine and cysteine. During incubation, cells use radioactive amino acids to synthesize proteins, yielding 
35S-labeled proteins. Following preparation of whole-cell lysate, the protein fraction is separated from the free amino 
acids, and the radioactivity incorporated into the proteins is quantified by liquid scintillation counting.

Protein Phosphorylation108



[40]. The catalytic activity of mTORC1 is well known to be negatively regulated by AMPK 
[39]. A previous study has demonstrated that, concomitant with AMPK activation, nsPEFs 
induce phosphorylation of AMPK substrates, such as acetyl-CoA carboxylase-2 [53], suggest-
ing that nsPEF-activated AMPK also phosphorylates other substrates, including mTORC1. 
Although mTORC1 catalytic activity has not been examined in nsPEF-exposed cells yet, the 
above observations suggest that AMPK downregulates mTORC1, leading to reduced 4E-BP1 
phosphorylation in nsPEF-exposed cells (Figure 7).

4.4. Suppression of general protein synthesis by nsPEFs

As described above, nsPEFs cause elevated eIF2α phosphorylation and decrease 4E-BP1 
phosphorylation, both of which are known to be involved in suppression of general pro-
tein synthesis. To test whether exposure to nsPEFs actually leads to translational suppres-
sion, measurement of protein synthesis rates was required. To this end, metabolic labeling of 
newly synthesized proteins with radioactive amino acids was employed [54]. Figure 8 shows 
an outline of metabolic labeling using 35S-labeled amino acids. Using this method, suppres-
sion of general protein synthesis in nsPEF-exposed cells was demonstrated [54]. After nsPEF 
exposure, overall protein synthesis quickly decreased, and maximum suppression of pro-
tein synthesis was observed at 30 min. Protein synthesis in nsPEF-exposed cells recovered to 
approximately 80% within 2 h. When cells were treated with UV irradiation, general protein 
synthesis decreased gradually for several hours. Compared to UV irradiation, nsPEFs cause 
acute translational suppression, and recovery is more rapid than in UV-irradiated cells.

5. Conclusion

Exposure of cultured human cells to nsPEFs elicits two distinct stress responses, both of 
which are controlled by phosphorylation of translation initiation factors. nsPEFs rapidly 
induce eIF2α phosphorylation and concomitant activation of the stress-responsive kinases, 

Figure 8. Measurement of protein synthesis rates by metabolic labeling of newly synthesized proteins with radioactive 
amino acids. A rate of protein synthesis can be measured as incorporation of radioactive amino acids into cellular 
proteins. Following appropriate treatment, such as nsPEF exposure, cells are incubated in culture medium containing 
35S-labeled methionine and cysteine. During incubation, cells use radioactive amino acids to synthesize proteins, yielding 
35S-labeled proteins. Following preparation of whole-cell lysate, the protein fraction is separated from the free amino 
acids, and the radioactivity incorporated into the proteins is quantified by liquid scintillation counting.

Protein Phosphorylation108

PERK and GCN2. In addition, nsPEFs cause decreased 4E-BP1 phosphorylation and AMPK 
activation, which appear to constitute a stress response pathway involving mTORC1. nsPEFs 
elicit acute suppression of general protein synthesis via two reactions for inhibition of transla-
tion initiation. Collectively, these findings clearly indicate that nsPEFs act as a novel form of 
cellular stress and suppress general protein synthesis.

Although the identification of key events in nsPEF-induced stress responses has significantly 
advanced our understanding of the biological effects of nsPEFs, several critical questions remain 
to be elucidated. First, the site of action of nsPEFs for eIF2α-mediated stress response is currently 
unclear. Because PERK and GCN2 are the most upstream molecules in their signaling pathways, 
nsPEFs may act directly on these kinases, causing eIF2α phosphorylation. Second, the decrease in 
4E-BP1 phosphorylation and the activation of AMPK strongly suggest that mTORC1 participates 
in the nsPEF-induced stress response, because energy deprivation sequentially causes AMPK 
activation, reduced mTORC1 activity, and consequent decreased phosphorylation of 4E-BP1. 
To test this idea, the relationships among AMPK, mTORC1, and 4E-BP1 in nsPEF-exposed cells 
should be investigated in detail. Furthermore, analysis of effects of nsPEFs on cellular energy 
levels is also important for understanding how nsPEFs control 4E-BP1 phosphorylation.

Finally, the significance of nsPEF-induced stress responses for cell survival should be deter-
mined. Suppression of general protein synthesis under stressed conditions conserves bio-
logical resources and is regarded as an important mechanism for cell survival [2]. However, 
prolonged activation of stress responses often has an opposite effect, facilitating the induction 
of cell death, presumably because elimination of overstressed cells is beneficial for the body 
[10, 14]. Currently, it remains unclear whether nsPEF-induced stress responses serve as a 
prosurvival mechanism or serve to facilitate cell death induction. Future efforts will focus 
on understanding the contribution of nsPEF-induced stress responses to cell survival and 
death. Previous studies have revealed the unique effects of nsPEFs as a novel form of cellular 
stress. More detailed understanding of the molecular mechanisms and biological importance 
of nsPEF-induced stress responses will pave the way toward more effective applications of 
this novel technology in a wide range of biomedical sciences.
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Abstract

Post-translational protein modifications play an important role in generating the large diver-
sity of the proteome in comparison to the relatively small number of genes; phosphorylation 
being the most widespread. Phosphorylation of proteins regulates important molecular-
switches for several cellular events and abnormal phosphorylation events are associated 
in many neurodegenerative diseases. In Parkinson’s disease (PD) the main hallmark is 
the accumulation of cytoplasmic inclusions, Lewy bodies (LBs), consisting of α-synuclein 
(α-Syn) and ubiquitin. There’s another key observation which is increasingly gaining promi-
nence is a modified-form of α-Syn; the phospho α-Syn serine129 (pSyn). The significance of 
pSyn has gained importance in PD because its accumulation is distinctly enhanced in the 
diseased condition. The revelation of the involvement of pSyn on α-Syn aggregation, LB 
formation and neurotoxicity is crucial to understanding the pathogenesis and progression 
of PD. Since some in vitro and in vivo studies have indicated that pSyn is an early event pre-
ceding apoptosis, some important questions now needs to be explored in reference to the 
physiological functions regulated by phosphorylation, such as dopamine synthesis, vesicle 
mobilization, regulation of synaptic proteins, and synaptic plasticity. An investigation of the 
role of enzymes on the phosphorylation and clearance of α-Syn and region-specific suscep-
tibility is required to be determined; to identify viable targets for new therapeutics.

Keywords: α-synuclein, phospho α-synuclein serine129, PD, phosphorylation, kinases, 
aggregation, biomarker, neurotoxicity, Lewy bodies

1. Introduction

Parkinson’s disease (PD) is the second most common diagnosed neurodegenerative disease 
[1] with a prevalence of about 1% at the age of 65 and of 4–5% by the age of 85 [2]. The  clinical 
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manifestations of classical PD are rest tremor, rigidity, bradykinesia, and postural imbalance. 
The loss of dopaminergic (DA) neurons in the substantia nigra pars compacta (SNpc) together 
with a distinct decrease in striatal dopamine, and the occurrence of cytoplasmic eosinophilic 
inclusions called Lewy bodies (LBs) are considered the pathological hallmarks of PD [3]. There 
are also reports of other neuronal cell losses in locus coeruleus and olfactory lobe during the 
development of the disease [4]. It has however been identified that the clinical manifestation 
of motor symptoms appears with the loss of DA neurons in the midbrain [5]. According to 
Rodriguez-Oroz et al. [6], the anatomical-functional basis of the main clinical manifestations is 
related to the low level of dopamine concentration in contralateral striatum and the malfunc-
tion of dopamine circuits. Current medications for PD supplement dopamine (L-DOPA), or 
activate DA receptors (DA-receptor agonist), or inhibit the degradation of DA (monoamine 
oxidase B inhibitor and catechol-O-methyltransferase inhibitor), bringing about temporary 
abatement of motor symptoms but failing to delay or halt disease progression. The etiology 
of PD is still unknown: it comprises familial (fPD) forms accounting for less than 10% of all 
PD cases, and the far more common sporadic (sPD) form. The striking feature in both fPD 
and sPD is α-synuclein (α-Syn) aggregation with ubiquitin that eventually progresses to form 
LBs. Three missense mutations (A53T, A30P, and E46K) [7–9] of α-Syn are known to cause 
autosomal dominant fPD [10], probably through a gain-of-function mechanism. Moreover, 
overexpression of human α-Syn in mice results in progressive loss of DA terminals in the 
basal ganglia and accumulation of LB-like structures in neurons [11]. Mechanisms that might 
control α-Syn aggregation in sPD are not clear, but may include transcription factor dysreg-
ulation [12] and the inability of normal degradation pathways to function adequately [13]. 
El-Agnaf et al. [14] detected α-Syn species in live-human sPD and fPD patient plasma and 
cerebrospinal fluid.

2. α-Syn structure and function

Syn are a vertebrate-specific family of abundant neuronal proteins. They consist of three 
closely related members, α-,β-,and γ-Syn, of which α-Syn has been the prime focus ever since 
mutations in it were recognized as a basis for fPD. Syn is a highly conserved protein with 
a molecular weight of approximately 14 kDa, comprising 140 amino acids [15]. This heat-
resistant, soluble, acidic protein is abundant in the presynaptic terminals of central nervous 
system (CNS) neurons expressed pre-dominantly in the neocortex, hippocampus, SNpc, 
thalamus, and cerebellum [16–18]. Unlike α- and β-synuclein, γ-Syn is not concentrated in 
presynaptic terminals [19] and is largely found in the peripheral nervous system (PNS).

α-Syn is composed of three distinct domains: an N-terminal amphipathic repeat region that 
can form α-helices; a hydrophobic central segment; and a C-terminal acidic region (Figure 1).
The highly conserved N-terminal domain (residues 1–65) includes 6 copies of an unusual 11 
amino acid repeat that display variations of a KTKEGV consensus sequence. It is unordered 
in solution, but can shift to a α-helical conformation [20] comprising two distinct α-helices 
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interrupted by a short break [21]. α-Syn binds strongly to negatively charged phospholipids 
and becomes α-helical [22, 23], suggesting that the protein may normally be associated with 
the membrane [24]. This N-terminal domain includes the three sites of the fPD mutations 
A30P, E46K, and A53T (Figure 1).

The hydrophobic central segment of α-Syn (non-amyloid component (NAC), residues 66–95) 
(Figure 1) [18] is the second major component of brain amyloid plaques in Alzheimer’s dis-
ease (AD) [18, 24]. This region consists of three repeats including the highly amyloidogenic 
part of the molecule that is responsible for α-Syn’s ability to undergo a conformational change 
from random coil to β-sheet structure [25] and to form Aβ-like protofibrils and fibrils [24, 25]. 
These properties differentiate α-Syn from β-Syn and γ-Syn, which fail to form co-polymers 
with α-Syn [24]. The NAC region carries a phosphorylation site on Ser87 [26].

The acidic C-terminal domain (residues 96–140) of α-Syn has a strong negative charge com-
posed primarily of acidic amino acids [20], but has no known structural elements. It consists 
of an acidic domain rich in proline residues (residues 125–140) that seems critical for the 
chaperone-like activity of α-Syn [27], as demonstrated by deletion mutants of the C-terminal 
region in which the α-Syn chaperone activity is lost [27–29]. In contrast to the amphipathic 
N-terminal and hydrophobic NAC regions, which are highly conserved between species, the 
C-terminal region is variable in size and in sequence [28–31]. This region is also organized 
in random structure in most conditions and contains several phosphorylation sites: Ser129, 
Tyr125, Tyr133, and Tyr136 [32] (Figure 1).

Figure 1. Schematic representation of α-Syn amino acid amino acid sequence (1–140) with amphipathic NH2-terminal, 
non-amyloid component (NAC) region and acidic tail –COOH terminal. Arrows in the N-terminal, points to the three 
pathogenic mutations, and P in a red circle of NAC and C-terminal, points to the sites of phosphorylations.
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Although the normal functions of α-Syn are still being defined, several studies have shown 
that this protein has a key role to play in membrane-associated processes at the presynaptic 
level such as formation and maintenance of synaptic vesicle pools (Figure 2), regulation of 
lipid metabolism, and Ca2+ homeostasis [31–33]. Greten-Harrison et al. [34] using αβγ-Syn 
knockout mice has reported that deletion of Syns causes alterations in synaptic structure and 
transmission, age-dependent neuronal dysfunction, as well as diminished survival. In vivo 
and in vitro studies showed that abrogation of Syn expression decreased excitatory synapse 
size by ∼30%, revealing that Syns are important determinants of presynaptic terminal size 
[34]. Younger synuclein-null mice show better basic transmission in comparison to older 
mice that showed a pronounced deterioration. Interestingly, it is further reported that the 
late onset phenotypes in Syn-null mice were not due to a loss of synapses or neurons but 
rather a reflection of specific changes in synaptic protein composition and axonal structure. 

Figure 2. Schematic representation of roles of α-Syn under physiological and pathological conditions. In physiological 
condition, (1) α-Syn maintains synaptic functions by associating with (2) vesicle formation, (3) trafficking and (4) docking. 
It also associates with (5) recycling of synaptic vesicle and (6) dopamine storage. The post-translational modification 
of α-Syn such as (7) phosphorylation and dephosphorylation, leads to activation and deactivation of the protein. 
This protein undergoes (8) lysosome autophagy (9) and (10) proteosomal degradation directed by ubiquitination. 
However, in pathological conditions (1) due to uncertain stimulus, α-Syn undergoes (2) misfolding, (3) mutation or (4) 
phosphorylation leading to the (5) aggregation of the protein affecting the (6) vesicle formation, trafficking and docking, 
(7) impaired lysosomal autophagy, (8) and (9) ubiquitination and inhibition of proteosomal degradation. This in turn 
results in (10) LB formation and (11) apoptosis.
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Chandra et al. [21] found selective decreases in two small synaptic signaling proteins, com-
plexins, and 14-3-3 proteins, in α,β double-KO mice. In 2000, Abeliovich et al. [2] have shown 
that mice lacking α-Syn display functional deficits in the nigrostriatal dopamine system. The 
α-Syn−/− mice were reported to be viable and fertile, exhibited intact brain (Aβ) architecture, 
and possessed normal complement of DA cell bodies, fibers, and synapses; however they 
displayed a reduction in striatal DA and an attenuation of DA-dependent locomotor response 
to amphetamine [2]. Further Drolet et al.’s [35] work showed that mice lacking α-Syn have an 
attenuated loss of striatal dopamine following prolonged chronic 1-methyl-4-phenyl-1,2,3,6-
tetrahydropyridine (MPTP) administration. In addition, ultrastructural analysis and imaging 
studies have shown reduced synaptic vesicle density at the active zone, and imaging further 
reveals a defect in the re-clustering of synaptic vesicles after endocytosis [36]. Increased levels 
of α-Syn thus produce specific, physiological defects in synaptic vesicle recycling that pre-
cedes detectable neuropathology.

α-Syn also has been suggested to function as a chaperone protein in vivo, because it appears 
capable of interacting with a variety of ligands and cellular proteins apart from lipids [35, 
37, 38], thus modifying their activities. The N-terminal portion of α-Syn shares 40% amino 
acid homology with molecular chaperone 14-3-3 [36], suggesting that the two proteins could 
sub-serve the same function. Eliezer et al. [23] had showed that the removal of the C-terminal 
acidic tail of α-Syn abolished its chaperone activity. In contrast, some reports indicate that 
the C-terminal acidic tail is indeed necessary but not sufficient for the chaperone function of 
α-Syn [28, 29]. In normal physiological conditions, α-Syn exists in monomeric form and is 
recognized and cleared via the ubiquitin-proteasome system (UPS) and chaperone-mediated 
autophagy (CMA) pathways [39] (Figure 2). In the pathological state, misfolding or mutations 
of α-Syn (A30P/A53T) lead to the formation of pathologically modified species that bind with 
several cytoplasmic proteins and ultimately aggregate into LBs in the DA neuronal cells [40] 
(Figure 2). This aberrant level of α-Syn is also cited in idiopathic PD subjects [41].

2.1. Phosphorylation of α-synuclein at serine129

Protein phosphorylation is a reversible post-translational modification of proteins that has an 
important role in regulating structural and functional properties of proteins in health and dis-
ease. It is primarily associated with signaling pathways and cellular processes in all aspects of 
cell biology such as cell-cycle progression, differentiation, apoptosis, metabolism, transcrip-
tion, cytoskeletal arrangement, intercellular communication, motility and migration [42–44]. 
In eukaryotes, the amino acids that are most commonly reported to be phosphorylated are 
serine, threonine and tyrosine [45, 46] with few reports suggesting phosphorylation at argi-
nine, lysine and cysteine residues [45, 47, 48].

In PD too, phosphorylation appears to play an important role in fibrillogenesis, LB forma-
tion, and neurotoxicity of α-Syn in vivo [26, 49–51]. The majority of α-Syn in inclusions and 
LBs isolated from patients with PD and other synucleinopathies is phosphorylated at Ser129 
(S129-P) [26, 49, 51]. Overexpression of wild-type or mutant α-Syn in in vivo and in vitro mod-
els showed expression of immunopositive phospho α-Syn serine129 (pSyn) in their protein-
aceous inclusions [52–54]. Mass spectrometric analysis of α-Syn isolated from patients with 
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synucleinopathy lesions has also confirmed that the protein is phosphorylated on Ser129  
[49, 50]. More than 90% of α-Syn is phosphorylated in PD patients’ brain as opposed to only 4%  
of phosphorylated α-Syn detected in brains of healthy subjects. Moreover, the phosphory-
lated α-Syn in LBs is usually ubiquitinated [50, 51, 55]. The fact that most of the α-Syn is not 
phosphorylated under physiological conditions in vivo suggests that α-Syn phosphorylation 
at serine129 contributes to the pathology of the disease [49, 56, 57].

2.2. Phosphorylation and CNS

The central processing unit of the human body is its CNS consisting of specialized cells called 
neurons relaying electrical and chemical signals to all parts of our body [58]. However, the 
most abundant cell type in the CNS is the glial cells comprising of astrocytes, oligodendro-
cytes and microglia [59, 60]. In addition, it is interspersed with microvasculature that provides 
the nutrients and support to these CNS cells. The central theme in CNS function is equilib-
rium among these various cell types to maintain optimal synaptic strengths, neuronal firing 
rates, and neurotransmitter release. The regulation of these functions can be either through 
inside-out or outside-in stimuli and are strongly associated with several signaling pathways 
within these cells. Virtually every class of neuronal protein is regulated by phosphorylation 
and most types of extracellular signals, including neurotransmitters, hormones, light, electri-
cal potential, extracellular matrix, neurotrophic factors, and cytokines, can produce diverse 
physiological effects by regulating the phosphorylation of specific phosphor-proteins in their 
target cells. These extracellular signals modify the activity of protein kinases and/or phospha-
tases either directly (e.g. receptors with kinase activity) or via cascades of enzymatic reactions 
(e.g. receptor → G protein → enzyme ~ second messenger ~ protein kinase).

2.3. Kinases involved in α-synuclein phosphorylation

α-Syn phosphorylation can be induced by several kinases. Serine129 of α-Syn can be phos-
phorylated by G protein-coupled receptor kinases (GRK1, GRK2, GRK5, and GRK6) [61–63], 
casein kinases 1 and 2 (CK1 and CK2) [26, 64–69], and the polo-like kinases (PLKs) [70]. Current 
studies have shown that, GRKs may also phosphorylate non-receptor substrates, comprising 
the four members of the Syn family (α-,β-,γ-Syn, and synoretin) in addition to phosphory-
lating agonist-occupied G protein-coupled receptors (GPCRs) [62]. Overexpression of GRK2 
or GRK5 in COS-1 cells, showed that these kinases phosphorylate α-Syn at serine129 [62]. 
Endogenous GRK-induced phosphorylation of α-Syn at serine129 was demonstrated in vitro 
in HEK293 cells, and GRK3 and GRK6 were seen to be playing the main roles in this modifica-
tion [63]. Post-mortem analysis showed that GRK5 co-localized with α-Syn in the LBs of the 
SNpc of PD patients, but was not detected in cortical LBs of Dementia with lewy bodies (DLB), 
or in the glial cytoplasmic inclusions of MSA [61]. Overexpression of α-Syn in SH-SY5Y cells 
and human α-Syn expressing transgenic mice also showed an increase in GRK5 protein [71]. 
A genetic association study revealed a haplotype association of the GRK5 gene with suscep-
tibility to sPD in the Japanese population [61]; however, GRK5 polymorphisms in southern 
Italy failed to correlate with sPD [72]. The knockdown of endogenous GRK5 in SH-SY5Y cells 
fails to suppress the phosphorylation of α-Syn completely [71], confirming the involvement 
of other kinases in this phosphorylation.
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Italy failed to correlate with sPD [72]. The knockdown of endogenous GRK5 in SH-SY5Y cells 
fails to suppress the phosphorylation of α-Syn completely [71], confirming the involvement 
of other kinases in this phosphorylation.
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The other group of kinases that phosphorylates α-Syn at serine129 is CK1 and CK2. This has 
been demonstrated in the yeast model [69], in mammalian cells [26, 68] and in rat primary cor-
tical neurons [64]. It has been suggested that phosphorylation of serine129 in α-Syn by CK2 
may promote in vitro fibrillation [59] and in situ inclusion formation [73]. Phosphorylation 
by CK2 and dephosphorylation by PP2C in in vitro model indicate that these may be impor-
tant enzymes that regulate the phosphorylation of α-Syn [74]. Furthermore, surplus α-Syn 
can form inclusions that sequester CK1, diminishing CK1 activity and aggravating synaptic 
defects, generating a vicious toxic cycle. CK1 has been found to co-localize with pS87 in trans-
genic mice and in LB-like structures in LBD/PD-diseased brains [75, 76], and phosphorylates 
α-Syn at serine87 as well [26]. Oxidative stress induced by iron is reported to upregulate CK2 
that leads to increased phosphorylated α-Syn serine129 with an associated increase in oligo-
merization and inclusion formation [65]. Smith et al. [66] have shown in SH-SY5Ycells that the 
increase in α-Syn phosphorylation under oxidative stress is mediated by CK2 and correlates 
with enhancement of inclusion formation.

In vitro studies employing kinase assays showed involvement of another family of cellular 
kinases in the phosphorylation of α-Syn at serine129: PLK1, PLK2, and PLK3 [70, 77]. The PLKs 
comprise a family of conserved Ser/Thr protein kinases that are known to play a role in cell-
cycle regulation and cellular response to stress and carcinogenesis [78]. PLK2 directly phos-
phorylated α-Syn at serine129 in an in vitro biochemical assay [70]. Inhibitors of PLK kinases 
inhibited α-Syn phosphorylation both in primary cortical cell cultures and in mouse brain in 
vivo. Further, using PLK2 KO mouse, Buck et al. [79] too have shown that PLK2 plays a key 
role in Ser129 α-Syn phosphorylation in mouse brain. Aubele et al. [80] have shown in an in 
vivo model that brain-permeable Plk-2 inhibitors reduce α-Syn phosphorylation in rat brain. In 
response to synaptic activation, PLK2 and PLK3 expression is reported that is associated with 
synaptic plasticity, remodeling, and homeostasis [81, 82], thus suggesting that these kinases 
could play an important role in modulating the normal physiology of α-Syn. Leucine-rich 
repeat kinase 2 (LRRK2) is also known to pSyn [83], but this remains debatable as there are 
no other studies confirming this, despite the existence of a clear interaction between the two 
proteins [83, 84].

2.4. Phosphorylation at serine129 modulates α-synuclein protein-protein interaction

The C-terminal domain of α-synuclein (residues 96–140) is an acidic tail of 43AA residues, 
containing 10 Glu and 5 Asp residues. C-terminal truncations of α-Syn induce aggregation, 
suggesting that C-terminal modifications might be involved in the pathology of α-Syn [85]. 
An interaction between the C-terminal domain and the NAC region of α-Syn is postulated 
to be responsible for the inhibition of α-Syn aggregation. Moreover, there are several studies 
on the interaction of α-Syn C-terminal tail with different proteins [86–91]. McFarland et al. 
[92] were the pioneers to address this using targeted functional proteomics [51]. The authors 
showed that the non-phosphorylated α-Syn peptide primarily interacts with proteins related 
to the mitochondrial electron transport chain (ETC) (complex I, III, and IV proteins of the ETC) 
[51]. It was hypothesized that changes in α-Syn phosphorylation could represent a response 
to biochemical events associated with PD pathogenesis. Among these, mitochondrial complex 
I dysfunction, oxidative stress, and proteasome dysfunction are processes that are known to 
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be involved in synucleinopathies [93, 94]. The low levels of pSyn under physiological condi-
tions as well as the absence of other phosphorylated residues such as pY39, pS87 and pY125 
[26, 49, 50] suggest a faster degradation of this form under normal conditions. In fact, the 
phosphorylation status of α-Syn was recently correlated with clearance mechanisms [95, 96]. 
Another group Chau et al. [97] too reported that α-Syn phosphorylation at serine129 is toxic 
to DA cells and both the levels of serine129 phosphorylated protein as well as its toxicity are 
increased with proteosomal inhibition, emphasizing the interdependence of these pathways 
in PD pathogenesis.

However, the pSyn has a greater affinity for certain cytoskeletal and presynaptic proteins 
associated with synaptic transmission and vesicle trafficking [51]. Yin et al. [98] showed that 
α-Syn interacts with the switch region of Rab8a, a small guanine nucleotide-binding protein, 
in a serine129 phosphorylation-dependent manner; thus implicating its role in coordinating 
vesicle trafficking. Hara et al. [99] reported that serine129 phosphorylation of membrane-
associated α-Syn modulates dopamine transporter function in a G protein-coupled receptor 
kinase-dependent manner. These observations suggest that pSyn could serve as a molecular 
switch to control α-Syn interaction with different protein partners and therefore may modulate 
the function of DA neurons. However, further investigations are required to assess the impact 
and the physiological consequences of serine129 phosphorylation on α-Syn interaction with 
other proteins, such as SNARE proteins [35, 100], cytoskeletal proteins (i.e. tubulin) [55, 101] 
and other amyloidogenic proteins (i.e. tau) [19, 102]. Jensen et al. [103] have hypothesized that 
an interaction between α-Syn and tau could link synaptic vesicles with microtubules. Tau has 
been shown to co-localize and interact directly with the Src PTK family member, Fyn [104]. 
It is hypothesized that tau could bring Src PTK family members such as Fyn into closer prox-
imity to α-Syn, thereby enhancing the activity of these kinases for α-Syn. Samuel et al. [105] 
showed that the membrane binding of α-Syn monomers was differentially affected by phos-
phorylation depending on the PD-linked mutation. WT α-Syn binding to presynaptic mem-
branes was not affected by phosphorylation, while A30P α-Syn binding was greatly increased 
and A53T α-Syn was marginally lower, implicating the distal effects of the carboxyl terminal 
on amino-terminal membrane binding. The un-phosphorylated form of serine129 associates 
mainly with mitochondrial electron transport proteins, while the phosphorylated form asso-
ciates with cytoskeletal, vesicular trafficking proteins and enzymes involved in protein serine 
phosphorylation [92]. Further work by Sugeno et al. [106] using α-Syn-over expressing cells 
exposed to a low dose of rotenone as an environmental toxin, showed that phosphorylation 
of α-Syn at serine129 promoted intracellular aggregate-formation and induced ER stress that 
was followed by mitochondrial damage and apoptosis.

Phosphorylation also seems to play an important role in the regulation of α-Syn axonal 
transport as the serine129D mutation significantly decreases its rate of transport in neurons, 
probably due to the modulation of α-Syn interaction with motor and/or accessory proteins 
involved in this process [107]. Moreover, the interplay between the different phosphorylated 
residues could increase the diversity in the possible protein interactors. Several differences 
were observed in the set of proteins that were found to interact with serine129 and Y125-
phosphorylated forms of α-Syn [92]. S129 and Y125 residues both residing in the C-terminal 
region of α-Syn have been implicated in the majority of α-Syn interactions with proteins  
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[103, 108, 109], reinforcing the significance of phosphorylation in these residues in modulating 
the biological role of α-Syn. All these findings together suggest that phosphorylation of α-Syn at  
serine129 has a widespread effect on protein-protein interaction of α-Syn.

Phosphorylation also seems to alter the subcellular localization of α-Syn. pSyn was found to 
be preferentially localized in the nuclei of DA neurons in rat and mouse models of synucle-
inopathy [67, 100]. In studies using PD rat models, the phospho-resistant S129A was found to 
be localized in the nucleus at higher levels than the S129D form, and was found to correlate 
with enhanced toxicity [110, 111]. Our group too demonstrated the nuclear localization of 
pSyn in SH-SY5Y cells under 6-hydroxydopamine toxicity [112]. Gonçalves and Outeiro [113] 
showed that S129 phosphorylation modulates the shuttling of α-Syn between nucleus and 
cytoplasm in human neuroglioma cells, using photo-activatable green fluorescent protein as 
a reporter. Moreover, the study showed that co-expression of α-Syn with different kinases 
altered the translocation dynamics of the protein. While G protein-coupled receptor kinase 
5 (GRK5) promotes the nuclear localization of α-Syn, PLK2 and three modulate the shut-
tling of the protein between the nucleus and cytoplasm [114]. This difference reflects different 
α-Syn phosphorylation patterns in serine129 and/or other residues. Although the function of 
α-Syn in the nucleus is still unclear, it appears to be related to pathological insults. In particu-
lar, nuclear localization of α-Syn increases under oxidative stress conditions [112, 114, 115].  
Nuclear α-Syn interacts with histones, inhibits acetylation, and promotes neurotoxicity [116, 117].  
Furthermore, α-Syn may act as a transcriptional regulator, binding promoters such as 
PGC1-α, a master regulator of mitochondrial gene expression [106]. The significance of pSyn 
in regulating nuclear proteins still needs to be unraveled.

2.5. Oxidative stress and α-Syn phosphorylation

Oxidative stress can increase α-Syn phosphorylation [97]. Perfeito et al. [118] showed through 
an in vitro model that exposure to ferrous iron and rotenone resulted in increase in pSyn. A 
similar increase was reported by Ganapathy et al. [112] in the presence of the endogenous 
toxin 6-hydroxydopamine. Proteosomal inhibition by epoxomycin and increased oxida-
tive stress by paraquat treatment has led to increases in pSyn [97]. This may reflect either 
an increased activity of the kinase responsible or a decrease of phosphatase activity. Under 
physiological conditions, α-Syn is degraded by chaperone-mediated autophagy [119], and 
studies suggest that this gets reduced upon oxidation or nitration [12, 106]. α-Syn may also 
be degraded by proteasomes [120]. The increase in pSyn levels in LBs suggests a change in 
the turnover or degradation of the phosphorylated protein (Figure 3). It is possible that at 
elevated levels, this phosphorylated species may be toxic.

2.6. α-Syn phosphorylation at serine129 and cellular events

The role of α-Syn phosphorylation in the cellular pathogenesis of PD remains debated [92, 
110, 111, 121, 122]. This apparent controversy is due to the fact that phosphomimics (S129D/E) 
do not reproduce the exact properties of the endogenous authentically phosphorylated 
α-Syn [122–124]. The expression of a variant showing prevention of phosphorylation by site-
directed mutagenesis of serine129 to alanine (S129A) caused an increase in α-Syn inclusions 
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and  toxicity [110] On the other hand, several investigators have reported that the expression 
of S129A mutant protein led to fewer inclusions [66, 94, 110]. It has also been reported that the 
expression of phosphorylation mimicking serine129 to the aspartate (S129D) variant does not 
show DA deficits [92, 110, 111, 121, 123]. Hence, several groups have sought to address the 
issue by overexpressing α-Syn and using siRNA for its natural kinases [99, 118, 124]. As dis-
cussed in the earlier section, among the kinases primarily responsible for the α-Syn phosphor-
ylation at serine129 are CKs, GRKs, LRRK2, and PLKs. The modulation of phosphorylation of 
α-Syn has also been reported by targeting the kinases in A53T mutant α-Syn expressing cells 
[99, 118, 124–126]. siRNA studies targeting kinases such as PLK, GRK2, and CK2 have been 
used to study the effect of phosphorylated α-synuclein on WT and A53T mutant α-synuclein 
expressing cells [99, 118, 124, 125, 127]. These studies have shown the effect of α-Syn phos-
phorylation with respect to ROS generation, mitochondrial alterations, proteasomal changes, 
and dopamine transport. The work of Perfeito et al. [118] suggest that stimuli that promote 
ROS formation and mitochondrial alterations highly correlate with mutant α-Syn phosphory-
lation at serine129, which may precede cell degeneration in PD. Similarly, we have shown in 
our recent work that at sub-lethal 6-hydroxydopamine concentrations, the decrease in resting 
vesicles (VMAT2) and vesicular dopamine release are not attributable to apoptotic cell death 
and occur concomitantly with the phosphorylation of α-Syn [112].

Figure 3. Schematic representation of suggested pathological role of oxidative stress in the α-Syn phosphorylation and 
aggregation. Normally genetic mutation, neurotoxins, dopamine auto oxidation in the presence of excess iron and the 
release of reactive oxygen species (ROS) leads to mitochondrial dysfunction and oxidative stress in turn leading to cell 
death. However, increase in the oxidative stress and direct effect of neurotoxins can lead to phosphorylation of α-Syn 
and their aggregation which inturn inhibits the lysosomal autophagy and impaired proteosomal degradation resulting 
in LB formation and cell death.
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2.7. α-Syn phosphorylation at serine129 during PD pathogenesis: an early or late event?

The evidence of pSyn accumulation in the brain has been collected largely from post mortem 
analysis and it fails to answer if this accumulation occurs during the early or late stages of 
synucleinopathies. In a recent work, Walker et al. [127] investigated how pSyn levels and 
solubility change in cingulate and temporal cortex of DLB patients, at different stages of the 
disease. The authors reported a progressive accumulation of pSyn-immunoreactive species in 
diseased brains compared to healthy controls, as well as a positive correlation between pSyn 
levels and the severity of disease symptoms. A similar study using brain samples from PD 
patients also reported a drastic accumulation of pSyn-positive inclusions in different brain 
regions at the late stages of the disease [128]. Together, these results suggest that the occur-
rence of pSyn is linked to the severity of disease progression.

In our recent work, we demonstrated using biophysical and biochemical analysis in an in 
vitro model that under sub-lethal concentrations of 6-hydroxydopamine, phosphorylation of 
α-Syn precedes apoptosis and occurs concomitantly with the decrease in vesicular dopamine 
release [21]. This study provides a new perspective on the occurrence of pSyn even in early 
stages of the disease that may contribute to the impairment of neuronal function. Another 
recent work by Takahashi et al. [53] demonstrated increased accumulation of pSyn in the 
motor cortex of normal aging mice along with early onset motor impairment, which was fur-
ther ameliorated by coenzyme Q.

2.8. pSyn in human fluids and PNS of synucleinopathies

Several studies in the field of PD and diagnosis of Parkinsonism are based on the fundamental 
molecular events associated with or without LBs. Total α-Syn quantification in the CSF of PD, 
DLB, and MSA patients in comparison to healthy controls has been proposed as a biomarker 
for α-Syn-related disorders [129–131]. However, an ideal biomarker for a particular disease 
must be easy to detect, and also reflect disease onset and progression with associated primary 
changes. A longitudinal study conducted by Foulds et al. [132] in the blood plasma of patients 
suffering from PD showed that total α-Syn in blood plasma of PD patients remained similar 
to that in normal individuals, but the level of α-Syn phosphorylated at serine129 was signifi-
cantly higher in PD patients. Statistical analysis confirmed the usefulness of plasma levels of 
pSyn in discriminating patients with PD from healthy controls. In addition, pSyn inclusions 
were also detected in the PNS which might also serve as a useful diagnostic test for PD and 
related synucleinopathies. Work from two independent groups on skin biopsies showed that 
the majority of PD patients had accumulation of pSyn in small and large nerve fibers, while no 
signal was detected in healthy controls and in MSA or essential tremor control subjects [133, 
134]. This cutaneous pathology was correlated with the progression of disease symptoms 
suggesting the use of this peripheral marker as a biomarker for the disease [135]. Presence 
of pSyn immunoreactivity was detected in gastric, duodenal and colonic biopsies [136, 137]. 
Hilton et al. [137] further reports that this accumulation of pSyn in the bowels of patients is 
detected in the pre-clinical phase of PD. Taken together, these reports suggest that accumula-
tion of pSyn might provide a more reliable biomarker to detect PD at early stages and further 
discriminate between synucleinopathies, compared to total α-Syn.
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3. Conclusion

In comparison to the relatively small number of genes, the large diversity of the proteome is 
achieved mainly by post-translational protein modifications, phosphorylation being the most 
widespread. Since the C-terminal region of α-Syn is involved in interaction with proteins [103, 
104, 109] and metal ions [138–140], any phosphorylation in this site can alter its interaction 
capability [77]. The significance of α-Syn phosphorylation at serine129 has gained importance 
in PD because its accumulation is distinctly enhanced in the diseased condition. The revelation 
of the involvement of pSyn on α-Syn aggregation, LB formation, and neurotoxicity is crucial 
to understanding the pathogenesis and progression of PD and related disorders. Since some 
in vitro and in vivo studies have indicated that the pSyn is an early event preceding apoptosis, 
some important questions now needs to be explored in reference to the physiological func-
tions regulated by phosphorylation such as dopamine synthesis, vesicle mobilization, and 
regulation of synaptic proteins, synaptic plasticity, and its subcellular localization. A systemic 
investigation of the role of each kinase on the phosphorylation of α-Syn and α-Syn clearance 
also needs to be carried out to identify viable targets for development of new therapeutics. A 
further in vivo study by Hirai et al. [57] elevates the significance of pSyn as a region-specific 
phenomenon, and the level of pSyn in response to physiological stimuli is selectively higher in 
the striatum region in comparison to cortex and hippocampus [57]. The relative sensitivity of 
this phenomenon in the striatum in reference to PD pathology needs to be assessed to address 
the increased susceptibility of some brain regions to α-Syn phosphorylation and pathology. 
In addition, the synergistic association of PD-linked mutations and pSyn in the regulation of 
α-Syn toxicity needs to be evaluated. Investigation of the possible implications of phosphory-
lation of α-Syn on cell-to-cell transmission and its pathological propagation in PD-diseased 
brains is also pending. Thus, the research evidence clearly suggests that the phosphoryla-
tion of α-Syn plays a significant and possibly pivotal role both in PD pathogenesis and pro-
gression, and that answers to the questions above are crucial for the identification of novel, 
disease-modifying, therapeutic targets for the treatment of PD and related synucleinopathies.
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Abstract

Phosphorylation of ecto‐domains of membrane proteins and extracellular matrix pro‐
teins, which is termed ecto‐phosphorylation, activates intracellular signalling and has 
roles in several physiological processes including cell adhesion, fertilisation and fibrino‐
lysis. We demonstrated that ecto‐phosphorylation can promote endogenous neurogen‐
esis in the damaged central nervous system (CNS), augmenting its functional recovery. 
Thus, regulation of ecto‐phosphorylation could be a platform for development of thera‐
peutic methods against CNS injury. Regeneration of the damaged CNS is long‐awaited. 
While transplantation of neuronal progenitor cells is expected to be the first platform 
to develop the therapy, the potential of endogenous neurogenesis as a source of new 
neurons has been expected to be an inexpensive and non‐invasive regenerative medi‐
cine for CNS injury. In this review, we focused on the spinal cord as a model of CNS 
recovery from traumatic injury. The spinal cord is the simplest part of the CNS and its 
function is well known. Therefore, estimation of recovery is easier than other part of the 
CNS. Firstly, we introduce endogenous neural stem cells (NSCs) in the adult spinal cord 
and their behaviour after injury and then discuss effects of ecto‐phosphorylation, which 
induces regeneration of the adult spinal cord.

Keywords: adult neurogenesis, adult neural stem cells, activation of quiescent stem 
cells, spinal cord injury

1. Introduction

The adult mammalian central nervous system (CNS) loses its self‐regeneration ability, 
whereas it contains neural stem cells (NSCs) that can differentiate into both neurons and glial 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
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distribution, and reproduction in any medium, provided the original work is properly cited.



cells [1, 2]. Under physiological conditions, neurogenesis in the adult CNS can be observed 
at the dentate gyrus of the hippocampus and the subventricular zone [3]. Neurogenesis is 
strictly inhibited in other regions of the adult CNS. After injury of the adult CNS, endogenous 
NSCs produce glial cells that are involved in formation of the glial scar. However, the stem 
cells rarely produce neuronal cells, which can contribute to regeneration of the neuronal net‐
work damaged by the injury. Thus, when the adult CNS is damaged, its neuronal network is 
not regenerated and incurable paralysis can be occurred. If cell fate decision of endogenous 
NSCs could be controlled in the injured CNS, the cells might be a source of new neurons and 
remyelinating oligodendrocytes to repair the damaged neuronal network. A recent report 
demonstrated that application of adenosine triphosphate (ATP) and a protein kinase pro‐
moted differentiation of neuronal cells in the damaged spinal cord, and diminished paralysis 
caused by the injury [4]. Thus, ecto‐phosphorylation may provide a novel platform for regen‐
erative medicine of the damaged CNS, in which endogenous NSCs are used for a source of 
new neurons.

2. Neural stem cells in the adult spinal cord

NSCs can be characterised by the ability of self‐proliferation and of differentiation into 
both neuronal and glial cells [5]. Proliferating cells in the intact adult spinal cord are 
mostly oligodendrocyte precursors [6]. Other than that, ependymal cells existing around 
the central canal proliferate moderately, and radial glial cells existing throughout the spi‐
nal cord are also proliferative. These three types of cells are known to have potential to 
produce neurons at least in vitro and are proposed to be NSCs in the adult spinal cord 
[7–10].

When cultured NSCs derived from the spinal cord are transplanted into the adult spinal 
cord again, the differentiated cells from the transplanted NSCs are mainly astrocytes [11]. 
However, when the same NSCs are transplanted into a part of the hippocampus where neu‐
rons are generated through life, they produce neurons. This report demonstrates that NSCs 
derived from the adult spinal cord have ability to produce neurons, but the ability is inhibited 
by the microenvironment around NSCs in the spinal cord.

3. NSCs after spinal cord injury

The group of Frisen made transgenic mice, in which each type of stem cells was genetically 
labelled [6]. They observed cell fates of those stem cells after spinal cord injury. Radial glial 
cells produced only astrocytes after traumatic injury of the spinal cord, and oligodendrocyte 
precursors produced oligodendrocytes. Proliferation of ependymal cells was enhanced after 
spinal cord injury, and the cells moved to the injury site, producing astrocytes and very few 
oligodendrocytes (Table 1). Thus, endogenous neurogenesis is not activated after spinal cord 
injury.
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4. Regulation of NSCs in the spinal cord

Whilst transplantation of cultured neuronal precursor cells is expected to provide a new ther‐
apy for spinal cord injury, attempts to use endogenous NSCs as a source of new neurons have 
been examined, as summarised in the sections.

4.1. Inflammatory cytokines

After spinal cord injury, pro‐inflammatory cytokines including TNF‐alpha, IL‐6, and IL‐1beta 
are secreted in the injured site, inducing inflammation. IL‐6 promotes differentiation of NSCs 
into astrocytes. Suppression of IL‐6 signalling decreases the production of astrocytes induced 
by spinal cord injury, promoting functional recovery of damaged spinal cord [12, 13].

4.2. Growth factor

Growth factors can modulate not only proliferation and differentiation of NSCs, but also sur‐
vival, neurite outgrowth, and synapse plasticity of differentiated neurons. Both FGF2 and 
EGF suppress differentiation of NSCs, which in turn promoting proliferation. Administration 
of FGF2 and EGF into the lateral ventricle accelerates growth of not only subventricular zone 
NSCs but also NSCs around the central canal of spinal cord [14]. IGF‐1 induces the production 
of oligodendrocytes by inhibiting bone morphogenetic protein (BMP) signals through induc‐
tion of bone morphogenetic protein such as Smad6, Smad7 and Noggin [15]. When fibroblasts 
that can secrete Brain‐derived neurotrophic factor (BDNF) are transplanted into the spinal 
cord injury lesion, oligodendrocytes production is induced [16]. After spinal cord injury, the 
exogenous delivery of nerve growth factor (NGF) can induce growth of corticospinal axons 
in rats [17, 18], whereas NT3 elicits growth of corticospinal axons [19, 20]. Glial cell‐derived 
neurotrophic factor (GDNF) induces growth of motor and dorsal column sensory axons after 
partial and complete spinal cord transections and induces remyelination [21]. These reports 

NSCs in the intact 
spinal cord

Genetic labelling Protein markers Increase at the 
lesion (fold)

Descendant cells 
(contribution)

Ependymal cells FoxJ1 promoter Sox9 4–5 Astrocytes (53%)

Vimentin Oligodendrocytes 
(3.2%)

Astrocytes Connexin 30 promoter Sox9 2 Astrocytes (47%)

GFAP

Oligodendrocytes Olig2 promoter Olig2 2 Oligodendrocytes 
(97%)

Sox10

APC (mature 
oligodendrocytes)

Table 1. Cell fate of NSCs after spinal cord injury (based on data from Ref. [6]).
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suggest that control of growth factors in the injured area of the spinal cord may promote 
regeneration of the injured spinal cord. However, clinical trials using systemic delivery of 
growth factors for various disorders have failed either as a result of lack of efficiency or unac‐
ceptable side effects, or both [22, 23].

4.3. Transcription factor and growth factors

Neurogenin2 and Mash‐1 are transcription factors required for neuronal differentiation. 
Production of neurons and oligodendrocytes at the lesion of spinal cord is induced by infec‐
tion of retroviruses that express those transcription factors followed by application of BDNF, 
FGF2, and EGF [9]. However, it is unknown whether the treatment with transfection and 
growth factors can promote recovery of the function, or not.

5. Extracellular phosphorylation

Protein phosphorylation occurs not only in the intracellular space but also at the extracellular 
space (Figure 1). Phosphorylation of proteins located at the cell surface has been reported in 
many types of cells, including platelets [24, 25], monocytes [26], osteoblasts [27], vascular smooth 

Figure 1. Three types of phosphorylation. (1) Intracellular phosphorylation by intracellular PKs. This type of phosphorylation 
has been studied extensively and intensively. (2) Endogenous ecto‐phosphorylation by ecto‐PKs. Some PKs can be secreted 
from cells through typical exsocytosis. Those ecto‐PKs use extracellular ATP, which are secreted from many types of cells, 
including neurons and glial cells, as the donor of phosphorus residue for protein phosphorylation. (3) Artificial ecto‐
phosphorylation. In this case, both ATP and PKs are artificially applied. Any kinases that do not exist in the extracellular 
space can be applied, and they are applicable at any places even where endogenous PKs are not functional. Therefore, 
responses that endogenous ecto‐PKs do not evoke can be expected.
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muscle cells [28] and neurons [29]. Furthermore, some of extracellular matrix proteins are known 
to be phosphorylated [26, 30–32]. Yalak and Vogel identified 770 different phosphorylation sites 
in 66 extracellular proteins or in proteins with extracellular domain by annotation of secreted 
phosphorylated protein data available in public repositories [33]. Extracellular protein phos‐
phorylation, which is termed ecto‐phosphorylation, has been implicated in several physiologi‐
cal processes, including adhesion and migration of leukocyte and macrophage, fertilisation and 
fibrinolysis. Ecto‐protein kinases (ecto‐PKs) acting on the outer surface of the plasma membrane 
are reported to catalyse those phosphorylation. Ecto‐PKs use extracellular ATP as a source of 
the phosphate group [28]. Thus far, FAM20C, protein kinase C (PKC), protein kinase A (PKA), 
casein kinase 1 (CK1) and casein kinase 2 (CK2) are reported as ecto‐PKs [34, 35]. In addition to 
phosphorylation by ecto‐PKs, ecto‐domain of membrane proteins and proteins secreted from 
cells can be phosphorylated by kinases in the Golgi apparatus, which proteins pass through for 
secretion and for location to the plasma membrane. Ecto‐domains of neuroglican C [36] and of 
amyloid beta precursor protein [37] can be phosphorylated by both ecto‐PKs and kinases in the 
Golgi apparatus. Endogenous ecto‐phosphorylations described in this chapter are summarised 
in Table 2.

These findings demonstrate that ecto‐phosphorylation, as well as intracellular phosphoryla‐
tion, can activate substrate proteins, inducing intracellular signalling.

6. Extracellular phosphorylation and neurite outgrowth machinery of 
neurons

In 1989, extracellular ATP was reported to stimulate uptake of noradrenaline into PC12 adre‐
nal pheochromocytoma cells [38]. Addition of either ATP or ATPgammaS, but not adenosine 
diphosphate (ADP), guanosine tri‐phosphate (GTP) or AppNHp, increased noradrenaline 

Ecto‐phosphorylation Location Effects Cells

105, 39, 20 kDa proteins Membrane NGF‐dependent neurite 
outgrowth

PC12 cells

12, 13 kDa proteins Membrane Correlation with neurite 
outgrowth

Primary embryonic chick 
neurons

48/50 kDa protein Membrane Long‐term potentiation Hippocampal pyramidal 
neurons

Laminin Extracellular matrix Cell adhesion and migration –

Collagen XVII Extracellular matrix Unknown –

Vitronectin Extracellular matrix Unknown –

Fibronectin Extracellular matrix Unknown –

NCAM Membrane Unknown Neuronal cells

MAP1B Post‐synaptic area Synapse formation Cortical neurons

Beta‐amyloid Secreted Promotion of aggregation –

Table 2. Endogenous phosphorylation of ecto‐domains of membrane proteins and extracellular matrix proteins 
described in the chapter.
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uptake into PC12 cells. This suggests that added ATP was used as the donor of phosphate 
group in the phosphorylation reaction. Although protein responsible for the regulation of 
noradrenaline uptake is still unknown, 105, 39 and 20 kDa proteins at the surface of PC12 cells 
were identified as substrates for ecto‐phosphorylation [39]. NGF, which can induce neuronal 
differentiation and neurite outgrowth of PC12 cells, enhances extracellular phosphorylation 
of PC12 cells [39]. A non‐permeable and non‐specific inhibitor of kinases, K252b, blocked 
both NGF‐dependent neurite outgrowth and enhancement of extracellular phosphorylation 
[39, 40].

In 1995, primary embryonic chick neurons were incubated with radioactive ATP to show ecto‐
protein kinase activity [41]. Incorporation of radioactivity was detected with 116, 105, 67, 53, 
17, 13 and 12 kDa proteins. Addition of either a pseudo‐substrate peptide for PKC or a neutral‐
ising antibody against catalytic domain of PKC inhibited phosphorylation of 67, 13 and 12 kDa 
proteins, indicating that ecto‐PKC catalysed phosphorylation of those proteins. Extracellular 
phosphorylation of 12 and 13 kDa proteins by PKC is regulated by development of the brain 
and is correlated with neurite outgrowth of neurons in the CNS. The 12 and 13 kDa proteins 
have not been identified.

7. Long‐term potentiation and extracellular phosphorylation

Long‐term potentiation is the long‐lasting improvement in neuronal communication, which 
is the major cellular mechanism for learning and memory [42, 43]. Extracellular phosphory‐
lation of neuronal surface proteins is implicated in long‐term potentiation in the hippocam‐
pus [44–46]. Using mouse hippocampal slices, addition of either ATP or ATPgammaS, but not 
AppNHp, was reported to amplify permanently the magnitude of the population spike [44]. A 
48/50 kDa protein at the surface of hippocampal pyramidal neurons becomes phosphorylated 
during the amplification [45]. Addition of a neutralising antibody against PKC inhibits the 
extracellular 48/50 kDa protein phosphorylation, and it blocks the stabilisation of long‐term 
potentiation in hippocampal slices [45]. Thus, PKC‐mediated extracellular phosphorylation 
is required for maintenance of hippocampal long‐term potentiation. However, the 48/50 kDa 
protein has not been identified.

8. Extracellular phosphorylation and synapse

Synapse formation is an essential step to make neuronal network. K‐252b, which is a non‐
permeable and non‐specific inhibitor of kinases, inhibits synapse formation between cortical 
neurons in vitro [47]. This suggests that ecto‐kinase sensitive to K‐252b has a role in synapse 
formation. Lately, the same group has indicated that MAP1B, which is a tubulin‐binding pro‐
tein distributed in axon, especially in growth corn, is a substrate of ecto‐protein kinases, and 
K‐252b inhibits phosphorylation of MAP1B [48]. Originally, MAP1B was thought to be located 
in the cytoplasm. However, at least some splice valiant forms of MAP1B can be located at the 
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plasma membrane [49]. The membrane‐bound MAP1B is located in the post‐synaptic area, but 
not in pre‐synaptic area [50]. The membrane‐bound MAP1B can interact with myelin‐associ‐
ated glycoprotein (MAG) and the binding enhances phosphorylation of MAP1B [51]. Neither 
the kinase catalysing MAP1B phosphorylation nor the phosphorylation site in MAP1B has 
been elucidated. These reports suggest a possibility that ecto‐phosphorylation of membrane‐
bound MAP1B has a role in regulation of synapse formation.

These findings suggest that ecto‐phosphorylation can regulate neurite outgrowth, long‐term 
potentiation and synapse formation of neurons. This gives an idea that ecto‐phosphorylation 
may promote regeneration of the damaged neuronal network.

9. Ecto‐domain phosphorylation of NgR

9.1. Effects on terminally differentiated neurons

NgR is a receptor of myelin‐associated glycoproteins, Nogo‐A, MAG and oligodendrocyte‐
myelin glycoprotein (OMgp) [52, 53]. Binding of those glycoproteins to NgR inhibits axonal 
outgrowth of neurons, at least in vitro. NgR signals activate intracellular Rho protein regulat‐
ing rearrangement of cytoskeleton, which suppresses axonal outgrowth and synapse forma‐
tion. Paralysis by spinal cord injury can be reduced by administration of an antibody against 
Nogo‐A protein [54]. Genetic depletion of NgR shows NgR is partially responsible for limit‐
ing the regeneration of certain fibre systems in the adult CNS [53, 55].

We found that the extracellular domain of NgR can be phosphorylated by PKA and CK2, and 
that the phosphorylation inhibits binding of NgR agonists [56]. Interestingly, both kinases 
phosphorylate the same amino acid residue of the ecto‐domain of NgR (Figure 2). In vitro 
study indicated that ecto‐domain phosphorylation of NgR by either PKA or CK2 can over‐
come the inhibition of axonal outgrowth by NgR agonists Nogo‐A, MAG and OMgp.

Figure 2. Phosphorylation sites in the ecto‐domains of NgRs. (▼) indicates the phosphorylation site detected by mass 
spectrometer after the in vitro phosphorylation assay.
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9.2. Effects on differentiation of NSCs

We reported that neurogenesis in the injured spinal cord can be augmented by artificial ecto‐
phosphorylation with continuous application of active PKA and ATP [4]. Since the treatment 
promoted functional recovery of the injured spinal cord, ecto‐phosphorylation can be a novel 
target of therapies against paralysis caused by spinal cord injury.

In vitro assay indicated that NgR is expressed in ependymal cell‐like NSCs derived from adult 
mouse spinal cord [4]. Noteworthy, proliferation of ependymal cells is enhanced after spinal 
cord injury, and the cells move to the injury site [6]. When differentiation of the NSCs was 
induced in the presence of NgR inhibitors, a transient increase of cells expressing a transcrip‐
tion factor Olig2 was observed on day 5 of in vitro differentiation. Olig2 can suppress differenti‐
ation into astrocytes but can promote differentiation into oligodendrocytes and motor neurons. 
Whereas oligodendrocytes were not observed in the descendant cells on day 14 of in vitro dif‐
ferentiation, increased proportion of neuronal cells was observed. When active PKA and ATP 
were applied on mice with spinal cord injury, NgR within the spinal cord was phosphorylated, 
and cells expressing neuronal precursor cell markers, such as doublecortin and neurogenin2, 
were increased. Significant improvement of hindlimbs’ paralysis was also observed.

Our report proposed that myelin proteins released from damaged oligodendrocytes can sup‐
press both axonal outgrowth from survived neurons and neurogenesis of NSCs, through 

Figure 3. Possible effects of artificial ecto‐phosphorylation induced by direct application of active kinases. Application 
of active PKA and ATP induces ecto‐phosphorylation of NgR expressed in both differentiated neurons and NSCs and of 
other proteins. The phosphorylation can promote neurogenesis, enhancing functional recovery of the spinal cord from 
traumatic injury.
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NgR activation. However, our results do not eliminate corporation of ecto‐phosphorylation 
of other proteins. Application of active PKA and ATP to the injured spinal cord should phos‐
phorylate many ecto‐domains of membrane proteins and extracellular matrix proteins, in 
addition to NgR. The favourable effects on recovery from spinal cord injury could result from 
cooperation of ecto‐phosphorylation of those proteins (Figure 3).

10. Phosphorylation of cell adhesion molecules and extracellular matrix 
proteins

Ecto‐phosphorylation of proteins described below was originally reported with non‐neuronal 
cells or in the extracellular matrix. However, when active PKA and ATP were applied to the 
damaged spinal cord, phosphorylation of these extracellular matrix proteins can be expected 
and similar effects should be induced.

10.1. Laminin

Laminin is an extracellular matrix protein found in basement membranes. Laminin interacts 
with cell surface proteins, influencing not only cell attachment on the basement membrane 
but also cell function and differentiation. Laminin is phosphorylated by CK2 [26]. This phos‐
phorylation enhances heparin binding to laminin, cell attachment and migration. Laminin 
can be phosphorylated by PKC, in addition to CK2. Phosphorylation by PKC enhances self‐
assembly, heparin binding and cell attachment [57].

Laminin has important roles in neuronal differentiation of human embryonic stem cells [58], 
proliferation of human neural stem cells [59], netrin‐mediated axonal guidance [60] and NGF‐
mediated neurite outgrowth from both PC‐12 cells [61] and primary cultured neurons derived 
from mouse dorsal root ganglia [62]. Thus, phosphorylation of laminin could contribute to 
regulation of neuronal differentiation, migration and neurite outgrowth.

10.2. Collagen XVII

Collagen XVII can bind to alpha6 integrin, contributing to cell adhesion and motility. The serine 
544 in the extracellular domain of collagen XVII is phosphorylated by CK2 and the phosphory‐
lation inhibits shedding of the extracellular domain by metalloproteases of the A disintegrin 
and metalloproteinase (ADAM) family [32]. Although the exact function of collagen XVII is 
unknown, collagen XVII is expressed in the CNS and its distribution is changed in neurode‐
generative disorders [63].

10.3. Vitronectin

Vitronectin is a glycoprotein in blood and extracellular matrix. Threonine 50 and 57 of vitro‐
nectin can be phosphorylated by CK2 [31] and the phosphorylation enhances its binding to 
both alpha(v)beta3 integrin [64] and urokinase receptor [65]. Furthermore, the serine 378 of 
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vitronectin is phosphorylated by PKA, which induces a conformational change and enhances 
the phosphorylation by CK2 [66]. Vitronectin is known to regulate differentiation of cerebellar 
granule cell precursor cells [67].

In addition, fibronectin [30] and neuronal cell adhesion molecules [29] are known to be phos‐
phorylated. However, effects of their phosphorylation are unknown.

11. Perspective

It has been expected to develop a CNS injury treatment via activation of endogenous stem 
cells, because it may provide simple and inexpensive therapy with minimal invasion. We 
demonstrated that application of PKA and ATP can induce neurogenesis of endogenous NSCs 
in the damaged spinal cord, diminishing paralysis caused by the damage. The ecto‐domain of 
NgR in the spinal cord is phosphorylated by the PKA application. NgR expression is detected 
in ependymal cell‐like NSCs derived from the spinal cord, and ecto‐phosphorylation of NgR 
promotes neuronal differentiation. However, multiple sites of extracellular proteins and 
domains should be simultaneously phosphorylated by the application. The favourable effects 
of the application are possibly due to a cooperation of phosphorylation of those proteins, 
including ecto‐phosphorylation of NgR. Artificial ecto‐phosphorylation could be the platform 
for development of therapies for cure of paralysis caused by spinal cord injury. More study 
is required for revealing the precise mechanism of which artificial ecto‐phosphorylation pro‐
motes regeneration of the damaged CNS.
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Abstract

Because of the numerous entities interacting, the complexity of the networks that regu-
late cell fate makes it impossible to analyze and understand them using the human brain 
alone. Computational modeling is a powerful method to unravel complex systems. We 
recently described the development of a user-friendly computational tool, Analysis of 
Networks with Interactive MOdeling (ANIMO). ANIMO is a powerful tool to formalize 
knowledge on molecular interactions. This formalization entails giving a precise math-
ematical (formal) description of molecular states and of interactions between molecules. 
Such a model can be simulated, thereby in silico mimicking the processes that take place 
in the cell. In sharp contrast to classical graphical representations of molecular interac-
tion networks, formal models allow in silico experiments and functional analysis of the 
dynamic behavior of the network. In addition, ANIMO was developed specifically for 
use by biologists who have little or no prior modeling experience. In this chapter, we 
guide the reader through the ANIMO workflow using osteoarthritis (OA) as a case study. 
WNT, IL-1β, and BMP signaling and cross talk are used as a concrete and illustrative 
model.

Keywords: WNT, IL1β, BMP, cartilage, computational model, ANIMO, cell signaling, 
network modeling

1. Introduction

1.1. Signal transduction networks

At any given point in time, cells are exposed to many different signals from their environ-
ment. Cells will have to interpret this multitude of signals they receive. Signal transduction 
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networks relay and integrate signals from membrane-bound receptors, via protein activation, 
to the nucleus in order to regulate cellular processes such as gene transcription, metabolism, 
proliferation, differentiation, and apoptosis (programmed cell death).

Kinases play a key role in signal transduction by transferring phosphate groups to their 
substrates in a process called phosphorylation [1–4]. In this context, phosphorylation is basi-
cally a way to hand over a signal. In practice, kinases function by phosphorylating serine, 
threonine, or tyrosine residues on downstream substrates, thereby inducing conformational 
changes and/or charge alterations, resulting in modulation of protein activities [5].

Signal transduction pathways are connected to other signal transduction pathways in a mecha-
nism we call cross talk. Due to this cross talk, signaling pathways are part of extensive signaling 
networks. Ultimately, dynamic changes in the signaling network determine cell fate. Insight 
into this network-regulating cell fate is important for controlling stem cell differentiation, under-
standing diseases such as cancer and osteoarthritis (OA), defining better diagnostics based on 
biomarker expression, and designing precision therapies.

1.2. Network topology and dynamics

To understand signaling networks, graphical representations are very useful (and widely 
used). In such graphical network representations, network topology and protein interactions 
are displayed in a static way. This is very useful for understanding network topology but 
fails to show the dynamics of the network interactions. In addition, as networks become large 
with many interactions between signaling molecules, it becomes harder to comprehend and 
predict the speed of the network interactions. Since we want to understand the dynamics of 
signaling networks, we need to incorporate quantitative aspects like activity levels and the 
timing of interactions. Understanding the interplay between the quantitative dynamics and 
the distributed and concurrent nature of networks with large numbers of components is a for-
midable task; this task can only be successfully undertaken by using methods and techniques 
that are adequately supported by software tools.

1.3. Computational modeling of signaling networks

The systems biology approach to understanding biological systems starts off from a scien-
tific question and then follows an empirical cycle—or rather a positive spiral—of knowledge/
theory → model → hypotheses → experiments → observations → update and/or refinement 
of knowledge/theory, until an answer to the original question is found (Figure 1). The model 
plays a pivotal role in this cycle:

1. To organize data and store knowledge

2. To structure reasoning and discussion

3. To perform in silico experiments and derive hypotheses

An in silico model is always a simplified representation of biological reality and is never the 
aim in itself. Rather, it is a powerful means in the process of gaining an understanding of the 
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biological system. Given its role in the empirical cycle, the process of modeling is especially 
effective when applied by the experts with respect to a certain biological system. Biologists 
usually have a good sense of cause-and-effect relationships of molecular interactions. In 
addition, they are the most knowledgeable on the network topology and the dynamics of 
the biological system they are studying. Since they also benefit most from the generation of 
hypotheses and from an efficient experimental design, biologists would be the primary can-
didates to construct models of their research topic.

As models are a formalization of knowledge or theories, an underlying formalism is needed 
to express this knowledge. Different formal methods have been successfully applied to con-
struct representations of biological systems. Among these methods are Boolean logic [6, 7], 
ordinary differential equations (ODEs, reviewed in Ref. [8]), interacting state machines [9, 10], 
process calculi [11, 12], timed automata [13–15], and Petri nets [16, 17]. Most of these formal 
methods have been implemented into software tools to aid the process of modeling.

Mastery of most existing modeling tools requires training and experience in mathematical 
modeling. In this respect, a lack of tradition in quantitative reasoning and formal methods 
within the biological community at large is still a stumbling block for widespread applica-
tion of modeling of biological systems. To overcome this, we built an intuitive method for the 
construction of formal in silico models of the dynamics of molecular networks, supported by a 
user-friendly modeling tool, (Analysis of Networks with Interactive MOdeling (ANIMO) [18]).

1.4. ANIMO

ANIMO is an activity network tool, built as a plug-in to the network visualization program 
Cytoscape [19] and founded on the formalism of timed automata [13–15], but does not require 

Figure 1. The empirical spiral: applying the empirical cycle in successive rounds leads to a gradual buildup of knowledge.
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the user to have any previous training in formal methods [20]. This provides the advantages 
of formal models (in silico experiments and model checking) without renouncing to usability.

Nodes in an ANIMO network represent an activity level of any given biological entity, e.g., 
proteins directly involved in signal transduction (e.g., kinases, growth factors, cytokines, 
genes, and mRNA. An activity level is associated to each node, to represent, for example, the 
relative amount of phosphorylated kinase or the concentration of mRNA. The activity level of 
a node can be altered by interactions with other nodes. ANIMO networks can include activa-
tions (→) and inhibitions (─┤), which will increase (resp. decrease) the activity level of the 
target node if the source node is active. For example, A → B will increase the activity level of 
B if A is active. The speed at which an interaction occurs is defined by its k parameter, which 
can be estimated qualitatively by choosing among a predefined set of options (very slow, slow, 
medium, fast and very fast) or by directly inputting a numerical value. We note that using the 
qualitative choices already leads to useful models: choosing, for example, a slow interaction 
to represents the production of a protein, and a fast one for a posttranslational modification 
such as phosphorylation is already enough to provide a realistic behavior in a network with 
the proper node topology [18, 20, 21].

A finer control on the network dynamics can be obtained by choosing for each interaction an 
approximated scenario which allows to describe the interaction. A choice is available among 
three scenarios:

• Scenario 1 (default): the interaction rate is linearly dependent on the k parameter and the 
activity level of the upstream node. This is the simplest scenario and is advised for all inter-
actions when first building an ANIMO model.

• Scenario 2: the interaction rate depends on the k parameter and on the activity levels of 
both nodes. In particular, it is linearly dependent on the activity level of the upstream node 
and inversely dependent on the activity of the downstream node. This scenario is used to 
model reactions where the availability of substrate is a limiting factor.

• Scenario 3 (AND gate): the interaction rate depends on the k parameter and on the activ-
ity level of two user-defined nodes. The user can determine whether the dependency on 
a node’s activity is linear or inverse. This scenario can be used to represent Boolean AND 
gates, such as “A AND B → C,” where it is required that both A and B are active in order 
for C to become active.

Additionally, the k parameter can be manually set to numerical values, expanding the default 
qualitative choices. Methods for parameter fitting are also present in ANIMO, which allow to 
automatically adapt the parameters to a given data set [22]. These features are useful when 
comparing a model to experimental data and allow to easily try different parameter settings 
before needing to extend a model with new nodes or interactions.

1.5. Experimental requirements

Biological events can often be interpreted as changes in activity. Activities could be defined 
as changes in concentration, phosphorylation, or localization of a protein or changes in gene 
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expression because they are causal factors with respect to downstream effects. Therefore, the 
state or concentration of the molecules can be described in terms of an activity. The more 
active the molecule is, the stronger it will affect downstream processes.

Experimental design could be performed according to these guidelines:

1. A negative control (t = 0) is needed to determine background activity levels.

2. Including a positive control for each of the measurements indicates the potential maxi-
mum intensity in the biological system. This allows scaling of activity between 0 and 
100% to construct a nondimensional model, omitting the need for precise intracellular 
concentrations.

3. Include measurements of molecules that either have downstream effects in the model or 
can be used as an output of the model.

4. Include overlapping treatment conditions to normalize experimental data between differ-
ent days or assay batches.

5. Include multiple time points to provide insight into the dynamic behavior of the system. 
To decide how many time points should be measured and what the optimum time range 
is, consider the following factors. Ideally, measurements are obtained at time points start-
ing from t = 0 until the system reaches a steady state. For most primary effects in signal 
transduction networks, this means measuring more time points in the first 2–30 minutes 
after stimulation. When peak dynamics are expected, three time points are the absolute 
minimum to describe each peak, one before the peak, one as close as possible to the actual 
peak, and one after the peak. Five time points and more allow finding and describing a 
peak in more detail, especially in the presence of experimental noise. If no peak dynamics 
are expected, at least four time points should be measured. Try to avoid having the highest 
measurement value as the first or last value in your time series, as it will lead to uncertainty 
about the actual behavior of the system.

We can discern primary (or direct) effects or higher order (or indirect) effects after treatment. 
Indirect effects are those in which feedback is involved. For signal transduction, the primary 
effect occurs in time points up to 240/480 minutes. For gene expression, primary effects typi-
cally take 4–12 hours. Higher order effects occur at different time ranges, e.g., signal trans-
duction could occur up to 24/48 hours; for gene expression involving higher order effects, for 
example, in the case of cell differentiation, effects can take up to several weeks.

2. Case study: ANIMO modeling of inflammatory signals 
in  osteoarthritis

Many diseases are multifactorial, affected by many factors including genetic predisposition, 
age, trauma, sex, etc. These factors influence the network topology as well as its dynamics. 
This is hard to capture in static networks. To guide the reader through the ANIMO workflow, 
we use osteoarthritis as a case study.
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Osteoarthritis (OA) is a painful, disabling disease with a high prevalence, occurring in about 
15% of the population. The lifetime risk of knee OA is over 40% for man and almost 50% for 
women (reviewed in Ref. [23]). The lack of insight into the intricate signaling network of the 
cartilage has prevented the identification of highly needed disease-modifying osteoarthritic 
drugs (DMOADs). We aim to solve this by generating a comprehensive computational model 
of the signaling network in the cartilage [24]. In this chapter, we describe three important 
pathways in cartilage and OA development as a case study.

2.1. Osteoarthritis

Articular cartilage (AC) is a highly resilient tissue that covers the surfaces at the ends of long 
bones and ensures the pain-free and supple movement of our joints. The cartilage is mainly 
composed of one single cell type, the chondrocyte, which secretes and shapes the cartilagi-
nous matrix that is necessary for its load-bearing properties. The biomechanical properties of 
the cartilage are dependent mainly on the composition, as well as the integrity of its matrix 
[25]. Once damaged, articular cartilage has low self-repair and regenerative capabilities even-
tually resulting in OA. This is due to its avascular nature, lack of innervation, and the embed-
ding of chondrocytes in a dense matrix preventing cell migration. In addition, abnormalities 
in the cartilage-specific matrix cause a variety of skeletal malformation syndromes as well as 
adult-onset degenerative disorders such as OA.

OA is the most common form of arthritis and a leading cause of mobility-associated disability. 
OA is characterized by degeneration of articular cartilage, typical bone changes, and signs 
of inflammation, particularly in end-stage disease. The current management of OA is symp-
tomatic, aimed at reduction of pain and at the end stage of disease total joint replacement 
as a successful treatment option for large joints (e.g., knee and hip) [26]. These treatments, 
however, do not cure the disease. There are no systemic drugs that can modify the disease 
process. Once the cartilage is damaged, no treatment exists that can intervene effectively, and 
the affected joint enters a disease continuum toward osteoarthritis.

Cartilage tissue homeostasis depends on a fine balance between catabolic (breakdown) and 
anabolic (buildup) processes. Homeostasis is regulated by a number of signaling pathways, 
including BMP and WNT signaling [27–31]. The amplitude of the signaling can be fine-tuned 
via antagonists in the extracellular space (reviewed in Ref. [32]). Typical catabolic pathways 
include the inflammatory pathways, including TNFα and IL-1β.

2.2. Osteoarthritis at the molecular level

OA is a disease caused by loss of homeostasis, resulting in altered mechanical and biochemi-
cal signals. Some of the key biochemical signals are growth factors such as WNT, IL-1β, trans-
forming growth factor beta, bone morphogenetic proteins (BMPs), and Indian hedgehog 
homolog [27, 33, 34]. Mechanical stress on the extracellular matrix (ECM) plays a key role in 
OA development [27, 33, 34]. Any changes in this complex biological system, such as those 
caused by injury or aging, can disrupt cartilage homeostasis and lead to either catabolism 
characterized by expression of, for example, matrix metalloproteases (MMPs), and aggreca-
nases (ADAMs), or anabolism characterized by expression of collagen II and aggrecans [33]. 

Protein Phosphorylation160



Osteoarthritis (OA) is a painful, disabling disease with a high prevalence, occurring in about 
15% of the population. The lifetime risk of knee OA is over 40% for man and almost 50% for 
women (reviewed in Ref. [23]). The lack of insight into the intricate signaling network of the 
cartilage has prevented the identification of highly needed disease-modifying osteoarthritic 
drugs (DMOADs). We aim to solve this by generating a comprehensive computational model 
of the signaling network in the cartilage [24]. In this chapter, we describe three important 
pathways in cartilage and OA development as a case study.

2.1. Osteoarthritis

Articular cartilage (AC) is a highly resilient tissue that covers the surfaces at the ends of long 
bones and ensures the pain-free and supple movement of our joints. The cartilage is mainly 
composed of one single cell type, the chondrocyte, which secretes and shapes the cartilagi-
nous matrix that is necessary for its load-bearing properties. The biomechanical properties of 
the cartilage are dependent mainly on the composition, as well as the integrity of its matrix 
[25]. Once damaged, articular cartilage has low self-repair and regenerative capabilities even-
tually resulting in OA. This is due to its avascular nature, lack of innervation, and the embed-
ding of chondrocytes in a dense matrix preventing cell migration. In addition, abnormalities 
in the cartilage-specific matrix cause a variety of skeletal malformation syndromes as well as 
adult-onset degenerative disorders such as OA.

OA is the most common form of arthritis and a leading cause of mobility-associated disability. 
OA is characterized by degeneration of articular cartilage, typical bone changes, and signs 
of inflammation, particularly in end-stage disease. The current management of OA is symp-
tomatic, aimed at reduction of pain and at the end stage of disease total joint replacement 
as a successful treatment option for large joints (e.g., knee and hip) [26]. These treatments, 
however, do not cure the disease. There are no systemic drugs that can modify the disease 
process. Once the cartilage is damaged, no treatment exists that can intervene effectively, and 
the affected joint enters a disease continuum toward osteoarthritis.

Cartilage tissue homeostasis depends on a fine balance between catabolic (breakdown) and 
anabolic (buildup) processes. Homeostasis is regulated by a number of signaling pathways, 
including BMP and WNT signaling [27–31]. The amplitude of the signaling can be fine-tuned 
via antagonists in the extracellular space (reviewed in Ref. [32]). Typical catabolic pathways 
include the inflammatory pathways, including TNFα and IL-1β.

2.2. Osteoarthritis at the molecular level

OA is a disease caused by loss of homeostasis, resulting in altered mechanical and biochemi-
cal signals. Some of the key biochemical signals are growth factors such as WNT, IL-1β, trans-
forming growth factor beta, bone morphogenetic proteins (BMPs), and Indian hedgehog 
homolog [27, 33, 34]. Mechanical stress on the extracellular matrix (ECM) plays a key role in 
OA development [27, 33, 34]. Any changes in this complex biological system, such as those 
caused by injury or aging, can disrupt cartilage homeostasis and lead to either catabolism 
characterized by expression of, for example, matrix metalloproteases (MMPs), and aggreca-
nases (ADAMs), or anabolism characterized by expression of collagen II and aggrecans [33]. 

Protein Phosphorylation160

As OA progresses the chondrocytes start to lose their characteristic phenotype, which in some 
cases results in differentiating into hypertrophic chondrocytes [35], resulting in endochon-
dral ossification, by destroying the surrounding collagen II and replacing it with collagen X. 
Eventually, the hypertrophic chondrocytes will recruit osteoblasts that will proceed to form 
an osteophyte [35]. It is important to note that OA is not a disease that will damage the whole 
joint evenly. Throughout the cartilage there will be cells in different stages of differentiation, 
ranging from seemingly healthy cells to osteophyte forming hypertrophic chondrocytes.

The direct control of chondrogenic differentiation and hypertrophy is believed to be tightly 
regulated by the transcriptional activity of two main transcription factors: RUNX2, a tran-
scription factor important for the regulation of hypertrophic differentiation, and SOX9, mas-
ter transcription factor for chondrogenic development [36, 37]. The exact activity of these 
factors seems a key in determining the outcome of the chondrocyte phenotype.

The first steps in any computational modeling workflow are to thoroughly investigate the 
signal transduction pathways involved in the disease and to choose which pathways will 
be focused on. In this example, we will show the BMP and WNT signaling pathways for 
their importance in cartilage development and IL-1β as an inflammatory signal involved in 
osteoarthritis.

2.2.1. WNT signaling in the cartilage and osteoarthritis

The canonical Wnt pathway is crucial for cell survival and OA activation. The canonical path-
way is characterized by the axin/glycogen synthase kinase-3β (GSK3-β) destruction complex 
which maintains low intracellular concentration of the key transcriptional regulator, β-catenin 
[33]. WNTs bind to the Frizzled (Fz) transmembrane receptors, resulting in the recruitment 
of the transmembrane protein LRP5/6. This complexation leads to the phosphorylation and 
dissociation of the destruction complex allowing β-catenin to accumulate and translocate to 
the nucleus [33]. In turn, β-catenin downregulates both collagen type 2A (COL2A) and SRY-
box 9 (SOX9), leading to cell dedifferentiation and proliferation [38]. The WNT pathway can 
be activated by IL-1β through the phosphoinositide 3-kinase (PI3K) – protein kinase B (Akt) 
pathway [39, 40].

2.2.2. BMP2 signaling in osteoarthritis

BMP2 signaling is key pathway in the development of both the bone and cartilage. In endo-
chondral bone formation, it is responsible for the clustering of the mesenchymal stem cells, 
the acquisition of the chondrocyte phenotype, and the final differentiation into hypertro-
phic chondrocytes [41, 42]. This final step is stopped in order to produce adult chondro-
cytes [41]. BMP2 is found in both healthy and OA adult chondrocytes [42]. BMP2 signaling 
occurs when BMP2 binds to its type 1 and type 2 receptors, which in turn phosphorylate 
mothers against decapentaplegic (SMAD) homologs 1, 5, and 8. Subsequently, SMAD 1, 5, 
or 8 dimers could bind to the ubiquitous SMAD-4 transcription factor [41]. BMP2 signal-
ing can upregulate Col2a, SOX9, ColX, and MMP13 gene expression [38, 41]. Once OA is 
advanced, BMP2 can cause hypertrophic differentiation of chondrocytes, leading to osteo-
phyte formation [41].
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2.2.3. Interleukin 1β signaling in osteoarthritis

IL-1β is a key pro-inflammatory cytokine that drives OA progression by inducing the expres-
sion of cartilage degrading enzymes such as matrix metalloproteinases (MMPs) [43, 44].

IL-1β signals by binding to the transmembrane IL-1 receptor I (IL-1RI), leading to the activa-
tion of multiple signaling pathways. The canonical IL-1β pathway signals through NF-κB, 
but IL-1β can also activate the p38-MAPK and JNK-MAPK pathways. The activated recep-
tor then assembles two signaling proteins, myeloid differentiation primary response gene 
88 (MYD88) and interleukin-1 receptor-activated protein kinase 4 (IRAK4). Together, the 
proteins form a stable IL-1-induced first signaling module and activate IRAK1 and IRAK2, 
which in turn activate TRAF6, PELI 1-3, TAK1, and MEKK3 [45]. IRAK1 also activates the 
inhibitor of nuclear factor B kinase (IKK) complex, which is necessary for the translocation of 
NF-κB (nuclear factor kappa-light-chain-enhancer of activated B cells) subunits to the core. 
The IKK complex consists out of IKK1 and IKK2 plus the regulatory subunit NF-κB essential 
modifier (NEMO) and phosphorylates IkB, the inhibitor of NF-κB, leading to its degradation 
[45, 46]. Due to the degradation of IkB, two NF-κB subunits, p50 and p65, are released and 
translocate into the nucleus, where they bind to conserved DNA motifs, which exist in many 
IL-1β responsive genes, including the genes for IL-1B [45, 46] and IκBα [45].

For the p38 MAPK and the JNK pathways, TAK1 and MEKK3 are mainly responsible, which 
activate MAPK kinase kinases (MKKs) 3, 4, 6, and 7 [45]. In addition, ERK1/ERK2 is also 
activated as a result of the activation of the IKK complex, which influences MKK1. All three 
MAPK pathways influence the activation protein 1 (AP-1), affecting the DNA expression of 
IL-1β response genes [45].

An increasing amount of data indicates the influence of IL-1β on the degeneration of extracel-
lular matrix in the pathology of OA [47]. In addition, we have previously shown that WNT/β-
catenin inhibits IL-1β-induced MMP expression in human articular cartilage [48]. Moreover, 
we showed that the WNT/β-catenin-regulated transcription factor TCF4 can bind to NF-κB, 
thereby enhancing NF-κB activity [30].

2.3. Defining an a priori network

The aim of computational modeling is not to provide the most complete representation of all 
the interactions in a signaling network, but to use as many interactions as needed to provide 
insight into cellular mechanisms. As such, models are indeed simplified representations of the 
real situation: one can choose a level of abstraction depending on the available information 
and the research question that is asked. The level of abstraction is always a trade-off between 
precision and feasibility.

In the case study presented here, we do not aim to build a precise model, but aim to show how 
building a model enables researchers of all levels of experience to visualize, summarize, and 
formalize models. Generating a relatively simple model in which key interactions are shown 
enables researchers to test and discuss various hypotheses quickly. With the obtained insight, 
one can then choose to validate only those hypotheses that the researchers will expect to truly 
yield new information. The model is then used as a backbone for the smart design of wet lab 
experiments rather than the trial-and-error methods that are traditionally used in the field.
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2.3.1. Defining a research question

We base our research question on our analysis of the role of the individual pathways and their 
possible cross talk on OA development. Although the roles of WNT and BMP in cartilage and 
OA development are well described, the precise interactions between WNT, BMP, and IL-1β in 
regulating OA and chondrocyte hypertrophy are not fully understood (reviewed in Ref. [31]).

The model can be used for rapid and reiterative queries to derive and probe hypotheses such as 
whether IL-1β could influence cartilage homeostasis by modulating the activity of the cartilage 
and bone transcription factors SOX9 and RUNX2 and their downstream targets. Similarly, the 
role of BMP and WNT signalings, two important pathways in cartilage development and main-
tenance, can be explored on their potential modulatory roles on IL-1β expression and function.

To explore this example and provide a concrete guide through the ANIMO workflow, we will 
first draw a priori knowledge network, then formalize this network based on literature and 
our own data, and then perform a few simple in silico experiments that will be validated in 
the wet lab.

2.3.2. Drawing a priori knowledge network

To build an a priori network, we use KEGG (www.genome.jp/kegg) and WikiPathways 
(wikipathways.org) to decide on the topology of the proteins in the network.

We first draw an a priori network diagram that includes some of the most important factors 
in the signaling pathways of interest: IL-1β (based on: WikiPathways WP2637), WNT (e.g., the 
WNT homepage [49]), and BMP (e.g., WP1425). We include those intracellular molecules that 
we can actually measure in our experiments (see Sections 1.5 and 2.6), and added dashed lines 
to indicate other molecules important for the pathway were omitted (see Section 2.2).

In the WNT pathway, the inhibition of the destruction pathway leads to the inhibition of 
destruction of β-catenin, resulting in its upregulation and nuclear translocation [32]. So the 
net effect of WNT binding to its receptor is the increase of β-catenin activity. To simplify 
the model, we omit the many steps involving the double inhibition mechanisms in the WNT 
pathway, resulting in the simplified path WNT → WNTR → GSK3 → β-catenin → TCF/LEF.

SOX9 regulates expression of the matrix proteins collagen 2 and aggrecan. RUNX2 regu-
lates transcription of collagens I and X and MMP13 [50, 51]. Since the activity of SOX9 and 
RUNX2 is key to the switch from the cartilage to hypertrophic cartilage, we included SOX9 
and RUNX2 and some of their target genes in our diagram (Figure 2, 3A).

2.4. Adding dynamics to the network

Once a priori knowledge network has been chosen, it needs to be drawn in ANIMO as a col-
lection of nodes and interactions. For each node, a maximum number of activity levels can 
be chosen: unless a model is extremely large, it is safe to use 100 levels for all nodes. After 
providing the node with a name and an initial activity (which describes the state of the node 
at the start of a simulation), a description can optionally be added. Descriptions can be used 
as rationale for the presence of a certain node in the model, for example, a node description 
can contain citations to literature or references to own experimental results.
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When adding an interaction between two nodes, a choice for an approximation scenario and 
a k parameter is necessary. The k-constants in our a priori knowledge network are not taken 
from literature as the strength of all interactions is assumed to be equal. This is a pragmatic 
decision, as many actual k-values are not described for most of the protein interactions in our 
network. In our initial models, we assume that there are in general two types of reactions: 
fast reactions for posttranslational modifications, such as phosphorylation, and slow reactions 
where gene transcription occurs. We therefore add reactions between nodes using these two 
types of reaction speed with a “Scenario 1” setting. We also add auto-inhibition to indicate 
inhibition as described in the literature for, e.g., receptor internalization, phosphatase activity, 
and, in the case of NF-κB, nuclear export as regulated by IκB. A more in-depth discussion on 
parameters, scenario choices, and network topology can be found in Refs. [21, 22].

Based on our experience, we expect proteins directly downstream of an activated receptor, 
such as p38 and JNK that are downstream of IL-1R, to be most activated by phosphorylation 
about 15–30 minutes after stimulation, and that the activity would be decreased to the starting 
situation between 60 and 240 minutes after stimulation. We therefore set the initial parameters 
to match these assumptions.

Figure 2. A priori knowledge network of WNT, BMP, and IL-1β pathways. IL-1β canonical (blue) and noncanonical 
signaling (green) showing cross talk with the transcription factors RUNX and SOX9 (both light blue), transcription 
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2.5. Testing network effects of different stimuli in silico

Testing the effect of different stimuli in a computational network is performed in small steps. 
During each step the parameters in the model can be updated so that the dynamics of the vari-
ous nodes in the network match our knowledge.

Step 1. What is the normal “steady-state” (=No Input) situation of the nodes represented in 
the network? For example, for articular chondrocytes it is known that the transcription factor 
SOX9 is active and that collagen 2 and aggrecan are expressed. It is also known that the WNT 
and IL-1β pathways are inactive and that BMP is active at a low level [52, 53]. We therefore 
can adjust our starting activities to these settings. This is generated in Figure 4. We display 
the activities of the proteins of which we plan to measure the phosphorylation, ERK1/2, GSK3, 
JNK, and p38 as well as the gene expression of AXIN2 and COL2A1. Initially, COL2A is 
expressed, indicating SOX9 activity.

Step 2. In a first test of the response of cells to various stimuli, we tested the presence of WNT 
starting from our “steady-state” model generated as described in Step 1. Since we do not 
starve our cells in the experiment, BMP2 is active at a low level of 20 activity units. After WNT 
addition we see that GSK3 becomes activated, and the activity peaks between 30 and 60 min-
utes after WNT addition and then trails off around 400 minutes. We see that AXIN2 becomes 
present between 2 and 4 hours after WNT treatment. This is probably faster than what can be 
expected from a newly synthesized mRNA. At the same time, due to the inactivation of SOX9 
by β-catenin [54], we observe a reduction in the COL2A1 expression around 2–3 hours after 
WNT addition (not shown).

Step 3. We then tested the presence of IL-1β starting from our “steady-state” model. Again, 
BMP is active at a level of 20. We now observe that within 15 minutes of IL-1β addition, 
the three downstream kinases ERK1/2, p38, and JNK become active. In turn, these kinases 
activate RUNX2 [55], thereby activating its target genes. Due to the negative feedback loop 
from RUNX2 to JNK and p38, the activity curve is more narrow for these proteins than it 
is for ERK1/ERK2 [56]. GSK3 becomes slightly active via AKT activation by IL-1β. We see 
no reduction of COL2A mRNA expression and a transient activation of COL1 and COLX 
mRNA expression.

Step 4. Next, we want to see the effect of dual stimulation of WNT and IL-1β when starting 
from a healthy situation as described under Step 1. Addition of WNT and IL-1β, in the pres-
ence of 20% BMP, decreases the activity of SOX9 and therefore causes loss of COL2A1 expres-
sion. At the same time, RUNX2 becomes active, thereby activating MMP13, COL1, and COLX, 
ultimately leading to a hypertrophic phenotype.

Step 5. The next question was what is the effect of IL-1β and WNT in the presence of high 
BMP activity? In our model, the presence of high BMP activity is enough to prevent the loss of 
COL2A expression (not shown), while at the same time leading to induction of RUNX2 activ-
ity and the corresponding COL1 and COLX expression. However, we would have expected 
that the high levels of WNT and IL-1β would lead to reduced SOX9 activity as seen in articles 
describing OA (reviewed in Ref. [31]). We therefore need to adapt our network to match the 
literature data.
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Step 6. It has been described that SOX9 and β-catenin influence each other’s activity [54]. 
Also, RUNX2 suppresses SOX9 in bone formation [57], while SOX9 suppresses RUNX2 activ-
ity [36]. We added mutual inhibitions between SOX9 and RUNX2. This showed that when 
RUNX2 becomes active, it suppresses the SOX9-induced COL2 expression.

These few in silico experiments provide insight into the possible cross talk between these 
three pathways and their effect on SOX9 and RUNX2 activity and the possible effects of 
upstream signals. While asking the questions, we modified the parameters of the reactions, 
added inhibitory loops, and checked signaling cross talk in order to match the reaction speed 
in the model with our literature data or own experience.

This initial model now allows us to investigate the mechanism of IL-1β in inducing cellular 
hypertrophy by directly regulating SOX9 and RUNX2 activity. We hypothesize that IL-1β will 
increase expression of hypertrophic genes by upregulating RUNX2 activity and downregulat-
ing SOX9 activity (Figure 3).

2.6. Testing hypothesis by wet lab experiments

2.6.1. Designing experiment

The outcomes of the in silico experiments are used as guideline for the experimental setup for 
the wet lab validation. In this case, we questioned the effect of IL-1β on WNT signaling in the 
presence or absence of BMP signaling in the cartilage. For this we stimulated cells with IL-1β, 
WNT3A, or BMP2 either alone or in combinations. Parts of the data used in this chapter are 
published previously [21]. The other raw data can be obtained upon request.

2.6.2. Wet lab data

After the creation of the initial model with defined nodes, the next step was to obtain the 
data to fit into the model. This step was carried out mainly with wet lab data complemented 
with literature data. It is important that the analyses of wet lab data show consistency with 
well-known osteoarthritic cellular responses; these analyses are done prior to inclusion of 
experimental data into the model.

Figure 4 shows the measured and predicted activity of the various proteins of our network. 
We observe attenuations in, for example, p38, JNK, and ERK phosphorylation, where WNT 
partially inhibited the effect of IL-β on the phosphorylation of these proteins. We have already 
described these data [21]. When we add BMP to the cells, in combination with IL-1β and 
WNT, we see that in addition to the lower activity of the proteins, there is also a delay in the 
time by which the maximum activity is reached. This results in a delay and a reduction of the 
level of gene expression of all genes tested.

2.6.3. Comparing wet lab data to in silico data

The wet lab data obtained from the experiment were normalized and rescaled from 0 to 100 
in order to be comparable with ANIMO’s simulation results. For the complete  normalization 
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Figure 3. The ANIMO model built to represent the cross talk between the WNT, BMP, and IL-1β pathways. (A) The 
initial configuration of the model. (B) An example of simulation in ANIMO: activity levels of all nodes are shown after 
120 minutes of treatment with WNT + IL-1β using color coding. The node colors are indicative of their activity at the 
indicated time points, with green being most active, via yellow to red, which is inactive as indicated in the figure, bottom 
left.
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procedure, we refer to Ref. [20] and ANIMO’s manual. The resulting.csv tables, together 
with the model, can be found online, in the link below: http://fmt.cs.utwente.nl/tools/animo/
content/models/Phosphorylation.

To evaluate the accuracy of the model, we compared its simulation results against the wet lab 
data concentrating at first on the signal transduction part of the network (Figure 4, first two 
rows). The initial match was already quite close, even if the parameters used in the model were 
all of qualitative nature (Table 1). The heat map graphs we show in Figure 4 were obtained in 
ANIMO, where wet lab data can be directly compared to simulation results.

Another feature provided by ANIMO is parameter fitting, which allows to automatically try 
different parameter values for the interactions in a model, comparing the simulations with a 
given data set. This lets the researcher check whether the model topology can be a plausible 
explanation of the reference wet lab data. In case no parameter set can satisfyingly match the 
given data, or if only a very narrow parameter choice fits well, it is likely necessary to try a 
different wiring of the network model.

2.6.4. Optimizing model

Our next step was to use ANIMO’s automatic parameter fitter on the model, using the wet 
lab data as reference. We divided the model in two subnetworks roughly corresponding to 

Figure 4. Comparing ANIMO’s results with wet lab data: signal transduction. The results from two versions of the 
model are shown: the initial version with qualitative parameters (initial model) and the one obtained with ANIMO’s 
automatic parameter fitting feature (fitted model). Colors are indicative of activity with green being most active and red, 
via yellow, inactive (see Legend).
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Interaction k* Qualitative parameter Scenario k**

ACAN --| ACAN 0.001 Very slow 1 0.001

AKT --> GSK3 0.008 Fast 1 0.01699021

AKT --| AKT 0.004 Medium 1 0.05987754

AXIN2 --| AXIN2 0.002 Slow 1 0.00016882

Beta-catenin --> TCF/LEF 0.008 Fast 1 0.008

Beta-catenin --| beta-catenin 0.002 Slow 1 0.002

Beta-catenin --| NF-κB 0.008 Fast 1 0.03027397

Beta-catenin --| SOX9 0.016 Very fast 1 0.01824899

BMP2 --> BMPRI/BMPRII 0.016 Very fast 1 0.01769909

BMPR internalization --| BMPRI/
BMPRII

0.016 Very fast 2 0.01426827

BMPRI/BMPRII --> BMPR 
internalization

0.001 Very slow 1 0.00067129

BMPRI/BMPRII --> SMAD1/5/8 0.008 Fast 1 0.00804472

COL1 --| COL1 0.002 Slow 1 0.002

COL2A --| COL2A 0.001 Very slow 1 0.00042541

COLX --| COLX 0.002 Slow 1 0.002

ERK1/ERK2 --> RUNX2 0.004 Medium 1 0.00417643

ERK1/ERK2 --| ERK1/ERK2 0.004 Medium 1 0.0112296

GSK3 --> beta-catenin 0.016 Very fast 1 0.01599999

GSK3 --> GSK3 phosphatase 0.008 Fast 1 0.02126481

GSK3 phosphatase --| GSK3 0.016 Very fast 2 0.03690672

ID1 --| ID1 0.002 Slow 1 0.00127961

IkB --| NF-κB 0.002 Slow 1 0.00223597

IL-1B --> IL-1RI 0.008 Fast 1 0.01240816

IL1B --| IL-1B 0.002 Slow 1 0.00060578

IL-1BR internalization --| IL-1RI 0.032 Very fast + 2 0.03583533

IL-1RI --> AKT 0.004 Medium 1 0.04684802

IL-1RI --> beta-catenin 0.008 Fast 1 0.00908979

IL-1RI --> ERK1/2 0.008 Fast 1 0.0041156

IL-1RI --> IL-1BR internalization 0.004 Medium 1 0.00782616

IL-1RI --> JNK 0.008 Fast 1 0.016

IL-1RI --> NF-κB 0.016 Very fast 1 0.04698054

IL- 1RI --> p38 0.008 Fast 1 0.04107936

JNK --> RUNX2 0.004 Medium 1 0.00414343
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Interaction k* Qualitative parameter Scenario k**

JNK --| JNK 0.004 Medium 1 0.00055435

MMP13 --| MMP13 0.002 Slow 1 0.002

NF-κB --> IkB 0.016 Very fast 1 0.016

NF-κB --> IL-1B 0.002 Slow 1 0.00156559

NF-κB --> MMP13 0.001 Very slow 1 0.001

p38 --> RUNX2 0.004 Medium 1 0.00399137

p38 --| p38 0.004 Medium 1 0.04260553

RUNX2 --> COL1 0.002 Slow 1 0.002

RUNX2 --> COLX 0.002 Slow 1 0.002

RUNX2 --> MMP13 0.001 Very slow 1 0.001

RUNX2 --| JNK 0.004 Medium 1 0.00606149

RUNX2 --| p38 0.004 Medium 1 0.00406615

RUNX2 --| RUNX2 0.004 Medium 1 0.01181898

RUNX2 --| SOX9 0.004 Medium 1 0.004

SMAD1/5/8 --> ID1 0.002 Slow 1 0.00270426

SMAD1/5/8 --> RUNX2 0.008 Fast 1 0.008

SMAD1/5/8 --> SMAD7 0.004 Medium 1 0.00671529

SMAD1/5/8 --> SOX9 0.004 Medium 1 0.004

SMAD7 --| SMAD1/5/8 0.008 Fast 2 0.02130379

SOX9 --> ACAN 0.001 Very slow 1 0.001

SOX9 --> COL2A 0.001 Very slow 1 0.001

SOX9 --| beta-catenin 0.001 Very slow 1 0.00028855

SOX9 --| RUNX2 0.004 Medium 1 8.7016E-05

SOX9 --| SOX9 0.002 Slow 1 0.00424899

SOX9-activating signal --> SOX9 0.016 Very fast 1 0.00255911

TCF/LEF --> AXIN2 0.001 Very slow 1 0.00021457

TCF/LEF --| TCF/LEF 0.004 Medium 1 0.004

WNT --> WNTR 0.008 Fast 1 0.02304019

WNTR --> AKT 0.016 Very fast 1 0.04626554

WNTR --> GSK3 0.008 Fast 1 0.00372738

WNTR --> WNTR internalization 0.004 Medium 1 0.00600663

WNTR internalization --| WNTR 0.016 Very fast 1 0.06497972

Table 1. Parameters for WNT, BMP, and IL-1β signaling in the initial model (k*) and the fitted model that was optimized 
using experimental data (k**; see Section 2.6.4).
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the WNT and IL-1 pathways. The two subnetworks were independently fit, based on the wet 
lab data for the treatments with WNT and IL-1. Dividing the model allowed us to limit the 
parameter space for the automatic search, making it more rapid: it took less than 3 minutes to 
complete. In practice, to fit a part of the ANIMO model, we disabled the part of the network 
we were not focusing on. We then selected those interactions whose parameters we wanted 
to optimize and clicked on the “Optimize k-Values” command in ANIMO’s interface. After 
providing the proper file with the wet lab data, we let the tool to automatically try different 
k-values for the interactions, comparing the model simulations with the data and determining 
the fitness. Once the tool could find a better fitting set of parameters, the process would ter-
minate, showing the resulting match for the candidate parameter set. We repeated the same 
procedure on both WNT and IL-1 pathways, fitting the signal transduction parts to the data. 
We then simulated the WNT + IL-1 treatment in the model and compared it to the data, find-
ing it was fitting already well enough (see Figure 4, first and last row).

For BMP2 signaling we optimized SMAD activity based on phosphorylation of Western blot 
of SMAD1/5/8. SMAD1/5/8 was most active at 15 minutes posttreatment (data not shown).

Finally, we compared the model with the polymerase chain reaction (PCR) experimental data, 
repeating the fitting process only on that part of the network. The resulting model parameters 
can be found in Table 1 (k**), while the comparison between PCR data and ANIMO mRNA 
node activities is shown in Figure 5. We note that the general trends were captured in the model. 
Differences between activities in the model vs. the experimental data are especially visible in the 
longer time scales, around 24 hours. This can be expected because higher order effects, such as 
feedback loops, which take place on longer time scales, are not included in our model.

Figure 5. Comparing ANIMO’s results with wet lab data: protein production. The activities of nodes representing 
mRNA in the ANIMO model (bottom panel) were compared against wet lab PCR data for actin, Col2a, ID1, and IL-1 
(top panels).
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Figure 6. In silico validation of hypothesis: IL-1β will increase expression of hypertrophic genes, COL1, COL10, and 
MMP13, by upregulating RUNX2 activity and downregulating SOX9 activity.

2.6.5. Validating hypothesis

Our hypothesis that IL-1β will increase expression of hypertrophic genes by upregulating 
RUNX2 activity and downregulating SOX9 activity can now be tested in our optimized 
model. For this, we can investigate, in silico, the changes in activity of SOX9 and RUNX2 and 
their corresponding genes, even when no gene expression is measured in the wet lab.

Our model predicts that in the presence of IL-1β and WNT, SOX9 activity will be inhibited 
and RUNX2 will be activated with an initial peak activity in the first hour (Figure 6). This indi-
cates loss of cartilage homeostasis and a slight increase in hypertrophy, which is sustained 
in time due to the permanent increase in RUNX2 activity (not shown). So even though the 
initial WNT and IL-1 signal are no longer present, an increase in RUNX2 activity results in 
a sustained expression of collagen 1 and collagen 10 as well as MMP13, albeit at a low level. 
Even high levels of BMP2 cannot prevent the loss of SOX9 activity, eventually leading to 
hypertrophy. These data validate our hypothesis, at least in silico.

3. Discussion and conclusion

In this chapter we provide an example of a workflow for starting computational modeling 
based on literature and experimental data. The aim was not to make the most comprehensive 
model in terms of network topology, but to understand the dynamics of the network activity 
in terms of signaling cross talk and corresponding downstream effects.

We chose to use the software ANIMO as a plug-in in Cytoscape as it offers a user-friendly 
interface in which biologists can interactively create and explore computational models of 
signal transduction networks. This allows to gain intellectual control over the dynamic behav-
ior of the network that is modeled. We showed that network topologies can be constructed, 
modified, and enhanced with a formal description of the associated dynamic behavior. The 
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process of modeling biological network dynamics is a prerequisite for formally comparing 
experimental data to a priori knowledge. ANIMO can also be used in research groups to assist 
in the storage and transfer of knowledge on biological networks and as a guide in discussions.

Most of the plug-ins for Cytoscape are based on static analyses, for example, they make it 
possible to find the hubs in a network, to cluster nodes by specific features, or to associate 
external data sources to the network. This allows to effectively represent large quantities of 
information and obtain useful insight from them, but the focus is still on the “static picture.” 
ANIMO concentrates instead on the network dynamics: applying an abstract representation 
of biochemical kinetics, it allows to represent how signaling networks evolve with time under 
different conditions. Graphs and node colors provide the user with useful representations 
of the network dynamics. Further analyses are enabled by the possibility to perform model 
checking on the underlying timed automata model, which can be used without the need to 
acquire additional training in formal methods.

ANIMO describes biological entities in the network in terms of their activity. This general-
izes easily into most signal transduction processes. However, this can also be used to model 
any process that can be abstractly modeled as a variable activity. Examples are the inclusion 
of processes such as receptor internalization and phosphatase activity but also inhibition of 
an activated protein by proteosomal degradation or nuclear export. This flexibility helps the 
user in describing parts of the network for which the molecular details are unknown or of 
lesser importance.

In the model presented here, we show how a priori knowledge network based on three sig-
naling pathways can be constructed and tested in silico by asking questions in small steps at 
a time. We then showed how experimental data of a limited number of proteins and genes, 
at a wide range of time points, aid to optimize topology and dynamics of the proteins and 
mRNAs in our network. In the next step, we can prioritize and design new experiments that 
can be validated in the wet lab. Seeing the role of a computational model in the empirical 
spiral in Figure 1, the work is never finished, but each step in the cycle aids to optimize the 
model and hence the molecular insight into the dynamics and topology of the cellular signal 
transduction network.

In ANIMO we proved our hypothesis that IL-1β will increase expression of hypertrophic 
genes by upregulating RUNX2 activity and downregulating SOX9 activity. For this we used 
a combination of literature and experimental data to optimize the model parameters. This 
allowed us to obtain insight into the order of events in the presence of WNT and/or IL-1β at 
the level of SOX9 and RUNX2 activity. In addition, it allowed insight into the complex inter-
connectivity of three individual pathways. Such models also yield high content data at high 
temporal resolution, a feat that is difficult to achieve using only wet lab approaches.

Interestingly, in one computational model, we are able to show a combination of protein 
activity (phosphorylation) and subsequent mRNA expression. This is a combination model of 
events at very different time lines. The advantage of our strategy, which included automatic 
parameter fitting, is the possibility to predict cell fate based on both changes in phosphoryla-
tion/protein activity and corresponding gene expression differences.
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In the future, ANIMO and related tools may lead to a new paradigm for interactive rep-
resentation of biological networks. Networks in digital textbooks and articles could be 
displayed as animations amenable to modifications by readers. Repositories of formal 
descriptions of signaling modules could be used to put together executable signaling net-
works. A more user-friendly way of interacting with dynamic network models will lead 
to a more thorough understanding of biological networks and will accelerate hypothesis-
driven research.
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Abstract

Fluorescence microscopy is widely used in biology to localize, to track, or to quantify 
proteins in single cells. However, following particular events in living cells with good 
spatio-temporal resolution is much more complex. In this context, Forster resonance 
energy transfer (FRET) biosensors are tools that have been developed to monitor various 
events such as dimerization, cleavage, elasticity, or the activation state of a protein. In 
particular, genetically encoded FRET biosensors are strong tools to study mechanisms of 
activation and activity of a large panel of kinases in living cells. Their principles are based 
on a conformational change of a genetically encoded probe that modulates the distance 
between a pair of fluorescent proteins leading to FRET variations. Recent advances in 
fluorescence microscopy such as fluorescence lifetime imaging microscopy (FLIM) have 
made the quantification of FRET efficiency easier. This review aims to address the dif-
ferent kinase biosensors that have been developed, how they allow specific tracking of 
the activity or activation of a kinase, and to give an overview of the future challenging 
methods to simultaneously track several biosensors in the same system.

Keywords: kinase, biosensor, FRET, multiplex, protein conformation, fluorescence 
microscopy

1. Introduction

Investigating kinase activity in living cells remains a challenge, and usual methods are limited 
when one wishes to study cellular dynamic events. For a large panel of kinases, the phos-
phorylation state of the kinase or its substrate has become the main indicator of its activity [1]. 
One of the most common methods to study this activity is to perform Western Blot analysis on 
cell extracts by targeting the phosphorylated kinase residue or the phosphorylated substrate 
residue with an antibody. However, this semi-quantification of the activity state of the kinase 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



applies only for the whole population of the cells [2]. Thus, the other most frequent way 
to investigate kinase activity is to perform immunofluorescence by targeting the phosphor-
ylated kinase or the phosphorylated substrate with a fluorescent antibody for microscopy 
observation. This method allows localization of the proteins phosphorylation state in a single 
cell. However, these two methods suffer from one major limitation: the inability to track this 
activation state both in space and in time to track dynamic events in living cells. Indeed, this 
requires lysing the cells or fixing them and permeabilizing them, which prevents sufficient 
spatio-temporal resolution to investigate intracellular events [3].

To overcome this limitation, new tools have been developed including Forster resonance 
energy transfer (FRET) biosensors [4]. FRET is a nonradiative transfer of energy of one donor 
fluorophore to an acceptor fluorophore and relies on (i) an overlap of the emission spectrum 
of the donor with the excitation spectrum of the acceptor, (ii) an adequate orientation between 
the two fluorophores, and (iii) a distance less than 10 nm between the two [5]. This feature 
has been used to investigate various cellular events such as protein–protein interactions by 
genetically tagging the two proteins of interest with a donor and an acceptor fluorescent pro-
tein [6], the intra-cellular Ca2+ signal by using calmodulin biosensor [7], proteases activity 
where the substrate is flanked by two fluorescent proteins, and the decrease of FRET indicates 
a cleavage of the protein [8], Rho GTPases for cytoskeleton dynamics [9, 10], and mechanical 
forces at adherent junctions [11, 12, 13]. The first kinase biosensor has been developed for 
cAMP-dependant protein kinase A (PKA) [14]. From this example and by taking advantage 
of the FRET characteristics and the conformational modifications of the phosphorylated sen-
sors, several tools to monitor the kinase activity in space and time in living cells have been 
developed.

By conception, these tools are genetically encoded providing an invaluable advantage to 
endogenously producing the biosensor in live samples. In this review, we will first present 
genetically encoded FRET biosensors to monitor kinase activities based on phosphorylated 
peptide substrate. We will then introduce an alternative way of designing biosensors based 
on a conformational change of the kinase itself. Finally, we will present new methodological 
challenges such as multiplex FRET measurements in the same cell, thus allowing simultane-
ous monitoring of several kinase activities in time and space.

2. Substrate-based kinase activity biosensors

The first genetically encoded FRET biosensor for kinase activity was called A-kinase activity 
reporter (AKAR) and was designed to investigate the activity of PKA [14]. The idea was to 
follow a conformational change by FRET in a fusion protein composed of a substrate peptide 
sequence and a phosphorylated recognition domain. In this foundational work, the biosen-
sor was composed of two fluorescent proteins, CFP and YFP (cyan and yellow fluorescent 
proteins). Between them sits a first domain, “the peptide substrate,” containing a sequence 
phosphorylated by PKA, followed by a second domain, “the phosphorylation recognition 
domain,” that binds to the peptide substrate when phosphorylated, these two domains are 
separated by an elastic linker. In the presence of active PKA, the peptide substrate becomes 

Protein Phosphorylation180



applies only for the whole population of the cells [2]. Thus, the other most frequent way 
to investigate kinase activity is to perform immunofluorescence by targeting the phosphor-
ylated kinase or the phosphorylated substrate with a fluorescent antibody for microscopy 
observation. This method allows localization of the proteins phosphorylation state in a single 
cell. However, these two methods suffer from one major limitation: the inability to track this 
activation state both in space and in time to track dynamic events in living cells. Indeed, this 
requires lysing the cells or fixing them and permeabilizing them, which prevents sufficient 
spatio-temporal resolution to investigate intracellular events [3].

To overcome this limitation, new tools have been developed including Forster resonance 
energy transfer (FRET) biosensors [4]. FRET is a nonradiative transfer of energy of one donor 
fluorophore to an acceptor fluorophore and relies on (i) an overlap of the emission spectrum 
of the donor with the excitation spectrum of the acceptor, (ii) an adequate orientation between 
the two fluorophores, and (iii) a distance less than 10 nm between the two [5]. This feature 
has been used to investigate various cellular events such as protein–protein interactions by 
genetically tagging the two proteins of interest with a donor and an acceptor fluorescent pro-
tein [6], the intra-cellular Ca2+ signal by using calmodulin biosensor [7], proteases activity 
where the substrate is flanked by two fluorescent proteins, and the decrease of FRET indicates 
a cleavage of the protein [8], Rho GTPases for cytoskeleton dynamics [9, 10], and mechanical 
forces at adherent junctions [11, 12, 13]. The first kinase biosensor has been developed for 
cAMP-dependant protein kinase A (PKA) [14]. From this example and by taking advantage 
of the FRET characteristics and the conformational modifications of the phosphorylated sen-
sors, several tools to monitor the kinase activity in space and time in living cells have been 
developed.

By conception, these tools are genetically encoded providing an invaluable advantage to 
endogenously producing the biosensor in live samples. In this review, we will first present 
genetically encoded FRET biosensors to monitor kinase activities based on phosphorylated 
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ous monitoring of several kinase activities in time and space.
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separated by an elastic linker. In the presence of active PKA, the peptide substrate becomes 
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phosphorylated, triggering its affinity for the phosphorylation-binding domain. This associa-
tion between the two domains induces a conformation change of the biosensor that brings 
closer both fluorophores and increases FRET efficiency between CPF donor and YFP acceptor 
(Figure 1). The efficiency of FRET can be detected by ratiometric measurements between the 
intensity signal of the donor and the acceptor. This biosensor can be expressed in cell and is 
able to provide a response to cell treatment such as forskolin that raises the level of cAMP-
activating PKA [14]. This tool has then been improved several times by using a better revers-
ible phospho-binding domain called FHA1 [15] or by changing the fluorophore couple to 
improve the ratiometric measurements [16, 17]. The AKAR biosensor has been used to report 
the activity of PKA in neurons of mouse brain slices, showing its value in neurosciences [18].
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activity reporter (EKAR) biosensor is a FRET-based probe to study ERK activity [19]. The 
fluorophore pair is composed of the green donor eGFP and the red acceptor mRFP1. The 
consensus substrate peptide originates from Cdc25c, a member of the MAPK family. As other 
kinases from this family could phosphorylate the substrate, an ERK binding domain has been 
inserted to ensure ERK specificity. A WW domain (containing 2 tryptophans separated by 
around 20 aa) was used to bind the phosphorylated substrate [20], and a flexible linker allows 
a conformational change, when the Cdc25C peptide substrate is phosphorylated. This biosen-
sor has also experienced several steps of optimization by modifying the fluorophores or the 
flexible linker [21, 22]. Among all these biosensors, the reversibility of the conformational 
modification is a major feature to study variations of kinase activation states [23].

Kinase biosensors are such powerful tools to investigate the dynamic of kinase activity events 
in cells that several of these biosensors have been created to study mitotic kinases activity 
through the cell cycle, including cyclin B1-Cdk1 [24]. A kinase biosensor has also been used 
to study PKC (protein kinase C) activation which is involved in tumor promotion. CKAR 
(C-kinase activity reporter) is composed of the CFP/YFP fluorophore pair, a specific peptide 
substrate for PKC, and the FHA2 domain of Rad53p that can bind to the phosphorylated 
substrate [25]. In this particular case, the unphosphorylated biosensor harbors a maximum 

Figure 1. Mechanism of a substrate-based FRET biosensor. When the biosensor is not phosphorylated, it adopts an 
opened conformation keeping away the donor fluorophore D, and the acceptor fluorophore, A. After the peptide 
substrate phosphorylation by the kinase, a phospho-binding domain can bind to it gathering the fluorophore pair and 
allowing FRET.
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FRET efficiency conformation, and FRET signal decreases once phosphorylated. By rapidly 
acquiring FRET efficiency, oscillations of PKC phosphorylation in a range of a minute were 
highlighted [25].

Other biosensors have been derived from CKAR. Polo-like kinase-1 (PLK1) is a major mitotic 
kinase that activates Cdc25C phosphatase, which abrogates the inhibitory phosphorylation of 
proteins controlling the entry to mitosis. A FRET-based biosensor has been created by replac-
ing the peptide substrate of PKC with a peptide substrate of PLK1, the use of which revealed 
that the timed-control activation of PLK1 depends on Aurora A [26]. The choice of the kinase 
peptide substrate to construct the biosensor is a key point to improve its specificity. For Plk1, 
a c-Jun substrate-based biosensor was developed [27], since the previous version based on 
Myt1 substrate sequence was also sensitive to Mts1 activity [28]. The c-jun–based version was 
then used to demonstrate that Plk1 activity is required for commitment to mitosis during cell 
cycles [29].

A biosensor to study Aurora B activation has also been developed [30]. But in this work, 
authors wanted to monitor the kinase activity at a specific location, since it has been postu-
lated that an activity gradient of Aurora B at the mitotic spindle may play a role for mitotic 
progression. If one considers a conventional version of the FRET biosensor, its diffusion 
throughout the cell is too fast, and it is not possible to reveal a precise localization of the acti-
vation. Thus, Fuller and co-workers have added different localization sequences to target the 
biosensor either to the centromere using a peptide from CENP-B or to the chromatin using 
histone H2B [30].

FRET-based substrate kinase biosensors are good tools to investigate kinase activity, but they 
have some limitations and present three major challenges: (i) the biosensor relies on the endog-
enous kinase phosphorylating the substrate peptide, and thus, FRET variation is observed 
only when the kinase is particularly abundant or heavily stimulated, (ii) the sequence flank-
ing the phosphorylation residue(s) targeted by the kinase must be known and selective for the 
kinase under study, and (iii) these biosensors only explore the catalytic activity of the kinase 
toward a specific substrate at once and not the activation process of the kinase itself. To solve 
this last issue, a new set of kinase FRET biosensors has been developed based on conforma-
tional changes of the kinase when active.

3. Conformational kinase-based biosensor

An alternative way of genetically encoded FRET-based substrate kinase biosensors has been 
developed by directly using the full-length kinase peptide sequence. Activation of a kinase 
frequently relies on a conformational opening of the enzymatic pocket. The idea is then to 
tag the whole kinase at its N- and C-terminus with a FRET pair of fluorescent proteins to be 
able to monitor this kinase activation related to the conformational change (Figure 2). To our 
knowledge, the first kinase FRET biosensor using this concept was developed to study c-Raf 
conformation [31]. This biosensor called Prin-c-Raf uses the CFP/YFP pair to flank c-Raf. A 
flexible linker has been added between the acceptor fluorophore and the kinase to enhance 
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FRET efficiency. Mutation of the residues Ser259 and Ser261 preventing c-RAF phosphoryla-
tion and mimicking the active state of the kinase leads to an open conformation of Prin-c-RAF 
as FRET ratio is decreased. When a constitutively active mutant of AKT that negatively regu-
lates c-RAF is expressed, the wild-type version of c-RAF shows high FRET signal consecutive 
to a closed inactive conformation, while the mutated version S259A and S261A stays open 
with a lower FRET ratio. By using this biosensor, authors were able to show that the constitu-
tively active H-RasV12 localized at the plasma membrane binds and opens the wild-type bio-
sensor in an active conformation, inducing the recruitment of MEK at the plasma membrane.

A biosensor for PKCγ consisting of the kinase flanked by the donor super cyan fluorescent 
protein 3 (SCFP3A) and the acceptor YFP has also been developed [32]. The kinase displays 
a pseudosubstrate domain that is able to bind and inhibit catalytic activity. In this work, 
they compared a different mutated form of the biosensor PKCγ-A24E, where the pseudosub-
strate cannot bind to PKCγ and observed a decrease of FRET that they are associated with an 
opened active conformation.

Another conformational biosensor has been developed to study FAK (Focal Adhesion 
Kinase) activity by taking advantages of the conformational changes associated with the 
activation state of the kinase being controlled by an inhibitory domain [33]. For that, a bio-
sensor was constructed with the full-length kinase containing a FERM domain (F for 4.1 

Figure 2. Mechanisms of a conformational-based FRET biosensor. (A) The auto-inhibiting domain can bin the catalytic 
domain of the kinase bringing closer the donor fluorophore D and the acceptor fluorophore A, allowing FRET. When the 
kinase is activated, the auto-inhibiting domain unbinds and the kinase adopts an opened and active conformation with 
a FRET decrease. (B) A lot of proteins adopt a new conformation when activated that modulates the distance between 
the pair of fluorophores.
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protein, E for ezrin, R for radixin, and M for moesin) for membrane localization and a kinase 
domain using the CFP/YFP FRET pair, the donor at the N-terminus of the protein and the 
acceptor directly between the two domains. When the FERM domain binds to the catalytic 
domain of FAK, it inhibits the kinase activity and FRET occurs. On the contrary, the absence 
of FRET corresponds to an active and thus open conformation. It is then possible to monitor 
FAK activity at the focal adhesion of living cells by expressing the biosensor transiently in 
living cells.

A biosensor of maternal embryonic leucine zipper kinase (MELK) has been created consisting 
of the MELK sequence flanked by the CFP/YFP pair [34]. As well as FAK, MELK has an auto-
inhibited domain at the C-terminus that can bind to the catalytic domain of the kinase. This 
biosensor was expressed in Xenopus embryos, and conformational changes were monitored in 
dividing cells. It has been demonstrated that the biosensor exhibits a closed conformation in 
the cytosol and an open conformation at the cleavage furrow. But here again, as for previous 
conformational sensors, only conclusions on the conformational change of the kinase could be 
made. Its direct link to the kinase activation (and activity) was not tackled.

Recently, we have developed an Aurora A biosensor based on conformational changes [35]. It 
is composed of the full-length kinase flanked by a GFP donor and a mCherry acceptor. To be 
functional, Aurora A undergoes a conformational change following autophosphorylation on 
the T288 residue [36, 37]. By exploiting this mechanism, we designed a biosensor that directly 
associates the conformational change of the kinase with its state of activation. Indeed, in vitro 
treatment with ATP leads to a closed conformation when treatment with phosphatase leads to 
an opened conformation. The activation state is also monitored by fluorescence lifetime imag-
ing microscopy (FLIM) in living cells. Through this work, we show that the biosensor was 
able to functionally replace the endogenous Aurora A depleted by siRNA. Thus, by replacing 
the endogenous kinase, this biosensor is a direct reporter of the activation state of Aurora A at 
endogenous levels in stable cell lines with a good spatio-temporal resolution. With this tool, 
by dissociating the quantity and the activation state of the kinase, we were able to highlight a 
new nonmitotic role of Aurora A in G1 phase [35].

This kind of biosensor can also be adapted to other enzymatic activities. As an example, 
a BRET (bioluminescence resonance energy transfer)-based biosensor of the PTEN (phos-
phatase and tensin homolog) phosphatase has been developed and is composed of the full-
length PTEN protein flanked by a donor Rluc and the acceptor YFP [38]. PTEN biosensor 
immunoprecipitated from cells displays the same phosphatase activity on PIP3 (phosphati-
dylinositol 3,4,5 trisphosphate) and AKT (or Protein kinase B) as the wild-type PTEN. This 
biosensor can also be expressed at endogenous levels in human embryonic kidney (HEK) 
cells. The mutation of four residues Ser380, Thr382, Thr383, and Ser385 favoring a closed 
conformation leads to a strong decrease of BRET signal. The association between confor-
mational changes and the activity state has allowed the monitoring of PTEN regulation 
in living cells. Authors have thus been able to correlate inhibition of the known activation 
pathway of PTEN using a CK2 (Casein Kinase 2) inhibitor, with its change of conformation 
or inversely by co-expressing S1PR2, an activator of PTEN. Once the biosensor was vali-
dated, the authors used it to identify new GPCRs (G protein–coupled receptors) activating 
PTEN.
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The reliability of these biosensors, consisting of the full-length protein flanked by a pair of 
fluorophores, was recently applied to study any protein function associated with a confor-
mational change. For example, a study of the conformational change of the Tau protein has 
been tackled using the protein flanked by a CFP/YFP pair [39]. The use of this biosensor led 
to the demonstration that the binding of Tau to the microtubules induces a switch to a hair-
pin conformation of Tau. In addition, it has been shown that mutations of Tau responsible of 
Frontotemporal dementia with parkinsonism-17 (FTDP-17) disorder alter this conformation 
change. This method has also been used to study vinculin conformation by using a biosensor 
consisting of the protein flanked by an mTurquoise donor and a NeonGreen acceptor [40]. 
Vinculin displays an auto-inhibited state, when the tail domain and the head domain are 
binding, increasing FRET signal. A mutated version of the biosensor that is unable to bind to 
talin showed a decreasing FRET signal and a disruption in the vinculin localization at focal 
adhesions. In contrast, paxillin knock-down or mutations leading to a decrease in actin bind-
ing did not modify FRET signal.

Thus, these genetically encoded biosensors are efficient at monitoring protein activation at 
cellular levels when expressed in living cells. A lot of proteins are known to adopt different 
conformation states according to their activation, and this is why FRET or BRET biosensors are 
best suited for tracking their activity in space and in time in living cells. It is likely that this tool 
will be used intensively to study protein conformation linked to activity in the next few years.

One can thus follow the activation of a kinase by following its conformational change using a 
conformation-based biosensor and follow its catalytic activity using a substrate-based biosen-
sor. It would be of great interest to simultaneously follow activation and activity in a single 
living cell, a pursuit that calls for methods able to monitor the two different FRET biosensors 
simultaneously.

4. New methodological insights for multiplexing kinase biosensors

Owing to complex crosstalk between signaling pathways, multi-parameter biosensing experi-
ments have become essential to correlate biochemical activities without lag time during a 
dedicated cellular process. A very exciting challenge has thus been to follow several FRET 
biosensors on the same sample at the same time and in the same location [41]. Commonly, 
FRET is measured by the fluorescence intensity ratio of the acceptor to the donor. In that case, 
whatever the two fluorescent protein FRET pairs chosen, CFP/YFP and mOrange/mCherry 
[42], mTFP1/mCitrine and mAmetrine/tdTomato [43, 44], mTagBFP/sfGFP and mVenus/
mKok [45], the multiplex approach suffers from two limitations: (i) a spectral bleed-through 
of the first acceptor in the second donor emission band that depends directly on the respective 
quantities of the two biosensors and (ii) the multiple excitation wavelength which requires 
sequential acquisition that does not adequately follow fast signal dynamics or signal changes 
in highly motile samples.

To overcome the first limitation, a meroCBD (merocyanine–Cdc42-binding domain) biosen-
sor modified with a far-red organic fluorophore (Alexa750) was used for probing Cdc42 
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simultaneously with a genetically encoded CFP/YFP FRET-based biosensor for Rho A [46]. 
This approach prevents spectral bleed-through but cannot be generalized to all genetically 
encoded FRET biosensors, where organic fluorophores cannot easily replace fluorescent 
proteins. The same team also developed an environment-sensing dye called mero199 [47]. 
This dye can bind to the active form of Cdc42 leading to a shift of its excitation/emission 
ratio. In combination with a Rac1 biosensor, they were able to simultaneously monitor acti-
vation of both proteins and to correlate it with retraction or velocity of migrating MEF 
(mouse embryonic fibroblasts) cells. Very recently, an elegant method based on linear 
unmixing of 3D excitation/emission fingerprints applied to three biosensors simultane-
ously was published [48]. This type of approach based on image calculation is often limited 
by the different biosensors expression levels and a poor signal-to-noise ratio after complex 
image corrections.

To overcome the second limitation, the two FRET pairs CFP/YFP and Sapphire/RFP in com-
bination with a single violet excitation were used [49], resulting in no lag time in biochemical 
activity recording. But again, in this case, the spectral bleed-through and excitation crosstalk 
necessitate linear unmixing. Another interesting approach for simultaneously multiplexing 
two FRET activities was developed using a “Large Stokes Shift” orange fluorescent protein, 
LSSmOrange [50]. The authors used a CFP-YFP together with LSSmOrange-mKate2 biosen-
sors enabling imaging of apoptotic activity and calcium fluctuations in real time using inten-
sity-based methods. Other studies were carried out utilizing FLIM instead of ratio imaging 
to measure FRET. When FRET occurs, donor fluorescence lifetime decreases. This method 
requires measurement of the donor fluorescence only and is independent of emission from the 
acceptor. By using CFP and YFP as donor and the same red acceptor (tHcRed), FLIM of CFP 
and YFP donors allow the two different FRET signals to be distinguished [51]. Combination 
of FLIM-FRET of a red-shifted TagRFP/mPlum pair with ratio imaging of a CFP/Venus pair 
allows maximal the spectral separation while, at the same time, overcoming the low quantum 
yield of the far-red acceptor mPlum [52]. The two last examples alleviated the spectral bleed-
through but not the limitation associated with multiple excitations.

To overcome both limitations, a novel red-shifted fluorophore mCyRFP1 has been developed 
with a high Stokes shift [53]. This fluorophore has an excitation spectrum in the range of the 
GFP emission spectrum (around 500 nm), but its emission spectrum is shifted compared to 
GFP. An emission dichroic filter allows simultaneous detection of the GFP fluorescence life-
time and the mCyRFP1 fluorescence lifetime. The authors were able to perform two-photon 
fluorescence lifetime imaging by using only one excitation laser at 920 nm with a Rhoa biosen-
sor and a CaMKIIα biosensor. Furthermore, while the RhoA biosensor uses the pair mCyRFP1/
mMaroon1, the CaMKIIα biosensor uses mEGFP and dimVenus which is a dark fluorophore 
preventing bleed-through with mCyRFP1.

Recently, our team has developed a similar method by taking advantages of the LSSmOrange 
(Large Stoke Shift) and the dark fluorophore ShadowG [54]. We modified two substrate kinase 
biosensors, EKAR2G and AKAR4 (E-Kinase Activity Reporter type 2G for ERK and A-Kinase 
Activity Reporter type 4 for PKA), with a new pair of fluorophores mTFP1/ShadowG and 
LSSmOrange/mKate2, respectively. LSSmOrange and mTFP1 are both excitable by using a 
single 440 nm wavelength. By single excitation wavelength dual-color FLIM, we are able to 
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simultaneously monitor the activity of ERK and PKA in living cells at the same location. Thus, 
the activity of each kinase in response to forskolin or EGF treatment can be imaged simulta-
neously. This approach overcomes the limitations of the multiple excitation wavelengths and 
bleed-through.

Because FLIM is now a widely used microscopy approach, the decrease of the donor life-
time is sufficient to quantify FRET, and fluorescence of the acceptor is not mandatory, as it 
is still the case when one uses ratiometric FRET. Changing the fluorescent acceptor with a 
nonfluorescent acceptor leads to the development of a new kind of single-color FRET bio-
sensor (Figure 3A). It is then perfectly adapted for simultaneous monitoring of kinase FRET 
biosensing.

Another method to get a single-color biosensor to perform multiplex could be based on homo-
FRET measured by anisotropy [55, 56]. HomoFRET occurs when a fluorophore transfers its 
energy to a closely identical fluorophore. However, it is impossible to measure homoFRET by 
ratiometric or fluorescence lifetime measurements. Fluorescence anisotropy can be measured 
by detecting the parallel and the perpendicular light emitted by a fluorophore excited with 
a polarized light [57], and this anisotropy decreases when FRET occurs between nonparallel 
fluorescent dipoles. This method was already used to study protein oligomerization [58]. For 
example, a study has used fluorescence anisotropy to determine the degree of clustering of 
proteins such as GPI or EGFR fused to GFP in living cells [59]. This approach has been inves-
tigated to multiplex at the same time a conventional calcium heteroFRET biosensor using 
FLIM with the oligomerization of pleckstrin homology domains of Akt (Akt-PH) labeled 

Figure 3. Single-color genetically encoded FRET biosensor. (A) When a fluorophore F is excited, it can transfer its energy 
to a dark acceptor DA by FRET. Even excited, the dark acceptor emits no detectable light, and FRET is measured by 
the measurement of donor fluorescence lifetime. It constitutes a single-color FRET biosensor. (B) When a fluorophore 
F is excited by a polarized light, it emits polarized fluorescence. When homoFRET occurs between two identical 
fluorophores, it can leads to the depolarization of fluorescence emission decreasing the anisotropy. Again, it constitutes 
a single-color FRET biosensor.
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with mCherry [60]. From our knowledge, the development of an intramolecular homoFRET 
biosensor to follow a biochemical activity was not yet developed but has very interesting 
potential. Adapting this method to kinase biosensors would provide a new methodology to 
simultaneously follow multiple biosensors.

5. Concluding remarks

Kinases have multiple functions in cells, and their mechanisms are very dynamic in both space 
and time. We have focused our review on two types of kinase biosensors. The substrate-based 
kinase biosensors are good tools to specifically monitor the activity of a kinase, but it requires to 
have a good knowledge of the substrate peptide sequence, particularly for its specificity, and a 
biological system where the activity of the kinase is sufficient to detect FRET. The conformation-
based biosensors provide information about the activation state of the kinase itself; however, 
they do not provide information about its catalytic activity that can be further regulated by 
other post-translational modifications. Gathering these different tools with a multiplex meth-
odology by using the approaches of single-color FRET biosensor would provide new mecha-
nistic insight to investigate kinase functions with an adequate spatio-temporal resolution.
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Protein phosphorylation reactions are carried out in a cell by protein kinases, which 
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to an amino acid on a substrate protein. Protein phosphorylation was discovered in 
1954 by Edmond Fischer who shared the Nobel Prize in Medicine or Physiology in 1992 
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