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Preface

As well known, silicon has a large impact on the modern world economy. Most free silicon
is used in the steel refining, aluminum casting, and fine chemical industries. Silicon is the
basis of the widely used synthetic polymers called silicones. The pure silicon such as hydro‐
genated amorphous silicon and upgraded metallurgical-grade silicon are used in the pro‐
duction of such applications as liquid crystal displays and thin-film solar cells. The very
highly purified monocrystalline silicon is used to produce silicon wafers used in the semi‐
conductor industry, in electronics, and in photovoltaic applications. In silicon photonics, sili‐
con can be used as a continuous wave Raman laser medium to produce coherent light.
Silicon has become the most popular material for both high-power semiconductors and inte‐
grated circuits because it can withstand the high temperatures and greatest electrical activi‐
ty. Monocrystalline silicon is expensive to produce and is usually used in the production of
integrated circuits. In common integrated circuits, a wafer of monocrystalline silicon serves
as a mechanical support for the circuits, which are created by doping and insulated from
each other by thin layers of silicon oxide. In such systems, the tiny crystal imperfections (de‐
fects) can interfere with circuit paths. The quality of very highly purified silicon, which is
used in semiconductor electronics, depends on such crystal imperfections (defects). There‐
fore, the modern technology—most computers, cell phones, and others—depends on it.

During the last 60 years, many aspects of silicon, especially the monocrystalline silicon, were
seriously studied. However, some questions, such as structural perfection and some new
applications of silicon, need further investigation and clarification. Such wide range of as‐
pects, from fundamental problems to technical and technological applications, conditioned
the theme of this book. The overall purpose of this book is to provide timely information on
selected topics in silicon technology. The articles for this book have been contributed by the
much respected researchers in this area and cover the most recent developments and appli‐
cations of silicon technology and some fundamental questions. I hope that the scientists and
all readers will find this book useful.

I thank all contributors for this book and give my special thanks of Ms. Mirena Čalmić for
her assistance during the write-up of this book and its final preparation.

My greatest acknowledement goes to my family who have helped me all my life, to my Dad
Prof. Dr. Igor Evgenievich Talanin and to my Mom Lubov’ Ivanovna Talania for their pa‐
tience and support.

Prof. Dr. Vitalyi Igorevich Talanin
Department of Computer Science & Software Engineering

Institute of Economics and Information Technologies
Zaporozhye, Ukraine





Chapter 1

Introductory Chapter: Description of the Real
Monocrystalline Structure on the Basis of the Vlasov
Model for Solids

Vitalyi Igorevich Talanin,
Igor Evgenievich Talanin and
Vladislav Igorevich Lashko

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.68684

1. Introduction

As well known, all characteristics of initial materials for following applications depend on the
crystal structural perfection. In the last few decades, our knowledge of the nature of the solid
state has sharply increased. At the same time, the areas of application of crystalline solids in
various fields of technology are increased. The needs of technology stimulate the rapid devel-
opment of a relatively young area of modern natural science—solid state chemistry. The main
tasks of solid state chemistry are (i) the synthesis of solids, (ii) the research of their physico-
chemical properties and reactions with their participation, and ultimately (iii) the creation of
materials with predetermined properties.

All real solids contain structural defects. Structural defects are violations of the periodicity of
the spatial arrangement of atoms. The impact of defects on the physical properties of crystals is
extremely diverse. The introduction or change in the concentration of defects in a solid can
change the physical properties of the matter. Such operations lead to the creation of new
optical, electronic, mechanical, and other characteristics of the solids. Creating a fairly com-
plete picture of the nature and behavior of various defects is a prerequisite for a scientific
approach to control structurally sensitive properties and processes in solids. Therefore, in the
research of solids, the most informative is the way of a joint examination of their structure,
formation, and properties.

Of all the variety of solids, semiconductor silicon occupies a completely unique position.
Semiconductor (or electronic) silicon is the basis of the electronic industry at present and in
the foreseeable future. On the basis of silicon, discrete device and integrated circuits are
manufactured. For the requirements of microelectronics, it is necessary to grow single crystals
(i) in which there are no dislocations completely, (ii) with a uniform distribution of doping and

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



background impurities, and (iii) with a controlled and limited content of intrinsic point defects.
Stringent requirements stimulate intensive research into the nature of defect formation and
improvement of methods for obtaining modern dislocation-free single crystals of silicon.

Requirements for the quality of modern microelectronic devices have led to the fact that silicon
is the most pure material in the world. To obtain single crystals of silicon, the Czochralski
method and the floating zone method are used. Both methods ensure the production of the
initial silicon with the total content of residual impurities 1011 to 1012 cm�3. Semiconductor
silicon (a highly pure material with the perfect structure) can be considered as the initial model
for the construction of theoretical models of defect formation in other semiconductor materials
and metals. The obtained mathematical models and methods proposed for their solution in
silicon make it possible to formulate and solve many problems on the kinetics of diffusion
processes in solids.

The growth of dislocation-free silicon single crystals by the Czochralski method and floating
zone melting is accompanied by the formation of structural imperfections known as grown-in
microdefects. The formation of grown-in microdefects is caused by complex processes of inter-
actions between intrinsic point defects (vacancies and interstitial silicon atoms) and impurity
atoms of oxygen and carbon in cooling silicon ingots. Depending on the thermal conditions of
crystal growth, grown-in microdefects are precipitates of impurities, microvoids, or interstitial
dislocation loops [1]. The presence of grown-in microdefects in dislocation-free silicon single
crystals significantly affects their mechanical, electrical, optical, and other properties. The prob-
lem of controlling the nature, content, size, and nature of the distribution of defects present in
the dislocation-free silicon single crystal is primarily related to the development of effective
methods for influencing the state of the ensemble of interacting point defects in the grown ingot.
Advances in the control of the condition of the ensemble of point defects determine, ultimately,
the success of the quality management of electronic devices. The problem of the formation of
grown-in microdefects has both the technological aspect (control of the defect structure of the
crystal during the growth for the purpose to increase its quality) and the fundamental scientific
importance because its solution makes it possible to describe the physics of defect formation in
ultra-pure dislocation-free silicon single crystals. The construction of a theoretical model of the
formation of grown-in microdefects in dislocation-free silicon single crystals is an important
scientific and practical problem from the viewpoint of the development of physical principles of
the purposeful creation of new materials with a desired set of physical properties.

In 2010, we created a model of high-temperature precipitation of impurities [2]. In this model,
the inclusion of thermal growth conditions of silicon single crystals in the form of the depen-
dence TðtÞ (where T is temperature, t is time) allows us to theoretically describe the conditions
for nucleation, growth, and coalescence of the precipitates in the range from the crystallization
temperature to room temperature. The model of high-temperature precipitation is not only
adequate to the experimental results of the investigation of grown-in microdefects but also
does not contradict the classical theory of nucleation of second-phase particles. This model
extends the field of application of the mathematical apparatus of the classical nucleation theory
to the formation of nuclei in a solid during its cooling after the growth. The introduction and
consideration of thermal conditions of crystal growth in the initial equations of the classical
nucleation theory make it possible to demonstrate that the formation of critical nuclei of small
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sizes, with a higher probability, occurs in the vicinity of the crystallization front. Cooling of the
crystal is accompanied by the growth and coalescence of precipitates. The interaction of impu-
rities with intrinsic point defects has a fundamental character and determines the defect struc-
ture of the crystal from the onset of the crystallization to the fabrication of the finished device [3].

In general, in the last century to describe the physical properties of solids with a point of view
of their atomic structure, two approaches were suggested. The classical approach posits the
notion of the crystal lattice [4]. The classic approach assumes (i) the location of each atom in the
vicinity of the fixed lattice site, (ii) the consistency of introducing the concept of probability and
of the mechanical description of the behavior of particles, and (iii) the premise that the totality
of atoms in a crystal is an integer. Statistical and quantum mechanical methods are used in the
classical theory of the crystal. This theory has resulted in important results. In particular, one of
such results is the creation of the classical theory of nucleation and growth of second-phase
particles in solids [5]. With the help of this theory, we can describe the formation and develop-
ment (transformation) of the defect structure of a solid, both in the process of its growth and as
a result of various technological impacts [3].

In the second approach, a periodic structure of the crystal is not a consequence restriction on
the freedom of movement of the atoms in the crystal. Periodic structure is caused by the
specificity of statistical laws of motion of particles, where a periodic structure agrees with the
freedom of movement of atoms. As a result, the probability of finding an atom in interstitials of
the crystal lattice is always different from zero [6, 7]. The second approach is based on the
solution of the Vlasov kinetic equation. Vlasov equation represents a system of equations that
describe the evolution of the particle continuum with potential of the pair interaction [8].
Vlasov created the physical and mathematical apparatus of system of many particles. He has
developed and entered into the reference the concept of collective variables. Vlasov assumed
that the method used by him to solve the problem of the plasma has a universal character. This
method can be applied to the description of plasma, gas, liquids, and solids. The interaction in
those systems can be a short range or long range, weak or strong [9, 10].

For the first time, a solution for solid state was conducted by Vlasov. Vlasov showed that the
spatial periodic distribution is one of the particular conditions of particle motion [6, 7]. Vlasov
in particular investigated using the linearized Vlasov equation and found the criteria for the
origin of the periodic structure in terms of the temperature, density, and microscopic interac-
tion of particles of the medium.

It is noted that in his 1946 paper [11], Lev Landau wrote a very sharp remark: “these equations
were used by A.A. Vlasov for investigation of the vibrations of plasma. However most of his results are
incorrect.” In Ginzburg et al. [12], which is not published in the English version, Lev Landau,
Vitalyi Ginzburg, and others were even tougher: “Recently (in 1944-1945) in print appeared a
number of works by AA Vlasov, dedicated to generalization of the concept of the electron plasma and
solid state theory. In these works, the author concludes that in the self-consistent field method account-
ing of the interaction forces at large distances reveals new dynamic properties of polyatomic systems and
leads to a change in our perceptions of gas, liquid, solid in the direction of combining them with the
concept of plasma etc. Consideration of these works Vlasov led us, however, to the conclusion about their
complete failure and about the absence of the results of scientific value.”

Introductory Chapter: Description of the Real Monocrystalline Structure on the Basis of the Vlasov Model for Solids
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In the field of plasma physics, history has judged critics and Vlasov [13]. However, in his 2000
paper [14] Vitalyi Ginzburg wrote: “I do not know about any Vlasov achievements in solid state
theory and the general theory of many particles (outside of plasma physics).” Indeed, the Vlasov
model for a solid was used only for ideal crystals. Hitherto, this model for solid state for the
description of the real structure of the crystal has not been used.

Only in 2016 in the journal “Physics of the Solid State,” we have considered the complex
formation in the semiconductor silicon in accordance with the Vlasov model for solid state [15].
It was demonstrated that the Vlasov model for solid state can be applied not only for the
research of the hypothetical ideal crystals but also for the description of the formation of
structure of real crystal. In this article, the formation of silicon-carbon and silicon-oxygen
complexes during cooling after the growth of dislocation-free silicon single crystals has been
calculated using the Vlasov model of crystal formation. It has been confirmed that the complex
formation begins in the vicinity of the crystallization front. The characteristic numbers of
complexes (silicon-oxygen and silicon-carbon) were determined.

2. Mathematical model

Vlasov created a physical and mathematical apparatus of many-particle system, developed
and introduced the concept of collective variables into circulation. The primary concept of
Vlasov physics is the distribution function. The particle is characterized by spectrum of geo-
metric and kinematic properties. Thus, the category of motion is included on the same level
with the primacy of categories of space and time. Therefore, in Vlasov model for solid state, the
periodic distribution of probability density of the particles is the state (motion) of the particles
of the system, not the design.

TheVlasovmodel for solid state is based on the following fundamental physical positions [6, 10]:
(1) rejection of the principle of spatial and speed localization of the particles (in terms of classical
mechanics), which takes place regardless of the force interactions; (2) introduction of force
interactions in analogy with classical mechanics, but taking into account the new principle of
non-localization of particles; (3) the behavior of each particle of the system is described by
means of an extended phase space f -function. In this approach, the ideas of continuity and of
corpuscular are combined. The method of describing the motion of particle associated with the
extended function, and the particle in the form of a point occurs only in the particular case [6].

In general, the equation of Vlasov describes the evolution of the function of distribution
f x, ν, tð Þ of the continuum of interacting particles in Euclidean space for speed ν and for
coordinate x at time point t. The equation has the form

∂f
∂t

þ ∂f
∂x

, ν
� �

þ ∂f
∂ν

, F
� �

¼ 0 ð1Þ

F ¼ � ∂

∂x

ð
K x, yð Þf y, ν, tð Þdνdy
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where K is the pair interaction potential, which is in real problem depends on the distance
jx� yj; F is the total force, with which all the particles act on one of them, which is located at
time t at point x [8]. In order for distinguishing between the types of interactions, the systems
of equations of Vlasov (equations of the Vlasov-Poisson, Vlasov-Maxwell, Vlasov-Einstein,
and Vlasov-Yang-Mills [16]) are usually discussed about.

For a description of stationary properties of the crystal, the concept of distribution density of

particles ρ rð Þ ¼
ð
f r, vð Þdv is used. The molecular field is determined only by the probable

locations of atoms that are described by the potential function. The potential function contains
the density of probability of the particles considering the temperature distribution of the
particles [6]. The choice of potential of the pair interaction depends on the problem under
consideration. Nonlocal model of a crystal is described by nonlinear equations. These equa-
tions make it possible to calculate the molecular potential and density of location of particles in
the conditions of temperature equilibrium [6]:

V rð Þ ¼ λkT

ð∞

�∞

K1,2 rð Þexp �K1,2 rð Þ
kT

� �
dr ð2Þ

ρ rð Þ ¼ λkTexp �K1,2 rð Þ
kT

� �

where k is the Boltzmann constant, K1,2 is the potential of the pair interaction, λ is some
characteristic number, and T is the temperature. The initial equations are equations for the

two particles in a stationary condition
∂

∂t
¼ 0

� �
[6]. Under the characteristic number where the

values of a parameter λ are to be understood, Eq. (2) has solutions different from the trivial [6].
If the position of one of the particles is taken as the origin of coordinates, it is possible to
determine ρ 0ð Þ ¼ λkT [6]. The important task of Vlasov model for the solid state is the deter-
mination of characteristic numbers.

The characteristic number λ is determined from the basic criterion of the existence of the
crystal state. The conditions of crystallization can be written as follows:

4πN
kTm

ð∞

0

K�
1,2 ρ

� �
ρ2dρ ¼ 1 ð3Þ

where N is the number of particles, Tm is the temperature of melting (crystallization) of crystal,
K�
1,2 ¼ �K1,2 [6].

Eq. (2) is written for the conditions of thermal equilibrium of system. The minima of
interatomic potential correspond to the stable equilibrium position of atoms in the complexes
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(silicon-oxygen and silicon-carbon). Then, we can determine the density of the distribution of
complexes as a function of the cooling temperature of the crystal

ρ Tð Þ ¼ λkTexp �V1min,2min

kT

� �
ð4Þ

The formation of new phase nuclei takes place near the crystallization front of the crystal [2]. In
article [2], the model of high-temperature precipitation of impurities is described. At the
second stage of the precipitation process, clusters grow without a change in their number.
Assuming that the precipitates have a spherical shape, it is possible to calculate the average
radius of the precipitate at the growth stage:

R tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
3bi tð Þ
4π

3

r
ð5Þ

where b is the quantity of order of the distance between the particles in the cluster;
i tð Þ ¼ ½N 0ð Þ �N tð Þ�=Nc is the average number of particles at the nucleation centers; N 0ð Þ is
the monomer concentration at the initial instant of time; N tð Þ is the changes in the concentra-
tion of monomers over time; Nc is the concentration of nucleation centers; and t is the time [17].

At the third stage, when the new phase particles are large and supersaturation is low, new
particles are not formed and the main role is played by coalescence, which is accompanied by
the dissolution of small-sized particles and the growth of large-sized particles. Under condi-
tion R tð Þ=Rcr tð Þ ≈ 1 (where Rcr tð Þ is the critical radius of the precipitate), the precipitate is in
equilibrium with the solution dR=dt ¼ 0ð Þ. The precipitate grows at R tð Þ > Rcr tð Þ and dissolves
at R tð Þ < Rcr tð Þ [17, 18].
It is possible to determine the critical size of the precipitates in accordance with [19]

RO
cr tð Þ ¼ 2σuVp

kT tð ÞlnðS0S�γi
i Sγv

v Þ � 6μδεuVp

RC
cr tð Þ ¼

2σuVp

kT tð ÞlnðSсSγii S�γv
v Þ � 6μδεuVp

ð6Þ

where So ¼ Co

Ceg
o
, Sc ¼ Cc

Ceg
c
, Si ¼ Ci

Ceg
i
, Sv ¼ Cv

Ceg
v
are the supersaturations of the oxygen atoms, carbon

atoms, intrinsic interstitial silicon atoms, and vacancies, respectively; σ is the density of the
surface energy of the interface between the precipitate and the matrix; μ is the shear modulus
of silicon; δ and ε are the linear and volume misfit strains of the precipitate and the matrix,
respectively; γi and γv are the fractions of intrinsic interstitial silicon atoms and vacancies per
impurity atom attached to the precipitate, respectively; Vp is the molecular volume of the

precipitate; and u ¼ ð1þ γixþ γvxÞ�1 � ð1þε
1þδÞ3.

The average size of precipitates at the stage of the coalescence is proportional to the cube root
of time [17]:
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RavðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R3
cr t0ð Þ þ 4Dβt

9
3

r
ð7Þ

where D is the diffusion coefficient of impurity atoms; β ¼ σΩ
kT

� �
N 0ð Þ; Rcrðt0Þ is the initial

critical radius; σ is the surface tension at the precipitate-solid solution interface; and Ω is the
atomic volume.

As is known, the formation and development of the structure of grown-in microdefects in
silicon are determined by thermal conditions of growth and cooling of the crystal [1, 3]. The
temperature distribution along the length of the ingot during its cooling varies depending on
the thermal parameters of the growth according to the expression 1=T ¼ 1=Tm þ Gz=T2

m, where
z is the distance from the crystallization front; G is the axial temperature gradient at the
crystallization front; and Tm is the crystallization temperature [3]. It should be noted that, in
the general case, it is necessary to take into account the radial inhomogeneity of the tempera-
ture field. We introduce the crystal growth rate (V) into this formula and obtain

T tð Þ ¼ T2
m

Tm þ VGt
ð8Þ

3. Results and discussion

In the paper [15], the interactions between the atoms of the substances and, consequently, their
properties are determined on the basis of information about the potential of interatomic
interaction. The exact form of the interaction potential of two atoms is determined from the
quantum-mechanical calculations. The obtained potentials are usually described by the func-
tions with a large number of parameters, which complicates their analytical treatment. There-
fore, it is usual practice to operate model potentials that contain a small number of parameters.

An unambiguous determination of the interatomic potential for silicon crystals is complicated.
Therefore, theoretical predictions within their formalism have used different fitting parameters
whose behavior under various temperature conditions is difficult to predict or justify [15]. In
the paper [15], characteristic numbers were determined from the basic criterion of the crystal-
line state (3) with the help of a model potential Mee-Lennard-Jones.

In this paper, the calculations were performed using the following parameters: U1min ¼ 2.84 eV
(SiO2),U2min ¼ 2.71 eV (SiC),λ1 ¼ 4:482� 108eV�1(SiO2),λ2 ¼ 1:099� 109eV�1(SiC); а такжеVp

¼ 4.302�10-2 nm3 (SiO2),Vp¼ 2.04�10-2 nm3 (SiС), σ¼ 310 erg/cm2 (SiO2), σ¼ 1000 erg/cm2 (SiС),
μ ¼ 6.41�1010 Pa, δ ¼ 0.3, ε ¼ 0.15, DO ¼ 0:17 exp ð�2:54eV=kTÞ, Dc ¼ 1:9 exp ð�3:1eV=kTÞ,
b¼ 0.25 nm, k ¼ 8:6153� 10�5eV=K,Nc ¼ 1012 cm-3.

We performed three separate groups of calculations that simulated the processes of precipitation
during the growth of crystals of large and small diameters with the use of the Czochralski
method (CZ-Si) and crucibleless floating zone melting (FZ-Si). Calculations of the first group (I)
were performed using the following parameters: the crystal growth rate was V ¼ 0.6 mm/min,
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the axial temperature gradient was G ¼ 25 K/сm, the oxygen concentration was N 0ð Þ ¼
1018 cm-3, and the carbon concentration was N 0ð Þ ¼1018cm-3. The corresponding parameters
used in calculations of the second group (II) were as follows: the crystal growth rate was
V ¼ 0.3 mm/min, the axial temperature gradient was G ¼ 25 K/сm, the oxygen concentration
was N 0ð Þ ¼ 1018 cm-3, and the carbon concentration was N 0ð Þ ¼1018cm-3. These conditions
correspond to the growth of large-sized silicon single crystals with the use of the Czochralski
method. For calculations of the third group (III), we used the following parameters: the crystal
growth rate was V ¼ 6 mm/min, the axial temperature gradient was G ¼ 130 K/сm, the oxygen
concentration was N 0ð Þ ¼ 1018 cm-3, and the carbon concentration was N 0ð Þ ¼1018cm-3. Group
III corresponds to the conditions for the growth of small-sized silicon single crystals with the
use of crucibleless floating zone melting.

In this, the computing experiment is assumed that the concentration of nucleation centers for
complexes constitutes � 1012 cm-3. This value corresponds to the experimental data obtained
by transmission electron microscopy [1]. The densities of the distribution of complexes of
silicon-carbon for crystals I and II groups are shown in Figure 1. The densities of the distribu-
tion of complexes of silicon-carbon for crystals III are shown in Figure 2.

In accordance with the Vlasov model for solid state, the process of precipitation begins in the
vicinity of the crystallization front due to the disappearance of excess intrinsic point defects on
sinks whose role is played by oxygen and carbon impurities. The results of the calculations
performed in groups I, II, and III allow us to compare the processes of precipitation in the CZ-
Si and FZ-Si crystals and to analyze them for almost maximum contents of the oxygen and
carbon impurities. Changing growth conditions of crystal (in particular, an increase in the
growth rate and the axial temperature gradient) results in reduced time of the nucleation stage.
Besides, the calculations in group III showed that the change in thermal conditions of the
growth leads to a decrease in the average radius of precipitates in the FZ-Si crystals as
compared to the CZ-Si crystals at the stage of the growth of precipitates, as well as to the
corresponding decrease in the precipitate sizes at the stage of the coalescence.

Figure 1. Changing the density of distribution of complexes silicon-carbon for crystals I (1) and II (2) groups.
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The condition providing changeover to the stage of the coalescence is written in the form
RðtÞ ≈RcrðtÞ, which is satisfied at the temperature T ≈ 1423K. The stage of the coalescence in
large-sized silicon single crystals begins at temperatures close to the temperatures of the
formation of clusters of intrinsic point defects [17]. Figure 3 shows the variation of the average
size of oxygen and carbon precipitates at the stage of the coalescence in the temperature range
of cooling from 1423 to 300 K.

Changing of growth conditions for small-sized FZ-Si single crystals (high growth rates and
axial temperature gradients) gives what the stage of the coalescence begins far in advance
(at T ≈Tm � 20K).

In the classical theory of the formation of second-phase particles during heat treatments of single
crystals, the formation of critical nuclei of small sizes occurs at low temperatures. In this case, an
increase in the temperature leads to the growth and coalescence of precipitates. In real silicon
single crystals, there are grown-in microdefects that, during heat treatments, serve as sinks
for intrinsic point defects and impurity atoms. Therefore, the growth of precipitates formed
during the growth of single crystals can occur simultaneously with the formation of new
precipitates.

However, the application of the Vlasov model for solid state to the processes of formation
complexes during heat treatment of silicon crystals gives different result (Figure 4).

In accordance with the Vlasov model for solid state, the formation of complexes at temperature
T ≈ 723K is the unlikely. This temperature corresponds to the average temperature of the
formation of thermal donors. The formation of complexes in silicon during heat treatment is
possible only at high temperatures. Excess intrinsic point defects and impurity atoms disap-
pear at sinks whose role in this process is played by initial structural defects. This process leads
to the growth and transformation of the initial defect structure of crystal.

At the same time, it is known that the thermal treatments of silicon lead to the formation of
electrically active centers. If the formation of complexes in the temperature range 300 K ≤T ≤ 600 K

Figure 2. Changing the density of distribution of complexes silicon-carbon for crystals III group.
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is unlikely, then the processes of coalescence occur in crystals of any diameter. Then, in accordance
with the Vlasov model for solid state, it can be assumed that the grown-in precipitates, which
dissolve, lead to the formation of electrically active centers.

In conclusion, we note that two theories of nucleation second-phase particles, which are based
on different gnoseological approaches (classical theory of nucleation and growth of second-
phase particles in crystals and the Vlasov model for solid state), lead to identical results. Both
approaches describe the processes of high-temperature precipitation of impurities. In turn, the
high-temperature precipitation of impurities is the basis of the process of defect formation in
crystals.

Figure 4. Dependence of the density of distribution for the silicon-oxygen complexes from the temperature during the
annealing of the crystal.

Figure 3. Variation of the average size R_av of (1) oxygen precipitates at the stage of the coalescence during cooling of the
CZ-Si crystals in the temperature range from 1423 to 300 K.
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4. Conclusions

The main task of the solid body is a description of the physical properties of solids in terms of
their atomic structure. Despite the successful development of the classical approach in the last
100 years, the theoretical description of the process of defect formation in crystals has not
received a satisfactory solution.

Until now, the probabilistic approach (Vlasov model for the solid state) for real crystals has not
been applied. At the same time, joint use of both approaches would allow for a fresh look at
the already-known facts and discover new phenomena and laws in the study of real solids.
This work represents the first attempts in the last 70 years to obtain the solution of Vlasov
model for solid state. Questions of the application of the Vlasov model for solid state for the
description of the nucleation of defect structure, taking into account the thermal conditions of
the crystal growth, were discussed. There are the following main results:

1. The concepts and principles of Vlasov physics are fully applicable to solid state.

2. The Vlasov model for solid state describes the processes of complexation during the
growth of real crystals adequately classical theory of nucleation and growth of second-
phase particles in solids.

3. The method of calculation of the initial defect structure of crystals was proposed. This
method includes the Vlasov model for solid state and the classical theory of nucleation
and growth of second-phase particles in solids.

4. With the help of the Vlasov model for solid state, it was shown that during low-tempera-
ture treatments of crystals, the complexation is unlikely. In this case, we have the pro-
cesses of coalescence of grown-in defects.
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Abstract

We present theoretical calculations using DFT method and the Global Reaction Model 
(GRM) for molecular structures and photoluminescence (PL) and Fourier Transform 
Infrared (FTIR) spectroscopy for silicon nanoclusters (Si-NCs) embedded in silicon 
rich oxide (SRO) films. Correlations between theoretical predictions and experimen-
tal results are made taking as reference experimental results obtained from measure-
ments performed on SRO thin films obtained by the Hot Filament Chemical Vapor 
Deposition (HFCVD) technique. Our theoretical predictions are general since they do 
not depend on the particular technique used to obtain such films but rather the sug-
gested SinOn structures. A good correlation exists for Eg values for films grown at 
1300°C corresponding to Si8O8 and Si16O16 molecular structures suggested and for films 
grown at 1150°C with Si9O9. Regards PL correlation, a film grown at 900°C gives a 
spectrum peaked at 440nm and 548nm while theoretical one shows peaks at 471nm and 
549.8 nm for a structure Si16O16. Such sample with a further annealing displays peaks 
at 405nm, 749nm and 820nm with theoretical predictions at 415nm using Si6O6. As for 
FTIR, theoretical calculations predict vibrational mode frequencies of bonds Si-O and 
Si-H whose values are well located in the experimental frequency range corresponding 
to the structure Si16O16.

Keywords: silicon-rich oxide, luminescence, DFT, GRM
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1. Introduction

It is well known that the crystalline silicon has no photoluminescence due to multiple 
 phenomena of non-radiative recombination between electrons and holes, and that the SiO2 
presents photoluminescence both by its amorphous nature and by their large gap. The  latter 
has been taken as a starting point to consider silicon-confined systems of great interest because 
they offer the possibility of light emission from silicon-based materials. Following the initial 
report of the light emission from porous silicon, announced by Canham, this has been a novel 
subject of intense scientific activity currently along with other confined systems. Particularly, 
from the latter, it results in emphasizing the importance of the silicon rich oxides thin films. 
The physical microscopic structure of SiOx is still a subject of discussion nowadays, where its 
structural arrangement is a key knowledge to get a deep understanding of radiative emission 
mechanisms in this kind of nanostructured materials. 

The silicon rich oxide (SRO) is a silicon oxide with silicon excess or at amount of oxygen 
less than that of a silicon dioxide (SiO2), so that the best appropriate notation would be SiOx, 
with x = 0,…,2. This material, after heat treatment, has a phase separation being composed 
of silicon nanocrystals (Si-NCs) surrounded by silicon oxide (Si-NCs/(SiOx), regardless of the 
technique employed to obtain them (for instance, LPCVD, PECVD, etc.) [1]. The density and 
size of the Si-NCs have a strong dependence on the annealing temperature, the concentra-
tion of silicon, the characteristics of the silicon substrate, the partial pressure ratios between 
the reactant gases, the used production technique and the surrounding atmosphere during 
the annealing. It is remarkable to point out that the presence of phase separation (Si-NCs/
(SiOx), with a fixed value of x, can produce Si-NCs embedded in SiOx with different values of 
x respect to SiO2 and, consequently, multiple defects appeared at the borders of the Si-NCs 
and also within them and probably porous silicon may be present there. The defects gener-
ated during the production of the material disappear with the annealing process, particularly, 
at temperatures greater than 1000°C. It has been reported that for annealing temperatures less 
than 1100°C, the generation of amorphous silicon clusters is favoured [2], while for higher 
temperatures, the number of interfacial states is increased between Si-NCs and SiOx, therefore 
the number of defects is also increased. A great field of active investigation has been opened 
in order to understand the underlying physical mechanisms of the SRO, which give rise to its 
crystalline structure and optical properties because it is a material, which promises important 
applications mostly in optoelectronic devices.

In the study of the SRO, one branch of research is focused on investigating the main  mechanisms, 
which generate the luminescence phenomena in this material. In the case of  structures such 
as SRO thin films, we found in the literature different approaches. So, it has been proposed 
 several mechanisms involved in the luminescent emission observed, these include among 
others: quantum confinement of excitons, luminescence due to  chemical  species (such as 
 siloxanes, silicon oxides and sub-oxides), interfacial states, defects and strain-related lumi-
nescence. Although there is a growing consensus that the quantum confinement effects (QCE) 
may explain some of the features of the two luminescence spectra [3], it is clear that in some 
cases, at least, other mechanisms are present. Up to now, there are no models that include 
several of these emission mechanisms.

New Research on Silicon - Structure, Properties, Technology14



1. Introduction

It is well known that the crystalline silicon has no photoluminescence due to multiple 
 phenomena of non-radiative recombination between electrons and holes, and that the SiO2 
presents photoluminescence both by its amorphous nature and by their large gap. The  latter 
has been taken as a starting point to consider silicon-confined systems of great interest because 
they offer the possibility of light emission from silicon-based materials. Following the initial 
report of the light emission from porous silicon, announced by Canham, this has been a novel 
subject of intense scientific activity currently along with other confined systems. Particularly, 
from the latter, it results in emphasizing the importance of the silicon rich oxides thin films. 
The physical microscopic structure of SiOx is still a subject of discussion nowadays, where its 
structural arrangement is a key knowledge to get a deep understanding of radiative emission 
mechanisms in this kind of nanostructured materials. 

The silicon rich oxide (SRO) is a silicon oxide with silicon excess or at amount of oxygen 
less than that of a silicon dioxide (SiO2), so that the best appropriate notation would be SiOx, 
with x = 0,…,2. This material, after heat treatment, has a phase separation being composed 
of silicon nanocrystals (Si-NCs) surrounded by silicon oxide (Si-NCs/(SiOx), regardless of the 
technique employed to obtain them (for instance, LPCVD, PECVD, etc.) [1]. The density and 
size of the Si-NCs have a strong dependence on the annealing temperature, the concentra-
tion of silicon, the characteristics of the silicon substrate, the partial pressure ratios between 
the reactant gases, the used production technique and the surrounding atmosphere during 
the annealing. It is remarkable to point out that the presence of phase separation (Si-NCs/
(SiOx), with a fixed value of x, can produce Si-NCs embedded in SiOx with different values of 
x respect to SiO2 and, consequently, multiple defects appeared at the borders of the Si-NCs 
and also within them and probably porous silicon may be present there. The defects gener-
ated during the production of the material disappear with the annealing process, particularly, 
at temperatures greater than 1000°C. It has been reported that for annealing temperatures less 
than 1100°C, the generation of amorphous silicon clusters is favoured [2], while for higher 
temperatures, the number of interfacial states is increased between Si-NCs and SiOx, therefore 
the number of defects is also increased. A great field of active investigation has been opened 
in order to understand the underlying physical mechanisms of the SRO, which give rise to its 
crystalline structure and optical properties because it is a material, which promises important 
applications mostly in optoelectronic devices.

In the study of the SRO, one branch of research is focused on investigating the main  mechanisms, 
which generate the luminescence phenomena in this material. In the case of  structures such 
as SRO thin films, we found in the literature different approaches. So, it has been proposed 
 several mechanisms involved in the luminescent emission observed, these include among 
others: quantum confinement of excitons, luminescence due to  chemical  species (such as 
 siloxanes, silicon oxides and sub-oxides), interfacial states, defects and strain-related lumi-
nescence. Although there is a growing consensus that the quantum confinement effects (QCE) 
may explain some of the features of the two luminescence spectra [3], it is clear that in some 
cases, at least, other mechanisms are present. Up to now, there are no models that include 
several of these emission mechanisms.

New Research on Silicon - Structure, Properties, Technology14

In the proposal of quantum confinement as the dominant mechanism in luminescent effect, 
Qin and Li [4] proposed a limit on the size of the Si-NCs, considered as a critical size, above 
which dominates the quantum confinement effect while below it the effect of interfacial states 
prevails above all. With respect to photoluminescence in SRO including Si-NCs, it has been 
reported that it is dominated by strong quantum confinement above from a critical size of 
Si-NCs which may be about 1.1 nm in diameter, it corresponds to 10 times the Bohr radius 
of silicon, below this critical size, the photoluminescence may be dominated by the weak 
 quantum well confinement as the interfacial defects.

Moreover, luminescent phenomenon in SRO structures can be excited by different forms, 
so we find that experimentally, luminescence spectra are generated by photoluminescence 
(PL), electroluminescence (EL) and cathode luminescence (CL) mechanisms. The fundamental 
physical mechanisms, which explain correctly the origin of luminescent phenomena in each 
one of these different forms of excitation, are still an active field of research.

Today, a few models are frequently used to describe a SRO network, namely the Mixture 
Model (MM) by Bell and Ley [5], the Random Bonding Model (RBM) by Philipp [6], and the 
Intermediate Model (IM) introduced in 2011 by Novikov and Gritsenko [7]. In 2012, Davor et 
al. [8], in an extensive review, considered that the actual structure seems to be greatly deter-
mined by the deposition procedure. In some works, the   SiO  

X
    structures films obtained by radio-

frequency sputtering and physical evaporation were claimed to correspond to RBM, whereas 
the SiOx films obtained by magneto-sputtering, Plasma-Enhanced Chemical Vapor Deposition 
(PECVD), have been assigned to MM. IM was used to describe SiOx layers prepared by low 
pressure chemical vapour deposition (LPCVD) technique using SiH4 and N2O as a reactant 
precursors at 750°C. Finally, we find a new model, the Global Reaction Model (GRM) sug-
gested lately by Espinosa-Torres et al. [9]. This model describes, first, the global and partial 
reaction(s) compulsory to produce the oxide matrices (SiO2, Si2O3, SiO and Si2O), second, the 
annealing reactions for elucidating the  compositional changes after and before the thermal 
treatment, and subsequently, the variations in the intensity of luminescence spectra, and also 
it describes a set of secondary  reactions of the oxide matrices with the hydrogen produced in 
the reaction chamber to obtain the charged species that could be associated to the emission in 
SRO thin films with explicit defects. This work is focused on studying the theoretical predic-
tions about PL luminescence of SRO thin films based on DFT method and the GRM and make 
correlations with experimental PL results provided by measurements from SRO thin films 
obtained experimentally by the hot filament chemical vapour deposition (HFCVD) technique.

2. Relevant characteristics of silicon‐rich oxide (SRO)

2.1. Some techniques of production of SRO

Among the different techniques used for depositing thin films, we can mention those which 
are commonly employed to grow SRO as a nanostructured material. One such technique 
is called hot filament chemical vapour deposition (HFCVD). This technique is known by 
 different names like initiated-CVD (I-CVD), catalytic-CVD (Cat-CVD) and hot wire-CVD 
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(HWCVD). Amorphous and micro-crystalline silicon could also be obtained with this method 
[10]. The HFCVD technique gives some important advantages, it does not need a sophisticate 
temperature control and vacuum system, in addition, the deposition is free of plasma and 
we can obtain the precursors by a solid source or mixtures of gases. HFCVD system utilizes 
quartz-like solid source and makes use of the collision theory in order to describe the SRO 
deposition process [11]. The solid source to obtain SRO is made of Quartz, and it is etched 
by H0.

Another technique is that known as low pressure chemical vapour deposition (LPCVD), it 
allows us to get silicon-rich oxide layers using oxide species like nitrous oxide (N2O) and sili-
con compounds (silane, SiH4) as reactants gasses. Silicon excess is easily controlled by chang-
ing the partial pressure ratio Ro between N2O and SiH4 defined by Ro = P(N2O)/P(SiH4) or 
simply Ro = N2O/SiH4.

When we make a SRO layer, first, the partial pressures must be calculated by choosing a 
 suitable Ro and PT value. The suitable pressure for each reactant gas is calculated by means 
of relations,

   P   SiH  4  
   =   

 P  T  
 ____ 

  
 R  o   __ 20   + 1

    ;    P   N  2  O
   =   

 R  o    P   SiH  4  
  
 ______ 20    (1)

where   P   SiH  
4
      is the partial pressure of diluted silane at 5% (by this reason, term 20 appears) in 

nitrogen,   P   N  
2
  O    is the nitrous oxide partial pressure and P is the total pressure. Si excess in the 

deposited films is controlled by the partial pressure ratio Ro of the reactants gases.

The optical characteristics of SRO, obtained by this technique, can be varied with the 
excess silicon in the films, making SRO attractive to fabricate optoelectronic devices. 
Therefore,  Si-NCs embedded in a SiO2 matrix are currently attracting much interest to be a 
good  candidate for building efficient light-emitter devices [12–14]. Such devices are highly 
 desirable for the integration of optical signal and electronic data processing circuits on the 
same chip. Furthermore, its fabrication process is compatible with the present large-scale inte-
gration technologies [15, 16]. The native band gap of Si-NCs is enlarged with respect to one 
of the bulk material; this fact brings the possibility to observe an intense visible PL spectrum 
at room temperature. The PL spectrum consists generally of intense emission peaks in the 
near- infrared (NIR) and visible (VIS) regions. It was established that blue and green PLs are 
caused by various emitting centres in the silicon oxide, while the nature of the intense PL in 
orange-red region is still discussed [17–19].

Experimentalists have reported in the literature that emission spectra of the SRO films vary in 
the interval of wavelengths from 400 to 850 nm for layers deposited by LPCVD. It has not been 
observed experimental emission outside of this range for samples obtained by this technique. 
Nevertheless, by preliminary theoretical studies, using the density functional theory (DFT), 
it has been found as isolated molecules, presumably found in SRO thin films that could emit 
in UV region.

In addition, for SRO thin films deposited by LPCVD, PL is only observed in annealed samples. 
In fact, only thin films annealed at 1100°C produce high emission, and the highest photoemis-
sion is obtained for SRO films with Ro = 30, which corresponds to a silicon excess about 3%, 
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and Ro = 10 corresponds with a silicon excess about 12%. The PL is only obtained from the 
visible (VIS) to NIR range, and its intensity reduces as Ro decreases. In contrast, we find that 
powders and thin films SRO deposited by other technique such as HFCVD technique, display 
a reduction in photoluminescence intensity in most cases after being annealed, and only in 
very particular conditions (deposited parameters) the PL is increased.

By using the LPCVD technique, the SRO refractive index can be changed, it has been reported 
that the index varies from 1.45 to 1.94 when the silicon excess is changed. It is observed that 
the refractive index of the SRO on silicon substrate increases with the increment of Si excess, 
it means that as Ro augments, the index tends towards the refractive one of SiO2, contrarily, 
it tends towards that of Si. Then, by measuring the refractive index, the inclusion of Si in 
these SRO films is easy to detect. For example, it has been found that for Ro = 10, after thermal 
annealing, the refractive index reaches values greater than 2. In contrast, when the reactant 
ratios are Ro = 20, 30 and 40, the refractive indexes diminish with a clear tendency to reach 
values less than 1.5 [20].

Relating to transmittance of SRO obtained by LPCVD (an important optical parameter mea-
sured in experiments), we find that the transmittance spectra for Ro = 10, 20, 30 films depos-
ited on sapphire substrates are reported in Ref. [2]. According to this reference, the observed 
transmittance of these films deposited on sapphire is high (>80%) and vanishes to zero when 
wavelength reduces. The annealing time parameter does not produce a clear variation on 
transmittance; however, when Ro parameter undergoes increments it causes a clear shift of the 
curves towards lower wavelength. The absorption coefficients are determined from transmis-
sion spectra, and it can be observed that the position of the absorption edge moves towards 
higher energy when Ro increases.

Other important technique is the sputtering one, where sputtering means an ionic 
 bombardment process in vapour phase at room temperature. By this technique, plasma is 
formed by the ionized process gas, usually Argon, due to the presence of a strong electric 
field. The high voltage between cathode and anode causes that ions of the process gas hit 
the target with enough energy to pull out atoms from the surface of the target (cathode) 
by a momentum transfer process. The multiple collisions enable some atoms of the mate-
rial acquire enough energy to leave the surface, then reach the substrate and stick to it. 
Sputtering technique can be divided into reactive and non-reactive. It is denominated no 
reactive sputtering to one in which the process gas does not react with the deposited mate-
rial. Typically, Argon is used as inert gas due to the high yield obtained and its minor 
cost. When sputtering is made in the presence of a reactive gas as oxygen, the sputtering is 
called reactive. In this case, the presence of ionized oxygen causes oxidation of the material, 
thus obtaining films whose properties depend on the concentration of reactive gas in the 
 chamber during the process.

In the sputtering technique, the growth model of SRO films is based in the work proposed by 
Nyberg and Berg [21], where they describe the reactive sputtering processing behaviour in 
many different ways to carry out. This model has been specially adapted to the growth of SiOx 
films where the growth kinetics is dependent on the flux of oxygen onto the substrate surface 
relative to the flux of Si incorporated into the film.
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As to the optical properties of the Si/SOx, they differ due to the synthesis technique, indicating 
structural differences of the Si-NCs (as silicon nanocrystals, amorphous silicon and defects) and 
their environment [22]. Raman scattering measurements are frequently used to prove the pres-
ence of Si-NCs. With this fast and non-destructive method, it is possible to determine whether 
silicon particles are amorphous or crystalline. Moreover, information about mean size (MS) and 
sizes distribution (SD) of nanocrystallites can be obtained from the peak position and shape 
of the Raman band. For samples using Si wafers as substrates, Raman  measurements must be 
undertaken with care because the strong Raman peak from the  crystalline Si (c-Si) substrate 
masks the signal of the Si-NCs. To avoid this problem,  sapphire substrates should be used. Then, 
the obtained Raman data can clearly be related to the  deposited thin film, not to the substrate.

2.2. Morphological aspects of SRO films

Figure 1(a) shows SEM micrograph of SRO film deposited by HFCVD at 409°C. The char-
acteristics of the films depend on the deposition conditions such as substrate temperature, 
deposition time, solid sources and kind of substrate. So there are several factors that can 
change the morphology of the films. In this figure, we can see agglomerate structures, which 
form isomers Si7 with sphere shape; this geometric shape is a consequence of the elevated 
temperature. Also, we can appreciate that there are interspaces among agglomerates, so it 
leads to the formation of a porous film.

On the other hand, silicon-rich oxide powders (SROP) agglomerates and frost can be seen 
more clearly in SEM Micrographs shown in Figure 1(b) and (c), where we can see that the big 
silicon rich oxide powders (SROPs) are formed by the agglomeration of small nanoparticles. 
The excess of precursors in gas phase is called supersaturation, and it is present in all SROP 
samples. In HFCVD technique, the filament-source distance controls the supersaturation. 
Therefore, the morphology is controlled by the saturation and growth temperature. This pro-
cess can be described in the following manner: the precursor reacts in gas phase, and it creates 
clusters in the environment. Some clusters could be composed by silicon, silicon-hydrogen, 
silicon monoxide and silica as powder. The temperature between filament and source is very 
high, but it decreases between source and substrate due to a temperature gradient within the 
filament. When the distance of source-substrate increases, the growth temperature decreases, 
and with this conditions, the environment is supersaturated and it is partially condensed.

Relevant differences in SEM images shown in Figure 1(a)–(c), are originated owing to the 
deposition temperatures, which were 409, 368 and 320°C, respectively. Grains formed at the 
highest temperature are bigger due to the matrix SiO2 that embedded silicon agglomerates or 
nanocrystals. Presence of silicon agglomerates was corroborated using micro Raman. Images 
of Figure 1(a) and (b) were taken with the secondary electron detector for high-resolution 
images. This detector uses a lower voltage, which favours the superficial resolution of images. 
In Figure 1(b) is observed a porous surface, probably formed by smaller isomers than those 
formed at 409°C, where their size is considerably greater than 8 µm.

Finally, Figure 2 displays results of band gap values obtained by applying the Kubelka-Munk 
method to SiOx powders deposited by HFCVD at the temperatures of 300, 320 and 539°C and fila-
ment-source distances of 2, 9 and 10 mm whose values are 3.42, 3.63 and 3.72 eV, respectively [23].
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3. Correlation between experimental results and theoretical predictions 
of the Global Reaction Model (GRM)

3.1. Global Reaction Model

In this section, we present for first time a new model, which considers the global and partial 
reaction(s) necessary to generate the oxide matrices (SiO2, Si2O3, SiO and Si2O), the anneal-
ing reactions for explaining the compositional changes after and before the thermal treat-
ment and consequently the changes in luminescence spectra intensity and a set of secondary 
reactions of the oxide matrices with the hydrogen produced to obtain the ions that could be 

Figure 1. SEM micrograph of a SRO film deposited by HFCVD (a) at 409°C, (b) at 368°C and (c) at 320°C.

Figure 2. Band Gap values of SRO films measured by Kubelka–Munk’s method.

Theoretical and Experimental Characterization of Silicon Nanoclusters Embedded in Silicon-Rich Oxide Films
http://dx.doi.org/10.5772/67614

19



associated to the emission in SRO thin films with specific defects. When SRO is prepared by 
LPCVD, a gas mixture of N2O and silane is habitually used [24, 25] and the excess Si content 
can be modified by the gas flow ratio   R  o   =   [    

 N  2   O _ Si  H  4  
   ]    . The silicon excess can be as high as 17% 

for Ro = 3; and experimentally stoichiometric SiO2 (a non-free silicon film) can be obtained for 
Ro ≥ 50 [26]. Theoretically, Ro = 40 corresponds to the stoichiometric silica, when a mixture 
silane-nitrogen at 5% is used. Experimentally, there is enough evidence that SRO thin films 
are constituted by a silicon oxides mixture and not only by one of them, independently of the 
value of Ro. We can establish the global reactions of the chemical combination of N2O, N2 and 
SiH4, which generates the theoretical composition of SRO given by

   SiO  2   =    (  1 − x )   ______  (  4 + z + υ )      ;    Si  2    O  3   =    (  1 − υ )   _____ 4 + z + υ    ;  SiO =   
 (  1 − y )  

 ______  (  4 + z + υ )      (2)

   Si  2   O =    (  1 − z )   ______  (  4 + z + υ )      ;  Si =   
 (  x + y + 2z + 2υ )  

  __________  (  4 + z + υ )      (3)

where the parameters x, y, z, ν satisfy the conditions  0 ≤ x, y, z, υ ≤ 1.0  and  0 ≤ x + y + 2x + υ ≤ 1.0 .

When SRO thin films are annealed, some oxides are degraded. The plausible ‘annealing reac-
tions’ proposed are as follows:

   SiO  2  (  solid )      + Heat ⇄   (  1 − ξ )    SiO   (  solid )     +   (  0.5 + 0.5ξ )    O  2(gas)   + ξ  Si  solid    (4)

   Si  2    O  3  (  solid )      + Heat ⇄   (  1 −  ξ   '  )    Si  2    O   (  solid )     +   (  2 +  ξ   '  )    O  2  (  gas )      + 2  ξ   '   Si  solid    (5)

Double arrow stands for denoting equilibrium condition,  ξ  and    ξ   '   are the progress of the 
annealing reactions. The extent of progress of reaction is defined as the ratio between the total 
change in the number of moles of a species and their stoichiometric coefficients.

As is known, a mole of any substance contains the number of atoms equal to the Avogadro’s 
number,   N  

A
   = 6.023 x  10   23  . In order to perform first-principles calculations, the problem must be 

modelled with a maximum  of 100 atoms, consequently, the oxides must be rewritten in terms 
of the number of atoms, that is, SinO2n, Si2nO3n, SinOn and Si2nOn. The hydrogen gases can react 
accordingly as   H  

2
   =   [  H ]     +  +   [  H ]     −  .
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These anions formed are different oxides matrices containing vacancies or defects of silicon 
which may or not be present in the films of SRO.

3.2. Comparison between experimental results and theoretical predictions of GRM.

In this section, we will display and discuss the results employing DFT to evaluate theoretically 
structures type SinOn, where  5 ≤ n ≤ 26  is the number of silicon atoms. The GRM already dis-
cussed is employed to explain the physical microscopic structure of SRO thin films regardless 

New Research on Silicon - Structure, Properties, Technology20



associated to the emission in SRO thin films with specific defects. When SRO is prepared by 
LPCVD, a gas mixture of N2O and silane is habitually used [24, 25] and the excess Si content 
can be modified by the gas flow ratio   R  o   =   [    

 N  2   O _ Si  H  4  
   ]    . The silicon excess can be as high as 17% 

for Ro = 3; and experimentally stoichiometric SiO2 (a non-free silicon film) can be obtained for 
Ro ≥ 50 [26]. Theoretically, Ro = 40 corresponds to the stoichiometric silica, when a mixture 
silane-nitrogen at 5% is used. Experimentally, there is enough evidence that SRO thin films 
are constituted by a silicon oxides mixture and not only by one of them, independently of the 
value of Ro. We can establish the global reactions of the chemical combination of N2O, N2 and 
SiH4, which generates the theoretical composition of SRO given by

   SiO  2   =    (  1 − x )   ______  (  4 + z + υ )      ;    Si  2    O  3   =    (  1 − υ )   _____ 4 + z + υ    ;  SiO =   
 (  1 − y )  

 ______  (  4 + z + υ )      (2)

   Si  2   O =    (  1 − z )   ______  (  4 + z + υ )      ;  Si =   
 (  x + y + 2z + 2υ )  

  __________  (  4 + z + υ )      (3)

where the parameters x, y, z, ν satisfy the conditions  0 ≤ x, y, z, υ ≤ 1.0  and  0 ≤ x + y + 2x + υ ≤ 1.0 .

When SRO thin films are annealed, some oxides are degraded. The plausible ‘annealing reac-
tions’ proposed are as follows:

   SiO  2  (  solid )      + Heat ⇄   (  1 − ξ )    SiO   (  solid )     +   (  0.5 + 0.5ξ )    O  2(gas)   + ξ  Si  solid    (4)

   Si  2    O  3  (  solid )      + Heat ⇄   (  1 −  ξ   '  )    Si  2    O   (  solid )     +   (  2 +  ξ   '  )    O  2  (  gas )      + 2  ξ   '   Si  solid    (5)

Double arrow stands for denoting equilibrium condition,  ξ  and    ξ   '   are the progress of the 
annealing reactions. The extent of progress of reaction is defined as the ratio between the total 
change in the number of moles of a species and their stoichiometric coefficients.

As is known, a mole of any substance contains the number of atoms equal to the Avogadro’s 
number,   N  

A
   = 6.023 x  10   23  . In order to perform first-principles calculations, the problem must be 

modelled with a maximum  of 100 atoms, consequently, the oxides must be rewritten in terms 
of the number of atoms, that is, SinO2n, Si2nO3n, SinOn and Si2nOn. The hydrogen gases can react 
accordingly as   H  

2
   =   [  H ]     +  +   [  H ]     −  .

The hydrogen ion formed, in turn, reacts with the silicon oxides to form ions such as 
   [   Si  

n
    O  

2n
   H ]     

+

 ,    [   Si  
n
    O  

2n
   H ]     

2+

   etc. During heat treatment the reactions produce a dehydration of these cat-
ions, resulting in the formation of new ones, for example,     [   Si  

n
    O  

2n
    H  

2
   ]     

2+

  ⇔   [   Si  
n
    O  

2n−1
   ]     

2+

  +  H  
2
   O ↑    , and so 

on. Finally, the moieties obtained from these reactions result as follows:

    [   Si  n    O  2n−1   ]     
2+

   ;     [   Si  2n    O  3n−1   ]     
2+

   ;     [   Si  n    O  n−1   ]     
2+

   and    [   Si  2n    O  n−1   ]     
2+

  . (6)

These anions formed are different oxides matrices containing vacancies or defects of silicon 
which may or not be present in the films of SRO.

3.2. Comparison between experimental results and theoretical predictions of GRM.

In this section, we will display and discuss the results employing DFT to evaluate theoretically 
structures type SinOn, where  5 ≤ n ≤ 26  is the number of silicon atoms. The GRM already dis-
cussed is employed to explain the physical microscopic structure of SRO thin films regardless 

New Research on Silicon - Structure, Properties, Technology20

of the technique used to obtain the SRO structure since we are only interested in its molecular 
composition and atomic arrangement. Also, we will show the results of the  evaluation of 
structural and optical properties for a wide set of moieties, seemingly found in SRO. DFT 
results predict emission in visible region for molecules with a number of atoms less than 
14 silicon ones. Results obtained in this research predict luminescence in visible region for just 
about half calculated structures, especially for  n ≤ 16  silicon atoms, while large  structures 
with  n ≥ 17  display luminescence in ultraviolet region.

3.3. Measurements of band gap Eg for SiOx thin films

We begin by taking SiOx films obtained by HFCVD technique from our experimental 
group (results not even published). From these samples, we take into account the band gap 
 parameter as the first one to be analysed. The approximate experimental values of the energy 
band gap Eg are obtained by the relationship known as Tauc plot [27] as shown in Figure 3(a). 
The methodology for obtaining the Eg has been described in a previous work [28]. It is found 
that Eg decreases when the substrate temperature is raised. The band gap of the SiOx films lies 
in the range of 1.8–2.5 eV. When  x  decreases out from 2.0 in a —SiOx (amorphous oxide), the 
valence band edge moves up, as the increased Si—Si bond states are gradually overlapped 
with the oxygen non-bonding states (ONS), and finally spread out into the Si valence band. 
Simultaneously, the conduction band edge also moves down, giving rise to the band gap 
decreasing nonlinearly when the Si concentration is increased continually.

In Figure 3(a), we observe that by making an extrapolation through the straight line according 
to Tauc procedure, we obtain the approximated bang gaps which have values of 1.95eV and 
2.15 eV for Figure 3(b). At first glance, the variations of Eg are originated by the difference in 
temperatures then it is observed that Eg reduces as temperature increases. These two experi-
mental values of Eg fit well with those obtained theoretically using DFT as shown in Table 1 
further below that are results for structures type SinOn.

Figure 3. Determination of Eg for a SiOx film by making use of the relationship known as Tauc plot [α(hν)]1/3 versus 
energy (hν) for two temperatures (a) Tg =1300°C and (b) Tg =1150°C.
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We have seen that SiOx thin films, deposited at Tg = 1300°C, resulted with a bang gap of 1.95 eV,  
calculated using Tauc technique.

Now, by observing Table 1, we can correlate two possible theoretical values either Eg = 1.93 eV 
corresponding to Si8O8 molecule or Eg = 1.96 eV corresponding to Si16O16 one, existing the 
 possibility of a mixture of them. On the other hand,   SiO  

X
    film deposited at 1150°C corresponds 

to an approximated experimental band gap of 2.15 eV, which correlates well with a theoretical 
value of Eg = 2.06 eV associated to Si9O9 molecule in accordance with Table 1.

In regard to the origin of the PL emission in Si-NCs, it is still a subject of debate; however, we 
can find some proposals of models suggested explaining this phenomenon. One of this model 
relates the PL to quantum confinement effects (QCEs) [29, 30]. The other model relates the PL 
to defects in the oxide matrix or at the interface SiO2/Si-NCs [28, 31].

Broadly, both common accepted proposals make use of approximated quantum methods in 
order to solve the Schrödinger equation associated with quantum confinement of the electron 
restricted to move in so small spatial dimensions, thence their predictions about luminescent 
phenomenon are limited. Considering this important fact, we hope that an analysis of this 
phenomenon made from the view point of composition and molecular structures can signifi-
cantly contribute to a better knowledge of luminesce in SRO considered as an arrangement of 
Si-NCs embedded in oxide matrices.

3.4. Thermal effects in PL of the SiOx thin films

Now, we proceed to our analysis in relationship to PL phenomenon. Inspecting, in Figure 4(a), 
the experimental PL spectrum measured from the SiOx film as grown at Tg = 900°C, we locate 
two emission bands both covering a wide spectral range from 380 to 750 nm (from violet 
to red).

Number of silicon atoms HOMO
eV

LUMO  
eV

GAP  
eV

5 –6.19 –3.14 3.05

6 –6.01 –3.46 2.55

8 –5.51 –3.58 1.93

9 –5.34 –3.28 2.06

11 –5.93 –3.22 2.71

12 –5.97 –2.96 3.01

13 –5.61 –3.30 2.31

14 –6.04 –2.79 3.25

15 –6.11 –3.39 2.72

16 –6.16 –4.20 1.96

Table 1. Highest Occupied Molecular Orbital (HOMO), Lowest Unoccupied Molecular Orbital (LUMO) and HOMO–LUMO 
gap calculated using DFT for [SinOn] structures with  5 ≤ n  ≤ 16 .
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The left band peaked around 440 nm while the right one peaked around 548 nm as can be 
confirmed by de-convolution curves. After making a further annealing to the same SiOx film, 
the PL spectrum Figure 5(a) displays two main bands, one is the A band, which lies in the 
violet-blue range (380–495 nm) peaked at 405 nm with a relatively weak PL intensity. The 
other band is the B one, which lies in the orange-near infrared range (590–875 nm), this band 
shows a strong intensity and two main peaks, one located at 749 nm and other at 820 nm as 
confirmed again by de-convolution curves.

Looking at Figures 4(a) and 5(a) and making comparisons between them, we infer that the PL 
intensity that decreases after thermal annealing [32] due to the PL intensity is lower after a 
further annealing. According to this result, we conclude that annealing process stimulates the 
formation of crystalline silicon (c-Si) as well as the formation of defects both contributing to 
the PL emission. For this reason the PL spectrum shifts to the red region.

With regard to the theoretical PL spectrum, Figure 4(b) exhibits this one, for the   SiO  
X
    film as 

grown at Tg = 900°C, that was calculated considering the arrangement of a Si16O16 molecule. 
With this molecular structure, we obtained the PL spectrum which has two remarkable peaks, 
one of them located at 471 nm with the highest intensity and the other has two located peaks 
closer at 549.8 and 556 nm. In addition, an excited state at 683 nm was also found, but its 
intensity was too negligible or non-detectable.

Figure 4. (a) Experimental PL spectrum from a SiOx film grown at 900°C. (b) Theoretical PL spectrum calculated for 
Si16O16 structure.
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To complement the study of the PL spectrum including annealing effects, in Figure 5(b) we 
display results for the theoretical PL spectrum calculated by considering a small molecule type 
Si6O6. With this molecular structure we predicted excited states emitting in the region from 393.78 
to 415.59 nm in addition to a region peaked at 772.8 nm, which corresponds approximately to the 
left side of the wide shoulder observed in the experimental spectrum displayed in Figure 8 where 
the de-convolution curve points out a peak at 749 nm. We emphasize that in this theoretical 
spectrum the presence of the peak at 820 nm found in the experimental PL spectrum is not clear.

In relation to the study of the configuration of the molecular structure, we present in 
Figure 6(a) the two structures corresponding to the case of the SiOx film as grown at 
Tg = 900°C and after a further annealing Figure 6(b), both structures correspond to 

Figure 5. (a) Experimental PL spectrum from a SiOx film after a further annealing. (b) Theoretical PL spectrum correlated 
to the experimental one of (a), including the annealing effects. This spectrum is reproduced by means of considering the 
small molecule type Si6O6.
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Si16O16 molecule. The structure at the top of the figure consists of 16 hydrogen atoms 
linked to eight silicon atoms with tetra valences forming the Si16O16:H16 arrangement. 
On the other hand, in the bottom we display the Si16O16 molecule after annealing. It 
could be described as a set of seven rings constituted of three member's mini rings 
each one with two bonds Si—O and a third link Si—Si. There are four mini rings with 
a semi-circular arrangement and the rest is in orthogonal position.

Regarding the molecular structure proposed for molecule Si6O6:H8 (as grown), it is repre-
sented at the top of Figure 6(c), whereas at Figure 6(d) we localize the corresponding mol-
ecule Si6O6 after a further annealing. This molecule was proposed for modelling the SiOx film 
after being annealed at 900°C. The structure of this molecule consists only of three mini-rings, 
two of which are three member rings with two Si—O bonds and one Si—Si bond. The third 
ring has four silicon atoms with two Si—O bonds and a Si—Si—Si chain. Within the molecule 
as grown, that is Si6O6:H8, the six silicon atoms have tetra valence.

We now deal with the situation where the growth temperature of H8SiOx film is increased. 
This implies that the molecular structure should be modified giving rise to another new one 
with different properties. In Figure 7(a), we display the experimental PL spectrum measured 
from a SiOx film as grown at temperature of 1150°C.With the naked eye a wide band is iden-
tified at right hand and approximately half wide band at left side. Through de-convolution 
curves of this spectrum, we can locate the positions of maxima of both bands. The half wide 
band is peaked around 385 nm and the right band around 690 nm.

Figure 6. Molecular structure suggested for the SiOx film: (a) Si16O16:H16, as grown at Tg = 900°C (b) Si16O16 after a further 
annealing. Molecular structure proposed for modelling the SiOx film after being annealed at 900°C, (c) as grown is type 
Si6O6:H8 and (d) after annealed is type Si6O6.
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Comparatively by Figure 7(b) we can observe the correlated theoretical PL spectrum calcu-
lated for Si11O11 molecule. With this molecular structure, we have predicted a PL spectrum 
having only two bands where the half left band possesses the highest intensity being peaked 
at 380 nm, and the other one with lower intensity and its maxima corresponds to an excited 
state of emission at 699 nm. In this case, we did not look for triplets for   Si  11    O  11    molecule, tak-
ing for granted that if they exist they would have a negligible intensity.

Furthermore, the molecular structure suggested for Si11O11 molecule is represented in 
Figure 8(a) that corresponds to as grown molecule Si11O11:H12. In the arrangement of this 
structure we figure out that there are 12 hydrogen atoms joined to six silicon ones with tetra 
valence. The ‘backbone of this molecule’ is a silicon atom joined to four silicon atoms shap-
ing a tetrahedral arrangement, with six mini rings constituted where five of them have four 
silicon atoms and two Si—O bonds each one and a Si—Si—Si chain. The sixth mini ring has 
only one Si—O bond and a large silicon chain Si—Si—Si—Si. Figure 8(b) represents the after-
annealed condition for the molecular arrangement of Si11O11.

Figure 7. (a) Experimental PL spectrum of a SiOx film as grown at 1150°C. (b) Correlated theoretical PL spectrum of (a). 
In this case the SiOx film is modelled with a molecular structure of type Si11O11 molecule.
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3.5. FTIR spectra of the SiOx thin films

In order to get a more complete evaluation of the optical and structural properties of SRO 
structures, we now proceed to make a theoretical analysis of Fourier Transform Infrared 
(FTIR) spectroscopy. In practice, FTIR is a technique used for structural characterization of 
materials with which it is possible to study atomic bonds between elements that are present 
in a given film. The various bonds are manifested as different absorption bands which lie in 
different wavelength ranges. The position and shape of these bands are related to the density, 
stoichiometry and the nature of the bond primarily. The infrared energy causes vibrational 
motion of atoms in a molecule identified as rocking, stretching, wagging and bending when 
they interact with such energy. A fraction of the incident radiation is absorbed at specific wave-
lengths. A molecule must vibrate so that there is a displacement from the electrical centre and 
absorbed radiation in the infrared region, that is, there must be a change in the dipole moment.

In Figure 9(a) we display the experimental FTIR spectrum of a SiOx film as grown at 900°C. 
According to Ay and Aydinly [33] they have associated these vibrational frequencies as indi-
cated in Table 2. In such Table 2, we make comparisons between vibrational frequencies as 
found experimentally in Figure 9(a) and theoretical frequencies as obtained in this report when 
considering a Si16O16 molecule in addition to being identified with the different vibrational 
modes reported in literature. Particularly, the experimental frequencies at 654 and 875 cm-1,  
in Figure 9(a), have been associated as reported in the literature to Si—H vibrational frequen-
cies. Comparing these frequencies with those found by our theoretical calculations, we find 
discrepancies since we observed such frequencies at 652 and 885 cm−1 which are due to Si—Si 
and Si—O bonds.

Apart from discrepancies in their values between experimental and theoretical frequencies, 
we also find differences between their associated intensities as is evident from Figure 9(a) 

Figure 8. Molecular structure suggested. (a) As grown it corresponds to Si11O11:H12 arrangement, (b) after annealed, the 
molecular arrangement is type Si11O11.
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when is compared with Figure 9(b). Two very remarkable differences in their intensities are 
found in peaks located at 875 and 1051 cm−1 in the experimental FTIR spectrum and their cor-
related theoretical values located in Figure 9(b) approximately at 885 and 1058 cm−1, in fact, 
if we observe carefully theoretical and experimental intensities are inverted in magnitude.

On the other hand, we stress that plot in Figure 9(b) corresponds to a Gaussian curve fitted to 
FWHH = 40, whereas plot in Figure 9(c) corresponds to a Gaussian curve fitted to FWHH = 80.  
We can observe clearly that the difference in Full Width at Half Maximum (FWHH) values 
gives rise to the effect that the peak at 1058 cm−1 in Figure 9(b) is transformed into a shoulder 
of the peak at 885 cm−1 as is shown in Figure 9(c). The effect of varying FWHH to higher values 
causes the FTIR spectrum to become more intense in Figure 9(c), it means physically the SiOx 
film were thicker; in addition to this, FTIR spectrum resembles more to the experimental one 
of Figure 9(a) although discrepancies in wavenumbers continue to persist.

Figure 9. (a) Experimental FTIR spectrum from a SiOx film as grown at 900°C, (b) theoretical FTIR spectra calculated 
using DFT for a Si16O16 molecule with FWHH = 40. Vibrational frequencies found in this spectrum when are correlated 
to those of (a) show discrepancies. This plot corresponds to a Gaussian curved fitted to FWHH = 40 and (c) same as (b) 
but FWHH = 80.
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Now, we consider important to study the influence of annealing process on FTIR spectra. 
For this, we focus on a SiOx thin film deposited at 900°C with a further annealing, normally 
 carried out in the (1100–1150)°C range. Figure 10 displays the experimental FTIR spectrum for 
this sample. It is worthwhile to mention that after the films have been heat-treated (annealed), 
the FTIR spectrum peaks corresponding or associated to Si–H vibrational frequencies 
 disappear. Also, the uppermost peak which corresponds to Si–O stretching mode (1051 cm−1) 
is  considerably shifted to higher frequencies (1082 cm−1) indicating a phase separation.

It is possible then, for example, that a molecule like   Si  
16

    O  
16

    can be transformed in a smaller 
molecule like Si11O11 or Si6O6 (it depends mainly on time and annealing temperature). On the 
other hand, it has been reported that amorphous silicon (a-Si) as well as crystalline one (c-Si) 

Wavenumber, cm−1, SiOx film as grown from 900 to 1150°C

Associated in 
literature to

Si-O rocking Si-H wagging Si-O bending Si-H bending Si-O stretching

Experimental 429–444 645–654 797–810 875–885 1048–1064

Calculated using 
DFT

Si-Si bending in 
Si16O16 molecule

Si-O in ‘external 
rings'

Calculated 438 652 794 885 1058

Table 2. Comparison of vibrational frequencies observed experimentally in a SiOx film as grown at 900°C versus 
calculated FTIR spectrum for a Si16O16 molecule.

Figure 10. Experimental FTIR spectrum from a SiOx thin film after further annealing.
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could be identified by Raman spectroscopy [34]. A broadband around ∼480 cm−1 is typically 
associated to a-Si, while bulk silicon has a sharp intensity peak around 521 cm−1. As to Si-NCs, 
it is found that intensity peaks are shifted to smaller wavenumbers where this change is a 
function of decreasing Si-NCs size, this event has been extensively attributed to quantum 
confinement effects.

For example, in Figure 11 which corresponds to a theoretical Raman spectrum that we have cal-
culated for a Si11O11 molecule suggested, we can clearly identify frequencies at 460 and 508 cm−1,  
respectively.

We have explained previously that the molecule Si11O11 has two chains, one is type Si—Si—Si 
and the other is a larger chain type Si—Si—Si—Si (tetragonal arrangement shape).

3.6. PL spectra of porous silicon in SiOx thin films

Keeping in mind that in SRO thin films the generation of porous silicon as a consequence of 
phase separation of Si-NCs/SiOx are present, as just mentioned in Section 1, its results are attrac-
tive as we apply our theoretical methods, used along the optical and structural analyses on SiOx 
structures, to get a major comprehension of the radiative mechanisms linked with the atomic 
arrangement of molecular structures which contribute to the PL in this type of films. So, here-
after we focus specifically on the study of porous silicon which was obtained by HFCVD tech-
nique by our experimental group (unpublished results). Figure 12 shows photoluminescence 
spectra between 40 and 296 K. PL measurements were carried out in vacuum and the sample 
was excited with a 407 nm excitation light source and an incident power of about 60 mW/mm–2.

Figure 11. Theoretical Raman spectrum calculated for [Si11O11] configuration. We identify in the centre of figure the 
atomic structure and the left side inset displays the orbital energy in units of (eV).
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It is easily identified that the PL intensity increases as temperature decrease and at the same 
time the energy peak is shifted towards higher energies when decreasing the temperature of the 
sample. It can be seen that each peak is symmetric which means a good surface morphology and 
a material without defects. The shift towards higher energies is given at a rate of 5.85 E-4 eV/K.  
Because in our theoretical analysis neither the technique used to obtain the material nor the 
experimental process are relevant, since we make only use of atoms in a specific arrangement, 
more details about experimental conditions to grow the sample are not necessary.

In accordance with information given by PL spectra in Figure 12, we have that the energies of 
peaks of the spectra are contained approximately between 1.65 and 2.6 eV (475–750 nm). The 
highest intensity for each peak fit well with temperature by the following equation:  E(eV ) = 2.16

36 − 0.000585 T(K )  for  40 K ≤ T ≤ 300 K . Likewise, we can calculate the wavelength of the peak, if its 
associated energy is known, by using the simple equation  λ  (  nm )     = 1240 eV. In order to make 
the correlation between experimental PL results and theoretical ones, we evaluated four iso-
mers for Si18 agglomerates. These correspond to isomers identified as 18A, 18B, 18C and 18D 
from which isomer 18D did not achieve convergence, consequently, information about it is 
not available. Table 3 contains information about isomer 18A, 18B and 18C. We can appreciate 
that isomer 18C is not the most stable because it has the highest energy. Contrary, the isomer 
Si18A (18A) possesses the lowest energy (a difference of 0.96 eV as indicated in third column) 
by this reason is the most stable of all. Other parameters of interest were calculated such as, 
the band gap, the dipole moment, the polarizability and the ovality.

Figure 12. Experimental porous silicon PL spectra at several temperatures.
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With regard to Si18 cluster, four low-lying isomers were considered. The elongated isomer 
18A has the lowest-energy at the HF/6–31G* level of theory. Moreover, the Isomer18A has 
its structure similar to the ground-state structure predicted by Rata et al. [35]. It contains a 
magic-number-cluster Si6 unit and a hexagonal chair unit. A slight structural perturbation to 
this C3V isomer followed by a geometry relaxation gives isomer 18B with CS symmetry. Both 
18B and 18C with C2V symmetry contain tri-capped-trigonal-prism unit and are also very 
viable in stability compared to 18A because of the calculated difference in energy as 0.92 and 
0.96 eV, respectively. Isomer 18D is a new isomer with high symmetry but relatively high 
energy. It is composed of two capped tetragonal anti-prisms, and we did not obtain conver-
gence at HF/6-31G* level of theory for this isomer. We also observe from Table 3 the predicted 
wavelength of the highest emission intensity corresponding to each isomer under the follow-
ing order: 552.447567 nm for 18A isomer, 692.813713 nm for isomer 18B and 1732.74488 nm for 
isomer 18C. With this latter information we will try to make the correlation with experimental 
results regards PL curves shown in Figure 12 as far as possible.

Prior to making the correlation, firstly we find out the information given in Figure 13, there 
with the naked eye, we locate at the top of the figure the FTIR spectrum and at the bottom of 
the one the PL spectrum both correspond to silicon agglomerate Si18 calculated using DFT. 
In the PL spectrum the appearance of the uppermost intensity peak predicted at 679.9 nm 
is outstanding according to our theoretical approach. Taking into account this wavelength 
value and making use of the simple equation to get its corresponding energy value, as just 
mentioned above, we obtain 1.82379 eV. This energy value when located in the experimental 
PL spectrum in Figure 12 has a position as indicated by the black vertical line. As can be seen 
this energy may be correlated in a good approximation to the lowest PL spectrum, which cor-
responds to a temperature of 296 K, since it is closer to its maximum.

Evidently this theoretical energy value is shifted-left from the energy associated to the peak 
of more intensity of the experimental PL spectrum which is identified by the red vertical line. 
Although it has been possible to suggest a molecular structure in order to reproduce experi-
mental measurements of PL spectra of porous silicon, it is obvious that our proposal may be 
substantially modified because of the significant discrepancies found between experimental 
results and theoretical predicted ones. It implies that we must reformulate our theoretical 
model which permits us better theoretical predictions in order to elucidate the correct molecu-
lar structure along with its composition which is responsible for radiative processes in the 
porous silicon; so it is a task that remains to be done. However, we may consider these results 

Isomer Energy (au) Rel E (eV) Band gap eV Dipole debye Polarizability Wavelength nm, 
corresponding to 
highest emission 
intensity

Ovality

18A –5210.83526 0.00 2.2550 2.84 75.20232 552.447567 1.25050

18B –5210.80158 0.92 1.3883 0.04 75.20910 692.813713 1.25806

18C –5210.80010 0.96 1.3232 0.01 75.21392 1732.74488 1.25816

Table 3. Parameters calculated for isomers Si18.
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as preliminary ones which can guide us along correct direction to be followed. Finally, we can 
see in the middle of Figure 13 the suggested molecular structure corresponding to the isomer   
Si  18   . Furthermore, the top graph in Figure 13 represents the FTIR spectrum of the isomer 18C; 
it presents the two most intense peaks at the vibrational frequencies of 179 and 262 cm−1 where 
we point out that two remaining calculated wavenumbers were imaginary. The three smallest 
peaks appear at frequencies of 305, 390 and 434 cm−1.

4. Conclusions

Theoretical calculations about optical and structural properties of SiOx films obtained experi-
mentally by HFCVD technique have been performed using the DFT method and the GRM 
including temperature effects. We made correlations between theoretical results and exper-
imental ones with respect to band gaps values, Photoluminescence and FTIR spectra. The 
predicted theoretical band gaps for the case of   SiO  X    films grown at 1300 and 1150°C are cor-
related with experimental values finding a good correlation since for the case of samples 
grown at 1300°C; it is found that Eg = 1.95 eV and the corresponding theoretical value is either 
Eg = 1.93 eV for a molecular structure Si8O8 or Eg = 1.96 eV for a molecular structure Si16O16. 
Likewise, for samples grown at 1150°C, Eg = 2.15 eV while theoretical results give us a value of 
Eg = 2.06 eV with an associated molecule type Si9O9. Moreover, when we correlated PL spectra 
with and without annealing effects, we find that a SiOx film grown at 900°C, without anneal-
ing effects, gives a PL spectrum with two main peaks at 440 and 548 nm while theoretical 
spectrum shows peaks at 471and around 549.8 nm and the corresponding molecular structure 
is type Si16O16. In addition, the same sample with a further annealing displays luminescence 
peaked at 405, 749 and 820 nm and in this case theoretical results predict only one corre-
lated peak at 415 nm using a molecule type Si6O6. Also, in relation to the FTIR  correlation, 

Figure 13. Top spectrum is FTIR and bottom is PL spectrum for Si18 C. Between graphs is represented the molecular 
structure.
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 theoretical calculations predict frequencies of vibrational modes of bonds Si—O (rocking, 
bending and stretching) and Si—H (wagging, bending) whose values are well located in the 
experimental frequency range and the atomic structure is type Si16O16. Except for the case of 
the PL spectrum with annealing effects where the prediction of one peak was only possible, 
all theoretical predictions are well correlated with experimental measurements within experi-
mental accuracy. Noticeable limitations in theoretical predictions are found in the case of 
PL porous silicon since an important difference between energies corresponding to peaks of 
theoretical and experimental spectra were observed, which indicates that better models must 
be used for this type of material.
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Abstract

The mechanisms of formation and migration of molten inclusions in silicon are described. 
Consideration of them is necessary for development of technological approaches to for-
mation of conducting regions (characteristic sizes of 10 μm–30 nm) and doped conduct-
ing channels in silicon. The problem of formation of local conducting regions is topical, 
e.g., for single electronics. It is known that sizes of a “Coulomb island” (about 10 nm) 
present difficulties to modern technologies. That is why the development of alternative 
procedures to form a “Coulomb island” (in particular, those based on electromigration of 
molten regions in semiconductor bulk) is a topical problem. Besides, high heat loads on 
the “classical” silicon structures, owing to specific character of their work ( operating cur-
rent densities may be as high as j ~ 109–1010 A/m2), promote their active degradation. The 
appearing molten regions coagulate into drops and are displaced by a current along the 
electric field lines. Therefore, a detailed analysis of the mechanisms of inclusions forma-
tion and migration in silicon will make it possible to predict more accurately the “critical” 
modes of silicon structures operation (e.g., in power electronics). The main mechanisms 
of molten inclusions formation (contact melting in a metal-semiconductor system, 
decomposition of supersaturated solid solutions in heavily doped  semiconductors) are 
considered, as well as the procedures to form and control mobility of such objects: elec-
tric current, temperature gradient, structural inhomogeneities, etc. The problems of mol-
ten inclusions migration in silicon single crystals occurring in electric field with contact 
melting electric transport of melt components and thermoelectric effects at interphase 
boundaries are considered in detail. The molten region is moving along the electric 
field lines, thus enabling to exert control over the trajectory of its motion. The results of 
author’s original investigations on formation and migration of molten silver- and alumi-
num-based inclusions in silicon are presented, as well as the experimental data by other 
authors. The main migration mechanisms related to melting-crystallization processes at 
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interphase  boundaries and components diffusion through the melt region are discussed 
in detail. The problems to defect formation in silicon after crystallization of inclusions are 
also considered.

Keywords: silicon single crystals, contact melting, crystallization, melt inclusion, 
formation of molten regions in a metal-semiconductor system, electromigration of 
inclusions by the melting-crystallization mechanism, diffusion in the melt, gradients 
of concentration and temperature, formation of structural defects in silicon single 
crystals with inclusions

1. Introduction

Formation and dynamics of impurities in semiconductors as melt regions occur, as a rule, 
when the critical operating conditions for power semiconductor devices (transistors, Peltier 
elements, etc.) are reached [1–3]. In this case, as is known [4, 5], the near-contact regions 
and metal-semiconductor contacts may heat up to temperatures over the melting points for 
 eutectics of relatively fusible systems (Al-Si, Ag-Si, Au-Si; the melting point for Au-Si eutectic 
Te = 370°C).

To illustrate, during operation of a thermoelectric generator for automobile internal-combustion 
engines, certain modules or their parts may be heated for a short time to temperatures over 
330°C [6]. The result can be fusion of structure fragments and their failure. And this happens 
despite equalizing of temperature field (provided with the construction of heat-exchange appa-
ratus) at the hot side of thermoelectric modules [6]. Obviously, failure of electric contact in a 
thermoelectric module because of overheating will lead to failure of the whole system, thus 
considerably reducing the efficiency of thermoelectric generator.

During operation of such devices, a direct electric current consumed by the resistive load 
is flowing through each module. At overheating and beginning of fusion, the current flows 
through the liquid phase-crystal contact. This makes it necessary to study the electromigra-
tion processes at the semiconductor surface and in the bulk involving melt regions that are 
proceeding under the action of direct and pulse currents. In those cases, migration of the pro-
duced liquid phase in electric field is possible in the system studied. The field of crystal struc-
tural nonuniformity (gradient of dislocation density) also can promote migration of the melt 
regions [7, 8]. These are just the above factors that cause the interest of researchers in the elec-
tromigration processes at the semiconductor surface and in the bulk involving melt regions [9].

As a rule, migration of liquid inclusions in semiconductors is related to transfer of matrix 
atoms from one inclusion boundary to another through the inclusion itself. An inclusion 
migrates because the matrix atoms are dissolving at the forward inclusion wall, then they 
are diffusing through the inclusion and at last become deposited onto the matrix at the back 
wall, with formation of new atomic layers. In the case of liquid inclusions, solubility of matrix 
atoms in the inclusion and the coefficient of diffusion of these atoms in the inclusion bulk are 
sufficiently high, so such a migration mechanism is crucial [10, 11].
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With such a mechanism, flowing of electric current through the liquid phase-crystal contact 
is accompanied by Peltier heat release at the one interphase boundary and absorption at the 
other interphase boundary:  ± Q  

p
   = Pjt . (Here P is the Peltier coefficient at the melt-crystal inter-

face, j is the current density, t is the time of current action.) This leads to variation of concen-
trations at the inclusion walls and requires accounting for thermoelectric effects in the course 
of mass transfer. Besides, one should also take into account the effect of electromigration that 
creates concentration nonuniformity near the interphase boundaries, depending on the value 
and sign of the effective charge Z* of semiconductor atoms in the melt [10, 11].

When determining the predominant role of the above mechanisms, one should note that for 
inclusions of sizes

  𝓁𝓁𝓁𝓁 ≫  √ 
____

   Dτ ___ π  ,    (1)

(τ is the current pulse duration), only the contribution from Peltier heat is significant at 
migration.

A qualitative experimental confirmation of this statement was made for elementary 
 semiconductors of p- and n-type. At pulse duration τ = 150 μs and pulse height I = 6 × 103 A, 
migration of drops of the Al, Ga, Ag melt occurred towards anode and was determined by the 
thermoelectric effects at the interphase boundaries. In the stationary regime, inversion of drop 
velocity was observed (the drops moved towards the negative electrode). This indicated the 
predominant role of electromigration. Unfortunately, application of nonstationary heating of 
semiconductor and surface migration only prevented obtaining dimensional dependence of 
migration velocity.

To determine the nature of mass transfer, let us assess the path velocity in accordance with 
the known mechanisms [12].

In the case of a vacancion mechanism of inclusion transfer, a vacancy current in the matrix 
creates a counter current and an equal current of matrix atoms. In this case, the speed of inclu-
sion migration, w, can be expressed by the following ratio:

  w = −   
2( ρ  s   −  ρ  𝓁𝓁𝓁𝓁   ) ______ 2  ρ  s   +  ρ  𝓁𝓁𝓁𝓁  

     
 D  s   e  Z   * 

 _____ fkT    E  ∞  .  (2)

Here, Ds is the self-diffusion coefficient of semiconductor atoms, E∞ is the density of the elec-
tric field away from the inclusion, f is a correlation factor, and ρs and ρℓ are the electrical con-
ductivities of the matrix and inclusion, respectively.

The effective charge of the atoms in a semiconductor matrix is known to be negative. This 
makes the activated atoms of the semiconductors move toward the anode, while vacancies 
move toward the cathode. By occupying vacancies at the leading edge, atoms of inclusions 
ensure that the edge is pushed toward the positive electrode. Therefore, inclusions should be 
displaced against the electric field lines, a prediction that is inconsistent with the experimen-
tal results. In addition, the assessed velocity, w, for aluminum inclusions in silicon is w = 5 × 
10−15 m/s in the case where the silicon self-diffusion coefficient is Ds = 3 × 10−18 m2/s (tempera-
ture of T~1043 K) [13]. Here, E∝ = 10 V/m, ρℓ = 2 × 10−6 Ω⋅m, ρol = 10−5 Ω⋅m, Z* = −10, f = 0.8, and 
R = 8.31 J/(К⋅mol). Both the operator of the migration velocity w and its seventh-order (107) 
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lower value are inconsistent with the experiment. Therefore, the contribution of this mecha-
nism can be considered insignificant.

As the molten zones are displaced, surface diffusion [12] is visible only for low-conductivity 
inclusions. Its importance obviously increases at low temperatures, when the surface/bulk 
diffusion ratio is high. The velocity, w, determined by this mechanism can be assessed using 
the following equation:

  w = − 3   
 D  s  ̀  ae  Z   * 

 ______ HfkT    E  ∞  ,  (3)

where Ds′ = 10−12 m2/s, a = 5 × 10−5 m, H = 10−4 m, and T = 1043 K. The expected velocity value 
determined by this mechanism is three times lower than the experimental value.

The movement of inclusions in the electric field associated with the current of matrix atoms in 
bulk inclusions can be rather fast if the melted material is a conductor. A theoretical  estimate of 
w for this case can also be provided using the known ratios [12], assuming targeted  transport 
of matrix atoms in the melt under the electric transport effect.

When T = 1043 K and j = 106 A/m2, the displacement velocity for the diffusion and kinetic 
modes equals

  w = −   
 V  s   __  V  𝓁𝓁𝓁𝓁  

    [    
3  ρ  s   _ 2  ρ  𝓁𝓁𝓁𝓁   +  ρ  s  

   ]     De  Z   *  C ______ fkT𝓁𝓁𝓁𝓁    E  ∞   = 2 ⋅  10   8   m/s,  (4)

  w = −  V  s    [    
3  ρ  s   _ 2  ρ  𝓁𝓁𝓁𝓁   +  ρ  s  

   ]     
βe  Z   *  C𝓁𝓁𝓁𝓁

 ______ fkT    E  ∞   = 4 ⋅  10   8   m/s.  (5)

From this point onward, Vs and Vℓ represent the atomic volumes of the matrix and inclusion, 
respectively.

The theoretical estimates, w, for the diffusion and kinetic modes are consistent with 
the  experiment in terms of quality. However, the ratios used in this case do not show 
the  complexity of the phenomena that occur when current passes through the inclu-
sion. One can easily notice that Eq. (4) results in a size dependence of approximately  
w = 1/ℓ, while Eq. (5) yields    w __ j   = const ⋅ 𝓁𝓁𝓁𝓁 , which does not fully describe the experiment. The 
observed  discrepancy in the data obtained through calculation and experiment requires 
that more than just electric transport should be taken into account in the case of targeted 
migration.

Therefore, by analyzing the movement of secondary phases in the bulk semiconductor 
(Figure 1), we take into account the fact that movement is performed not only by means 
of electric transport but also under the influence of thermoelectric phenomena (the Peltier 
effect) at the interface between the liquid inclusion and solid phase [14–16].

If targeted migration is determined via dissolution-crystallization at the phase interfaces 
(kinetic control β δ ≪ D), then the equation for w takes the following form [17, 18]:

    w __ j   = = −   
Vβ C ¯¯  

 ____  N  A      (    
δρe  Z   * 

 _ kT   +   
V  P  LS   L _  N  A   2λk  T   2    ⋅ 𝓁𝓁𝓁𝓁 )   .  (6)

In the case of diffusion control (β δ ≪ D), the equation becomes

    w __ j   = −   VD C ¯¯   ____  N  A      (    
ρe  Z   * 

 _ kT   +   
V  P  LS   L _ δ  N  A   2λk  T   2    ⋅ 𝓁𝓁𝓁𝓁 )   .  (7)
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where PLS is the Peltier coefficient of the melt-crystal interface, V is the specific volume of the 
melt,    C ¯¯    and D are the equilibrium density and diffusion coefficient of the conductor molecules 
in the melt, respectively, NA is Avogadro’s number, δ is the thickness of the diffusion layer at 
the phase interface, L is the temperature of the transition of one volumetric unit of the solid 
phase into the melt, and λe is the thermal conductivity coefficient usually calculated according 
to the Wiedemann-Franz law.

2. Materials and methods

The experiments were performed in a vacuum chamber for silicon (n-type, resistivity of 
10 Ω∙cm) specimens that were previously cut into 4 × 4 × 15 mm blocks (Figure 2). After  lapping 
with M-15 micropowder and with ACM-5 diamond paste, the specimens were treated with 
ethanol and then were clamped between two tantalum electrodes by the procedure described 
in Refs. [10, 11] in a quartz electric resistance furnace. A 5 mm thick graphite spacers were 
put between the specimen and electrodes to prevent their contact interaction. The electrodes 
were connected to the dc source through an ammeter using copper wires. When performing 
experiments with current pulses, we used a rectangular pulse generator. The pulse duration 
and height were τ = 100–1000 μs and I = 5–30 A, respectively.
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Figure 1. Dimensional dependence of migration of Al-Si inclusions in the bulk of single crystalline silicon at T = 1073 K at 
flowing: 1—direct current of 12 A; 2—rectangular current pulses of height Imax = 24 A and duration τ = 300 μs; 3—Imax = 24 
A and τ = 900 μs.
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At migration in the bulk, an aluminum plate (mass of 0.6–0.9 mg) was put between the {111} 
planes of two specimens. Then they were heated up to a temperature close to the experiment 
one (T = 1000–1123 K). The experiment temperature was determined by the net effect from the 
space heater and electric current flowing through the specimen.

In the course of experiment performance, the temperature of the specimen was determined 
either using the thermocouple method or from the specimen luminosity. In the latter case, 
the temperature regimes in the experiments were registered with a pregraduated pho-
tocell located on one of the eyepieces of a high temperature microscope. The temperature 
 measurement error was not more than ±10%. The distribution of temperature T and concen-
tration C of semiconductor atoms (dissolved in inclusion) during migration of the melt region 
are presented in Figure 3.

An occurrence of melt regions in the silicon matrix bulk at stationary electric annealing is 
related to formation of an alloy between an Al film and Si single crystal. This mechanism 
obeys the reaction-diffusion law: a new phase is formed that was not found before interaction 
between components. Its growing is given by the following expression [15]:

  x = 2β  √ 
____

 D  τ  k    .  (8)

Here D is the reaction-diffusion coefficient; β is an argument of the Kramp function that is 
determined from the diagram of phase equilibrium. Thereby, a melt film is formed at the 
metal-semiconductor interface as the proper temperature is reached. Thermodynamic 

Figure 2. (a) Visual appearance of samples and (b) annealing configuration: 1—electrodes; 2—graphite interlayers; 
3—samples; 4—thermocouple; 5—quartz-based resistive furnace; 6—metal film.
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 instability of the film promotes its dispersion into drops. The inclusions generated in such a 
way drift in an electric field.

An analysis of numerous experimental data obtained for the Al-Si system showed that, in the 
course of migration, melt inclusions are faceted by specific crystallographic planes that shape 
inclusions into a distinguishing feature (Figure 4). In this case, the electric current flowing 
through the inclusion does not distort the form of drifting regions.

To determine crystallographic indices of the faceting planes at migration of the Al-Si system, 
the equation of structural crystallography for a cubic lattice [12] was used:

  cos ϕ =   
 h  1    h  2   +  k  1    k  2   +  l  1    l  2    ______________  

 √ 
________

  h  1  2  +  k  1  2  +  l  1  2    +  √ 
________

  h  2  2  +  k  2  2  +  l  2  2   
    (9)

Here ϕ is the angle between the planes; hi , ki , and li are the indices of crystallographic 
planes. According to the experimental data, an angle ϕ between the {111} plane and those 
with unknown indices {h2,k2,l2} is 35° or 145° for which cosϕ = +0.819. A good agreement 
between the experimental and theoretical values of cosϕ can be obtained if (110) and (  1   −   1   −  0 ) 
will correspond to the indices hi , ki , and li: substitution of the above values in Eq. (4) gives 
cosϕ = +0.821.

The inclusion size and depth of inclusion penetration in the matrix from the starting position 
were determined by sequential removal of N layers (at every 5–10 μm) [10, 11, 13] with subse-
quent identification of inclusions using an optical microscope.

Figure 3. Schematic of migration of melt region: 1—semiconductor matrix; 2—melt inclusion. Distribution of temperature 
T and concentration C of semiconductor atoms (dissolved in inclusion) during migration of the melt region.
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3. Analysis of experimental results

The typical results of investigations are presented in Figure 4. As before [10, 11, 14], the 
dimensional dependence of migration velocity is linear. To identify the origin of driving 
forces that determine inclusion migration in electric field in the case of predominance of trans-
fer  processes in inclusion bulk, let us use Eq. (7).

For a stationary electric annealing (1, Figure 4), Eq. (7) agrees fully with experiment if 
P is  considered negative and Z* is considered positive. At pulse current action, the char-
acter of dimensional dependence is changed—see Eqs. (3) and (4), Figure 4. Reduction 
of pulse  duration leads to increase of velocity for inclusions of the same size. We relate 
the main responsibility for the observed variations to reduction of the contribution from 
electromigration.

Indeed, at P < 0 the concentration nonuniformity at interphase boundaries is  provided 
by heat release (absorption) Qp at the cathode (anode) interphase  boundary. This 
 promotes  inclusion migration because of melting-crystallization at the inter-
phase  boundaries along the electric field lines (just as observed in the experiment). 
Electromigration (Z* > 0) will produce the opposite gradient, thus reducing ∂C/∂x of the 
thermoelectric origin.

So, migration of inclusions at stationary electric annealing of Si crystals is deter-
mined by heat release at the interphase boundaries that ensures migration of inclu-
sions toward the negative electrode. Electromigration produces the opposite gradient, 
which decreases the resulting inclusion velocity. The smaller the length of electric current 
pulses is, the weaker is their effect on reduction of the contribution from electromigra-
tion to the  resulting  inclusion velocity. This shows itself most clearly at pulse duration 
τ = 300 μs.
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Figure 4. A pattern of Al-Si inclusion in single crystalline silicon. The section plane: ⊥(111). Magnification: ×200.
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3. Analysis of experimental results
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The crystallization of molten inclusions in a semiconductor is accompanied by active 
 formation of defects, namely dislocations. The results of independent research (Figure 5) and 
our studies (Figure 6) both indicate the formation of dislocations during the crystallization of 
the molten zone near the crystallization front.

During the crystallization of single silicon crystals, the area occupied by the drop will 
 contain approximately 10% of the extrinsic stacking (interstitial) atoms because of the 
higher (approximately ~10%) density of liquid silicon compared with a single crystal [19]. 
At a certain drop size, extrinsic stacking atoms may transform into a dislocation loop 
(Figure 6).

The shape of second-phase inclusions depends not only on the crystallographic properties of 
the matrix but also on the reactivity of the melt. If there is an impurity near the drop, it will 
diffuse into the liquid and dissolve within it because of the higher solubility of impurities in a 
liquid phase. In this case, the infrared light-absorption coefficient will increase and the molten 
zone will be stabilized.

Liquid 
area

С

a

b

xx

Figure 5. Diagram showing liquid-drop transformation into a dislocation [19]. (a) Lattice distortion and (b) impurity-
concentration profile.
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4. Comparative analysis of the formation and electromigration of molten 
inclusions (AL-SI) in silicon and aluminum

In this context, the present investigation was aimed at an experimental study difference of the 
electromigration of melted Al-Si inclusions in silicon and aluminum crystals.

Figure 6. (a) photo of the surface of the polished section containing the Al-Si inclusion in silicon and (b) distribution 
of dislocation etch pits around the inclusion after four hours of annealing at j = 100 A/cm2 and a temperature of 800°C. 
Polished section plane (111). 200× zoom.
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The experiments were performed in a setup that is schematically depicted in Figure 7. The 
samples had the form of silicon bars (4 × 4 × 15 mm; n-type, 20 Ω⋅cm, growth dislocation 
density not exceeding 4 × 103 1/m2) and aluminum cylinders (length, 15 mm; diameter, 4 mm; 
average grain size, 500 μm). For investigations of the electromigration in silicon, a metal (Al) 
plate weighing 0.6–0.9 mg was placed between the {111} edge planes of silicon samples and the 
system was heated to a temperature above the eutectic (T = 850 K). The sample  temperature 
was determined by the joint action of the external heater and the current passing through the 
sample. The temperature was measured by a thermocouple situated in the immediate vicinity 
of the sample.

For the formation of melted Al-Si inclusions in aluminum, particles of highohmic silicon 
with diameters of ~300–500 μm were placed into preliminarily made depressions on the edge 
 surface of one aluminum cylinder. Then, the aluminum cylinders were matched with their 
edges, placed inside the quartz furnace tube (with a diameter of 5 mm), and pressed between 
the current carrying electrodes with graphite spacers. At temperatures above the eutectic, the 
components exhibited contact melting and formed melted film zones, which rapidly sepa-
rated into separate drops (inclusions) with dimensions of 20–350 μm. These inclusions were 
always driven by the current (j =1.4 × 105 A/m2) along the lines of electric field, but the velocity 
of this migration in both silicon and aluminum was dependent on the inclusion size l.

It was established that the formation of inclusions from a liquid film in silicon is accomplished 
during a 5–10 μm penetration of the melt into the crystal matrix volume, while in aluminum 
this process was accomplished within a 30–50μm thick layer. Figure 8 shows micrographs of 
drifting Al-Si inclusions as observed after the electroannealing and crystallization.

Figure 8 shows the typical results as represented by the empirical plot of

  W / j  =  a + b𝓁𝓁𝓁𝓁,  (10)

where w/j is the specific migration velocity defined as the ratio of the velocity w of a melted 
inclusion to the current density j in the sample; a and b are empirical coefficients, the values 
of which are given in Table 1.

Figure 7. Micrographs showing Al-Si inclusions observed after electroannealing (j = 1.4 × 105 A/m2) in (a) polycrystalline 
aluminum (T = 893 K) and (b) single crystalline silicon (T = 1043 K; section ⊥(111); magnification, ×200.
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No Parameter Units Temperature, K

1043 893

1. Matrix material – Silicon Aluminum

2. Melt composition CSi\CAl, at% 76\24 10\90

3. a, 10−14 m3/(A⋅s) 27.4 1.7

4. b m2/(A⋅s) −2.4 × 10−9 2.2 × 10−12

5. Pℓ, 10−7 Ω⋅m 36 4.5

6. M, 10−3 кg/mol 27 27

7. V, 10−6 m3/mol 10.9 11.2

8. L, 109 J/m3 3.9 1.0

9. λ W/(m⋅К) 7.1 48

10. δ μm 200 200

11. C, 1028 1/m3 5.5 5.4

12. D, 10−9 m2/s 6.1 2.8

13. Z* – −1.1 −1.0

14. P, 10−3 V 230 −8.7

Table 1. Calculated and experimental data on the migration of melted Al-Si inclusions in polycrystalline aluminum and 
single crystalline silicon.

Figure 8. Plots of the specific migration velocity w/j versus size l of Al-Si inclusions in (1) silicon T = 1043 K and (2) 
aluminum at T = 893 K.
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It was previously demonstrated that the transport of liquid inclusions in these systems is 
driven by two competitive mechanisms: thermoelectric phenomena (Peltier heat evolution) at 
interphase boundaries and electric field induced redistribution of components dependent on 
their effective atomic charges in the melt. The specific migration velocity w/j is proportional 
to the Peltier coefficient P of the crystal-melt interface and the effective charges Z* of semicon-
ductor and metal atoms in the eutectic melt.

We have described the migration of melted Al-Si inclusions in silicon and aluminum taking into 
account the condition βδ > D and data from the table, using Eqs. (7) and (10), and evaluating 
coefficients a and b from our experiments (Figure 8). The P and Z* values were calculated using 
published data [11, 12] on the composition dependence of the resistivity of Al-Si melts; the heat 
conductivity was evaluated using the Wiedemann-Franz law. Since no data were available on 
the temperature dependence of the coefficient of mutual diffusion in Al-Si melts, the D values 
at e temperatures studied were taken from monographs [11, 13, 14]. The results of P and Z* 
calculations for the electromigration of melted Al-Si inclusions are presented in Table 1.

An analysis of the obtained results allows us to ascertain that the electromigration of melted 
Al-Si zones in silicon, similar to the analogous processes in other semiconductors [8–11, 17, 
18], is determined by the electromigration of melt components in the volume of inclusion and 
by the thermoelectric phenomena at interphase boundaries. The negative value of the effec-
tive charge on semiconductor atoms in the melt is indicative of their directed transport to the 
anode. This migration results in silicon depletion of the melt in the diffusion layer of the front 
part of the inclusion and silicon enrichment of the boundary layer in the trailing part of the 
melted zone. Accordingly, the electromigration favors the displacement of inclusions toward 
the negative electrode. An important feature of the obtained results (Figure 8, curve 1) is a 
clear manifestation of the mutually compensating contributions due to the P and Z* values. A 
positive P value ensures evolution of the Peltier heat at the rear side of the inclusion and the 
absorption of this heat at the frontal boundary during the current passage. Therefore, under 
the action of thermoelectric factors, the inclusion must diffuse in the counter direction relative 
to the electric field lines. Moreover, this mechanism would predominate with increasing size 
of inclusions, which accounts for the fact that the electromigration and thermoelectric effects 
in experiments with silicon crystals appear as competitive (counteracting) factors.

As for aluminum, the size dependence of the specific migration velocity in this system is much less 
pronounced as compared to silicon, since the P = PS–PL value (where PS and PL are the Peltier coef-
ficients of the solid phase and melt, respectively) on the interphase boundary is also  significantly 
smaller than in the semiconductor matrix and has the opposite sign (P < 0). For this reason, the 
motion of melted Al-Si zones in polycrystalline aluminum is also determined by the electromi-
gration of Al atoms in the liquid phase and by thermoelectric effects, the role of which increases 
with the size of inclusions, but in this case the two mechanisms act complementarily to each other.

5. Conclusions

Thus, the electromigration of extrinsic zones in Si has been established to be determined by the 
dissolution-crystallization process at the interface between the solid and liquid phases. This 
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happens under the influence of Peltier heat localized at the phase interfaces and the forces of 
electric transport in the bulk inclusion. The size dependence of the inclusion  displacement 
velocity, w, is shown to be governed by a linear law.

The contribution of electric transport and Peltier heat to the resulting velocity of zone 
 displacement by the current is determined. It varies for inclusions of different sizes; all other 
conditions being constant, the contribution of electric transport decreases with the increase of 
inclusion thickness.
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Abstract

The global PV industry has rapidly developed over the past decade, which has led to a 
large demand for silicon materials. Solar cells are currently fabricated from a  variety of 
silicon‐based materials. However, current market is difficult to ensure a steady  supply 
for this material. Development of a new process to produce silicon at low cost is  definitely 
necessary. Metallurgical grade silicon (MG‐Si) with the purity of 98%, which is produced 
by carbothermic reduction in electric arc furnaces, has been considered as a cheap  starting 
material for conversion to purity of 99.99%. Many alternative methods for purifying 
MG‐Si to Solar grade silicon (SoG‐Si) have been explored, for example, (1) pyro met‐
allurgical processes, (2) hydrometallurgical processes and (3)  electrochemical  methods. 
Metallurgical route is recognized as a promising process to meet market demand for 
solar energy silicon material, which is different from the traditional Siemens process. 
This chapter focuses on the introduction of three kinds of typical impurity removal 
 methods in metallurgical process, and the impurity removal effect of different processes 
was analysed and discussed.

Keywords: metallurgical grade silicon, solar grade silicon, acid leaching, electron beam 
melting, electromagnetic induction slag melting

1. Introduction

The rapid development of photovoltaic industry results in lack of silicon feedstock which 
meets technical and economic requirements of the photovoltaic cells. More and more  attentions 
have been paid to the research of producing solar grade silicon (SOG‐Si) by refining metal‐
lurgical grade silicon. Metallurgical route is recognized as a promising process to meet market 
demand for solar energy silicon material, which is different from the traditional Siemens pro‐
cess. There are many ways to remove impurities in metallurgical process, this chapter focuses 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



on the three typical kinds of impurity removal process in detail, which is the process of acid 
leaching process, electron beam process and electromagnetic induction  slagging process.

2. Purification of metallurgical grade silicon (MG‐Si) by acid leaching

2.1. Characterization of MG‐Si

Pre‐treatment of metallurgical grade silicon (MG‐Si) is an important part in metallurgical puri‐
fication process because it can remove the metallic impurities such as aluminium, iron and 
calcium effectively under acid leaching process. Among above methods, hydrometallurgical 
method is recognized as the best pre‐treatment process for silicon refining because  metallic 
impurities can be removed from MG‐Si by this process without large amounts of energy 
 consumption and capital investment of equipment. A series of comparative  experiments were 
designed to study the effect of acid leaching parameters on impurities removal efficiency in 
detail. The effects of acid agent, acid concentration, time, temperature and silicon particle size 
on impurities removal efficiency were investigated, respectively.

Impurities contents and their segregation coefficients in MG‐Si are listed in Table 1 [1]. The 
major metallic impurities are aluminium (0.271%), iron (0.234%) and calcium (0.058%).

Microstructures of MG‐Si are shown in Figure 1. The bright phases at the grain boundaries 
are the segregation of metal impurities. The qualitative composition of bright phases and their 
relative content in MG‐Si are listed in Table 2. It has been studied that the sensitivity of phases 
in the samples to hydrochloric acid and hydrofluoric acid, all of the phases in the samples can 
be removed by the hydrofluoric acid and hydrochloric acid but the Fe‐Si and Fe‐Ti‐Si phases 
cannot be attacked by hydrochloric acid. According to the sensitivity of these phases to the 

Element Concentration (mg·kg−1) Segregation coefficient

Al 2709 2.0 × 10−3

Fe 2339 8 × 10−6

Ca 575 8 × 10−3

Ti 198 2 × 10−6

Cu 27 4 × 10−4

Mn 124 1.3 × 10−5

Mg 21 3.2 × 10−6

Zn <2 1 × 10−5

Cr <2 1.45 × 10−5

B 15 0.8

P 20 0.35

Table 1. Impurity contents and their segregation coefficients in MG‐Si.
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acids in Table 2, hydrochloric acid and hydrofluoric acid are selected as acid agents in this 
chapter. The removal efficiency of aluminium, iron and calcium after the acid leaching by 
hydrochloric acid and hydrofluoric acid are checked.

2.2. Effect of various acid leaching parameters on the impurity content

MG‐Si was crushed by the crushing mill and grinded with the attritor which were composed 
of adamantine spar container and Al2O3‐sintered hard ceramic balls before the leaching exper‐
iments. And then silicon particles were sieved to different particle sizes for leaching trials. 
Different particle sizes silicon were disposed by acetone solution under ultrasonic wave and 
washed by the deionized water. Leaching trials were done with aqueous thermostat after the 
silicon powders were dried. The mass of silicon powders employed at a time was 10 g and 
the liquid‐solid weight ratio of 10:1. After each experiment, silicon powder was filtered and 
washed with deionized water. The contents of aluminium, iron and calcium under different 
acid leaching conditions were analysed by inductively coupled plasma atomic emission spec‐
trometer (ICP‐AES), respectively. A larger number of leaching trials were performed in a sys‐
tematic way in order to study the effect of the acid agent, acid concentration, time,  temperature 

Figure 1. The metallographs of MG‐Si: (a) the low power microstructure and (b) local amplification bright phases at the 
grain boundaries.

Composition of phases Relative abundance Sensitivity

Hydrochloric acid Hydrofluoric acid

Si‐Fe *** *

Si‐Fe ‐A1 *** * *

Si‐Fe‐Ti ** *

Si‐Fe‐A1‐Ti *** * *

Si‐Fe‐A1‐Ca ** * *

Si‐Fe‐A1‐Ca‐Ti ** * *

Si‐Ca * * *

Table 2. The main precipitated phases and their sensitivity for hydrochloric acid and hydrofluoric acid in MG‐Si [2].
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and silicon particle size on the removal efficiencies of impurities element. Specific results were 
described in the following sections in more detail.

2.2.1. Effect of acid agent and acid concentration on the impurity content

The change of impurity content as increasing the concentration of the hydrofluoric and 
hydrochloric acids was plotted in Figure 2. The content of aluminium and iron gradually 
decreased with the increasing concentration of hydrochloric acid but the change regularity of 
calcium content was in equable. Calcium content reduced first and then grew little with the 
increasing concentration of hydrochloric acid. The minimum value achieved at 15%. This was 
because the silicon powders generated passivation when the concentration of hydrochloric 
acid exceeded 15%. The change tendency for the content of aluminium, iron and calcium after 
the hydrofluoric acid treatment were very different. Aluminium content increased and iron 
content gradually decreased with the increasing concentration of hydrofluoric acid. Calcium 
content reduced first and then grew little, the minimum value was achieved at 2%. The reason 
for the unusual change regularity of aluminium and calcium was most probably due to the 
formation of insoluble fluorides.

2.2.2. Effect of acid temperature on the impurity content

The effect of temperatures on the impurity contents was demonstrated in Figure 3. The 
content change of aluminium, iron and calcium with temperatures was coincident after 
leaching with hydrochloric acid. They all gradually decreased with temperatures. But the 
results were diverse after leaching with hydrofluoric acid. As the increasing temperatures, 
the content of iron gradually decreased, but the contents of aluminium and  calcium reduced 
first and then grew little. The minimum value was achieved at 40 and 60℃, respectively. 
The reason for above phenomenon was most probably due to the formation of insoluble 
fluorides.

Figure 2. Final impurity content after leaching with hydrochloric acid and hydrofluoric acid at different concentrations.
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2.2.3. Effect of acid time on the impurity content

The effect of the leaching times on the impurity contents is shown in Figure 4. The content 
change of aluminium, iron and calcium with the increasing leaching times was the same after 
leaching with hydrochloric acid. They all reduced first and then grew little; the minimum 
value was achieved at 10 h. The content change of iron and calcium with times after hydroflu‐
oric acid leaching was the same as that after hydrochloric acid leaching. The minimum value 
achieved at 2 h. But the aluminium content gradually decreased with the increasing times.

2.2.4. Effect of particle sizes on the impurity content

The effect of the particle sizes on the impurity contents is demonstrated in Figure 5. The con‐
tent change of aluminium, iron and calcium with particle sizes was alike after leaching with 
hydrochloric and hydrofluoric acids. The contents of aluminium, iron and calcium gradually 
depressed with the increasing particle sizes.

Figure 3. Final impurity content after leaching with hydrochloric acid land hydrofluoric acid at different temperatures.

Figure 4. Final impurity content after leaching with hydrochloric acid and hydrofluoric acid at different leaching times.

Study on the Preparation of Solar Grade Silicon by Metallurgical Method
http://dx.doi.org/10.5772/67643

59



The total content of aluminium, iron and calcium impurities reached minimum at 100 μm. 
This result was opposite to some previous research. In order to explain this consequence, 
the content of major impurities in MG‐Si at different particle sizes was analysed by ICP‐AES 
before acid leaching. The measurement result is illustrated in Figure 6. The content of major 
impurities in silicon particles with 30 μm was higher than that with 80 μm. It suggested that 
more friable phases that included more impurities were aggregated to the finer fraction dur‐
ing sieving. A similar grain size effect was found for other minor impurities. Impurities such 
as the doping elements boron and phosphorus with unfavourable segregation coefficients 
were not greatly affected by acid leaching. However, they must be removed by pyro metal‐
lurgical treatment or a similar method [3].

Figure 5. Final impurity content after leaching with hydrochloric acid and hydrofluoric acid at different particle sizes.

Figure 6. The concentration of major impurities at different particle sizes.
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2.2.5. The final purity of silicon at the optimum processing parameters

From the above analysis, the optimum process parameters for acid leaching are as  follows: hydro‐
chloric acid, 15%, 80℃, 10 h and 100 μm. The final content of major impurities after leaching 
with hydrochloric acid and hydrofluoric acid solutions at the optimum processing parameters 
is represented in Figure 7. Although the acid leaching parameters are the  optimum processing 
parameters, final total content of major impurities treated with hydrochloric acid is lower than 
that treated with hydrofluoric acid. The final purity of silicon powders after leaching with hydro‐
chloric acid and hydrofluoric acid solutions at the optimum processing parameter is denoted 
in Figure 8. The final purity of silicon powders after leaching with hydrochloric acid solution 
is better than that after leaching with  hydrofluoric acid solution, and the final purity of silicon 
powders after leaching with hydrochloric acid and hydrofluoric acid mixture solutions is a little 
better than that after leaching with hydrochloric acid alone. Meanwhile, there is no significant dif‐
ferences between silicon treated in one step with mixture acid and treated in two steps, first with 
hydrochloric acid and then with hydrofluoric acid. When hydrochloric and hydrofluoric acids 
are used for leaching simultaneously, care must be taken because it might cause explosions under 
this condition. Hydrogen is generated during acid leaching process and, in addition, because of 
the presence of silicide (especially calcium and magnesium silicide) in MG‐Si, self‐igniting silicon 
hydrides are formed. So adequate safety precaution should be adopted in order to avoid the 
danger mentioned above and it is better to select hydrochloric acid as the acid leaching solution.

2.3. The acid leaching critical and discussion

From the results obtained till now, the following can be stated: (1) The optimum processing 
parameters for acid leaching are as follows: hydrochloric acid, 15%, 80℃, 10 h and 100 μm. 

Figure 7. Final content of major impurities after leaching at the optimum process parameters.
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The removal efficiencies of aluminium, iron and calcium impurities are up to 70.9, 94.82 and 
82.69%, respectively. (2) The formation of insoluble fluorides is a rejection for the impurity 
removal under hydrofluoric acids, and it is dangerous under the mixture of hydrofluoric and 
hydrochloric acids. In order to avoid the above situation, it is better to select hydrochloric acid 
as the acid leaching solution. (3) The content of major impurities increases as the particle sizes 
of MG‐Si powders decrease, because the more friable phases contained impurities concen‐
trate in the finer fraction during sieving.

Silicon of 99.9% purity was obtained by leaching with hydrochloric acid alone from MG‐Si with 
iron (0.234%), aluminium (0.271%) and calcium (0.058%) under the optimum process param‐
eters. On the other hand, silicon of above 99.9% purity could be also obtained after leaching 
with hydrochloric acid and hydrofluoric acid. The significant improvement achieved by mix‐
ture solutions was due to the Fe‐Si and Fe‐Si‐Ti phases, which were not leached by hydrochlo‐
ric acid. Although the silicon powders of 99.9 wt% could be obtained after the acid leaching, 
the major metallic impurities in MG‐Si could not be got rid of fully only with the acid leaching 
because there was a critical factor in the acid leaching process.

There are two main reasons as follows: the distribution of impurities in MG‐Si is non‐uniform 
and their distribution can be divided into two situations: one is light‐coloured inclusions, 
which are confined to the grain boundaries and can be clearly defined at grain boundaries; 
the other one is dark‐colour inclusions, which are distributed clutter‐like particles in MG‐Si. 
In order to separate these impurities from MG‐Si as much as possible in the wet pre‐treat‐
ment process, MG‐Si needs to be crushed. During the course of this processing, the impuri‐
ties existed in MG‐Si powders by three forms. The first form is a single particle alone in the 

Figure 8. Final purity of silicon powders after leaching at the optimum process parameters.
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MG‐Si powders, the second form is partly enchased in the silicon and partly naked to the air, 
the third form of impurities is completely coated by silicon with no contact with the outside 
world. When the MG‐Si powders are treated with the leaching agent, the first forms of impu‐
rity can quickly react with the leaching agent and go into the solution. Leaching rate can be 
improved through strengthening stir, increasing the leaching agent concentration and reac‐
tion temperature and so on. The second form of impurities contacted with the outside world 
only partially, the reaction between the agent and the impurities needs to keep from outside 
to inwards, and this reaction is controlled by a chemical reaction process, and leaching rate 
can be improved by increasing the reaction temperature, the leaching agent concentration 
and reducing the original particle radius. The third form of impurities in silicon is coated 
completely without contact with the outside world. Because silicon does not react with the 
leaching agent and the reaction between the leaching agent and the impurities is difficult, 
the reaction process is controlled by internal diffusion. Increasing the reaction temperature, 
reducing the original particle radius and the thickness of solid membrane can improve their 
leaching rate. Under the wet pre‐treatment process, the first forms of impurity can quickly 
react with the leaching agent and thus they can be removed commendably. The second form 
of impurities can also be removed after a period of reaction time. The third form of impurities 
coated in the silicon is difficult to contact and react with the leaching agent as silicon acts as a 
good barrier coating for impurities [4].

3. Refining of metallurgical grade silicon by electron beam melting

3.1. Research status of silicon purification by electron beam melting

The global PV industry has been rapidly developed over the past 10 years, which led to a large 
demand for silicon materials. Silicon was divided into four categories according to the purity 
of itself that is metallurgical grade silicon (MG‐Si), chemical grade silicon (CG‐Si), solar grade 
silicon (SOG‐Si) and electronic grade silicon (EG‐Si). The solar cell is the key  technology for the 
solution of the energy problem in our planet. In order to search a steady material supply for 
solar cell, a new process to produce silicon with low cost is necessary. A lot of studies had been 
explored for the production of high purity silicon by EBM processes [5]. The silicon sample 
with purity of 99.999% was obtained from an initial purity of 99.91% by EBM [6]. Takashi et 
al. found that 75% aluminium, 89% calcium, 90% carbon and 93% phosphorus were removed 
by EBM under 10−2 Pa and 30 min; in the meantime, first‐order rate equation was used for car‐
bon, calcium and aluminium, and second‐order equation was fit for the dephosphorization [7]. 
Kazuhiro et al. [8, 9] carried out industrial scale experiment for EBM purification process. MG‐Si 
with 25 ppmw of phosphorus was successfully purified to below 0.1 ppmw. Osokin V.A. et al. 
[10] indicated that the phosphorus content decreased from 0.001 to 0.0003% after EBM under a 
scanning electron beam in an 8.9 × 10−3 Pa vacuum. Silicon ingot with the conversion efficiency of 
14.1% was successfully produced by a new technology. The technology includes electron beam, 
plasma beam and directional solidification prepared SOG‐Si, which was invented by Japan's 
JET Company [11]. Above studies indicated that electron beam melting has been studied in‐
depth in foreign countries, but it is still at its initial stages in China due to some reasons.
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3.2. Impurity removal process and effect analysis of electron beam melting

In order to study preparation of SOG‐Si by EBM, in this section, a new technology of  purification 
process that combined EBM and directional solidification would be researched. The content 
and distribution of impurity at different locations of silicon disk were also discussed by  electron 
probe microanalysis (EPMA). Impurity contents and surface analysis were confirmed by induc‐
tively coupled plasma mass spectrometry (ICP‐MS) and scanning electronic microscope (SEM). 
The schematic diagram of structure and principle for EBM is shown in Figure 9. Silicon parti‐
cles were washed with acetone in an ultrasound cleaner with the objective of removing possible 
solid residues from the surface before EBM and silicon with 0.4 kg was placed in the copper 
crucible for every time experiment. Silicon material was melted with electron beam until the 
whole silicon was melted. After refining process, the powder was reduced tardily until the 
beam disappeared at the centre of the copper crucible, which provides a temperature gradient 
from outside to inside in the copper crucible. Table 3 gives the process parameters.

3.2.1. The macro‐morphology of silicon disk

Figure 10 shows the top and bottom views of silicon disk obtained after EBM with a diameter 
of 130 and 25 mm thickness, respectively. The bottom of silicon disk was very coarse because 

Figure 9. Schematic diagram of structure and principle for electron beam furnace.

Melting time (min) 20

Beam power (kW) 10–15

Internal pressure of the furnace (Pa) 2.5 × 10−3 to 5.0 × 10−3

Table 3. Experimental parameters used in the electron beam melting.
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the bottom of the disk contacted with the refrigerated copper crucible, which led to it not fully 
melting under EBM.

Figure 11 shows the schematic representation of the regions from silicon disk for impurity 
profile analysis.

3.2.2. Distribution of impurity elements along axial

Distributions of metal impurity and non‐metal elements along axial are shown in Figures 12 
and 13, respectively. It could be seen that metal impurity was dragged from bottom to top 
along the direction of solidification. The distribution of non‐metal impurity was not affected. 
The location with the lowest impurity content was at about 10 mm above silicon sample bot‐
tom. The metal impurities gathered at the top could be explained by segregation coefficients. 
Metal impurities were pushed aside the liquid region during solidification process because 
the effective segregation coefficient of metal impurities in silicon was less than 1. Thus, the 
content of metal impurities increased gradually along the ingot height direction.

Figure 10. Top view (a) and bottom view (b) of silicon disk after electron beam melting.

Figure 11. Schematic representation of the regions of silicon disk for impurity profile analysis.
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Figure 14 shows the diagram of silicon cake solidification process. There were two tempera‐
ture gradients during silicon solidification by the special structure of water‐cooled copper cru‐
cible; they were the axial and the radial temperature gradient. Metal elements were dragged 
to the remaining liquid region during solidification. Thereby, the solidified part was purified. 
Elements like Cu, Al, Ti and Fe were segregated effectively to the liquid In the process of solidifi‐
cation because they have low segregation coefficients (k ≪ 1). However, the non‐metal elements 
like C, O, B and P were little affected because the segregation coefficient of them is close to unit 
[12]. One noteworthy fact in Figure 4 is that metal impurities concentrations at the bottom are 
greater than the area just over it. Non‐metallic impurity elements also have the same distribution 
at the bottom besides B. This could be explained by the fact that the bottom of the silicon disk 
contacts with the water‐cooled copper crucible, so the melting was not sufficient. The bottom of 
silicon disk has already solidified before metallic impurities had enough time to diffuse fully.

Figure 12. Distribution of metal impurity elements along axial.

Figure 13. Distribution of non‐metal impurity elements along axial.
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3.2.3. Distribution of impurity elements along sample radial

Figures 15 and 16 show the distribution of impurity along radial. Metal impurities were also 
dragged from the edge to the centre in the water‐cooled copper crucible. There was almost 
no change of the non‐metal impurities contents from the edge to the centre of the silicon disk. 
We also found that C element presented the same distribution trends in Figures 15 and 16. 
Carbon could reverse diffusion and could be dragged in the opposite direction of solidifica‐
tion because the segregation coefficient of it was nearer to the unit and the atomic radius of it 
was also smaller relative to silicon [13]. Silicon carbides precipitation also formed when the 
carbon concentration was over saturated.

Figure 14. Schematic diagram of the solidification process of silicon cake: (a) the initial stage, (b) the intermediate stage 
and (c) the end stage.

Figure 15. Distribution of metal impurity elements along sample radial.

Figure 16. Distribution of non‐metal impurity elements along sample radial.
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3.2.4. The distribution of impurity elements along axial by electron microprobe analysis

Figure 17(a)–(c) shows the distribution of impurity elements by EPMA corresponding to the 
metal elements of 4, 2 and 1 sample, respectively.

The distribution of metal elements such as Al, Fe and Ca at the bottom of silicon was very 
evenly. In the meantime, there was no segregation at the grain boundaries because the bottom 
of disk contacted the copper crucible, which caused silicon at this position to not fully melt 
from Figure 17(c). Thus there was no time to spread. From Figure 17(b), it could be seen that 
metal impurities generated obvious segregation at grain boundaries with the solidification 
process. At the same time, the number of grain boundaries was very few because the grain 
size was comparatively large. Most of the inclusions aggregated at the final stage of solidifica‐
tion (the top of solidification portion), due to segregation effects in Figure 17(a). Meanwhile, 
under the effect of the vertical and horizontal temperature gradient, the grain size decreased 
and the number of grain boundaries increased. Most of the metal impurities distributed at 
the grain boundary of silicon crystals owing to the segregation effects and a small number of 
them was uniformly distributed in grains from the EPMA of the samples. The regularities of 
distribution for non‐metallic elements (such as B and P) were basically the same at the differ‐
ent locations of silicon disk; they scattered equally between grain boundary and grain. The 
above analysis results were alike along the axial and radial of silicon disk.

3.2.5. Effect of vapour pressure on impurities removal efficiency

Figures 18 and 19 show the changes of metallic and non‐metallic impurities in the silicon 
dealing with different process conditions, respectively. We used sample no. 2 in Figure 3 
to represent the impurity content of silicon cake after electron beam treatment, because the 
impurities contents in silicon were lowest at this position. From Figures 18 and 19, it could be 

Figure 17. Electron microprobe analysis of metal impurity elements.
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seen that metal impurities in silicon had been greatly reduced; however, non‐metallic impu‐
rities had no change after acid treatment. The contents of metal and non‐metallic impurities 
had been reduced again adequately after EBM. After leaching process, many kinds of impu‐
rities elements also remained in MG‐Si, but only eight types of impurities still remained in 
silicon sample after EM because the vapour pressure of Mn, Mg and Ca was higher than that 
of silicon, therefore, they could be easily removed from silicon by evaporation. The content of 
Ti, Fe, Al and Cu could also be reduced significantly, although the vapour pressures of them 
were closer than that of silicon [14]. But the contents of boron did not change along the thick‐
ness and radius of silicon after EBM. Because the vapour pressure of this element was very 
low in relation to that of silicon (10−4 Pa of boron and 10−1 Pa of silicon) so it was very difficult 
to remove boron. Therefore, the vacuum process had no effect on its removal. Another reason 
was the segregation coefficient of boron in silicon was near unit; therefore, unidirectional 
solidification process for removing boron was also invalid. Plasma melting in an oxidizing 
atmosphere (O2, CO2 or H2O) for removing boron was effective, boron was transformed into 
the oxide form (vapour pressure is changed) in this process [15].

Figure 18. The changes of metal impurities after different treatment processes.

Figure 19. The changes of non‐metallic impurities after different treatment processes.
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3.3. Limit of impurity removal by electron beam refining

Based on the analysis of the electron beam melting process and the distribution of impu‐
rity, we can conclude the following conclusions: (1) Silicon disk (99.995% in mass) was 
obtained from MG‐Si (99.88% in mass) on the centre of the disk after electron beam melt‐
ing, which had been considered to be a process technically capable of purifying polycrys‐
talline silicon. (2) The distribution characteristics of impurity along sample thickness and 
sample radius in silicon disk were different. Because metal elements like Cu, Al, Ti, Fe 
and so on had very low segregation coefficients so they were segregated to the liquid part 
effectively during solidification. But the non‐metal elements like C, O, B, P and so on were 
a little affected by directional solidification because the segregation coefficient of them 
was close to unit. (3) The impurities with higher vapour pressure could be removed from 
silicon easily by evaporation. The impurities like Ti, Fe, Al and Cu with a closer vapour 
pressure than that of silicon could also be reduced significantly. But it was very difficult 
to remove the boron because its vapour pressure was very low in relation to the vapour 
pressure of silicon (10−4 Pa for boron and 10−1 Pa for silicon) and its segregation coefficient 
in silicon was near unit.

4. Removal of boron from metallurgical grade silicon (MG‐Si)  
by electromagnetic induction slag melting

4.1. Characteristics and their removal methods of boron impurities in silicon

Scrap of SEG‐Si is the main supply for solar cells, but it is difficult to afford a steady supply. 
Therefore, alternative production processes are needed, refining of metallurgical grade sili‐
con is a very feasible process [16]; however, removing boron by vacuum processes is very 
difficult because the vapour pressure of boron is very low in relation to that of silicon (10−4 
Pa for boron and 10−1 Pa for silicon). Another difficulty regarding boron extraction is that 
its segregation coefficient in silicon is near unit which results that there is no removal effect 
by unidirectional solidification process difficult [17]. A process usually used for the boron 
removal is plasma melting in an oxidizing atmosphere (O2, CO2 or H2O). In this process, 
boron is transformed into the oxide form, increasing its vapour pressure [18, 19]. However, 
it needs a very large initial investment using plasma equipment. Slag refining is very effec‐
tive method for the removal of boron from molten silicon. The technical viability of the slag 
refining process has been demonstrated by many researches, but all of them were based 
on laboratory scale, static theoretical research. Meanwhile, refining time was very long in 
their study. The values of LB obtained from their experiments were mostly between 1.5 and 
2.5 [20–24]. Meantime, the partition ratio of boron between SiO2‐CaO‐Na2O and SiO2‐CaO‐
Al2O3 slag systems and liquid Si melt at 1823 K were also simulated using the new assessed 
thermochemical databank together with the FACT oxide thermodynamic database by Bale 
et al. [25]. The calculated values were approximately two times higher than the experimen‐
tal values, which indicated that the reaction kinetic barriers might play important roles in 
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the refining processes. In the present study, pilot scale and dynamic slag experiments were 
carried out by using electromagnetic induction slag melting. The partition ratio LB, which is 
the ratio of the content of impurities in the slag to the content of silicon, has been measured, 
and the removal effects of some metallic impurities are also analysed. The mechanism of 
boron by EISM was discussed. Additionally, the thermodynamics and kinetics of boron 
removal were also carried out. Microanalysis and impurity contents were analysed by 
inductively coupled plasma atomic emission spectrometer (ICP‐AES) and electron probe 
microanalysis (EPMA).

4.2. Experiment results and analysis of electromagnetic induction slag

4.2.1. The testing process and parameters of electromagnetic induction slagging

The schematic diagram of experimental devices is shown in Figure 20. An inductive fur‐
nace with 200 kW and 3000 Hz was used for melting. The silicon was loaded in a quartz 
ceramic crucible with an inner diameter of 120 mm and height of 220 mm. The crucible 
was surrounded by a graphite heater since because at room temperature it was not a 
conductor. The induction melting of silicon was carried out through water‐cooled copper 
coil under protective gas. Three kinds of slag systems were chosen according to previous 
studies and the CaO/SiO2 ratios in all slag systems was 1.21. Silicon material has already 
been treated by acid leaching, metal impurities have been reduced significantly but non‐
metallic impurities such as B and P did not change. In each experiment, 3 kg silicon and 
0.3 kg slag (10 wt% of silicon) were used. The boron and metal impurities contents in the 
silicon phase and the slag phase were analysed by ICP‐AES. The partition ratio of boron 
was defined as follows:

   L  B   =   
(ppm% B)

 ________ [ppm% B]    (1)

where (ppm% B) and [ppm% B] are the concentrations of boron in slag and silicon, respec‐
tively. Experimental conditions and parameters were shown in Table 4.

Figure 20. The schematic diagram of experimental devices.
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4.2.2. The test parameters of electromagnetic induction on slagging boron removal effect

4.2.2.1. The effect of the third oxide and refining time on boron removal

Four types of typical slag systems were chosen for comparative study according to the previ‐
ous research [20–23]. The photograph of silicon ingots after test is shown in Figure 21. From 
Figure 21(a), it could be found that the most slag froze at the bottom of silicon ingots after test 
and a small amount of them covered at the side of silicon ingot. Slag deposited to the bottom 
of the crucible and solidified here because the density of slag and silicon melt is different, the 
former is larger. So, they can be well separated. The internal silicon ingot was very bright, and 
no slag agent in the inner was found from Figure 21(b). This proved again that the slag and 
silicon could separate very well.

The values of LB after melting test under different types of slag at 1773 K for 1 h are shown in 
Figure 22. It could be seen that boron removal was significantly improved by using EISM com‐
pared to previous static test results [19–21]. Although CaO/SiO2 ratios were same in different 
slag systems, the values of LB were very different by adding different third oxide to the CaO/SiO2 
slag system. The values of LB significantly reduced by adding CaF2 but significantly enhanced 
by adding Na2O and Al2O3. Therefore, this chapter focused on the removal of boron at different 
refining parameters under SiO2‐CaO‐Na2O and SiO2‐CaO‐Al2O3 slag systems. The reasons for 
above phenomenon would be presented in the thermodynamic analysis section of this article.

Parameters Conditions

Initial boron content in silicon 15 ppm

Sorts of used slags SiO2‐CaO; SiO2‐CaO‐(10 wt%)CaF2

SiO2‐CaO‐(10 wt%)Na2O; SiO2‐CaO‐(10 wt%)Al2O3 Experimental times

0.5–2 h Experimental temperatures

1723–1873 K Atmosphere

 High purity Ar(99.999%)

Table 4. Experimental conditions in the slag treatment.

Figure 21. Photos of silicon ingot after electromagnetic induction slag melting.
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Figure 23 shows the change of boron removal with refining time at 1823 K under SiO2‐
CaO‐Na2O and SiO2‐CaO‐Al2O3 slag systems. It could be found that LB was significantly 
improved compared to previous studies (LB value was in the range1.5–2.5) by EISM though 
change situation of LB in the two kinds of slag systems was different. Diffusion resistance 
of impurity elements at the boundary layer could be reduced and the diffusion of them 
also enhanced by increasing the melt flow rate under EISM. So the removal rate of boron 
could be greatly sped up and the required refining time was also reduced substantially. 
Impurity removal effect was obviously better under SiO2‐CaO‐Al2O3 slag systems than 
that under SiO2‐CaO‐Na2O systems. And LB value gradually increased with the increasing 
times under the SiO2‐CaO‐Al2O3 systems. This showed that the increase in refining time 
was conducive to the removal of boron. But LB value increased and then reduced with the 
increasing times because the use of Na2O might increase the basicity and also decrease the 
melting point of the slag. However, sodium oxide could be easily reduced to the silicon 
phase and became volatile at high temperatures, which made it difficult to work for a pro‐
longed period [22].

Figure 22. Partition ratio LB under different types of slag systems.

Figure 23. Partition ratio LB at different times at 1823 K.
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4.2.2.2. The effect of refining temperature and slag composition on boron removal

Figure 24 shows the change of boron removal with refining temperatures for 1 h under SiO2‐CaO‐
Na2O and SiO2‐CaO‐Al2O3 slag systems. The value of LB gradually increased with the increase 
of refining temperatures under SiO2‐CaO‐Al2O3 slag systems. The removal effect of boron was 
raised along the refining temperatures and is increased owing to the viscosity of slag agent 
debased along with the temperature increased. at the same time, the silica activity in slag and 
the mobility of slag both enhanced. The above conditions were both conducive to the removal 
of boron. However, under the SiO2‐CaO‐Na2O systems the removal effect of boron was better 
at low temperatures than that at high temperatures. The reason for it was also because sodium 
oxide could be easily reduced to the silicon phase and became volatile at high temperatures [22].

Figure 25 shows the changes of boron removal with the content of Na2O and Al2O3 in slag. LB 
had the same change trend with the content of Na2O and Al2O3 in SiO2‐CaO‐Na2O and SiO2‐
CaO‐Al2O3 slag systems. It increased as the proportion of Na2O and Al2O3 in slag increased. 
The better partition ratio and a higher value for capacity could be obtained if compounds with 
higher basicity than that of CaO or CaF2 were selected because both the basicity of slags and 
the activity of silica in slag could be greatly improved by adding alkaline oxide into slag [22].

Figure 24. Partition ratio LB at different temperatures for 1 h.

Figure 25. Partition ratio LB with different contents of Na2O and Al2O3 in slag at 1823 K for 1 h.
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4.2.2.3. Removal of other impurity elements

Not only the boron elements could be easily removed by EISM but also other elements could 
be removed such as Ca, Al and Mg. Figure 26 shows that Al, Ca and Mg elements could be 
removed by slag refining; meanwhile their removal rates were 85.0, 50.2 and 66.7%, respectively. 
Figure 27 shows the analysis of metal impurity in silicon and slag by EPMA after refining for 
2 h at 1823 K under SiO2‐CaO‐Al2O3 systems. It could be clearly seen that the distribution of Ca, 
Al and Mg elements was same on both sides of the interface between silicon and slag. They all 
concentrated in slag phase. The Ca and Al in the slag did not contaminate silicon melt because 
the state of them existed in slag was relatively stable and the form of them contacted with silicon 
liquid was molten oxide. Therefore silicon liquid could not be contaminated. Al and Mg ele‐
ments were more inclined to gather at slag phase because the oxygen content in slag phase was 
relatively high and the affinity of these two elements with slag was greater than that of silicon.

Figure 26. Impurity elements content of silicon before and after slag refining at 1823 K for 2 h.

Figure 27. EPMA of metal impurity elements in silicon and slag after refining at 1823 K for 2 h.
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4.3. Thermodynamic and Kinetic analysis of boron removal

4.3.1. Thermodynamic analysis of boron removal

The reaction of removal of boron from Si by using basic fluxes could be expressed by Eq. (2):

   B _  +   3 __ 4  ( SiO  2   ) =   3 __ 4    Si+(BO  1.5   )  (2)

The boron dissolved from silicon liquid to the slag at the interface and silica got reduced and 
entered the liquid melt, boron element got oxidized and entered the slag due to chemical reac‐
tion. The distribution coefficient of boron was given as the ratio by Eq. (3):

   L  B   =   
(% B )

 _____ [ % B ]   =   
K  f  B  
 ________  γ   BO  1.5  

    k  x→%       (    
 a   SiO  2  

  
 ____  a  Si     )     

3/4

   (3)

where the square brackets denote boron dissolved in the silicon and parentheses denote boron 
in the slag. From Figure 3, it could be known that removal effect of boron under SiO2‐CaO‐
Na2O and SiO2‐CaO‐Al2O3 slag systems was better than that under SiO2‐CaO‐CaF2. The reason 
was as follows: the activity coefficient of boron oxide was calculated for CaO/SiO2‐based slag 
at 1723–1873 K and could be approximately expressed as Eq. (4):

  ln  γ   BO  1.5  
   = − 4.00  (  CaO /  SiO  2   )    + 3.67  (4)

When CaF2 was added in the slag, CaO could be generated after CaF2 reacted with silica, thereby 
increasing the basicity of slags. Although the addition of CaF2 provided a broader basicity range 
compared to the binary system, the content of SiO2 in slag reduced and the oxygen partial pres‐
sure also significantly reduced. Meanwhile, the ratio of CaO/SiO2 in Eq. (4) increased and resulted   
γ   BO  

1.5
      also reduced. But the change degree   γ   BO  

1.5
      was small relative to   ( a   SiO  

2
     /  a  

Si
   )   3/4  . Therefore, LB would 

reduce according to Eq. (3) [23]. It was apparent that when Na2O and Al2O3 were added in slag, 
a better partition ratio and a higher value for capacity might be obtained. This was because not 
only the basicity of slag could be greatly improved but also the oxygen partial pressure of slag 
could also be greatly increased by adding alkaline oxide into slag. In this case, the oxygen par‐
tial pressure of   ( a   SiO  

2
     /  a  

Si
   )   3/4   also significantly increased. Meanwhile, the ratio of CaO/SiO2 in Eq. (4) 

increased and resulted   γ   BO  
1.5

      also reduced. So LB would increase according to Eq. (3). In addition, 
the use of Al2O3 might decrease the melting point of the slag and the mobility and affinity of slag 
were also improved markedly [24]. LB value gradually increased with temperatures under EISM. 
This was because the activity coefficient of boron    (   f  

B
  0  )     in dilute solution silicon was expressed by 

Eq. (5) between 1723 and 1923 K [22]:

  log  f  B  0  = −   1.11 ×  10   4  ________ T   + 5.82  (5)

increased with temperature. Meanwhile, the equilibrium constant K also increased. The effect 
of temperature on   γ   BO  

1.5
      was very small, so it could be ignored. The activity coefficient of boron 

oxide was affected by the incorporation between boron and silicate network. The further 
decreased on   γ   BO  

1.5
      as the silica content increased was not necessarily a function of the amount 

of boron incorporated in the network but might be related to the degree of polymerization of 
the slag structure. So, LB would increase according to Eq. (3) under SiO2‐CaO‐Al2O3 slag sys‐
tem. But LB value would reduce with the increasing temperatures under the SiO2‐CaO‐Na2O 
slag system because Na2O could easily become volatile at high temperatures [22]. Because 
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the boron was micro in the silicon, boron diffuson from silicon into slag phase needed certain 
time. This will be discussed in detail in the following section.

4.3.2. Kinetic analysis of boron removal

Following five steps were needed in refining impurity element by slag refining: (1) impu‐
rity transfers from the bulk metallic phase to the metal boundary layer   [ %X ]  b  → [ %X ]  δ   ; (2) 
impurity diffuses through the metal boundary layer   [ %X ]  δ  → [ %X ]  i   ; (3) metal impurity was 
oxidized at the interface between metal melt and slag melt   [ %X ]  i  → (%X )  i   ; (4) impurity spread 
through the slag boundary layer   (%X )  i  → (%X )  δ    and (5) impurity transferred from the slag 
boundary layer to slag bulk phase   (%X )  δ  → (%X )  b   . Above process depended on stirring and 
mixing between silicon fluid and slag. We often use gas bubbling or mechanical devices to 
increase the mass transfer in the bulk phases. Therefore, the viscosity of slag properties was 
important. The low velocities in the slag and the low mass transfer of the impurity element 
could be obtained if the slag had a high viscosity; meanwhile, the diffusivity of the impurity 
element was also lowered. The mass transfer coefficients  β  (in the metal) and   β  S    (in the slag) 
determined processes for Steps 2 and 4, respectively. A serious difficulty with refining silicon 
by extraction to a second (slag) phase was the problem of mixing in the slag phase. Often, the 
slag phase was relatively viscous, so that it was difficult to mix the impurity element through‐
out the slag.

In this section, we used the electromagnetic induction slag refining method. The melt move‐
ment which was produced by electromagnetic force in the crucible is shown in Figure 28. 
Electromagnetic force was formed due to the interaction function by the induction eddy cur‐
rent in melt and the magnetic field in the medium frequency induction coil. Slag agent fol‐
lowed the silicon fluid movement and they could contact fully in crucible because the electrical 
conductivity of them was different. Electromagnetic induction melting was better relative to 
gas mixing and mechanical agitation because Electromagnetic induction melting process did 
not contact with silicone melt and did not lead into other impurities. The effective boundary 
layer thickness (units) is as follows according to boundary layer theory:

  δ =   c −  c   ∗  ______ 
  (    ∂ c ___ ∂ x   )    

x=0
  
    (6)

where   c   ∗   is the concentration for interface and  c  is the concentration for liquid bulk concentra‐
tion outside the boundary layer (  c   ∗  > c ). In addition, the mass transfer coefficient of impurity 
could be expressed as follows by the surface renewal theory:

  β =  √ 
___

 DS    (7)

where D is the diffusion coefficient for impurity element and S is the surface renewal rate.

The boundary layer thickness was thinner as the concentration gradient near interface was 
larger by Eq. (6). Thickness of boundary layer could be reduced if the concentration gradient 
became larger by increasing fluid flow. Diffusion resistance did not exist finally when the 
flow rate increased (run up to critical velocity) until the thickness of boundary layer achieved 
zero. Diffusion resistance of impurity elements at the boundary layer could be reduced and 
the diffusion of them could be enhanced with the increase in the melt flow rate by electromag‐
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netic stirring. At the same time, the diffusion coefficient of impurity elements also could be 
enhanced. The mass transfer coefficient  β  and   β  

S
    both had been increased according to Eq. (7). 

Therefore, the removal of boron could be improved and sped up.

The above is why the boron impurities in silicon could be significantly reduced by the EISM.

4.3.3. Conclusion

The following conclusions can be drawn from the above experimental process and analysis 
process: (1) MG‐Si with 15 ppm of boron was successfully purified to 2 ppm after EISM at 
1823 K for 2 h under SiO2‐CaO‐Al2O3 slag systems. Meanwhile, Al, Ca and Mg elements in 
MG‐Si were also well removed and their removal efficiency reached 96.4, 91.8 and 76.2%, 
respectively. (2) The value of LB increased with temperature and refining time owing to the 
mobility of slag is enhanced and the viscosity of slag agent is reduced; meanwhile, the silica 
activity in slag increases along with increase in temperature. (3) The boron content of silicon 
could be significantly improved and the level of it achieved the SOG‐Si requirement after 
EISM because diffusion resistance of impurity at the boundary layer could be reduced and the 
diffusion of impurity could be enhanced by increasing the melt flow rate. At the same time, 
the mass transfer coefficient  β  and   β  S    both had been enhanced; therefore, the removal of boron 
could be improved and sped up. Above discussion showed that EISM was a very effective 
method for removal of boron from silicon.

Figure 28. The flow lines of silicon melt under electromagnetic induction melting.
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1823 K for 2 h under SiO2‐CaO‐Al2O3 slag systems. Meanwhile, Al, Ca and Mg elements in 
MG‐Si were also well removed and their removal efficiency reached 96.4, 91.8 and 76.2%, 
respectively. (2) The value of LB increased with temperature and refining time owing to the 
mobility of slag is enhanced and the viscosity of slag agent is reduced; meanwhile, the silica 
activity in slag increases along with increase in temperature. (3) The boron content of silicon 
could be significantly improved and the level of it achieved the SOG‐Si requirement after 
EISM because diffusion resistance of impurity at the boundary layer could be reduced and the 
diffusion of impurity could be enhanced by increasing the melt flow rate. At the same time, 
the mass transfer coefficient  β  and   β  S    both had been enhanced; therefore, the removal of boron 
could be improved and sped up. Above discussion showed that EISM was a very effective 
method for removal of boron from silicon.

Figure 28. The flow lines of silicon melt under electromagnetic induction melting.
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Abstract

Existing technologies for conventional high-efficient solar cells consist of vacuum-processed, 
high cost, sophisticated, and potentially hazardous techniques (POCl3 diffusion, SiNx depo-
sition, etc.) during crystalline silicon solar cell manufacturing. Alternative research studies 
of non-vacuum and cost-efficient processes for crystalline silicon solar cells are in continuous 
demand. However, there is not a well understanding of utilizing schemes and the achiev-
able performances for such applications and techniques in solar cell fabrication. This chapter 
addresses the non-vacuum processes and applications for crystalline silicon solar cells. Such 
processes including spin coating and screen-printing phosphorus and boron diffusions for 
the formation of n+ and p+ emitter or back surface fields, spin coating and spray-depos-
ited antireflection coatings for silicon solar cells. Application techniques were explained 
by combining and comparing experimental results with the calculation and simulations. 
Consequently, the aim of this chapter is to provide a good understanding of the non-vacuum 
processes for crystalline solar cells both with simulation and with experimental proves.

Keywords: low-cost solar cell, non-vacuum process, single diffusion selective, screen-
printing, crystalline silicon

1. Introduction

Solar energy is one of the most interesting and practical alternative source of energy against 
the conventional fossil fuels. Crystalline silicon-based solar cells are dominant by far in pho-
tovoltaic industry and shares about 90% solar cell production worldwide. Low cost is still 
one of the main interests for the photovoltaic industry while stabilizing high conversion effi-
ciency. Utilized materials and processing techniques are the major components that need to 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



be considered for cost reduction. A conventional p-type solar cell fabrication process basi-
cally comprises of texturing, n-type emitter formation (phosphorus diffusion), bulk passiv-
ation, antireflection coating, back surface field, and back/front metallization steps. Although, 
high-efficiency solar cells greater than 20% including record efficiencies [1] provide a good 
performance, they cannot demonstrate the feasibility for low-cost scale due to the complex 
structures and long and costly fabrication processes. Therefore, the efficiency of standard 
industrial cells still remains in the range of 15–20%. In order to meet industrial requirements 
with simple low-cost technologies with high throughput, cost-effective methods need to 
be investigated and adapted to the solar cell manufacturing process. By adaptation of such 
simple processing techniques including spin coating, spray deposition, and screen-printing 
methods with proper materials, high-efficiency solar cells that can be compatible with the 
commercial counter parts should be achievable. This study determines the ground for totally 
vacuum-free, low-cost crystalline silicon solar cell manufacturing process and applications.

2. Basic low-cost methods for film deposition

2.1. Spin-on deposition technique

The spin-on deposition (SOD) process generally applied by placing the substrate on the spinner 
and then the liquid source is dropped on the center of the wafer as shown in Figure 1 (a). An opti-
mized rotation speed is needed which depends on the size of the wafer and viscosity of solution, 
to avoid contamination on rear side of wafer. The coated wafer is usually baked on a hot plate in 
order to evaporate solvents (Figure 1 (b)) and to achieve a concrete layer. Then, the subsequent 
procedures such as thermal annealing at high temperatures, etc. might follow if necessary.

Figure 1. Spin coating technique. (a) Spin-on coating and (b) drying on hot plate.
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Possibility of in-line processing for dopant sources to form semiconductor junctions, low 
energy consumption, simplicity, and low cost are the main advantages of SOD. For most of 
the SOD sources, low viscosity leads to homogeneous coatings even on textured samples but 
optimizations are usually necessary for a specific task. Depending on the SOD sources even 
storing in a refrigerator might be required, warming up to room temperature is usually neces-
sary before the deposition process.

2.2. Screen-printing technique

Screen-printing is a fast, reliable, and cost effective technology which is used mainly for met-
allization purposes for silicon solar cell industry. The quality of the printing depends mainly 
on the parameters including the quality of printing mask, viscosity of the paste, snap-off dis-
tance, squeegee speed, scrapper pressure, squeegee pressure, and squeegee angle to the mask. 
For printing process, paste is forced through the openings of the emulsion layer onto the 
surface of the wafer. The printing mask consists of a frame that holds a stretched fabric with a 
photo stencil attached to the mesh with the required design of the grid pattern. That allows the 
transference of a diffusion ink or paste through a screen in a designed pattern on a silicon sub-
strate located below and aligned with the pattern to be transferred as described in Figure 2.

The distance between the designed mask and the solar cell surface is called “snap-off” dis-
tance. It concerns with the vertical printing properties and by changing the snap-off distance, 
the pressure on the mask can be changed. The printing speed is also an important parameter 
and should be adjusted for each printing task because it affects the printed thickness/amount 
of the paste and the quality of the printing. Due to the increased applied force with increased 
printing speed, the print through process becomes easier. In order to achieve high through-
put rates, a fast printing speed is required. Because the squeegee is the tool which contacts 

Figure 2. The moving of the squeegee and the deposition of the paste on the substrate.
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directly to the mask and plays a key role on paste transfers through the mask. Hardness and 
the shape of the squeegee are needed to be considered. An excessive pressure on the squeegee 
results in a limited printing quality of fine-line printed contacts. It leads to an increased abra-
sion, and thus the lifetime of the screen-printing form and the squeegee is shortened. After 
the deposition of the paste on the surface, wafers are usually dried before the thermal anneal-
ing in case of the requirement of high temperature process. Besides the availability to form 
homogenous structures, the possibility of forming any designed structures in a simple way 
maybe the most attractive advantage for using screen-printing technique.

2.3. Spray deposition technique

Spray deposition technique is one of the low cost thin film-coating processes for solar cells. 
This technique is based on spraying particles of a precursor solution utilizing a spraying noz-
zle which can be controlled manually by a hand-pump or by automated pumping system. 
Fast processing, simplicity and low cost are the main advantages of spray deposition tech-
nique. In Figure 3, given an example setting schematic of spray deposition system, including 
spray nozzle, beaker for precursor solution, pipe which connects the pump to the nozzle 
and a manual or automated pump. The thickness of the coated films is usually controlled by 
the amount of precursor. And the uniform coating can be achieved by optimizing the height 
and facing angle of the nozzle to the substrate and the pressure of pumping. Generally, the 
homogeneity of the film can be altered by rotating the substrate in between each spraying 
pace. Considering the different materials and precursors, the substrate temperature is crucial. 
Therefore, pace of spraying in mL s−1 also needs to be taken into account.

Figure 3. A schematic of a simple spray coating system.
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3. Antireflection coating films for low-cost solar cells

In conventional crystalline silicon solar cells micrometer scale alkaline or acidic surface textur-
ing is the primary method for light trapping into the solar cell. Additionally, antireflection 
coatings (ARC) are used to reduce the reflectivity. Various material and thin films have been 
used for ARC purposes including SiO2, SiNx, TiO2, Al2O3 thin films, etc. SiNx is the chief ARC 
film in conventional silicon solar cells industry with very good antireflective properties [2, 3]. 
SiNx and its stack layers (e.g., SiNx/SiOx) are also used for passivation effect which leads higher 
carrier lifetimes [3]. These films are deposited by well-known plasma-enhanced chemical vapor 
deposition (PECVD) technique [4, 5] which has drawbacks including the need of toxic and 
hazardous gases such as SiH4 and NH3 with vacuum processing for CVD operation and con-
siderably high costs. In order to meet industrial requirements with simple low-cost technolo-
gies with high throughput, cost-effective methods such as spin coating and spray deposition 
techniques are required to be investigated for crystalline silicon solar cell fabrication. Primarily, 
TiO2 with good optical characteristics, found to be an attractive antireflection coating for solar 
cells [6, 7]. A considerable amount of literature has been published on sol-gel processes for 
silicon solar cells including TiO2, TiO2-SiO2 [6, 7] and some Al2O3-based Ti doped mixed sol-
gel sources as well have been introduced [8, 9]. On the other hand, ZrO2 can be considered as 
a promising material for an antireflection coating of solar cells with high refractive index and 
thermal strength [10]. However, more research and analysis are needed to carry out for better 
understanding of this kind of material for adapting to the solar cell manufacturing.

3.1. Spin coating ZrO2 film and TiO2 films for ARC

3.1.1. Material optimization

In case of spin coating applications, development of spin coated material for a quality applica-
tion while keeping desired electrical properties in a high-quality level is crucial for applica-
tions. Generally, nanoparticle processing makes it possible to utilize the solution processes 
for solar cells. Proper control of the material compositions and the applicability of low tem-
perature processes are the main advantages. Investigating such kind of broad range of pos-
sibility of material and processes is important for solar cell manufacturing in terms of new 
material development, enhancement of the properties of a designed solar cell, especially the 
absorption of photons, and for cost reduction as well. This study consists investigation of col-
loidal suspension of ZrO2 nanoparticles in water (ZR-30AH, provided by Nissan Chemical 
Industry Co. Ltd.), surface-modified colloidal suspension of TiO2 nanoparticles in water 
(nanoUSE-Ti, Nissan Chemical Industry Co. Ltd.), and diluted TiO2 nanoparticles (PST-18NR, 
provided by JGC Catalysts and Chemicals Ltd.). The average diameter of particles and the 
rate of solid components of ZrO2 nanoparticles, surface-deactivated TiO2-nanoparticles and 
TiO2-nanoparticles are 50 nm (30 wt%), 13 nm (30 wt%), and 18 nm (17 wt%), respectively. 
Transmission electron microscopy (TEM) images of each nanoparticle were given in Figure 4.

Solutions for composite films were prepared by mixing one of the nanoparticles with etha-
nol and organic polymer of ethyl cellulose. For the preparation of ethyl cellulose, mixture of 

Non-Vacuum Process for Production of Crystalline Silicon Solar Cells
http://dx.doi.org/10.5772/intechopen.68170

87



E0265 and E0266 (provided by Tokyo Chemical Industry Co. Ltd.) [11] was used. 50 g of E0265 
and 50 g of E0266 were dissolved in 1 L of ethanol prior to mixing.

When solution process materials are aimed to be used for a specific purpose, the adaptation 
of the material for the process while achieving a quality physical and electrical properties are 
crucial. Considering the solar cell manufacturing process, textured surfaces are common for a 
solar cell to improve light trapping. Therefore, an ARC film needs to be applied smoothly to 
such surfaces for better spectral response. The nanoparticle-polymer composite layers formed 
on flat or alkaline textured crystalline silicon (c-Si) substrates and evaluation of the coating 
films were carried out as an antireflection coating (ARC) films. Based on this consideration, 
zirconium bare solution was formed by spinning on the surface of the textured wafer with-
out any additives with spin speed of 4000 rpm for 20 s (acceleration time is 4 s). Between the 
textured pyramids detrimental cracks were observed after drying, as shown in Figure 5 (a). 
These cracks need to be avoided to form a quality film. A mixed solution with ethanol was 
used [11] in a volume of 1:1; however, cracks could not be avoided totally. A total crack-free 
forming of the films was achieved by using of ethyl cellulose [11].

The ratio of the mixture was adjusted to 1:32:2 (in volume) of ethyl cellulose, ethanol, and 
zirconium sol, respectively. Ethyl cellulose is a well-known and widely used polymer with 
good material properties which is suitable to utilize for quality films [12]. It dissolves well in 
ethanol that is crucial in this study [12]. Spin coating conditions was similar with that of pre-
vious experiments which were without ethyl cellulose. As shown in Figure 5 (d), quality film 
with smooth surface could be achieved with ethyl cellulose included solution. (This solution 
is used for the rest of the study of ZrO2-P composite films). The crack-free surface may be due 
to the contribution of ethyl cellulose in terms of elasticity of the film. As well as the good light 
permeability of the ethyl cellulose is a great advantage when using for ARC materials where 
the transparency is so important.

As another alternative solution-processed ARC material, TiO2 was also investigated and 
adapted to solar cell processing. Similar optimizations were carried out for TiO2 solution as 
that of previously explained for ZrO2 solution. TiO2 solution was mixed with various amount 
of ethanol and surface condition of textured silicon was examined. 2, 4, 6, or 8 mL of ethanol 
mixed into 1 mL TiO2 solution (spin speed of 5000 rpm for 25 s). It was confirmed that TiO2 

Figure 4. TEM images of nanoparticles of; (a) ZrO2 (ZR-30AH, Nissan Chemical Industrial Co. Ltd.), (b) TiO2 with surface 
deactivation (nanoUSE-TI, Nissan Chemical Industrial Co. Ltd.), and (c) TiO2 (PST-18NR, JGC-CCIC Co. Ltd.) [11].
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forming of the films was achieved by using of ethyl cellulose [11].

The ratio of the mixture was adjusted to 1:32:2 (in volume) of ethyl cellulose, ethanol, and 
zirconium sol, respectively. Ethyl cellulose is a well-known and widely used polymer with 
good material properties which is suitable to utilize for quality films [12]. It dissolves well in 
ethanol that is crucial in this study [12]. Spin coating conditions was similar with that of pre-
vious experiments which were without ethyl cellulose. As shown in Figure 5 (d), quality film 
with smooth surface could be achieved with ethyl cellulose included solution. (This solution 
is used for the rest of the study of ZrO2-P composite films). The crack-free surface may be due 
to the contribution of ethyl cellulose in terms of elasticity of the film. As well as the good light 
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As another alternative solution-processed ARC material, TiO2 was also investigated and 
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that of previously explained for ZrO2 solution. TiO2 solution was mixed with various amount 
of ethanol and surface condition of textured silicon was examined. 2, 4, 6, or 8 mL of ethanol 
mixed into 1 mL TiO2 solution (spin speed of 5000 rpm for 25 s). It was confirmed that TiO2 

Figure 4. TEM images of nanoparticles of; (a) ZrO2 (ZR-30AH, Nissan Chemical Industrial Co. Ltd.), (b) TiO2 with surface 
deactivation (nanoUSE-TI, Nissan Chemical Industrial Co. Ltd.), and (c) TiO2 (PST-18NR, JGC-CCIC Co. Ltd.) [11].
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solution mixed with 8 mL of ethanol combination provided crack-free surface as shown in 
Figure 6 (d).

3.1.2. Sample preparation and characterization of thin films

Square-shaped p-type Si wafers (25 × 25 mm2) were cut out from 6-inch CZ-Si p-type wafers 
for optical-based experiments. First, wafers were dipped into 20% HF for 1 min and soaked in 
ionized water. Then, UV/O3 cleaning was carried out to achieve a completely cleaned surface. 
Optimizations of spin coating process were carried out with various spin speed-time profiles. 
After optimizations, 5000 rpm for 25 s with acceleration of 5 s found to be optimum in most 
cases for this work. After the deposition of the films by spin coating, annealing was carried 
out 125°C for 5 min. Scanning electron microscope (SEM) measurements (JSM-6510, JEOL), 

Figure 5. SEM surface images of antireflection coating on textured Si surface formed by ZrO2 sol (with various amount 
of ethanol or ethylcellulose in 1 mL ZrO2 sol); (a) pure ZrO2 sol without ethanol or ethyl cellulose, (b) with 1 mL ethanol, 
(c) with 9 mL ethanol, and (d) with 8 mL ethanol + 0.25 mL, 10% ethyl cellulose solution in ethanol [11].
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reflection analysis (Lambda 750 UV/VIS Spectrometer, Perkin Elmer) and ellipsometer mea-
surements (UviselErAgms-nds, Horiba Jobin Yvon) were mainly used for the analysis. C-Si 
solar cells were fabricated and analyzed as well.

Applied spin speed for thin film formation is important for a homogeneous formation of the 
thin film. The control of the film thickness is mainly established by the spin speed for spin coat-
ing applications. Reflection spectrometry is used for absorption, reflectivity, and transmission 
analysis which measures the absorbed portion of the photons as a function of wavelength. In 
case of an ARC material for silicon solar cells, it is important to analyze the characteristics of 
the ARC film by comparing the reflection on bare flat silicon surface, on bare textured silicon 
surface and such structured surfaces with applied ARC film. Figure 7 (a) compares the reflec-
tivity of flat silicon substrates with and without ZrO2-P layer coated on the surface with spin 
speed of 1000–4000 rpm for 20 s (acceleration time is 4 s). The lowest  average reflectance (the 

Figure 6. SEM surface images of antireflection coating on Si surface formed by surface-eliminated TiO2 sol (various 
amount of ethanol in 1 mL TiO2 sol); (a) with 2 mL ethanol, (b) with 4 mL ethanol, (c) with 6 mL ethanol, and (d) with 
8 mL ethanol. The circles indicate the position of cracks [11].
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reflectance average between the wavelengths of 300–1100 nm) of 28% was achieved by ZrO2 
coating with a spin speed of 1000 rpm, a steady reflectance tendency from wavelength of 
around 700–1000 nm can also be confirmed. Considering the reflection of bare silicon surface 
as 40%, decrease of surface reflection down to 28% owing to the formed ZrO2 film on the flat 
silicon surface, can be confirmed.

The reflectivity of textured silicon wafers covered by ZrO2-P composite film including dif-
ferent amount of ethanol from 6 to 10 mL in the solution, was measured. Average reflectance 
of 6.5% was observed as the lowest value, when film formed with 0.5 mL zirconium solution 
(5.71%vl) + 0.25 mL ethyl cellulose (2.85%vl) + 8 mL (91.4%vl) combined solution. Figure 7 (b) 
shows the reflectance dependence of alkaline textured silicon substrates coated with ZrO2-P 
composite film for spin speed in a range of 500–3000 rpm. Decrease of reflectance can be 
confirmed when increasing spin speed. Average reflectance reaches below 7% at spin speeds 
of 1500 rpm. Similar optimizations were performed for the films coated by SD-TiO2 solution, 
both on flat or textured silicon substrates. Amount of ethanol was changed from 4 to 10 mL, in 
1 mL SD-TiO2 solution + 0.1 mL ethyl cellulose mixture. First, the mixed solution was formed 
on flat silicon surface by spin coating and annealing was carried out at 125°C for 5 min on a 
hot plate. In Table 1, the average reflectance of flat silicon surface coated with surface deac-
tivated TiO2-ethylcellulose film is summarized for each amount of ethanol in the solution.

Films formed with precursor solution contains 8 mL of ethanol provides the lowest average 
reflectances. Average reflectances of 19.92 and 20.04% were observed when the films were 
formed by for spin speed of 5000 and 8000 rpm, respectively. The reflectivity of textured sili-
con surface coated with SD-TiO2-P film by varying the amount of ethanol from 4 to 10 mL, is 

Figure 7. Reflectance spectra of flat surface silicon substrate with ZrO2-polymer composite ARC; (a) by changing the 
spin-coat rotating speed and (b) reflectance of texture surface silicon substrate with ZrO2-polymer composite ARC by 
changing the spin-coat rotating speed [11].
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given in Figure 8. Similarly as on flat silicon surface, the lowest average reflectance of 5.6% 
was achieved with the precursor contains 8 mL of ethanol.

3.1.3. Simulation and formation of ZrO2-polymer/surface-passivated TiO2-polymer composite 
multilayer film

Due to the difference on reflection of ambients and materials, photons come toward to surface 
of a solar cell experience three basic phenomenon: reflection, absorption, and transmission. In 
order to improve the efficiency of solar cells reflection must be minimized while absorption 
is maximized. It is known that multilayer structure of ARCs based on the gradual increase 
of each layer in the structure reflectance can be reduced significantly [13]. According to this 
fact, 〈air/ZrO2-polymer/surface-passivated TiO2-polymer/Si〉 multilayer structure was built 
with gradual of refractive indexes sequential order, as in nair < nZrO2-polymer < nTiO2-polymer < nsilicon. 

Figure 8. Reflectance spectra of textured silicon surface with surface-deactivated TiO2-polymer antireflection coating [11].

Speeds EtOH (mL)

4 6 8 10

5000 rpm 30.00 24.00 19.92 22.66

8000 rpm 25.78 20.83 20.04 24.15

The volume of surface-deactivated TiO2–sol was 1 mL [11].

Table 1. Average reflectance of flat silicon surface with surface-deactivated TiO2-polymer ARC coating by different spin 
coating speeds.

New Research on Silicon - Structure, Properties, Technology92



given in Figure 8. Similarly as on flat silicon surface, the lowest average reflectance of 5.6% 
was achieved with the precursor contains 8 mL of ethanol.

3.1.3. Simulation and formation of ZrO2-polymer/surface-passivated TiO2-polymer composite 
multilayer film

Due to the difference on reflection of ambients and materials, photons come toward to surface 
of a solar cell experience three basic phenomenon: reflection, absorption, and transmission. In 
order to improve the efficiency of solar cells reflection must be minimized while absorption 
is maximized. It is known that multilayer structure of ARCs based on the gradual increase 
of each layer in the structure reflectance can be reduced significantly [13]. According to this 
fact, 〈air/ZrO2-polymer/surface-passivated TiO2-polymer/Si〉 multilayer structure was built 
with gradual of refractive indexes sequential order, as in nair < nZrO2-polymer < nTiO2-polymer < nsilicon. 

Figure 8. Reflectance spectra of textured silicon surface with surface-deactivated TiO2-polymer antireflection coating [11].

Speeds EtOH (mL)

4 6 8 10

5000 rpm 30.00 24.00 19.92 22.66

8000 rpm 25.78 20.83 20.04 24.15

The volume of surface-deactivated TiO2–sol was 1 mL [11].

Table 1. Average reflectance of flat silicon surface with surface-deactivated TiO2-polymer ARC coating by different spin 
coating speeds.

New Research on Silicon - Structure, Properties, Technology92

Refractive indexes and extinction coefficients of ZrO2-P and SD-TiO2-P composite layers were 
achieved via fitting of ellipsometry measurements [11] as can be seen in Figure 9 (a) and (b), 
where the refractive indexes of air and silicon are 1 and 4.3, respectively.

Only the absorbed photons can contribute on generation of electron-hole pairs where the 
reflected or transmitted photons are considered as energy loss. As the absorbed portion of 
total photons increases, the electrons moving to the conduction band increase thus contrib-
utes to the short-circuit current density (Jsc). Based on this basic fact, measured absorption-
reflection spectra can be used to estimate Jsc. In order to determine this estimation Fresnel 
approach can be used. Fresnel equations describe the reflection and transmission behavior of 
photons regarding to a multilayer medium with different refractive indices [14]. Considering 
the refractive index, thickness of each layer and the transmission characteristics of a multi-
layer stack, it can be reduced down to a single imaginary layer by using Fresnel approach.

Follows a simulation study for the 〈air/ZrO2-polymer (ZrO2-P)/surface-deactivated TiO2-
polymer (SD-TiO2-P)/Si〉 structure in order to estimate the short-circuit current density (Jsc). 
Thickness of the ZrO2-P and SD-TiO2-P composite layers were changed from 10 to 100 nm, 
and “incident photon to current conversion efficiency (IPCE)” was set to 100% for the calcula-
tion for the sake of achieving a comparable data. Eq. (1) was used to calculate Jsc to estimate 
optimum thicknesses of ZrO2-P and SD-TiO2-P composite films for a good multilayer ARC 
film.

   J  sc,max   ≤   eS __ hc    ∫  300  1200   P  in   × Abs(λ )  dλ  (1)

where Jsc,max is maximum short-circuit current density (mA cm−2), e is charge of an electron 
(1.602 × 10−19 A s), h is Plank’s constant (6.626 × 10−34 eV s), c is speed of light (2.998 × 108 m s−1), 
Pin is the incident power in W m−2, and λ is to denote wavelength (nm). Calculated Jsc values 
for ZrO2-P/SD-TiO2-P composite multilayer ARC films are given in Figure 10, and written 
down in detail in Table 2.

Figure 9. Fitting of ellipsometry measurements of (a) nano-colloid ZrO2 (ZR30-AH)-polymer composite and (b) surface-
deactivated TiO2-polymer composite [11].
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ZrO2/nm TiO2/nm

10 20 30 40 50 60 70 80 90 100

10 29.90 31.07 32.82 34.95 37.02 38.65 39.72 40.27 40.37 40.15

20 30.66 32.12 34.07 36.18 38.03 39.36 40.15 40.46 40.39 40.06

30 31.74 33.42 35.40 37.33 38.88 39.92 40.46 40.58 40.38 39.98

40 33.06 34.81 36.66 38.31 39.55 40.33 40.66 40.65 40.37 39.94

50 34.48 36.13 37.73 39.07 40.03 40.59 40.78 40.68 40.37 39.93

60 35.84 37.27 38.56 39.60 40.33 40.73 40.83 40.69 40.36 39.93

70 37.00 38.13 39.13 39.92 40.47 40.76 40.82 40.66 40.35 39.92

80 37.87 38.72 39.45 40.04 40.47 40.71 40.76 40.60 40.30 39.89

90 38.45 39.04 39.56 40.01 40.37 40.60 40.64 40.50 40.21 39.82

100 38.76 39.13 39.50 39.87 40.20 40.43 40.47 40.35 40.08 39.72

Table 2. Estimated short-circuit current density with thickness variations of ZrO2-polymer and surface-deactivated TiO2-
polymer films on flat-surface silicon solar cells [11].

Figure 10. Estimated short-circuit current density with thickness variations of ZrO2-polymer and surface-deactivated 
TiO2-polymer films on flat-surface silicon solar cells [11].
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Highest JSC of 40.83 mA cm−2 was confirmed with 〈60 nm ZrO2-P/70 nm SD-TiO2-P〉 composite 
multilayer ARC film. In experimental side of this investigation, such a multilayer film experi-
mentally, first SD-TiO2-P film was spin coated on the textured silicon surface and annealed at 
125°C for 5 min, then the reflectance of the surface was measured. To form and characterize 
such a multilayer film experimentally, first SD-TiO2-P film was spin coated on the textured 
silicon surface and then annealed at 125°C for 5 min, then the reflectance measurement was 
carried out. After the reflectance measurement of SD-TiO2-P coated surface, ZrO2-P film was 
spin coated on it and annealing was done similarly. Figure 11 presents the comparison of 
reflectance spectra of ARC films on textured silicon surface of SD-TiO2-P or ZrO2-P/SD-TiO2-P 
composite. Average reflectance of around 5.5% is achieved owing to the multilayer-structured 
ARC where the average reflectance of the surface without ARC was 16.3%.

3.1.4. Fabrication of p-type crystalline silicon solar cells

p-type CZ-Si solar cells with surface area of 25 × 25 mm2, with/without ZrO2-P or SD-TiO2-P 
composite ARC layers and with/without ZrO2-P/SD-TiO2-P composite multilayer ARC, were 
fabricated. For textured solar cells, alkaline texturing was carried out [11] based on KOH 
solution in addition to Alka-Tex (provided by GP Solar) supporting agent at 80°C for 30 min. 
After the etching, all wafers were rinsed into 20% HF solution and soaked with ionized water. 

Figure 11. Reflectance spectra of textured silicon surface without ARC, with surface-deactivated TiO2-polymer, ZrO2-
polymer/surface-deactivated TiO2-polymer multilayer ARC [11].
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For further cleaning, RCA cleaning process [15, 16] was carried out using a NH4OH/H2O2/
H2O (1:1:5 in volume) solution, at 80°C for 10 min. Follows a dip into 20% HF solution, and 
into HCl/H2O2/H2O (1:1:5 in volume) for 10 min at 80°C for a complete cleaning process. Prior 
to phosphorus diffusion, back side of the wafers were coated by polysilazane to avoid diffu-
sion of phosphorus on back side. Coating of polysilazane was performed at 1500 rpm for 20 s 
(two times subsequent), and annealed at 600°C for 60 min in ambient O2. POCl3 diffusion was 
carried out at drive in temperature of 900°C for 30 min in ambient N2. Post diffusion phospho-
rus silica glass was removed by 10% HF solution and wafers were cleaned in ionized water. 
Screen-printing Ag and Al was used for front and back contacts, respectively and cofired at 
780°C for 1 min. ARC films were formed after the firing step by spin coating at 5000 rpm for 25 
s) and annealing was carried out at 125°C for 5 min. For the cells with ZrO2-P/SD-TiO2-P com-
posite multilayer structure ARC, first SD-TiO2-P composite film was deposited and annealed 
and then ZrO2-P composite film was deposited and annealed. The electrical characteristics of 
the fabricated solar cells with or without ZrO2-P composite ARC are summarized in Table 3.

Best efficiency on flat surface silicon solar cell without ARC was 7.25% with Jsc of 24.03 mA 
cm−2. After applying ZrO2-P composite ARC, conversion efficiency increases up to 9.78% 
with Jsc of 30.22 mA cm−2 due to the formed ARC layer. In case of textured silicon solar cells, 
the conversion efficiency of solar cells without ZrO2-P ARC increases from 10.2 up to 10.9%, 
where the Jsc were 28.74 and 30.62 mA cm−2, respectively. This change is mainly due to the 
combined antireflection effect of textured surface and ZrO2-P composite ARC layer.

On the other hand, considering the fabricated solar cells with SD-TiO2-P ARC and ZrO2-P/
SD-TiO2-P composite multilayer ARC, improvement of Jsc up to 32.44 and 33.00 mA cm−2 can 
be confirmed comparing to the Jsc of those of solar cells without ARC which was 30.93 mA 
cm−2, respectively (values are average of three cells). Comparing the average efficiencies of 
the cells without ARC (11.99%) with those cells with ZrO2-P/SD-TiO2-P composite  multilayer 

ARC Surface structure Jsc (mA cm−2) Voc (V) FF (%) η (%)

Without ARC Flat 24.03 0.527 57.1 7.25

With ZrO2-polymer composite Flat 30.22 0.537 60.2 9.78

Without ARC (textured ref 1) Textured 28.74 0.511 69.4 10.20

With ZrO2-polymer composite Textured 30.62 0.510 69.7 10.89

Without ARC (textured ref 2) Best 29.33 0.570 71.7 11.99

Average 30.93 0.569 63.1 11.06

With surface-deactivated TiO2 polymer Best 30.90 0.574 72.3 12.84

Average 32.44 0.575 63.7 11.84

With ZrO2-polymer/surface-deactivated TiO2 
polymer

Best 31.42 0.575 71.5 12.91

Average 33.00 0.574 62.7 11.85

Table 3. Photovoltaic characteristic of fabricated silicon solar cells on flat or textured silicon surface, with or without 
ZrO2-polymer ARC.
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ARC (12.85%), the improvement with an increase of Jsc (2.07 mA cm−2) is worthfull. The best 
cell with ZrO2-P/SD-TiO2-P composite multilayer ARC is stand alone with the electrical 
characteristics of; Jsc of 31.42 mA cm−2, Voc of 575 mV, fill factor (FF) of 71.5%, and efficiency 
of 12.91%. Figure 12 presents the J-V curve comparisons for best cells from each group of 
Table 3. From these results, the potential of spin coating ZrO2-P, SD-TiO2-P ARC and ZrO2-P/
SD-TiO2-P based ARC on enhancing the optical performance of solar cells could be confirmed 
which can be a promising ARC candidate for the aim of low-cost silicon solar cells. For further 
analysis Ref. [11] can be referred.

It is worthy to note that better performances can be achieved especially on Voc and on FF, with 
using high lifetime high quality wafers, a good bulk passivation and with a proper edge isolation.

3.2. Spray deposited TiO2 and spin coating ZrO2 films for ARC

In this part, spray deposited compact TiO2 layer as a single layer ARC and spin-coated ZrO2/
spray deposited TiO2 films as a double-layer ARC will be analyzed based on our previ-
ous work [17]. A compact TiO2 film is commonly used for dye synthesized solar cells and 
perovskite solar cells between the front contact and porous TiO2 layer to block the electron 
recombination which boost the current [18, 19]. This phenomena and adaptation of compact 
TiO2 film to the silicon solar cells as an ARC will be discussed.

Figure 12. J-V curve of the best fabricated solar cells without any ARC film and with ZrO2-polymer composite, with 
surface-deactivated TiO2-polymer composite or ZrO2-polymer composite/Surface-deactivated TiO2 polymer-composite 
multilayer structure ARC films.
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3.2.1. Sample preparation

p-type silicon wafers (25 × 25 mm2) were cut out from 6-inch CZ-Si p-type wafers for the 
optical measurements. First, all wafers were dipped into the 20% diluted HF for 1 min and 
rinsed in distilled water. Afterwards, UV/O3 surface treatment was carried out for a complete 
cleaning process. ZrO2-polymer composite film was deposited on silicon substrate by spin 
coating using the zirconium sol (ZR-30AH, provided by Nissan Chemical Industry Co. Ltd., 
Chiba, Japan). Optimized ZrO2 solution as explained in title of 3.1.1 composed by ethyl cel-
lulose, ethanol, and ZR-30AH in ratio of 2:16:1 (in volume) was used in this work as well. 
Deposition of the ZrO2 film was carried out by spin coating with a spin speed of 1500 rpm 
for 25 s (acceleration time is 5 s). In case of TiO2 compact film deposition, spray pyrolysis was 
utilized and homogenous films were established by spraying precursor solution using a glass 
atomizer. Prior to spraying process crystalline silicon wafers were set on a conventional hot 
plate and heated up until the surface temperature of the substrate reaches 450°C. The TiO2 
precursor solution was composed of titanium bis-isopropoxide bis-acetylacetonate (TAA) and 
ethanol (1:10%vl). Annealing temperature was optimized for TiO2 as 450 and as 125°C for 
ZrO2, respectively. Analyses were mainly carried out by reflection analysis (by ultraviolet-
visible spectroscopy, Lambda 750 UV/VIS Spectrometer, Perkin Elmer, Waltham, MA, USA) 
and ellipsometer (UviselErAgms-nds, Horiba Jobin Yvon, Kyoto, Japan) and finally by the 
performance of the fabricated silicon solar cells with or without ARC.

3.2.2. Characterization of the films

In order to evaluate the reflectivity performance of single layer TiO2-compact film, at first flat 
surface silicon wafers were used. The thickness of the TiO2 film was mainly controlled by the 
spraying amount of TiO2 precursor solution in a range of 0–12 mL as previously mentioned. 
Figure 13 (a) shows the comparison of the reflectivity of flat samples with or without TiO2-
compact film on silicon surface. Depending the film thickness, minimum of the reflectance 
(<2%) shifts toward to the longer wavelengths. A steep decrease before the minimum can be 
confirmed for all TiO2 film coated surfaces. The minimum of the reflectance shifts to the wave-
lengths as high as around 1000 nm for the films coated with 10 and 12 mL TiO2 precursors 
due to the thickening of the film. The average reflectivity (the reflectance average between 
the wavelength of 300–1100 nm) was plotted by changing the spraying amount of the TiO2 
precursor as 0, 2, 4, 6, 8, 10, and 12 mL, respectively (Figure 13 (b)). A deposition rate of 
TiO2 is defined as 10.1 nm mL−1 according to ellipsometry measurements. The lowest average 
reflectance of 21.41% was achieved by spray-deposited TiO2 coating with a thickness of 60.6 
nm. These values are in a relative agreement of calculated value of 56.8 at the wavelength of 
550 nm for the refractive index of TiO2 as 2.2 [20]. The bottom of reflectance valley shifted to 
higher wavelength with increasing the solution volume from 2 to 12 mL, gradually which 
shows the thickness dependence of reflection as well. Using the 8 mL precursor solution, the 
second valley arouse at the lower wavelength which was close to the valley bottom of 2 mL 
precursor solution. The second valley at the lower wavelength was also shifted to the larger 
wavelength with increasing the amount of precursor solution.
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In case of reflectivity measurement for ZrO2-polymer composite/TiO2-compact multilayer, 
first, TiO2-compact single layer was formed and measured, then ZrO2-polymer composite 
was formed on TiO2 covered surface and remeasured. The comparison of reflectivity of TiO2-
compact single layer with the ZrO2-polymer composite/TiO2-compact multilayer formed on 
textured silicon wafers is given in Figure 14. The average reflectance was improved further 
with applying ZrO2-polymer composite on the TiO2-compact film, offering between 5 and 
12% reflectance gain from 300 to 450 nm and a steady lower reflectance tendency from wave-
length of around 700–1000 nm can also be confirmed.

3.2.3. Evaluation of the fabricated p-type crystalline silicon solar cells

Silicon solar cells were fabricated with a variety of final surface condition; without ARC on tex-
tured surface, with TiO2-compact film on textured surface and with ZrO2-polymer composite/
TiO2-compact multilayer ARC film on textured surface. For the fabrication of silicon solar cells, 
25 mm × 25 mm p-type CZ-Si wafers were used as well. In this work, alkaline texturing process, 
RCA cleaning, UV/O3 cleaning process, diffusion barrier of polysilazane forming were carried 
out in a similar way as explained in Section 3.1.4. POCl3 diffusion was carried out at 930°C for 
35 min in ambient N2. Post diffusion PSG glass was removed by diluted HF and wafers were 
cleaned by ionized water. SiO2 film was formed by thermal oxidation process at temperature 
of 800°C for 10 min under O2 gas. Before the metallization process, wafers were set on a hot 
plate heated at deposition temperature (450°C) and deposition of TiO2 films were carried out 
by spray pyrolysis. Then, front and back contacts were formed by screen-printing Ag and Al, 
respectively. Cofiring was carried out at 780°C for 1 min in an oven. After evaluating the solar 

(a) (b)

Figure 13. Comparison of the reflectivity of the flat samples with TiO2 antireflection coatings by various amount TiO2 
precursor solution; (a) reflectance spectra depending to spraying amount and (b) average reflectance (300–1100 nm 
wavelength) depending to spraying amount [17].
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cells on with a single layer TiO2-compact films on the wafer surfaces, ZrO2-polymer composite 
films were deposited on the finished cells and compared to those of the cells without ARC and 
with single layer TiO2-compact films. Deposition of ZrO2-polymer composite ARC films were 
carried out by the annealing step after spin coating process (1000 rpm on flat surface, 1500 rpm 
on textured surface, 5 s acceleration+25 s, annealing at 125°C, 5 min).

Conversion efficiency of the cells improved from 15.2 to 15.9%, where the Jsc also increased 
further from 35.3 to 37.2 mA cm−2 owing to the ZrO2/TiO2 multilayer ARC film (the Jsc of the 
cell without ARC was 28.7 mA cm−2). The electrical characteristics of the cells are summarized 
in Table 4.

A total of 70 mV increase of Voc of the cells with ARC can be confirmed. Though, SiO2 film was 
formed by thermal oxidation process at temperature of 800°C for 10 min under O2 gas, the 
photovoltaic results with/without SiO2 layer have not been compared in this study. Hence, 
the increase of Voc is due to the compact TiO2 layer, which can prevent excessive fire though 
of Ag into p-n junction. The greater FF of the cells with ARC layer can be attributed to the 
lower contact resistances in which the effect of additional SiO2 layer can be considerable in 
order to avoid internal shunts. J-V characteristics of the silicon solar cells fabricated with TiO2-
compact single layer and ZrO2-polymer composite/TiO2-compact multilayer ARC on surface 
of the cells is given in Figure 15.

One can conclude that a significant improvement on JSC and η could be confirmed owing to 
the ZrO2-polymer composite/TiO2-compact multilayer ARC when compared to the textured 

Figure 14. Comparison of the reflectivity of the textured silicon wafers with TiO2 single layer and spin-coated ZrO2/
spray-deposited TiO2 double-layer [17].
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cells without ARC. The increase of the JSC was related to minimizing the reflectance loses 
which can boost the performance of the cell. These results suggest that ZrO2/TiO2-based mul-
tilayer ARC films formed by spray pyrolysis deposition technique and spin coating technique 
could be an attractive alternative as a low-cost, simple, and vacuum-less process for ARC 
coating for silicon solar cells.

3.3. Spray deposited TiO2 and Al2O3 films

3.3.1. Sample preparation

Compact TiO2 and Al2O3 films formed by spray deposition technique are another attractive 
low cost ARC alternative for crystalline silicon solar cells. In this part, TiO2 and Al2O3 film 

Surface 
structure

ARC Jsc (mA cm−2) Voc (V) FF (%) Rseries (Ω cm2) Rshunt (Ω cm2) η (%)

Textured – 28.7 0.511 69.4 0.71 250 10.2

Textured TiO2-compact 35.3 0.581 74.1 0.40 655 15.2

Textured ZrO2-polymer/TiO2-compact 37.2 0.583 73.4 0.45 535 15.9

Table 4. Photovoltaic characteristics of fabricated crystalline silicon solar cells with various surface structures with/
without antireflection coating on textured surface [17].

Figure 15. J-V characteristics of the silicon solar cells fabricated with TiO2-compact single layer and ZrO2-polymer 
composite/TiO2 -compact multilayer ARC [17].
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formations on flat crystalline silicon substrates, evaluation of the coating films was carried 
out. And textured silicon solar cell fabrication with Al2O3/TiO2 double-layer antireflection 
coating films was explained. The detailed analysis of the modeling to show the effects of 
organics can be found in Ref. [21]. For the experimental of optical studies, 25 × 25 mm2 Cz-Si 
p-type wafers were used. All wafers were cleaned in 20% HF solution and soaked in ionized 
water. Then, UV/O3 cleaning was applied in order to achieve a complete clean surface with-
out mobile ions. Deposition of TiO2 and Al2O3 films were established by spray pyrolysis. Prior 
to spraying process crystalline silicon wafers were set on a conventional hot plate and heated 
up until the surface temperature of the substrate reaches 450°C. The TiO2 precursor solution 
was composed of titanium bis-isopropoxide bis-acetylacetonate (TAA) and ethanol (1:10%vl). 
The Al2O3 precursor solution was 0.03 M of aluminum (III) acetylacetonate (Al(acac)3) in etha-
nol solution. Deposited film thicknesses were mainly controlled by the amount of sprayed 
precursor solutions. Each layer was analyzed by ellipsometer (Uvisel ErAgms-nds, Horiba 
Jobin Yvon).

3.3.2. Characterization of the films

At first, in order to analyze and optimize TiO2 and Al2O3 spray on deposited layers for the 
processing of Al2O3/TiO2 double-layer film, single-layer TiO2 and Al2O3 films were ana-
lyzed. In depth analysis was carried out with fitting models of “flat layer” as the main 
body of the coated layer and “rough layer” as the surface residue when depositing a spray-
deposited TiO2 and Al2O3 films [21] and fitted according to the real SEM images. As an 
optimum value of 60 mL TiO2 and 100 mL Al2O3 precursor solutions were considered. The 
analysis was carried out improved by considering the “void” and “organic” parts in the 
models. The existence of the organics and their contributions were confirmed by the FTIR 
measurements and by modeling [21]. For the optimization process of 〈Al2O3/TiO2〉 double-
layer, thickness of TiO2 film was varied between 20 and 120 nm (precursor solution 2–12 
mL) while the thickness of Al2O3 film was changed from 68 to 135 nm (precursor solu-
tion 75–150 mL). After the reflectance measurements of the cells with ARC, the maximal 
short-circuit current densities from the reflectance results were calculated using Eq. (1) in 
order to observe the optimum Al2O3 and TiO2 film thicknesses to obtain efficient Al2O3/TiO2 
double-layer ARC film.

Figure 16 presents the short-circuit current density (Jsc,max) calculated by (Eq. (1)) using 
experimental reflectance spectra of silicon substrate with Al2O3/TiO2 ARC film for vari-
ous thicknesses of Al2O3 and TiO2 films. According to the calculations using experimen-
tal absorption spectra, the maximum value of short-circuit current density (Jsc,max) of 38.9 
mA cm−2 was achieved with 90 nm Al2O3/40 nm TiO2 double-layer ARC film (the data was 
not shown in the manuscript). Based on the experimental founding, 90 nm Al2O3/40 nm 
TiO2 double-layer ARC film was applied when fabricating silicon solar cells which will be 
explained in following section. Comparison of reflectance of silicon surface with/without 
ARC and/or with/without texturing is given in Figure 17. As known texturing of silicon 
surface have a significant effect on reducing the reflectivity, as also proved in this study by 
the decrease of reflectance from 40 to around 20% after texturing. Considering the surface 
condition of a silicon substrate, reflectivity of 20.1 and 9.71% were observed on flat and 
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textured surfaces, respectively. The effect of texturing on JSC can be expected [22]. Owing 
to the double-layer ARC film the reflectivity was decreased down to the minimum of 0.4% 
at around 600 nm.

Figure 16. Estimated Jsc calculated by the experimental reflectivity data using 〈Al2O3/TiO2/Si〉 layers with various 
thicknesses of Al2O3 and TiO2 films [21].

Figure 17. Reflectance spectra of silicon wafers with various surface structures [21].
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3.3.3. Solar cell fabrication

Electrical characteristics of fabricated solar cells with various surface structure and ARC 
film were given in Figure 18, and summarized in Table 5. Comparing the flat or textured 
surface solar cells without ARC, JSC of 27.6 mA cm−2 improved up to 33.5 mA cm−2 owing 
to the textured surface. In case of solar cells with Al2O3/TiO2 double-layer ARC JSC of 
solar cells were improved from 34.3 (flat surface) up to 37.0 mA cm−2 (textured surface). 
Consequently, the CZ-Si p-type solar cells with Al2O3/TiO2 double-layer ARC on textured 
surface reached a η of 15.5% with a Voc of 590 mV and FF of 71.2. A significant improve-
ment on JSC and η could be confirmed owing to the Al2O3/TiO2 ARC when compared to the 
textured cells without ARC.

The ARC effect on the cells can be seen by the increase of JSC (Figure 18 (a)) and can be con-
firmed by the EQE coverage over the spectrum (Figure 18 (b)). The suppression of EQE below 
400 nm may be attributed to the absorption of TiO2 layer. The ripples on EQE in the range 
of 500–1000 nm may take attention which is similar for all measurements at the same mea-
surement points, can be considered as non-significant measurement errors. The decrease of 
open circuit voltage was attributed to the degradation of carrier lifetime of the bulk due to 
the over-annealing (>350°C) [23, 24]. In order to avoid this deterioration, an additional ultra-
thin passivation layer-like silicon dioxide may be formed between silicon substrate and TiO2 
layer to boost open circuit voltage. A JSC calculation was performed for single layer of TiO2 
and SiNx with theoretical reflectance and (Eq. (1)) which was resulted as 39.50 and 40.67 mA 
cm−2, respectively. The JSC of cells with TiO2/Al2O3 double-layer ARC were estimated as 43.46 
mA cm−2 which is above these values. In some references, also, the advantage of double-layer 
ARC was shown with low reflectance less than single layer ARC [25–28]. Moreover, another 
advantage of TiO2/Al2O3 is the non-vacuum spray pyrolysis deposition, which can realize the 

Figure 18. Current-voltage curves (a) external quantum efficiency (EQE) spectra and (b) of four fabricated sets of solar 
cells with/without texture and antireflection coatings (ARC) [21].
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lower cost production system than batch vacuum process like a SiNx in terms of installation 
and running costs [29].

4. Screen-printing phosphorus diffusion for low-cost solar cells

A range of methods are in use to form n+ emitters or back surface fields for p-type silicon 
solar cells. Phosphorus oxychloride (POCl3) is the main technique in the industry, while there 
are other alternatives as orthophosphoric acid (H3PO4) by spray or liquid sources by spin-on 
deposition techniques. Some have industrial application difficulties, high process cost, dif-
ficulty in wafers handling, or feasibility for batch or inline diffusion processes. Considering 
these techniques, screen-printing is a well-known and appealing technique with the advan-
tages of low-cost, simplicity, both inline or batch mode diffusion possibility and industrial 
availability. In this study, screen-printing phosphorus diffusion is presented as an alternative 
to conventional dopant deposition techniques. Special attention was given to the impact of 
diffusion time, temperature variation, or the ambient gas effect during diffusion on the qual-
ity of screen-printed phosphorus diffusions on mc- and CZ-Si wafers. Diffusion tube with a 
gas input and output gates at the head and the end of the tube were used by changing the 
ambient during the diffusion process. By applying such a diffusion process we aimed to use 
the ambient effectively on diffusion process and adding to the diffusion time, diffusion tem-
perature, the effect of ambient gas was also investigated.

4.1. Phosphorus oxychloride diffusion

Phosphorus diffusion using POCl3 (phosphorus oxychloride) liquid source bubbled by N2 is 
the dominant diffusion n+ emitter forming in silicon solar cell manufacturing process. Overall 
diffusion process occurs in two main steps: predeposition and drive-in. During predeposi-
tion, liquid POCl3 source bubbled by N2 gas flow and, evaporated source go through the 
chamber to react externally introduced O2. This reaction takes place according to Eq. (2) in 
order to form P2O5 on the surface of wafers while Cl2 is aired out during the reaction. The 
schematics of the POCl3 diffusion process can be seen in Figure 19.

  4  POCl  3   + 3  O  2   → 2  P  2    O  5   + 6  Cl  2    (2)

Surface structure ARC Jsc/mA cm−2 Voc/V FF η/%

Flat Without 27.6 ± 0.1 0.588 ± 0.02 0.708 ± 0.012 11.5 ± 0.2

Flat With 34.3 ± 0.8 0.596 ± 0.03 0.706 ± 0.014 14.4 ± 0.5

Textured Without 33.5 ± 0.6 0.588 ± 0.05 0.702 ± 0.004 13.8 ± 0.2

Textured With 37.0 ± 0.2 0.590 ± 0.09 0.712 ± 0.026 15.5 ± 0.8

The average data and the errors have been calculated using three different samples [21].

Table 5. Average data of photovoltaic characteristics of fabricated Si solar cells with various surface structures with/
without surface texturing and antireflection coating (ARC).
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After predeposition step, POCl3 source is halted and drive-in process starts to take place via 
the deposited phosphorus rich layer on the surface. During the drive-in step, diffusion of phos-
phorus atoms into silicon occurs through the reduction of P2O5 by silicon according to Eq. (3).

  2  P  2    O  5   + 5Si → 5  SiO  2   + 4P  (3)

Generally, predeposition step is applied at lower temperatures than the drive-in step where 
the formation of diffused phosphorus layer establishes when the drive-in comes up. The sur-
face concentration of diffused layer is controlled by increasing the O2 gas flow during the 
drive-in process.

In silicon solar cell manufacturing process, wafers are stacked vertically in a boat in a furnace 
as in Figure 19 prior to POCl3 diffusion. If the wafers are set in order one by one, both side 
of wafers achieved similar diffusion of phosphorus. By that, gettering of impurities in silicon 
can also accomplish owing to the advantage of two side diffusion. However, back-to-back set-
ting order also widely used for manufacturing in order to diffuse as much samples in a single 
process. One of the disadvantages of the POCl3 diffusion system is that the same amount of 
source has to be used even for small size wafers because of the batch nature of the system. 
Additionally, long ramp-up and ramp-down cycles may be required which leads to time con-
sumption even though the independent control of the predeposition and drive-in steps is an 
advantage.

4.2. Screen-printing phosphorus diffusion

As explained under Section 2.2, screen-printing is a fast, reliable and cost effective technology 
which is mainly used for metallization purposes for silicon solar cell industry. Screen-printable 
dopant sources are also introduced to the photovoltaic industry and are under research. As an 
attractive technology to deposit dopant sources on the surface of the substrates makes inline dif-
fusion process possible to form dopant-diffused layers. After the deposition, diffusion process 
is usually performed by using either belt furnaces or quartz tube at high temperatures. Applied 
dopant paste usually is needed to be dried before the thermal annealing. Similarly, to the other 
diffusion techniques, after the deposition of the dopant paste by screen-printing, phosphorus 
atoms are released from the dried paste during the diffusion according to reduction of P2O5, as 
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given in Eq. (3). Among other advantages, the availability to form homogenously diffused lay-
ers, the possibility of forming selective structures in any desired pattern are some of the most 
attractive points of using screen-printing technique dopant diffusion.

4.3. Diffusion process equipment

Both for solar cell manufacturing in industry or research and development of dopant diffu-
sion process are mainly performed by using quartz tube or belt furnaces. A brief introduction 
of each equipment and technique will be given.

4.3.1. Diffusion in quartz tube

For diffusion process in quartz tube, wafers are set to a loading boat and are placed in the quartz 
tube. Diffusion process takes place according to the settled thermal cycle profile. The scheme 
of the quartz tube and heating system is given in Figure 20. The ambient inside the tube can be 
varied by changing the gas introduced into the tube from the end-side of the tube. Diffusion by 
solid sources of for POCl3 and BBr3 bubbled by N2 needs to be carried out by such a tube. For 
other deposition techniques including screen-printing, spin-on, or spray deposition, it is pos-
sible to diffuse wafers from a single side or both sides. Depending on the type of quartz tube, 
gas ambient inside the tube can be controlled by introducing more than one gas separately.

4.3.2. Diffusion in belt furnace

Diffusion by a belt furnace offers a fast ramp-up and cool-down processes usually by infrared 
heating systems which can shorten the total process time significantly. These kinds of systems 
usually have a couple of separated heating zones. The control of the diffusion profile is usually 
carried out by setting different temperatures for each zone and by the speed of the belt. Also, 
gases can be introduced through the openings to change the ambient. Single or double side 
diffusion is both possible for belt furnace diffusion. For single-side diffusion, SOD method, 
spraying, or screen-printing technique are usually used. The most important drawback of belt 
furnace diffusion is the contamination by metallic impurities due to the conveyer belt.

Figure 20. Quartz tube diffusion system.
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5. Screen-printing phosphorus diffusion on P-type c-Si

5.1. Sample preparation and experimental

A total of 1.2 Ωcm mc-Si and 2.5–3 Ωcm CZ-Si p-type wafers with a surface area of 50 × 50 
mm2 were used for the quality evaluation experiments of the screen-printing phosphorus dif-
fusion using Aquanyl phosphorus source provided by Nippon Gohsei Co. For the texturing 
of mc-Si p-type wafers, HF: HNO3 (1:10 vl%) was used. CZ-Si p-type wafers were alkaline tex-
tured in KOH bath at 80°C. After printing the phosphorus paste on both side of the wafers by 
a screen-printing machine, wafers were dried at 150°C for 3 min. Diffusion process was car-
ried out in a conventional quartz tube furnace in various ambients (Ar, N2, O2, and N2+5% O2) 
at peak temperatures of 875 and 900°C. For the sheet resistance evaluation, phosphorus silica 
glass was removed first by 5% HF and sheet resistances were measured by four-point-probe 
method. In case of lifetime studies, n+/p/n+ symmetric structures were formed on mc- and 
CZ p-type wafers and the effect of impurity gettering was evaluated after phosphorus diffu-
sion. In order to estimate the carrier lifetime of the bulk, n+ layers were etched away using 
HF:HNO3 (1:10 vl%) and minority carrier lifetimes were measured using the QSSPC [31, 32] 
technique after 3% iodine-ethanol chemical passivation.

5.2. Impact on sheet resistance

Diffused layers are basically characterized by sheet resistance, Rsheet, which is the ratio of resis-
tivity, ρ, to thickness of the sample, d, Rsheet = ρ / d. In this study, ambient gas, diffusion temper-
ature and the diffusion time are important parameters that affect the value of sheet resistance 
after diffusion. In order to minimize front recombination losses high sheet resistances are 
advantageous for n+ emitter crystalline silicon solar cells. However, high sheet resistances 
limit to obtain a good Ω contact for metallization. On the other hand, these recombination 
losses can be reduced by lowering the phosphorus concentration which can lead an enhance-
ment of blue response and thus the efficiency of solar cells.

Figure 21 shows the effect of the sheet resistance of emitter on internal quantum efficiency 
(IQE) in short wavelength range simulated by PC-1D. As can be seen, the higher the sheet 
resistance emitter, the better the blue response. High-efficiency devices using lithography or 
any advanced metallization contact technology can use high sheet resistance emitter poten-
tial. In case of POCl3 diffusion, the control of sheet resistance is managed by temperature 
profile and diffusion ambient [33]. In this work, screen-printing phosphorus diffusion was 
carried out at peak temperature of 875 and 900°C in different ambients. Figure 22 shows the 
average sheet resistances of phosphorus-diffused mc- and CZ-Si p-type wafers for each diffu-
sion condition. For the mc- and CZ-Si p-type wafers sheet resistances of phosphorus diffused 
at 875°C in Ar, N2, and N2 + 5% O2 ambient resulted in a range of from 80 to 90 and from 
60 to 70 Ω sq−1, respectively. At the peak diffusion temperature of 900°C, the range of sheet 
resistances were from 40 to 50 and from 30 to 40 Ω sq−1, for mc and CZ-Si wafers, respectively.

Higher sheet resistances were observed at both 875 and 900°C in ambient O2 for both types 
of wafers. The phenomenon of diffusion of screen-printed phosphorus into the silicon wafers 
can be explained by the reduction reaction of P2O5 with silicon as in Eq. (3). Surface of the 
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 silicon oxidies are faster with the existence of O2 ambient. Due to the heavy O2 flow during the 
diffusion may cause reoxidation of phosphorus atoms. Thus, limits the amount of phospho-
rus atoms to be diffused which results high sheet resistance [30]. As a conclusion of that, 100% 
O2 ambient may not be suitable for quality emitter formation. These results shows that proper 
emitter sheet resistances can be controlled by adjusting the diffusion temperature, diffusion 
time, and ambient gas in a similar manner as in the POCl3 diffusion process when adapting a 
proper screen-printing dopant paste.

Figure 21. The simulated internal quantum efficiency (IQE) for different sheet resistances by PC-1D.

Figure 22. Sheet resistances measured on mc- and CZ-Si wafers after phosphorus diffusion at 875 and 900°C for 30 min [30].
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5.3. Impact on carrier lifetime improvement

Metallic impurities have a lifetime killing effect for crystalline silicon solar cells, which becomes 
more crucial especially when using low solar grade silicon to grow mc-Si ingots. Especially top 
and bottom of the ingots contains high concentrations of metal impurities [34], which requires 
additional gettering before or during solar cell processing [35]. It is well known that the detri-
mental effect of these impurities can be reduced by can be reduced by phosphorus gettering 
[36, 37]. Owing to the phosphorus gettering, bulk lifetime of the silicon wafers can be improved 
by removing the impurities. In this work, n+/p/n+ symmetric structure of mc- and CZ-Si p-type 
wafers were formed by phosphorus diffusion in order to examine the effect of phosphorus get-
tering for our screen-printing diffusion process via estimation of bulk lifetimes. As a reference, 
initial lifetimes of the wafers were measured prior to phosphorus diffusion after removing the 
saw damages by acidic etching and then by using chemical passivation with a 3% iodine–ethanol 
solution for the measurement. These initial lifetimes were compared by post diffusion lifetimes 
after removing n+ layers by acidic etching and passivating the bulk by the 3% iodine–ethanol 
chemical passivation as that used for the initial lifetime measurements. Figure 23 (a) and (b) 
shows the average carrier lifetime dependence of CZ and mc-Si p-type wafers to the ambient 
gas and diffusion temperature. After diffusion in ambient N2, N2+5%O2, and Ar, improvement 
of carrier lifetimes were observed for both type of wafers. After diffusion at 900°C in ambient 
N2, carrier lifetimes of CZ-Si p-type wafers reaches up to 350 μs from initial value of 200 μs [30].

The carrier lifetimes of mc-Si p-type wafers increased to up to 70 μs, about a tenfold increase 
from the initial carrier lifetime, as given in Figure 23 (b). Considering that all wafers went 
through the same procedures before and after the diffusion processes, carrier lifetime 
improvements can be attributed to the gettering effect. The effect of oxygen on carrier lifetime 
was clearer for mc-Si wafers that show a good gettering effect even for shallow emitters.

The excess carrier dependent lifetimes for the CZ and mc-Si wafers improved and higher 
carrier lifetimes were realized at low-injection levels after phosphorus diffusion as shown in 
Figure 24 (a) and (b).

Figure 23. Increase in carrier lifetime after phosphorus diffusion on (a) CZ-Si wafers and (b) mc-Si wafers at different 
temperatures and in various ambient gases [30].
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6. Selectively screen-printing and single diffusion process

A lowly doped shallow emitter is required for a good blue response and a high quantum yield 
[39, 40]. However, a highly doped deep emitter is required for a good Ω contact for metal-
lization. A selective emitter structure is an optimum tradeoff to combine these both emitter 
conditions with highly doped low sheet resistance regions under the printed contact fingers 
and lowly doped high sheet resistance regions between the fingers [41]. By the advantage of 
that, selective structures lower the surface recombination velocity of minority carriers [42], and 
leads to reduced contact series resistances as well [43, 44]. Additionally, blue response of solar 
cells can be improved [45, 46], high open circuit voltage and fill factor [47] can be achieved 
owing to the selective emitter structures. There are various techniques and applications to form 
selective emitter structures [48]. Double-diffusion with masking [49, 50], selective diffusion 
barrier process [51], oxide masking process and etch back [45, 52], implantation process [53] are 
among these techniques. Depending on the technique, need of laser ablation, additional steps 
like masking, repeated diffusions, etch back processes are among the drawbacks of such tech-
niques. A screen-printable ink based on Si-nanoparticles was also provided which are selec-
tively deposited prior to phosphorus diffusion to form heavily doped areas of the selective 
emitter structure [54]. This technology is already commercially available and includes an extra 
step of diffusion process for mass production. For instance, in laser doping through PSG [55], 
a light POCl3 diffusion is performed first and resulted PSG acts as a doping source and highly 
doped regions are formed by laser ablation. Another laser-based process [47] offers a forma-
tion of the passivation layer simultaneously with structuring a highly doped region by a laser 
beam processing. There can be find some other processes for selective emitter solar cells mostly 
at research levels [56–59]. On the other hand, as a simple process for the formation of selective 
structures with single diffusion [60], based on the auto-diffusion mechanism, highly and lowly 
doped regions are formed at a single diffusion step. In this work, a single diffusion screen-
printable diffusion technique is discussed as a simple and cost-effective method for industrial 
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Figure 24. The carrier lifetime as a function of excess carrier concentration in (a) CZ-Si wafers and (b) mc-Si wafer before 
and after phosphorus diffusion [38].
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selective emitter cell processing. Applicability of forming selectively diffused structures using 
screen-printing phosphorus paste on p-type mc-Si and CZ-Si wafers will be explained.

6.1. Sample preparation and experimental

A total of 50 × 50 mm2 alkaline-textured CZ- and acid-textured mc-Si p-type wafers were used 
for the characterization. Phosphorus diffusion paste was selectively screen-printed on the sur-
face of the wafers using a 200 μm finger pattern and dried for 3 min at 150°C. Phosphorus 
diffusion was performed in a conventional furnace for 30 min at a peak temperature of 875°C 
in N2+5%O2 ambient. After phosphorus diffusion, PSG glass and oxide layers were removed 
by 5% HF and the selective emitter sheet resistance was determined using the specially opti-
mized four-point-probe machine to estimate the sheet resistance of the selective emitter struc-
tures. Since phosphorus dopant paste was screen-printed selectively on CZ- and mc-Si p-type 
wafers with the same pattern as metal contacts, beneath the screen-printed phosphorus lines, 
the silicon wafer was doped heavily. The regions between the lines were doped lightly by dop-
ing atoms diffusion from the printed source via the gas atmosphere. Figure 25 shows the prin-
ciple of single screen-printing phosphorus diffusion to form the selective emitter structure.

6.2. Sheet resistances of selective emitter structure

In order to confirm that this simple process ability to form selective emitter structures, sheet 
resistances of CZ, and mc-Si p-type wafers were measured after diffusion of selectively 
printed phosphorus source. To examine the pattern of the formed selective emitter, a line scan 
was performed by four-point-probe measurements. The distribution of measured sheet resis-
tance after the phosphorus diffusion for 30 min at 875°C in N2+5%O2 ambient on selectively 
screen-printed CZ-Si p-type substrates is shown in Figure 26.

Lower sheet resistance under the printed fingers and higher sheet resistance between the fin-
gers can be confirmed. It should be noted that the accurate values of sheet resistances of the 
structure may differ from these measured values due to tight geometry of the selective emit-
ter structure which can affect the measurement. However, highly diffused regions beneath the 
printed area and shallow regions between the printed areas can still be confirmed after the single 
screen-printed phosphorus diffusion process. One can conclude selective emitter structure can 

Figure 25. Principle of selective emitter formation process by single screen-printed phosphorus diffusion [30].
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be achieved with a single diffusion of a screen-printing phosphorus diffusion paste taking the 
advantage of auto-diffusion. Shallow regions under the illuminated area make it possible to have 
a better current collection properties and a low dark saturation current can be achieved by proper 
passivation applications [61, 62]. In order to confirm the diffusion profile of selectively screen-
printed phosphorus, secondary ion mass spectrometry (SIMS) analysis was performed [30]. 
Figure 27 shows SIMS profiles measured at two different region; under the printed finger area 
(highly doped region) and between the printed fingers (lowly doped region) of a CZ-Si p-type 
wafer went under single phosphorus diffusion process (875°C for 30 min in N2+5%O2 ambient).

Surface dopant concentration of the finger area was realized as a value of 1.4 × 1021 cm−3 and 
the concentration of the area between the fingers was realized as a lower value of 4.7 × 1020 
cm−3 which shows the effect of auto-diffusion to achieve selective emitter structure. The actual 
sheet resistances were calculated using the SIMS data and estimated as 15 and 45 Ω sq−1, 
under and between the fingers, respectively.

The sheet resistances base on the SIMS profile were calculated as follows; in order to calculate 
the carrier mobility first, μmax and μmin were set to 1414 and 68.5 cm2 Vs−1, respectively. N0 was 
9.2 × 1016 cm−3 and absorption coefficient α is set as 0.711 and N is the actual concentration 
taken from the SIMS measurement. Mobility of carriers was calculated according to Eq. (4).

   μ  n   =  μ  min   +   
( μ  max   +  μ  min   ) _________ 
1 +   (    N ____  N   0       

   )     
α

 
    (4)

After determination of the carrier mobility, resistivity was calculated using Eq. (5).

  ρ =   1 _____ qN  μ  n  
    (5)

Figure 26. The distribution of measured sheet resistance after the phosphorus diffusion on selectively screen-printed 
CZ-Si p-type wafer [30].
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Sheet resistance was calculated per each layer according to the following Eq. (6).

   R  shpl   =   
 ρ  1   +  ρ  2   _______ 2( x  2   −  x  1   )

    (6)

Finally, total sheet resistance was calculated as the sum of inverse values of the sheet resis-
tances per layer, as defined in Eq. (7).

   R  sh⋅total   = ∑  ( R  shpl   )   −1   (7)

7. Single diffusion selective emitter solar cell fabrication

7.1. Sample preparations and experimental

Industrial-type selective emitter monocrystalline silicon solar cells with area of 156 × 156 mm2 
were fabricated by the single screen-printed diffusion process and compared to the homog-
enous emitter solar cells fabricated with standard POCl3 diffusion. The process sequence used 
in this experiment is shown in Figure 28 (a).

The screen-printing patterns of the printed dopant paste and the metal fingers as in Figure 28 (b) 
were similar in shape. However, the width of the fingers of printed paste was wider than the width 
of the metal finger to ensure the alignment. In case of the fabricated solar cells, the width of the 
phosphorus printed fingers were 400 μm where the finger width of the metal contacts was 70 μm.

Figure 29 shows the SIMS profiles of the selective structure formed on a CZ-Si p-type by 
single phosphorus diffusion at optimized conditions for the cell fabrication process at 870°C 
for 10 min in ambient N2+5%O2. However, note that the SIMS analyses of carbon, oxygen, and 
phosphorus concentrations were measured in cycles 10 nm, where the first 20 nm were used 

Figure 27. SIMS profile of highly doped regions under the fingers and lowly auto-doped regions between the fingers 
diffused at 875°C for 30 min [30].
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were similar in shape. However, the width of the fingers of printed paste was wider than the width 
of the metal finger to ensure the alignment. In case of the fabricated solar cells, the width of the 
phosphorus printed fingers were 400 μm where the finger width of the metal contacts was 70 μm.

Figure 29 shows the SIMS profiles of the selective structure formed on a CZ-Si p-type by 
single phosphorus diffusion at optimized conditions for the cell fabrication process at 870°C 
for 10 min in ambient N2+5%O2. However, note that the SIMS analyses of carbon, oxygen, and 
phosphorus concentrations were measured in cycles 10 nm, where the first 20 nm were used 

Figure 27. SIMS profile of highly doped regions under the fingers and lowly auto-doped regions between the fingers 
diffused at 875°C for 30 min [30].
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for the carbon and oxygen analyses and the phosphorus was measured starting from the 30 
nm cycle. Therefore, the data of the first 20 nm depth was not obtained, and the actual surface 
concentrations are higher than the maximum values shown in Figure 29.

7.2. Fabricated homogenous and selective emitter solar cells

Table 6 summarizes the I–V measurement results of the homogenous emitter and selective 
emitter solar cells as measured by a calibrated solar simulator: the short-circuit current densi-
ties (Jsc), open-circuit voltages (Voc), fill factor (FF), and conversion efficiency (Eff).

Figure 28. (a) Process sequence of cell fabrication process and (b) schematic of selective emitter solar cell with highly 
doped regions under the contacts and lowly doped regions between the contacts.

Figure 29. SIMS profiles of highly doped regions under the contacts and out-diffused lowly doped regions between the 
contacts diffused with the similar profile used for solar cell fabrication at 870°C for 10 min.
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The improvements in Voc and FF by the selective emitter structure were confirmed. As shown 
in Table 6, the Voc of the selective emitter cells was clearly improved by about 7 mV. The FF of 
selective emitter solar cells all exceeded 79%, which is an average increase of 1–2% compared 
to the homogenous emitter solar cells. However, no clear improvement in the short-circuit cur-
rent was observed. The short-circuit currents seem to have been limited by the higher carrier 
recombination velocity due to the larger finger widths of the phosphorus-dopant paste and/
or lower surface passivation effects. If surface passivation can be further improved, higher 
FF and Voc can be also realized owing to the reduced defects and carrier recombination in the 
emitter region [63]. Thinner finger widths of phosphorus dopant paste can be consıdered to 
enhance current collection on the surface.

Figure 30 shows a comparison of the I–V curves of the best homogenous emitter solar cell 
and selective emitter solar cell. These results demonstrate the first trial of selective emitter 
 formation using our screen-printed phosphorus source to prove the validity of the concept of 
single diffusion process. Further optimizations are in progress to realize higher efficiencies.

Voc (mV) Jsc (mAcm−2) FF (%) Eff (%) Isc (A) Vpm (mV) Ipm (A)Pmax (W) Rs (Ωcm2) Rsh (Ωcm2)

Homog. 
emit.

Avg. 618 36.4 77.9 17.5 8.7 518 8.1 4.2 1.1 3250

Best 617 36.6 78.3 17.7 8.7 518 8.2 4.2 1.1 2440

Select. emit. Avg. 625 36.3 79.2 17.9 8.7 528 8.1 4.3 1.1 5020

Best 625 36.5 79.2 18.1 8.7 529 8.2 4.3 1.0 21,700

Table 6. Electrical characteristics of homogenous emitter and selective emitter solar cells [30].
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Figure 30. I-V curve comparison of the best homogenous emitter and selective emitter solar cells [30].
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8. Conclusion

Non-vacuum processing techniques for cost-effective and simple crystalline silicon solar cell 
manufacturing were introduced. A special attention was given to the low-cost spin coating 
and spray deposited ARC alternatives instead of the main stream SiNx ARC and to the low-
cost screen-printing phosphorus doping process with the application of selective emitter 
solar cells accomplished by a single deposition and single diffusion step. About the intro-
duced materials and films, first evaluation of the material and processes were carried out and 
then silicon solar cells were fabricated. ZrO2-polymer composite/surface-deactivated TiO2-
polymer composite films were introduced by spin coating deposition method and best effi-
ciency of 12.91% was achieved with Jsc of 31.42 mA cm−2, Voc of 575 mV, and fill factor (FF) of 
71.5%. An improvement of 0.86% with an increase of Jsc of 2.07 mA cm−2 was confirmed when 
compared to those of fabricated cells without the ARC. TiO2-compact and ZrO2-polymer com-
posite antireflection coating layers were also introduced by simple and cost-effective spray 
pyrolysis deposition and spin coating process. Decrease in surface reflectance below 2% was 
confirmed owing to the ZrO2-polymer composite/TiO2-compact multilayers from around 550 
–1050 nm of the spectrum. Efficiency of the fabricated cells increased up by a factor of 0.8% 
and reaches 15.9% with further increase of Jsc 2 mA cm−2 owing to the applied ZrO2-polymer 
composite/TiO2-compact multilayer ARC. In case of spray pyrolysis deposition-based Al2O3/
TiO2 double-layer ARC, a reflectivity lower than 0.4% could be confirmed at 600 nm. Average 
conversion efficiency of fabricated cells (average of four samples) were 15.5% with a JSC of 37.0 
mA cm−2, where the improvement was about 3.5 mA cm−2 and 1.7% on JSC and on efficiency, 
respectively. Considering the future lowcost solar cells with non-vacuum process, introduced 
ARC films with good optical properties can be a promising alternative for ARC of solar cells. 
On the other hand, a cost effective screen-printing phosphorus diffusion process was intro-
duced for an easy forming of selective emitter solar cells. Owing to the phosphorus diffusion 
carrier lifetimes of CZ-Si p-type wafers could be improved from 195 up to 350 μs through 
phosphorus gettering. By a single print and single diffusion process lowly and highly doped 
regions were achieved for selective emitter solar cell applications. Large-area monocrystal-
line solar cells were fabricated successfully by this method and more than 18% conversion 
efficiency was achieved. As an attractive and cost effective method, adapting such simple 
methods including spin coating, spray deposition, or screen-printing methods to all solar cell 
manufacturing sequences are believed to be play a key role for future low-cost solar cells.
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Abstract

This chapter presents the technique in producing the nanoporous silicon membrane using 
electrochemical etching technique. Electrochemical etching technique is a self-adjusting 
technique due to its ability to control transfer of ion to form pore by manipulating certain 
parameters. There are several parameters that have been manipulated to study the effect 
of each parameter to the pore formation by characterizing each component. The project 
starts with fabrication of silicon membrane and then continues with characterization of 
HF concentration, current density, doping and also alcohol diluents using field emis-
sion scanning electron microscopy (FESEM). The effect of each parameter is discussed 
in terms of pore size, pore formation and pore structure. Finally, the pore with size less 
than 100 nm and columnar structure has formed using this technique. The star-shaped 
structure is also formed through this experimental setup. Improved nanoporous silicon 
membrane can be applied for filtration and separating particles, especially in an artificial 
kidney.

Keywords: nanoporous silicon, membrane, electrochemical etching, self-adjusting 
technique, hydrofluoric acid

1. Introduction

Nanoporous silicon is widely used for separating gas or particle [1–3] and can be applied 
in biosensors [4], optics [5, 6], tissue engineering [7] and radiotherapy [8]. For those appli-
cations, the integration with other components like micropump can produce one complete 
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system. Silicon is chosen for this application because of its physical and chemical stability [9], 
especially in separating particles due to its biocompatibility and anti-biofouling. Polyethylene 
glycol (PEG) is used for surface modification for its biocompatibility. The usage of nanopo-
rous silicon membrane is widespread especially in biological filtration. Nanoporous silicon 
can be combined with micropump, microchannel and microfluidic modules to make a com-
plete device for bioMEMS and LoC applications. There are several methods of pore forma-
tion on silicon substrate like electrochemical etching process [10], focused ion beam, electron 
beam lithography and rapid thermal annealing [2]. Electrochemical etching process is chosen 
for producing pore on silicon membrane because of its simple experimental setup and easy 
replication of the pore formation and structure. Recently, the creation of the smallest pore 
size has been explored to suit various applications. There are various methods that can be 
explored to vary the pore formation in terms of size and structure of pore silicon [11–17]. The 
self-adjusting method can create the smallest pore by controlling and manipulating certain 
parameters during electrochemical etching process, which are current density [18–20], HF 
concentration [21], time, silicon orientation [22], doping level [23–25], lighting and electrolyte 
mixture [25]. The characterization of producing nanoporous silicon is discussed in terms of 
current density, HF concentration, dopant and diluents that influence the formation of pore 
structure and size of this nanoporous silicon membrane. Field emission scanning electron 
microscope (FESEM) is used to verify and examine the pore formation due to its capability 
to visualize the porous silicon structure in nanometer range with higher magnification. The 
FESEM results also verify the pore formation of porous silicon, whether uniform or non-
uniform, and the pore diameters.

2. Theory on electrochemical etching process

Porous silicon can be formed using electrochemical etching technique or anodization process 
in hydrofluoric solution. Commonly, porous silicon cannot be formed by dipping the silicon 
in HF solution. But the current flow between two electrodes, which is silicon at the anode 
and platinum at the cathode in the HF solution, will produce the pores on silicon membrane. 
Electrochemical etching process is a very simple and economical experimental setup in terms 
of apparatus and chemical used. Figure 1 shows different experimental setups used in this 
electrochemical etching process. Figure 1 is the simplest experimental setup, which used one 
Teflon bath to put the HF solution, and two electrodes were dipped in this HF solution, sup-
plying the current to produce pores. Normally, the silicon is placed in the anode and platinum 
in the cathode. Various other metals can be used at the cathode. But the metal used can hold 
it in HF solution without eroding it. Teflon cell is used because it has a high level of acid resis-
tance compared to the glass cell. The benefit of this experimental setup is simple and easy to 
modify. However, the pores are not uniform for both sides of the silicon due to the inhomo-
geneity resulting from lateral potential drop.

Meanwhile, Figure 2 shows the second type of electrochemical etching cell in the single-cell 
approach using a back-side contact. A metal contact is made at the back side of wafer and 
sealed with o-ring so that only front-side sample will be exposed to anodize electrolyte. This 
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type of experimental setup is well suited for the front using two cells containing electrolyte, 
and silicon is placed in the middle of the cell. Furthermore, the cell that leads to good unifor-
mity in porous silicon layers and the simplest interpretation of current-voltage characteristics 
is most commonly used and offers a good control of thickness and porosity. This cell is also 
well suited for the front-side illumination of the sample during anodization because of illumi-
nation that will affect the pore formation during the process [22].

Figure 1. Cross section of a lateral electrochemical etching cell [26].

Figure 2. Cross section of a conventional single-tank cell [27].
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The third type of cell is the double-tank cell using an electrolytic back-side contact. Figure 3 
shows the equipment used in this process, which consists of two half cells in which platinum 
electrodes are immersed and the silicon used to separate and isolate the two cells. Both cells 
used HF solution for electrochemical etching for polished and a back-side contact. The chemi-
cal pump is used to circulate the electrolyte solution to remove the gas bubbles generated 
using anodic reaction and maintain the concentration of HF solution in the cell tank. A good 
and uniform pore can be obtained using symmetrical and large platinum plates as the cathode 
and the anode. These two platinum electrodes are connected to power supply, and the current 
flows from one half to the other through silicon membrane. The back side of silicon membrane 
acted as a secondary cathode where the proton reduction takes place leading to hydrogen 
evolution, while the front side of the wafer acted as a secondary anode to form porous silicon.

2.1. Electrochemical etching mechanism

Silicon is the material that is difficult to dissolve in HF solution except with the aid of the flow. 
Silicon reacts with HF solution to dissolve the H and F during power supply. In general, some 
solvents may be used to produce a hole in the surface of the silicon. Nanoporous silicon is formed 
using ethanoic HF solution that is a mixture between ethanol and HF. However, the organic solvent 
may also be used to obtain porous silicon like Dimethylformamide (DMF) and acetonitrile [28]. 
The concept of dissolution of silicon ions for the formation of the hole is the same, although any sol-
vent is used. Chemical reaction of the pore formation is expressed in the equation below [19, 29, 30]:

  Si + 2HF +  λh   +  →  SiF  2   + 2  H   +  +  (2 − λ)   e   −   (1)

   SiF  2   + 2HF →  SiF  4  +  H  2    (2)

   SiF  4   + 2HF →  H  2    SiF  6    (3)

where h+ and e− change between hole and electron and λ is a number of charge change at the 
first stage.

Figure 3. Cross-sectional view of a double-tank cell [22].
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This equation is also used by some researchers [31–34]. But other equations have been pro-
posed in the process of liquidation in accordance with the method of surface oxidation of sili-
con, exchange hole and electrons that become a source of divalent silicon on the oxidation level 
[35]. Figure 4 shows that model reaction of p-type silicon dissolution in HF solution is used. 
Ion dissolution measures the current flow caused by the electrochemical etching process that 
makes the transfer between electrons and holes. The ion is struggling to move in order to break 
the bonds of Si-O, Si-F and Si-H during the process. Thus, the idea for the formation of pores 
involves current densities studied to make the resulting hole narrower and straight [19, 36].

Pore formation involving the current density is discussed in Figure 5. During electrochemi-
cal etching process, the holes will be placed on silicon surface. When a high current density 
is given, the hole will focus and gather at the boundary layer between silicon crystal and 
HF solution. So, the electrochemical dissolution of silicon in HF will generate very smooth 
surface. This process is called electropolishing. On the other hand, if the low current density 
is applied, a lot of fluoride ions will be placed on the silicon surface rather than the holes. In 
this situation, etching process is limited because of the lack of hole in silicon surface during 
ion dissolution. The dissolution rate of fluoride ion to migrate to the electric field is limited 
because of the lack of hole. So, if the surface is rough, the hole will force out to make a large 
hole by the uneven pit surface [32].

Briefly, the electrochemical etching process is a process that involves the dissolution of the 
ion to form pore and electropolishing. Ion dissolution process is dependent on the current 
density during the electrochemical etching process. The current density also affects the pore 
structure like spongy or columnar structure [33]. The current density is also among the 
parameters that can be manipulated to produce the perfect pore structure. Pore formation is 
influenced by the current density based on graph IV to study either the formation of pores 
or electropolishing process. Graph IV involving current and voltage used in the formation 

Figure 4. Chemical mechanism of electrochemical etching [31].
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of pore is shown in Figure 6. For each pore formation process and polishing silicon electro-
chemical reaction has a different equation is divided anode depends on the ability of elec-
trode and HF solution [11]. At low current density, pore silicon can be formed. But the pore 
was only on the surface of the membrane and structured like a sponge. The current process 
called simple force of transition forms either pores or electropolishing.

Theoretically, the current density affects the pore formation in silicon. The current will create 
a line at the end of the pore using space-charge region (SCR) as shown in Figure 7 [35]. When 
the electric field is strong enough to build pore with the given current flow, oxide forms on the 
surface of the pores. The oxide layer will be dissolved by the electrolyte solution and forms 
pores below the existing holes. When the coating is completely dissolved by the electrolyte, 
the existing electric field produces a flow line to another, and this process will be repeated. 

Figure 5. The boundary layer between the silicon crystal and HF solution during ion transfer processes [32].

Figure 6. Graph of current density versus different potentials for pore formation and electropolishing [34].
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Thus, the current flow is capable of dissolving silicon and produces nano- or micro-sized 
pores depending on the dopant density either p or n. Dissolution will occur two times at the 
same area as there are currents to break down and encourage the maximum pore formation 
in the orientation <010> or <001> [35, 36].

However, the straight pores are influenced by other factors such as time and current density 
etching. The hole formation can be varied by manipulating etching time technique, which is 
called the current burst model. The current burst is conditioned when the current model is 
still reacting to the dissolution of the silicon surface. When no current burst model, the forma-
tion of a new model of current burst occurred and attacked the area around the edge of the 
pore caused by inhomogeneity in time and space [38]. When the etching time is increased, 
current flows in any area of pore tips occur. Figure 8 shows how the region acts current burst 
in any possible area during pore formation.

Figure 7. Existence of SCR and current lines bent toward pore tip at the higher electric field strength [37].

Figure 8. Forming a hole caused by the formation of a new model of current eruption which dissolves holes in different 
orientations [39].
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Electrochemical etching is a self-adjusting technique that manipulates several parameters to 
get various pore structures and sizes. The dopant-type silicon orientation and photolumines-
cence factor will affect the pore structure as shown in Figure 9. Pore-shaped structure inclined 
(b) due to the orientation of silicon. Oriented silicons 110 and 111 produce an inclined hole. 
In order to produce a vertical, straight or columnar pore structure, orientation of silicon 100 
can be formed using n-type dopant with back-side illumination. Figure 9 represents some 
symbols such as n+, n−, p+ and p− representing the dopant used. The symbols + and − repre-
sent the dopant level, which is the amount of charge carriers that exist on the silicon. Symbol 
+ has high density of n/p dopant compared to charge carriers, while the symbol −, a sign of 
the type of dopant n/p, is less than the charge carriers. Different silicon pore structures can be 
produced by changing these parameters.

The mechanism of dopant used that affects the formation of the pore structure is discussed. 
N-type silicon (phosphorus) has the ability to build vertical pore structure, while the p-type 
silicon (boron) produces uneven pore structure. This is due to the p-type silicon, which does 
not have a mechanism to control the accumulation of charge carriers to disperse the maxi-
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etching process. So, pore is difficult to form using this type of dopant [40]. In contrast, the 
n-type silicon is efficient in collecting minority charge carriers with the help of illumination. 
Illumination acts as a booster for the formation of a straight channel pore. In addition, the pore 
wall dissolution spontaneously passivated on dissolution of consequences of the reduction of 
the hole [41]. Based on the properties of dopants, some chemical reaction model to explain the 
formation of pores is influenced by the band gap caused by confinement charge during the 
formation of a small hole. Interstitial concentration decreases, further moving charges in the 
silicon structure [42]. The charge moves on the surface of the silicon dopant.

Dopant acts as impurities for semiconductor to improve the conductivity of semiconductor 
materials. The use of doping will facilitate the pore formation during etching process [43]. The 
difference of the two dopants is having a surplus or one less valence electron. Silicon without 
dopants also has the same number of electrons and holes. When it comes to the surface conduc-
tivity of silicon, the silicon resistance is lower because the conductivity is inversely proportional 
to the resistance of silicon. The conductivity depends on two parameters, namely, the concentra-
tion of charge carriers either electrons or holes and agility carrier. During electrochemical etching 
process, the reaction of Pt at cathode electrode makes a very small electron movement to balance 
the charge between silicon and Pt. The dopant will affect pore formation based on valence band 
on dopant to the electrolyte solution. Valence band is very important to make the charge carriers 
to the electrode erosion. P-type silicon is a majority carrier. Even without bias, the transport rates 
of the hole are small to move above the silicon surface. When there is positive bias applied to 
the silicon electrode, the barrier between the charge transports diminishes, and the valence band 
of the hole becomes focused onto the surface of the interface. In this situation, this kind of bias 
terms is used in semiconductors. The majority carriers are electrons, which are n-type silicon.

N-type silicon is exposed to lighting to produce more vent holes formed in the silicon. This is 
because the light will generate electron-hole pairs near the silicon surface and sweep vent holes 
on the surface of silicon. Thus, the n-type silicon can produce a straight hole if lighting is given 
continuously to the silicon surface. Dopant silicon obstacles will affect the formation of the hole 
because the structure depends on the homogeneity and the size of the hole depends on the cur-
rent density and time [43]. To produce a sharp, straight or columnar pore structure by using the 
space-charge region, high lighting and dopant silicon whether n-type or p-type are required 
[44]. The use of low resistance dopant material will produce a star-shaped hole and a structure, 
which is not straight even when using the same experimental procedure [37]. Resistance dopants 
also affect the pore size based on the density of dopant. Silicon with a pore size of 2–4 nm can be 
formed using silicon-type n and p dopants that have low and medium density, silicon with pore 
size of 5–50 nm can be generated using a dopant with high density and silicon with pore size of 
50 nm to several 10 m can be formed using a dopant with medium density [45]. This is because 
the mechanism of formation of the vent holes needs to justify the dissolution of the ion [19].

Pore formation depends on the dopant density. Figure 10 shows the schematic of pore formation 
mechanism, which starts with the orientation of crystallization of silicon. Figure 10(a) shows that 
the (100) crystallographic face contains strained Si–H bonds, and it tends to be more disposed 
due to dissolution compared to other faces. In contrast, the (111) face contains Si–H bonds that are 
more stable and perpendicular to the surface. The differential reactivity of the crystal faces leads 
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to crystallographic pores in order to propagate primarily in the <100> direction. Figure 10(b) 
shows that high radius of curving at the tip, especially at the bottom, of a pore generates a region 
for enhanced electric field, which can attract valence band holes. Figure 10(c) shows that the 
space-charge region is a region in which carriers are depleted due to band bending while inter-
facing between silicon and electrolyte. Band bending increases by decreasing the dopant density, 
so this mechanism is a primary determinant for macropore size formation especially for low-
doped n-type Si. In Figure 10(d), as the diameter of a silicon filament decreases, the resistance for 
transporting the valence band holes increases. At a critical filament diameter (typically a few nm 
for p-type silicon), injection of the hole into the solution becomes more favorable, and holes do 
not propagate further down the length of the nanowire. This mechanism is responsible for the 
lack of electrochemical dissolution of a microporous layer when it has been formed. Figure 10(e) 
shows that the result of increasing the band gap from the quantum confinement excludes the 
valence band holes from the smallest regions of the porous silicon matrix. (f) If there are no fluo-
ride ions available at the silicon/solution interface, silicon oxide forms at the interface. Valence 
band holes are then excluded from this region, and they continue to oxidize the silicon/porous 
silicon interface. This causes pore widening and produces electropolishing porous layer [46].

In short, the pore formation is influenced by many factors for producing holes of various sizes 
and shapes. The details on pore formation will be discussed further by characterization of 
these parameters.

Figure 10. Schematic of pore formation mechanism in porous silicon [46].
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3. Fabrication process

Double-sided polished 400 μm thick silicon nitride specimens with <100> orientation were 
prepared by cutting the substrate to a dimension of 2.54 × 3 cm. The silicon substrates are 
then cleaned with the standard cleaning procedure. The substrates are dipped in acetone 
and methanol for 5 minutes in an ultrasonic bath. Then, the samples were dipped into 10% 
hydrofluoric acid (HF) for 1 minute to remove the stain on the silicon surface. The samples 
were then rinsed using deionized (DI) water and blasted with nitrogen gas to dry the samples. 
Finally, the samples were put on a hot plate with the temperature set to 120°C for 15–20 min-
utes for the hard-bake process to ensure no water remains on the silicon surface.

The silicon samples then undergo the lithography process to pattern the square frame on the 
substrate. The positive photoresist AZ 4620 was first coated on the silicon substrate using a 
spin coater with a setting of 500 rpm for 10 seconds and then 2000 rpm for 20 seconds. Next, 
the substrates were put on a hot plate at 120°C for 1 minute. Only then will the samples be 
ready for the lithography process. The mask aligner Karl Suss MJB 3 was used to transfer the 
square pattern on a mask to the silicon substrates. Then, the samples were exposed to UV 
light for 90 seconds. Afterwards, the substrates were dipped for 4 minutes in an AZ 400K 
developer to develop the square patterns. After that, the samples went through a hard-bake 
process for 15 minutes. Next, they were dipped into a buffer oxide etch (BOE) solution to 
remove unwanted nitrides at the opening frame. The schematic of BOE process is shown in 
Figure 11. The Teflon clamper is used to hold the silicon nitride for this process. The BOE 
solution is put on the silicon surface for 4 hours in room temperature to produce a mask for 
KOH etching process.

Then, the substrates were dipped in acetone again to remove the photoresist. For thinning the 
silicon substrates, 45 g of potassium hydroxide (KOH) pallet was mixed well with 55 ml DI 
water to make a 45% concentration solution. Next, the KOH solution was put into a beaker 
containing just DI water. The double-boiling method was used for this etching process as 
shown in Figure 12. This is a repeating process to get the silicon membrane thickness of 5 μm. 
The KOH process is a very crucial part to get the smoothed surface roughness. The admixture 
of 45% with isopropyl alcohol (IPA) will improve the surface roughness of the membrane [47]. 

Figure 11. Buffered oxide etchant process to remove unwanted photoresist.
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Furthermore, IPA acts as a catalyst to increase the etching rate during bulking away of the sili-
con substrate. The cross section of silicon membrane is shown in Figure 13. The thickness of 
the membrane is 35 μm after immersing the silicon in KOH solution for 6 hours. So, to obtain 
a thickness of 5 μm, the silicon will be immersed in KOH solution.

The silicon membrane needs to be handled carefully because the thin membrane is easy to 
break during the electrochemical etching experiment stage. Electrochemical etching process 
starts after the membrane is immersed in electrochemical bath in order to remove nitride that 

Figure 12. Schematic of double-boiling technique for KOH etching process.

Figure 13. The cross section of silicon membrane after 6 hours of KOH etching process.
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remains on the silicon surface using BOE solution. The silicon membrane must be in hydro-
phobic condition before the process starts. If not, silicon membrane will be dipped again in 
10% HF to remove all stains on silicon membrane. Any impurity will affect the pore formation 
throughout the process. An illustration of the process flow is shown in Figure 14.

Electrochemical etching was performed to form pores on the silicon membrane surface using 
hydrofluoric acid (HF) solution [21, 39, 46, 48]. The experimental setup was shown in Figure 15 
by supplying a constant current between two electrodes immersed in a Teflon cell contain-
ing an aqueous solution of HF or diluted HF. An ethanol and HF solution is commonly used 
among researchers as an electrolyte aqueous solution for electrochemical etch. Ethanol will act 
as the surfactant in reducing the hydrogen bubble throughout the process [46, 48]. Fluorescence 
light is put facing the silicon membrane during electrochemical etching process as a catalyst 
in producing a well-forming pore during pore formation mechanism [15, 17]. Furthermore, 
photoluminescence is used to assist an electron to attack silicon surface in order to produce 
the best pore distribution. So, the pore formation will become more uniform toward the end 
of the process. Finally, FESEM is used to observe and verify the pore structure of the silicon 
membrane.

Figure 14. Fabrication process for producing nanoporous silicon membrane.
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4. Characterization of nanoporous silicon membrane

A few experiments have been conducted to study the effect of HF concentration, current den-
sity, doping and diluents to the pore formation. The pore formed will be inspected and exam-
ined under FESEM Supra VVP5. The pore structure and pore size are examined, and each 
effect will be characterized in this part.

4.1. HF concentration

The first study is on hydrofluoric acid concentration. The experimental setup used various 
HF concentrations by differentiating the volume ratio between HF solution and ethanol. This 
section will discuss the pore formation and size after electrochemical etching process. Forty-
nine percent of HF and ethanol are mixed in Teflon beaker with different volume ratios, which 
are 3:7, 5:5, 7:3 and 9:1. The platinum is placed at the cathode, and undoped silicon is placed 
at the anode. The current density has been set at 25 mA/cm2 for 20 minutes. 3 mL of ethanoic 
HF will be put in the single-tank cell. During the process, the top membrane was faced with 
photoluminescence of 5 W. After 20 minutes, the silicon has been inspected under FESEM 
Supra VVP5 to examine the pore size and structure on silicon membrane. Figure 16 shows 
that the pore has been formed after electrochemical etching process. FESEM shows that low 
concentration of HF produces a large pore size compared with high concentration of HF. This 
is because high-volume HF contains more fluoride ion.

The second experimental setup will study the pore formation by varying time. Other sam-
ples were put in this single-tank cell and electrochemical etching process was performed for 
varying time (30, 40 and 50 minutes). The result will be examined under FESEM to study 

Figure 15. Electrochemical etching process.
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the pore size. The average pore sizes are counted by inspecting this sample under Atomic 
Force Microscope (AFM). The AFM is able to count the pore size by grain/pore analysis. 
Then, the data will be analysed to study the effect of HF concentration and time to the pore 
formation. Figure 17 shows the relation of HF concentration to the pore size at variant time 
of immersed silicon in electrolyte solution. The graph shows that the pore size becomes 
wider at low HF concentration. Furthermore, time taken for electrochemical etching process 

Figure 16. The pore structure of a different volume ratio of HF/ethanol.

Figure 17. The effect of HF concentration in terms of pore size at different times.
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is one of the factors that make the pore become wider. Low HF concentration produces non-
uniform pore structure. This pore formation mechanism starts with migration between elec-
tron and holes in order to attract charge carrier when applied in electric field. The migration 
of electron and holes happens in competition between Si–O, Si–F and Si–H bond formation. 
The small amount or volume ratio of HF in electrolyte solution will generate the oxide. The 
oxide layer is generated on the silicon surface. F− ions are trying to attack rapidly to avoid 
oxide layer to grow and to avoid the water molecules to take over the role of nucleophile. 
The lack of F ions makes the oxide unremovable from the silicon surface. It is because the 
insulated oxide terminates the pore propagation [46].

Table 1 shows that the pore size range was measured under FESEM. The effect of volume 
ratio of HF and ethanol during electrochemical etching process is studied by measuring the 
pore size. It has been found that the HF volume is a key in order to form nanosized pores. 
The highest HF amount will reduce the thickness of space-charge layer and increase the 
pore-tip current density [39]. The high volume of HF can prevent the native oxide growth 
throughout the process because dissolution silicon oxide rate is increased by increasing 
the HF volume, which automatically increases the critical current density at the covered 
oxide layer on silicon. In this case, the small pore structure is formed by increasing the HF 
concentration.

The immersed time also affects the pore formation. Table 1 shows the longest immersed time 
that makes the pore diameter wider. 20 and 50 minutes as immersed time are compared. The 
result shows that 20 minutes of the uniform pore formation produced is compared to 50 min-
utes. It is because the longer immersed time makes the pore become wide due to the breakage 
of the pore wall.

The pore size formed in different HF concentrations using dopant boron has been studied [21]. 
For the dopant silicon, pore size depends on dopant concentration to produce variant size of 
pore. For example, mesoporous (5–50 nm) is produced using highly doped level. Meanwhile, 
a macroporous (50 nm–10 μm) can be produced using medium-doped level and microporous 
(2–4 nm) using low dopant. Figure 18 shows that the finding of pore formation using highly 
doped boron has been inspected under FESEM and the visual color observation on silicon 
surface. A volume ratio of 3:7 produces a pore size of 10 nm; 4:6, 8 nm; and 6:4, 3 nm. From the 
result, the HF concentration can affect pore formation for various silicon substrates, regard-
less of their being doped or undoped.

Time (minutes) Pore diameter

3:7 5:5 7:3 9:1

20 60–200 nm 30–50 nm 9–19 nm 5–10 nm

30 220–360 nm 40–100 nm 16–34 nm 13–25 nm

40 200–500 nm 50–150 nm 57–101 nm 17–30 nm

50 600 nm–1 μm 50–300 nm 58–120 nm 30–50 nm

Table 1. The range of pore size with different amounts of HF and ethanol.
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4.2. Current density

Current density is one of the factors that affect the pore formation. The previous experimental 
setup demonstrates that the HF concentration affects the pore formation in terms of pore size. 
This experimental setup examines the current density affecting the pore structure, etching 
rate and also pore size. This study used the aforementioned experimental setup using p-type 
silicon membrane with resistivity of 1–100 Ωcm. The first set of experiments is to gauge the 
etching rate of porous layer by manipulating the current density. The current density is var-
ied from 5 to 30 mA/cm2 using ethanoic HF as electrolyte solution. The porous layer is mea-
sured using FESEM by cutting the silicon membrane to get the cross section of porous layer. 
The silicon membrane is immersed in ethanoic HF solution for 1 hour. A 5 mA/cm2 current 
density gives an etch rate of 12.6 nm/h, while a 30 mA/cm2 current density gives an etch rate 
of 1.3 μm/h. It was observed that etch rate increases linearly with the applied current, as 
illustrated in Figure 19. In this experimental setup, there are certain parameters that have 
been fixed in order to gauge the sole effect of current density on the etch rate, which include 
photoillumination, HF concentration, distance between anode and cathode and stirring time.

Ethanoic HF electrolyte solution etching rate is very slow. In contrast, the HF solution has a 
quick etching rate. The etch rate of μm/h is observed for current density changing from 5 to 
20 mA/cm2 for 5% HF electrolyte solution [19]. The ethanoic HF shows the same trend graph 
between etching rate and current density. However, the ethanoic HF etch rate became slower 
due to the effect of ethanol which acts as surfactant in decreasing the hydrogen bubble [20, 21].

Figure 18. Effect of pore formation for variant HF concentration using p-type silicon [21].
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Next, the effect of current density to the pore size is studied by grouping current density by three, 
which is the low current density (5–30 mA/cm2), medium current density (60–100 mA/cm2) and 
high current density which is set at 200 mA/cm2 upwards. Electrochemical formation of silicon 
membrane is observed within this current level.

The pore size for various current densities has been plotted in Figure 20 for different current 
density levels used for electrochemical etching process. The pore size is less than 30 nm for 

Figure 19. Correlation between the porous layer etching rate and current density in ethanoic HF solution.

Figure 20. The size of pore by variation of current density.
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different current densities applied. The current density that has less effect on the pore size has 
been observed due to the doping level effect. The p-doped silicon substrate has been used to 
perform this electrochemical etching process. From previous studies, pore size was affected 
by concentration of HF solution [14] and doping level [22, 23].

Furthermore, the effect of current density to the pore structure is studied by varying 
the current density. This experimental setup is used to study the cross section of porous 
layer. The low and medium current densities that produce spongy porous silicon lay-
ers have been observed as shown in Figures 21 and 22. For filtering particle use, the 
columnar silicon structure is the most appropriate structure to confirm that all particles 
can be penetrated through the silicon membrane without any clogging in the middle of 
separating process.

The dissolution process is affected by current density during electrochemical etch. Usually, 
pore formation mechanism begins with the migration of electron and holes in order to attract 
charge carriers by applying electric field. The chemistry reaction that occurs on the silicon 
surface involves the competition between Si–O, Si–F and Si–H bond formations [24].

Pore formation is formed by the number of holes on the silicon substrate. It enables to align 
themselves toward the chemical reaction to follow the trend of current line according to the 
high current density [25, 26]. The strong electric field can be gained by high current density 
that tries to utilize a polarizing effect on the substrate. Holes intend to gather at defective sur-
face site. Based on an electron excitation, silicon or dopant atom is able to move into the lattice 
or non-lattice sites of the silicon crystallites.

Figure 21. Scanning electron micrographs (SEM) of porous silicon for p-type doped <100> silicon [19].
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The F− ions in the electrolyte aqueous solution are encouraged to transfer to the silicon sub-
strate, with the succeeding reaction resulting in dissolution. These holes prefer to gather ions 
at the pore-tip border in silicon bulk because of the low potential energy as compared to 
the wall area [8, 27]. Figure 21 shows the porous layer under different current densities and 
time immersed to HF solution by varying the dopant density. Highly doped p-type silicon is 
able to produce the columnar porous layer. Meanwhile, n-type silicon is capable to produce 
columnar structure using high current density at low to medium dopant density.

4.3. Doping

Doping can be affected by pore structure of silicon, changing from being undoped to being 
doped to either phosphorus or boron, as shown in Figure 23. The pore structure is observed 
by varying the silicon substrate which is undoped, phosphorus doped and boron doped. 
Undoped silicon membrane is used as an indicator to verify the doping effect. It shows that the 
square pore structure can be formed on silicon membrane surface. Undoped silicon formed 
a scattered pore with different sizes. But phosphorus-doped silicon observed the irregular 
pore formation. The circular pore shape can be formed when irregular shape breaks the exist-
ing pore structure and finally forms a larger pore. For this matter, it was observed that the 
immersed time affects the pore formation. However, the immersed time will not affect to the 
doped silicon bulk because the doped level can determine the range of pore size [14, 18, 19].

The effect of time on pore structure is studied during immersion of silicon substrate in HF 
electrolyte. The pore size increases consistently when increasing immersed time for undoped 
silicon substrate as shown in Figure 24. In order to gauge the sole effect on doping type, the 

Figure 22. Scanning electron micrographs of porous silicon for n-type doped <100> silicon [19].
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The effect of time on pore structure is studied during immersion of silicon substrate in HF 
electrolyte. The pore size increases consistently when increasing immersed time for undoped 
silicon substrate as shown in Figure 24. In order to gauge the sole effect on doping type, the 

Figure 22. Scanning electron micrographs of porous silicon for n-type doped <100> silicon [19].
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Figure 23. Shape of porous on different doping.

Figure 24. Pore formation by varying immersed time during electrochemical etching process.
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amount of HF, distance between anode and cathode and stirring rpm were fixed. For this setup, 
pore formation for boron- and phosphorus-doped silicon substrate is not affected by time. The 
pore size with range of 12–20 nm has been formed for doped silicon substrate. The pore size 
diameter has been affected by doping density. As aforementioned, the doping density can be 
used to categorize the pore size diameter which is mesoporous, microporous and macroporous 
that has been classified by International Union of Pure and Applied Chemistry (IUPAC).

4.4. Diluents

The surface morphology of silicon membrane is discussed in this part to examine the effect of 
alcohol to the pore formation. Methanol, ethanol and propanol are used in this experimental 
setup. The pore formation after electrochemical etching process is observed when a current 
density of 25 mA/cm2 is supplied for 30 minutes. The quantity of holes in electrode surface and 
the diffusion of fluoride ion will control the mechanism of pore formation. The passivation of 
pore wall can be boosted by electric field supplied during the pore formation [12, 14, 49]. In 
this experimental setup, three types of silicon substrate are used, namely, undoped (>80 Ωcm), 
n-type (resistivity 0–100 Ωcm) and p-type (resistivity 0–100 Ωcm).

Figures 25–27 show the effect of alcohol diluents for variant silicon substrate. It indicates 
that pore formation not solely depends on the alcohol diluent, but the dopant also gives 
the effect too. It has been examined that p-type silicon substrate is hard for pore creation 

Figure 25. The pore structure for the mixture of HF + methanol as electrolyte solution: (a) undoped, (b) n-type (c) p-type.
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Figure 26. The pore structure for the mixture of HF + ethanol as electrolyte solution: (a) undoped, (b) n-type and (c) 
p-type.

Figure 27. The pore structure for the mixture of HF + propanol as electrolyte solution: (a) undoped, (b) n-type and (c) 
p-type.
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compared to others which are undoped and n-type silicon substrate. This is because of 
the disability of p-type substrate to control the charge carrier collection at the pore tips 
for anisotropic dissolution of silicon. So, ion can hardly attack the silicon during the pore 
formation [40]. Besides that, n-type silicon substrate is more efficient to collect the charge 
carrier with the assistance of photoluminescence to promote columnar pore structure due 
to the depletion of holes during pore passivity against dissolution [41]. P-type silicon sub-
strate is suggested to use high current density to get the columnar and well-ordered pore 
structure [33].

In the first part, methanol and 49% hydrofluoric acid that are mixed become electrolyte 
solution. Under FESEM inspection shown in Figure 25, it is found that star-shaped pore is 
observed using undoped silicon substrate with less than 40 nm pore size. Meanwhile, non-
uniform pore is examined on n-type substrate with less than 40 nm pore size. The pore is 
formed on the undoped and n-type silicon surface. However, pore is not observed on p-type 
silicon substrate due to its mechanism, which is hard to control and collect the charge carrier 
as mentioned before [50].

In the second part, electrolyte solution is changed to the mixture of hydrofluoric acid and 
ethanol with the aforesaid parameters. As shown in Figure 26, pores are formed on all silicon 
surfaces with variant pore structure and uniformity. An irregular-shaped pore with 150 nm 
size is observed on undoped silicon substrate. Then, the irregular-shaped pore with circu-
lar pore structure is examined on n-type silicon substrate. According to FESEM, the circular 
pore has larger size compared to irregular-shaped pore due to its breakage during the pro-
cess. Besides that, an irregular shape is observed with well-ordered pore on the p-type silicon 
membrane surface.

In the third set of experiment, the mixture of propanol and hydrofluoric acid as electrolyte 
solution is used. The current density is set at 25 mA/cm2 for 30 minutes for each silicon sub-
strate. The pore formation becomes unstable for the three silicon substrates. The undoped 
silicon substrate gives non-uniform pore structure. It is the same with n-type substrates 
which observed the irregular shape plus the bad pore structure. Then, for p-type substrate it 
is observed that pore cannot be formed well in electrolyte aqueous solution. Figure 27 shows 
a micrograph of the structure of pore when using this solution.

Based on a few experiments shown, alcohol diluents affect the pore formation. By altering this 
electrolyte aqueous solution, the variation of pore-like circular and star-shaped pore struc-
tures has been explored in this setup. Besides, in a mixture of HF and propanol, it is difficult to 
identify clearly the pore structure using this electrolyte solution. Normally, alcohol diluents 
are called as amphiphilic surfactants. The amphiphilic surfactants are hydrocarbon-based 
surfactants that are absorbed on silicon surface with their non-polar tails attached on hydro-
phobic silicon surface [40]. The shortest hydrocarbon chain is methanol, which results nearly 
in well-ordered pore structure. Furthermore, variant diluents, whether organic or nonorganic, 
can alter the pore structure. An organic surfactant like DMF and Tetramethylammonium 
hydroxide (TMAH) also gives a different shape [51].
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The combination of HF and ethanol is the most stable due to the sharp pore structure and 
formation [52]. On the other hand, the worst pore formation is observed using the mixture of 
propanol and hydrofluoric acid. The highest etching rate can be observed using propanol due 
to the fastest etched rate which is 20 nm/minute by inspecting the porous cross section. Even 
though faster time produces pore structure, the pore is difficult to observe using these diluents 
on the silicon substrate surface. The surface roughness also can be inspected to observe the 
pore structure on the silicon surface [25].

A star-shaped pore structure is studied to find out whether this pore structure can be repli-
cated again. This process is conducted to optimize this parameter whether star pore can be 
formed. The aforementioned parameter is used for this experimental setup. The immersed 
time is varied for each 10-minute start, from 20 to 50 minutes. In Figure 25, star-shaped pore 
structure was formed in this electrolyte aqueous solution with aforementioned parameter. 
The well-ordered pore is formed in immersed time between 30 and 50 minutes. However, 
wide star shape is formed by increasing immersed time due to pore breakage. The pore struc-
ture becomes wider as shown in Figure 28 by increasing immersed time.

Figure 28. The pore formation by varied immersed time for ethanol HF + methanol solution.
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5. Conclusion

Pore formation that can be varied by manipulating parameters like dopant, current density, 
HF concentration and diluent is discussed in this topic. This technique is called a self-adjusting 
technique because the ion will move by itself to produce various pore structures. The pore can 
be used in various applications like filtration system, biosensor and microfluidic modules. For 
filtration system, the columnar pore structure gives the most advantages to ensure the particle 
can be separated efficiently. The pore size can be varied depending on the size of particles 
to be sorted out. According to this study, the electrochemical etching process is a very easy 
technique in producing pore due to its simple experimental setup and the chemicals used.
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Abstract

Macroporous silicon (MPS) is a versatile material that since its origin in the early 1990s has
seen intense research and has found applications in many fields. MPS is a key technology
in photonic crystals research, and optic and photonic applications are its main applica-
tions. However, this chapter is devoted to several of the non-photonic uses of MPS. In
particular, new electronic and MEMS devices and applications will be described. Further-
more, in this chapter, the technology of MPS fabrication will be presented.

Keywords: macroporous silicon, electrochemical etching, field effect transistors,
supercapacitors, microneedles, MEMS

1. Introduction

Macroporous silicon (MPS) is a novel material, which was described as such in the early 1990s
by Lehmann in his pioneering works [1–3] and by other researchers [4, 5]. Since its first
description, MPS has attracted great interest, and it has been suggested for many applications
in several fields such as electronics [6], optics [7], photonics [8], solar cells [9], and even energy
storage [10], fuel cells [11] or catalysis [12].

One particular form of MPS consists on an ordered arrangement of the pores that are etched on
the silicon bulk. In such form, the primary interest of MPS is as photonic crystals (PCs).
However, as it will be revealed throughout the chapter, many other applications have been
proposed for MPS, which does not make use of that interesting optical properties. For such
cases, the use of an ordered array of pores may not be necessary, but in many cases, this can
give certain advantages.

In the present chapter, a brief review on the technology of macroprorous silicon, its fabrication
techniques and its applications will be presented. In this chapter, special emphasis is made
regarding the non-photonic applications of MPS.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



2. Brief history of macroporous silicon

Electrochemical etching (EE) of silicon (and germanium) was known from the late 1950s. The
works of Uhlir [13], Turner [14] and others [15] were the first to study the semiconductor
dissolution in an electrolyte under anodic conditions. These initial works dealt with
electropolishing of the semiconductor in order to obtain flat, defect-free surfaces or for bulk
thinning. However, it was noticed that under certain conditions, pits were formed instead of a
uniform etching over the treated surface [13, 14]. In particular, low voltages and currents, or
the pre-existence of surface defects, were found to promote surface pitting, preferentially at
surface irregularities or defects. Therefore, this allows removing material locally in a more or
less controlled manner. The processing of surfaces done by this technique in the described way
gives rise to porous materials, in which a portion or the whole of it is porosified, resulting in a
sponge-like structure. An example of this process is schematically shown in Figure 1.

Hydrofluoric acid (HF) is one of the electrolytes used for EE. Its interest is that, in ambient
conditions, it reacts very slowly with silicon1 but readily etches the semiconductor when an
electric current flows through the electrochemical cell. The anodic oxidation of silicon in
hydrofluoric acid with the correct potential and current produces porous silicon2 (PS). The first
specimens of PS were found to be microporous with a random distribution of the etched voids.
However, this first form of PS was not initially distinguished as microporous, and, nowadays,
the term PS is still used to refer to its microporous form.

After the discovery, the interest of this new material in fields such as electronics and photonics
became clear. Later on, the macroporous form of PS was developed, and it has also shown its
potential in fields as different as catalysis [16], drug delivery [17], energy storage [18] or optical

ELECTROLYTE SEMICONDUCTORPROTECTIVE
COATING

ELECTRODE
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Figure 1. Electrochemical set-up for semiconductor etching and electropolishing. Details of the surface during several
steps of the etching process are shown in panels (A), (B) and (C). Initially, the surface has a low content of defects such as
pits, dislocations or protrusions. After the anodic treatment is started with the right conditions, the surface (B) shows a
certain degree of electropolishing but existing pits start growing, and new pits evolve. After a prolonged treatment, the
surface and bulk (C) show noticeable change, and pores grow deep into the sample creating a sponge-like material.

1Silicon dissolution in HF is a thermodynamically favourable process; however, the dissolution rate is very small:

RSi ¼ 2:5 � 1023 cm�2 s�1 (about 0:3 Å=min) at room temperature [33].
2It must be noted that electrochemical etching is one possible method to obtain porous silicon. A different technique is
stain etching. This is a purely chemical method based on the chemistry of silicon in HF�HNO3 mixtures, which also
produces PS. See for example [24].
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sensors [7]. The first instances of MPS can be found in the early 1990s in Lehmann's pioneering
works on fabrication [1, 2] and application of macroporous silicon [19]. In his works, he
focused primarily on the formation of ordered MPS in a controlled manner. The fabrication
technique used in his works was the photo electrochemical etching (PECE) of silicon in HF and
was thoroughly characterized [3]. Nevertheless, PECE is not the only method available for
MPS fabrication, the other main one being (deep) reactive ion etching ([D]RIE). MPS will be
covered in more detail in the next section. In this chapter, particular emphasis will be made
on the photo electrochemical fabrication process as described by Lehmann.

2.1. What is macroporous silicon?

Macroporous silicon is a particular form of porous silicon. One way of classifying porous
silicon is looking at the ‘pore size’. According to the IUPAC [20], the material can be desig-
nated as microporous for pore sizes below 2 nm, then mesoporous for sizes under 50 nm, and
macroporous for pore diameters larger that 50 nm. However, this simple classification does not
give enough information about the material, as the pore morphology can vary greatly, and
therefore, the ‘pore size’ cannot be precisely defined. In spite of these limitations, the average
pore diameter dpore is often regarded as the ‘pore size’. MPS has an average pore diameter
greater than 50 nm, and in practical realizations of the material, typical pores are larger than
100 nm.

Besides pore size, MPS can also be described either as ordered or random regarding the surface
pore growth site distribution; this is shown in Figure 2. Nevertheless, the individual pore
diameter distribution is not generally accounted in the classification of the material. Other
morphological characteristics of macroporous silicon such as pore shape, branching, depth or
depth profile are not normally considered when classifying MPS.

MPS is a versatile material that has some very interesting properties. To begin with, silicon is
the material of choice in the semiconductor and MEMS industry. This opens the possibility to
use many of the existing production methods, techniques, experience and equipment available
in VLSI foundries and research labs. As a result, important costs savings can be achieved for
the development and fabrication of devices based on MPS. Furthermore, it has been shown
that by employing standard CMOS fabrication methods, it is possible to integrate MPS (and PS
in general) into VLSI devices [21]. The possibility of monolithic integration is a clear advantage

B

Figure 2. Top view of random (A) and ordered (B) macroporous silicon. Pore radius may not be uniform, as shown in the
random sample (A).
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of MPS for next-generation device fabrication. Furthermore, MPS can be processed to create
complex structures, as those of Figure 3 from Ref. [22]. The as-etched structures can be further
processed to alter some morphological properties [23], to passivate the surface or to
functionalize the MPS device with coatings such as catalysts [12], nanoparticles and others.

3. Fabrication of macroporous silicon

There exist several microfabrication andmicromachining techniques that allow the production of
MPS devices. Due to its historical importance, and because it allows micromachining in three
dimensions, the electrochemical etching of silicon remains one of the most important and versatile
fabrication methods, as will be shown later. The next method in importance is reactive ion etching.
Other remarkable methods3 include electroless etching of silicon4 (stain etching [24], metal-
assisted etching [25], etc.), direct laser writing (DLW) [26], lithographic methods (layer-by-layer
[27], interference lithography [28], block copolymer [29]…) and glancing angle deposition [30].

3.1. Reactive ion etching

RIE is a well-known method for shaping silicon in microelectronics and MEMS device fabrica-
tion [31]. A succinct description is as follows: this is a dry etching process where a plasma of a
specific mixture of gases is used to selectively remove material from the stock. This process is
done in a low-pressure chamber. A mask is necessary to define the affected regions, and the
etch proceeds anisotropically in the unmasked areas. The material is eroded at a speed that
depends on the gas mixture, temperature, chamber pressure and power of the plasma. As
described, RIE is simply a necessary step in the fabrication of MPS, as the mask can be defined

Figure 3. Complex MPS structure fabricated with the PECE of silicon in HF. Reprinted from [22], Copyright 2002, with
permission from Elsevier.

3An exposition of the different methods for PC fabrication and their possibilities can be seen in Ref. [89].
4For a general treatment on the subject, see Ref. [33].

New Research on Silicon - Structure, Properties, Technology158



of MPS for next-generation device fabrication. Furthermore, MPS can be processed to create
complex structures, as those of Figure 3 from Ref. [22]. The as-etched structures can be further
processed to alter some morphological properties [23], to passivate the surface or to
functionalize the MPS device with coatings such as catalysts [12], nanoparticles and others.

3. Fabrication of macroporous silicon

There exist several microfabrication andmicromachining techniques that allow the production of
MPS devices. Due to its historical importance, and because it allows micromachining in three
dimensions, the electrochemical etching of silicon remains one of the most important and versatile
fabrication methods, as will be shown later. The next method in importance is reactive ion etching.
Other remarkable methods3 include electroless etching of silicon4 (stain etching [24], metal-
assisted etching [25], etc.), direct laser writing (DLW) [26], lithographic methods (layer-by-layer
[27], interference lithography [28], block copolymer [29]…) and glancing angle deposition [30].

3.1. Reactive ion etching

RIE is a well-known method for shaping silicon in microelectronics and MEMS device fabrica-
tion [31]. A succinct description is as follows: this is a dry etching process where a plasma of a
specific mixture of gases is used to selectively remove material from the stock. This process is
done in a low-pressure chamber. A mask is necessary to define the affected regions, and the
etch proceeds anisotropically in the unmasked areas. The material is eroded at a speed that
depends on the gas mixture, temperature, chamber pressure and power of the plasma. As
described, RIE is simply a necessary step in the fabrication of MPS, as the mask can be defined

Figure 3. Complex MPS structure fabricated with the PECE of silicon in HF. Reprinted from [22], Copyright 2002, with
permission from Elsevier.

3An exposition of the different methods for PC fabrication and their possibilities can be seen in Ref. [89].
4For a general treatment on the subject, see Ref. [33].

New Research on Silicon - Structure, Properties, Technology158

by several means. For instance, layer by layer or DLW may or may not require the use of RIE
for the fabrication of MPS and PCs.

The most interesting aspects of RIE for the processing of MPS are that it allows defining very
small features, and that it is completely integrated into the VLSI fabrication process flow.
Using RIE to create the pores gives great freedom in the mask layout as both processes are
independent. This allows adding point defects, linear defects or other lattice disordering
elements. This ability is of great interest for light processing and optical devices, such as
waveguides, interferometers or resonators. It is, however, not limited to the photonics field,
as it has also been demonstrated for electronic applications such as capacitors.

In spite of these advantages, the fabrication of MPS with RIE has some limitations. Firstly,
etching high aspect ratio5 (AR) pores into silicon using plain RIE can be tricky. Effects such as
masking, microloading, footing or redeposition must be taken into account, otherwise the
resulting pores will not have a uniform profile in depth. These effects are particularly serious
when trying to develop high AR trenches, as pores may close after a certain depth and grow no
further. For deeper pores, a DRIE process must be adopted. Nevertheless, DRIE leaves ‘large’
scallops on the sidewalls that are generally undesired. Besides this, MPS fabricated by RIE is
limited to 2-d structures, as the etched features depend on a planar mask6 and material etching
is essentially in the direction of the plasma electric field.

3.2. Electrochemical etching

Electrochemical etching of silicon is a very versatile method for the fabrication of MPS. As was
found from the initial works on silicon etching, silicon can be selectively dissolved when
immersed in an HF bath, and an electric current flows through. Therefore, this in an electro-
chemical method as a current is needed to activate the chemical reactions that dissolve silicon.
In the absence of such current, the silicon substrate remains practically unaltered. Further-
more, to perform the etching, the silicon must be the anode in the electrochemical system.
Otherwise, there will be no reaction at the surface, as for the reactions to occur holes must be
exchanged. Both n- and p-type silicon can be dissolved by this technique.

The pore evolution and morphology using the EE method depends on several factors. On one
hand, the current density and electrode potential determine de amount of etched silicon but have
little influence in the advance of the ‘pore front’, that is the etch velocity. On the other hand, the
electrolyte concentration, temperature, and optional additives affect the etch velocity and pore
shape, and limit the practical operation area of the electrical parameters [1, 32]. Furthermore, the
Si bulk characteristics such as doping type and density, crystal orientation, and carrier lifetime
strongly determine the morphology of the pores, and the obtainable pore dimensions [32].

In the porous layer formation regime, it has been found that currents through the electrochemical
cell have a similar shape to that shown in Figure 4 (for n-type silicon). In particular, PS formation

5‘Aspect ratio’ is defined as the ratio between the pore width over the pore length.
6Some attempts have been made into creation of 3-d PCs exploiting the scalloping effect of RIE; however, progress has
been slow [90].
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occurs if the current density is kept below JPS. Larger currentswill start to electropolish the surface
of the semiconductor. For very large currents, j > Jox, only electropolishing will take place. The
chemical processes involved in the dissolution of silicon are quite complex anddependon the local
current intensity and fluoride ion concentration. Two competing mechanisms act on the silicon
surface: formation of SiO2 and subsequent dissolution by HF, and direct dissolution of silicon
[4, 33]. Oxide formation and dissolution consume four holes, and thus have valence 4 (λ ¼ 4). On
the other hand, direct dissolution of silicon requires two to three holes depending on light inten-
sity: low intensity favours λ ¼ 3, while high intensity favours λ ¼ 2. More insight on the
chemicophysical aspects of silicon dissolution can be found in theworks of Lehmann [2, 3], Zhang
[4, 32] andKolasinski [33].

The electrical characteristics of the silicon wafer substrate are determinant for the morphology
of the etched pores. The size of the resulting pores is strongly dependent on the wafer resistiv-
ity (as seen in Figure 5) and the use of a mask to define the nucleation centres. From Lehmann's
[3] and Zhang's [4] work, in the MPS etching regime, the pore morphology and growth are
basically dependent on the space charge region (SCR) formed in the pore region in contact
with the electrolyte. It was proposed that etching occurs at localized sites with a current
density of JPS whose value is just a function of the weight concentration of hydrofluoric acid:
JPS ¼ Kc3=2 exp ð�Ea=kTÞ. The pore growth speed depends only on the current passing through
the etched areas; thus, it can be calculated by the removed charge and valence of the reaction:
v ¼ JPS=nqeNSi: Here, K ¼ 3300 mA cm�2 is an empirically determined constant, c ðwt: % HFÞ
is the electrolyte concentration, Ea ¼ 343 meV is the empirically found activation energy, k is
the Boltzmann constant, T is the temperature in Kelvin, n is the reaction valence, qe is the

electron charge (1:602 � 10�19 C), and NSi is the atomic density of silicon (5 � 1022 cm�3) [2].
Typical concentration of HF used for MPS etching is around 2.4–10%.

In the case of ordered MPS, where a mask is used to define the pore growth sites (nucleation
centres), etching current at the tips will be such that jtip ¼ JPS; thus, the pore will advance at the

j (mA/cm²)

j
PS

j
OX

U (V)

ANODIC DISSOLUTION

PORE FORMATION

ELECTROPOLISHING

Figure 4. Currents through an H/Si electrochemical system for different applied potential and illumination. The shown
jðv,ΦeÞ is for an n-type silicon bulk. Solid line (—) is for ‘infinite’ illumination, dash-dot (— •) is for high illumination
intensity, dash (—□—) is for medium IR intensity, and short dash (–□–) is for no illumination condition.
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same speed irrespective of pore size. However, by adjusting the total current through the Si
substrate, it is possible to change the actual etched area (and thus pore diameter) since porosity
p ¼ Atotal=Aetched ¼ j=JPS. The pattern for the pore distribution can be fabricated using any
lithographic means like UVor NIL. The mask can be a corrosion-resistant material such as silicon
nitride, but, given that MPS etching is highly anisotropic and selective under the correct param-
eters, it is possible to transfer the pattern directly to the silicon and create etch pits at the desired
sites that will act as nucleation points. This will promote the pore formation at only these sites.
The unreacted silicon ‘left behind’ the pore tip is further passivated by hydrogen adsorption
reducing the already low Si etch rate in HF.

As holes are needed for the porosification, for n-type silicon, these need to be generated some-
how. One of the most extended methods is PECE, after the work by Lehmann [2]. This method
requires illuminating the work silicon with suitable IR light; thus, the etching cell and controlling
system must be similar to the one depicted in Figure 6. In such system, the cell current is
proportional to the illumination intensity. Knowing the current limits from Figure 4, the com-
puter control can be programmed to adjust the photogenerated current and cell potential to keep
the pore growth stable. Electrolyte temperature is also controlled, as variations of it will change
the JPS and thus the etching speed. HF is pumped through the cell to remove any gas bubbles
that may form from the release of hydrogen during etching and to provide fresh electrolyte. The
electrical contact on the Si substrate may be done by coating with a thin transparent conductor or
by physical contact with a different electrolyte on the backside. The simple configuration shown
in Figure 6 uses a high-doped layer on the backside with a probe to contact the backside. Oxygen

Figure 5. Etched pore diameter for different silicon doping type and concentration. © 1996 IEEE. Reprinted, with
permission, from [19].
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dissolved in the electrolyte can also affect the pore shape, particularly if these are very deep. To
reduce the unwanted oxidation, purging the electrolyte with bubbling N2 is recommended.

It was seen that pore diameter (porosity) can be controlled in MPS by adjusting the
photogenerated etching current. This is exploited to create 3-d structure by freely changing
the IR illumination intensity as the pores progress. In spite of the limits to the achievable
shapes imposed by the electrochemical system, it is possible to create very complex structures
like chirped modulations [34], embedded defects [35], etc. MPS with pores with diameters
down to 100 nm has been reported [36]; however, only straight pores have been shown, and
surface quality is still low. Better pores are obtained for dpore ¼ 275 μm [37]; however, those are
still straight. The smallest reported 3-d MPS is about 500 nm pitch [38].

3.3. Surface treatment and functionalization

After the MPS layer is etched, several post-processing steps can be applied to the device. This
may be of particular importance for MPS fabricated using EE. This is because the electrochem-
ical process leaves a thin microporous silicon layer on the pores’ walls. The thickness and
roughness of this microporous layer will depend on the electrolyte composition and concen-
tration, as well as on the substrate resistivity and applied potential [32] (see Figure 7a). A
simple way to remove this layer is to perform a short thermal oxidation of the MPS structure.
The microporous layer will readily oxidize [39]. After the oxidation step, the oxidized PS layer
can be removed by dipping the MPS structure in an HF solution, leaving a very smooth and
defect free surface on the walls of the pores. The so-prepared surface can be further processed,
for instance to create high-quality oxide layers, as seen in Figure 7b.

This oxidation-oxide removal cycle can be repeated several times in order to create enlarged,
cylindrical pores.7 This is useful when creating 3-d MPS structures and strong modulation is
desired, such as pores interconnecting with each other at specific points and resulting in an
opal-like structure (see Figure 8). The pore shape can be further altered by etching the freshly
fabricated MPS structure in diluted wet chemical etchants such as KOH or TMAH. This allows
obtaining flat faces that are not possible from PECE alone [40].
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3.3.1. Functionalization

The increased available surface in MPS has been of interest for sensors. To improve the
adsorption of species on the surface or the sensitivity of the device, several surface functiona-
lization approaches have been proposed. For instance, carbonization of the PS structure
helps in passivating and stabilizing the porous layer better than oxidation [41] or to avoid
oxidation altogether. This is of particular interest for photoluminescence applications [41]
and humidity sensors [42]. Other surface treatments have been proposed depending on the
application. For example, using the atomic-layer deposition (ALD) method, it is possible to
cover the walls of a MPS structure conformally with materials such as alumina (Al2O3),

300 nm 1 µm

B

Figure 7. Detail of the pore surface of a MPS structure fabricated by EE. (A) shows a freshly etched pore revealing a layer
of microporous silicon in the walls. After oxidizing, stripping and further oxidizing, a much smoother, microporous-free
surface is seen in (B).

Figure 8. Bird's-eye views of the 3-d MPS modulated pores and subsequent widening of the pores. Reprinted from [23],
Copyright 2008, with permission from Elsevier.
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titania (TiO2) or tantalum oxide (Ta2O5), which have applications in sensing devices [43] and
electronic devices [44]. Other surface treatments of great interest for energy applications or
chemical reactors are the deposition of nanoporous materials like zeolites [45] and catalysts
like cobalt, platinum or palladium [12, 16].

3.4. Porous membranes

Certain applications require the passage or filtering of a fluid. Other applications seek that
the passing fluids undergo certain chemical reactions. In either case, having a very large
surface is beneficial. The main advantages are the fast mass and heat transfer, the short
diffusion length and pressure drop, and the precise control of the process, resulting in higher
product yields (for chemical reactors) and increased efficiency [16]. For this application, MPS
has been proposed as a better alternative to common monoliths used in catalysis [12]. MPS
membranes have also been suggested as ratchets [46] for physically selecting particles.
Membranes have also been found useful for microfluidics [17] and for electrodeposition
inside the pores.

The fabrication of the MPS membranes can be done by dissolving the remaining silicon
bulk on the backside after the electrochemical etching of the pores. A common technique
is to use alkaline anisotropic etchants typical in MEMS processing [47]: potassium
hydroxide (KOH) and tetramethylammonium hydroxide (TMAH). The membrane is
formed when the removed silicon reaches the pore tips. When performing such process,
it is necessary to protect the porous volume, as it will etch much faster than the silicon
bulk. Furthermore, it may be interesting to selectively etch the MPS structure to reveal
only part of the pores. For this reason, first a protective layer must be prepared on the
structure surface. This can be accomplished by oxidation of the MPS sample. This protec-
tive layer must have a minimum thickness: the dissolution process is not perfectly uni-
form, leaving a roughened surface [48]. Therefore, in some places, the pore tips will be
uncovered earlier. The protective layer must be thick enough to withstand until the full
membrane is finished, otherwise the etchant will leak and rapidly dissolve the porous
volume.

This process has to be carefully monitored to avoid overetching and the destruction of the
protective layer. In this regard, TMAH has a greater Si-SiO2 selectivity [47], therefore making
this process more robust. The actual method employed for the membrane fabrication will
ultimately depend on any further processing and application of the MPS device. In particular,
KOH may not be suitable if there are posterior high-temperature steps or the process flow has
to be CMOS compatible.

3.4.1. In situ

As an alternative to alkaline etching of silicon, there is the possibility to create the mem-
brane during the electrochemical pore growth phase. Two approaches are possible: enter-
ing the electropolishing regime during EE [49], and creating a sacrificial PS layer at the
bottom [50]. The latter approach has been successfully applied for MEMS devices where
the sacrificial micro-PS is formed underneath the actual device, such as cantilevers [51],
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thermal actuators [52] or sensing devices [53]. After the micro-PS is formed, the devices are
released by dissolving this porous volume [50]. This can be done with a sufficiently diluted
etchant or with plasma. Alternatively, one can oxidize the PS and then remove the oxide by
an HF dip [50, 54]. This method can be also applied to MPS structures by a double-layer
technique: first etching the macroporous volume and afterwards evolving the micro-PS
beneath the macropores [54]. This may require changing the HF solution between etching
phases.

The fabrication of an in situ membrane using the electropolishing regime is very similar to
the sacrificial method. As in the previous method, it can be applied for both micro-PS and
MPS. In this case, only the current density (and potential if necessary) is increased above
the jPS threshold [55]. This will promote the electropolishing of silicon at the pore tip depth
and can be performed for an extended period of time to completely detach the MPS
membrane from the Si substrate [49] (see Figure 9). For very high AR structures, it is
important to take into account the acid concentration and the diffusion of reactants at the
pore ends [2].

3.5. Pore filling

Conformal coating of the high AR structures present in MPS is often straightforward. Several
techniques common in microfabrication are available for the task (e.g. ALD) [56]. However, the
complete filling of such structures can be more difficult. Such methods can be very slow to
fully fill the pore volume or have conformality issues for very thick depositions. An alternative
method to fill the pores is to use either electroless deposition or electrodeposition (also
electroplating). These methods are also common in MEMS [56] and CMOS microfabrication for
the metallization layers of VLSI circuits [57].

Electroless deposition and electrodeposition are commonly used to deposit metals, though
these processes are not limited to those materials. Copper is typically used in VLSI

Figure 9. MPS membrane fabricated with in situ electropolishing. The black surface corresponds to the backside of the
detached membrane; at the right is the supporting silicon substrate where the MPS was etched. © 2008 IEEE. Reprinted,
with permission, from [49].
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microfabrication. However, Cu easily diffuses through SiO2 and Si [58], and it has poor
adhesion to dielectrics like SiO2. Noble metals can also be deposited by these means, for
example gold; however, this would result in exceptionally expensive devices as the total
volume of a MPS structure is large. Some good candidates for pore filling are nickel and
aluminium. Aluminium plating would be the preferred material for an industrial process;
however, Al plating is more complex (non-aqueous solution [59]) and has higher safety
risks (inflammable or explosive products). On the other hand, nickel plating is simple and
well known in industry, both electroless and electrodeposition. A MPS structure can be
directly plated without further processing: Ni will deposit along the walls of the pores
and exposed surface. However, for high AR pores, the deposition can be non-uniform,
resulting in early pore closing and leaving voids inside the filling [57]. A way to avoid
such issues is to use MPS membranes. Open membranes allow the passage of the electro-
lyte, thus reducing concentration gradients. Electrode size and electrolyte are also impor-
tant for uniformity of the deposition.

Focusing in Ni electroplating, a typical plating bath is a dissolution of nickel sulphamate,
nickel chloride and boric acid for pH correction. This plating solution is used at about 55�C.
The resulting surface is a smooth, matte finish deposit. In particular, in the work of Vega et al.
[18], this technique was used to fill MPS membranes as seen in Figure 10. The membranes were
initially oxidized, and a metal evaporation was performed on one of the sides (the front face
was used due to the better, smooth, surface). The so-prepared membrane was contacted on the
metal face and afterwards insulated to avoid deposition on this face. The sample was sub-
merged in the plating solution with the free face looking the counterelectrode, and the plating
was performed at a mean current of 30 mA=cm2. Deposition speed varied linearly with
current, but the open surface (total pore area) determined the actual speed and had to be
calibrated for each different MPS structure. The electrodeposits can be performed both with
DC current and with pulsed current. As the silicon structure is protected by an insulating layer
of silicon dioxide, Ni only deposits on the advancing Ni front inside the pores. This results in a
smooth and void-free pore filling as seen in Figure 10.
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Figure 10. SEMmicrograph of a macroporous silicon membrane filled with nickel. The left panel shows schematically the
deposition on Ni inside the pores. To the right, a SEM image of a filled MPS structure is cut using FIB milling to expose
the interior of the membrane; a platinum layer is used to aid the milling procedure. It can be seen that nickel fully covers
the pore interior as well as the surface of the sample.
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4. Applications of macroporous silicon

In this section, a brief description of a selection of the non-photonic applications of MPS will be
presented. In particular, applications in the electronic devices and MEMS fields will be exam-
ined. However, bear in mind that MPS can be applied to a very broad range of fields, only
some applications can be introduced here.

4.1. Field effect transistors

Power applications either demand operating at high voltages, high currents or both. In power
MOS-FET devices, the gate oxide thickness determines the maximum potential the transistor
can withstand (in the absence of a drift region). However, thick oxides will increase the
threshold voltage, V th. Furthermore, MOS transistors have a negative thermal coefficient,
therefore for high currents, on-resistance, RON, will increase and thus limit the maximum
current. In this situation, a large number of devices connected in parallel may be necessary to
handle the demanded current density.

In these circumstances, power MOS structures evolved to trench transistors in the early 1990s
and to the superjunction (SJ) devices [60] in mid-1990s. The outcome is a device with a much
reduced RON. A summary of the vertical trench device structures is shown in Figure 11.
Having millions of ‘micro transistors’, each one will handle a tiny amount of the requested
current. As seen from Figure 11, the construction of these devices is fairly complex, requiring
many steps and masks.

Figure 11. Structure of vertical MOS-FETs, (a) n-channel, trench gate and (b) conventional. Copyright 1997 The Japan
Society of Applied Physics, from [60].
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MPS provides an alternative to simplify the fabrication of trench FET transistors. Basically, the
aim is to take advantage of the ease to obtain a large number of pores or trenches. EE of silicon
provides a material with a controllable density of pores, which can be arranged freely (under
certain constraints), and with a profile, which can be further adjusted to meet the device
performance goals. The pores can subsequently be coated or filled by appropriate means (e.g.
chemical vapor deposition (CVD) or thermal oxidation) to make either the gate or the channel
of the device. Overall, the obtained structure is simpler and easier to fabricate, thanks to the
reduced number of processing steps required. In Ref. [6], the suitability of such MPS structures
was studied theoretically.

According to the definition of the channel region, two kinds of devices can be distinguished:
vertical structures are those whose channel corresponds to the pore volume, while the gate is
formed by the MPS surrounding material; and horizontal devices are those with the roles
reversed, that is the channel is the MPS bulk material, while the pore volume constitutes the
gate. Thus, carrier flow takes place in the pores for the vertical devices and through the MPS
substrate for the horizontal devices.

Using ordered MPS, some of the proposed FET have the configurations shown in Figure 12:
vertical J-FET and MOS-FET, and horizontal J-FET and insulated gate (IG) J-FET.8 Using a
square lattice with a pitch of 4 μm, a density of over 10million unit devices per cm2 is
achieved. MPS of the given feature size fabricated using the PECE technique employs low-
doped silicon substrates. In particular, n-type, phosphorous doped, ρ ¼ 3 Ω cm, 〈100〉 ori-
ented wafers are suitable for the above case. For the vertical devices, where the MPS substrate
acts as the gate, this is not a limiting factor. However, for the horizontal operating devices, this
is indeed an issue. To overcome this drawback, a doping of the as-etched MPS must be
performed. Furthermore, removing the microporous layer after EE to get a smooth, defect-free,
surface will slightly widen the pores. This must be taken into account when designing the
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Figure 12. Breakout view of the proposed devices. For vertical structures (J-FET [a] and MOS-FET [b]), the channel
corresponds to the pores, while for horizontal structures (J-FET [C] and IG J-FET [D]), the channel is the bulk porous
silicon. © 2011 IEEE. Reprinted, with permission, from [6].

8As will be shown, it can operate with both positive and negative VGS, and thus is also referred as enhanced J-FET.
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devices. For the MOS or IG devices, a thin layer of insulating material, such as silicon oxide,
can be deposited or thermally grown on the pores’ walls.

After preparing the MPS supporting structure, the pores are filled. For the vertical structures, a
CVD process may be performed to fill the pores with a semiconductor, such as silicon, of the
desired doping. In contrast, for the horizontal ones, this step is not as critical. To form the gate,
one can either choose a CVD process to coat with a relatively thin film of conducting or
semiconducting material, or, alternatively, use an electrodeposition method, such as the one
described in section pore filling to fill the pores with a metal.

From the work in Ref. [6], it can be seen that the overall specific on-resistance, RON, is
comparable to that of more complex trench and SJ devices. It can be noticed that J-FET devices
have larger RON; but this is to be expected as it solely depends on the channel resistivity,
whereas MOS devices operate in strong inversion. Reducing the drift region (particularly for
J-FET devices) and exploring alternative pore profiles may help in reducing RON. Regarding
the breakdown voltage Vbr of the devices, it was found that for all of them it was around 40 V.
The electric field distribution revealed that this was caused mainly by the sharp edges found
near the gate-drain region. The obtained Vbr results are similar to those other found in litera-
ture (with no drift region for high-voltage operation). Nevertheless, a higher breakdown
voltage can be obtained by adding a drift region and physically separating the gate from the
drain, at the cost of a more complex fabrication process.

A summary of the device characteristics from Ref. [6] is given in Table 1. One of the most notable
characteristics is the large current densities that these devices can handle. For instance,9 the vertical
J-FET from Ref. [6] is able to handle near 600 A=cm2. In general, the performance of the proposed
devices is comparable to that of more complex trench FETs. Finally, for the IG device, two things
stand out: when operating in enhancement mode (VGS > 0 V), the transfer function is surprisingly
linear, and that achieving complete turn-off of the device may require large potentials.

Regarding the small signal behaviour of the devices, the obtained results show that individual
cell devices have moderate capacitance. Though these devices may be unsuitable for their use
in signal applications, they are satisfactory for fast switching of loads in power applications.

4.2. Supercapacitors

MPS has also been shown to be applicable for energy storage since the beginnings of its
research, see, for example, the work by Lehmann [61] or IBM [62]. The purpose of using MPS
for capacitors is twofold: on one hand, there is the need of large capacitance devices for energy
storage [10]; on the other hand, there is a drive towards higher integration, be it for cost and
space savings or for efficiency reasons [63].

To fabricate high-capacity devices using MPS, one takes advantage of the greatly enlarged
available surface area. Basically, there are few ways to increase capacity: electrochemical
means (Helmholtz double layer or chemical energy storage10), decrease plate separation,

9The current density is calculated over the cross section of the channel.
10The former case would apply to capacitors, while the latter case would be for batteries.
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increase the plate surface, increase the dielectric constant or a combination of the former.
Electrolytic capacitors (ELCs) and EDLCs are based on the double layer effect,11 while electro-
static capacitors (ESCs) rely only on charge accumulation. In particular, ELCs are capable of
offering moderate-to-large capacity densities. ESCs, on the other hand, are capable of larger
power densities and have a lower ESR (thus a higher operating frequency) [64]. To improve
capacity, ESCs rely on choosing materials with high dielectric constant, reducing the dielec-
tric thickness and extending the surface of the capacitor. Two types of dielectrics can be
distinguished: class 1 or direct/paraelectric, and class 2 or ferroelectric [65]. Ferroelectric
materials have very large dielectric constants but are sensitive to electric field and to ambient
conditions (humidity and temperature) [66]. On the other hand, paraelectric materials have
lower dielectric constant but are more stable. Some class 1 dielectrics are silicon dioxide and
other materials frequently used in semiconductor industry for gate insulator such as alumina
(Al2O3), silicon nitride (Si3N4) or high-k materials [67]. Though using high-k materials seems
the most obvious solution, it has to be considered that they also have lower breakdown
electric field (Ebd) and larger leakage; thus, complex insulator layer stacks [68] may be
needed to achieve the desired performance.

Having a thinner insulating layer between the capacitor plates will help increase the capaci-
tance of the device. However, care must be exercised as leakage currents will increase substan-
tially due to direct tunnelling for thin insulators [68]. Furthermore, a thinner insulating layer
will also affect the maximum operating voltage. Finally, to maximize capacitance, the effective

Vertical Horizontal

J-FET MOS-FET J-FET IG J-FET

Specific on-resistance RON 5:1 0:67 0:74 0:074 mΩ cm2

Gate bias* VGS 0 10 0 10 V

Transconductance gain gm 16:6 70:6 616:7 875:0 μS

Pinch-off/threshold Voltage Vpo or V th �3:21 0:45 �3:8 �3:5 V

Input gate capacitance CG 11:6 40:0 17:4† 70:0† fF

Gate oxide thickness tox – 100 – 100 nm

Pore diameter dpore 2 2 3 3:6 μm

These results correspond to: channel doping is 10�18 cm�3.
Gate doping is 10�16 cm�3.
Pore length lpore ¼ 20 μm.
Drain-source potential was set to VDS ¼ 8 V for parameter determination.
*Value used for parameter determination.
†The given values are for a single cell and may not scale linearly.

Table 1. Transistor characteristics summary for a single pore device, from Ref. [6].

11Modern implementations of such capacitors having activated carbon as electrodes offer large gains in capacity density
and are referred as electric double-layer capacitors (EDLCs), ultracapacitors and commercially as supercapacitors.
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conditions (humidity and temperature) [66]. On the other hand, paraelectric materials have
lower dielectric constant but are more stable. Some class 1 dielectrics are silicon dioxide and
other materials frequently used in semiconductor industry for gate insulator such as alumina
(Al2O3), silicon nitride (Si3N4) or high-k materials [67]. Though using high-k materials seems
the most obvious solution, it has to be considered that they also have lower breakdown
electric field (Ebd) and larger leakage; thus, complex insulator layer stacks [68] may be
needed to achieve the desired performance.

Having a thinner insulating layer between the capacitor plates will help increase the capaci-
tance of the device. However, care must be exercised as leakage currents will increase substan-
tially due to direct tunnelling for thin insulators [68]. Furthermore, a thinner insulating layer
will also affect the maximum operating voltage. Finally, to maximize capacitance, the effective

Vertical Horizontal

J-FET MOS-FET J-FET IG J-FET

Specific on-resistance RON 5:1 0:67 0:74 0:074 mΩ cm2

Gate bias* VGS 0 10 0 10 V

Transconductance gain gm 16:6 70:6 616:7 875:0 μS

Pinch-off/threshold Voltage Vpo or V th �3:21 0:45 �3:8 �3:5 V

Input gate capacitance CG 11:6 40:0 17:4† 70:0† fF

Gate oxide thickness tox – 100 – 100 nm

Pore diameter dpore 2 2 3 3:6 μm

These results correspond to: channel doping is 10�18 cm�3.
Gate doping is 10�16 cm�3.
Pore length lpore ¼ 20 μm.
Drain-source potential was set to VDS ¼ 8 V for parameter determination.
*Value used for parameter determination.
†The given values are for a single cell and may not scale linearly.

Table 1. Transistor characteristics summary for a single pore device, from Ref. [6].

11Modern implementations of such capacitors having activated carbon as electrodes offer large gains in capacity density
and are referred as electric double-layer capacitors (EDLCs), ultracapacitors and commercially as supercapacitors.
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plate area can be extended without increasing the footprint of the device. To achieve such goal,
advanced devices have intricate surface shapes that extend into the volume of the capacitor
plates [18, 61, 62, 69].

The use of PS in its various forms for high-value capacitor devices can be traced back to the early
development of PS.MPSwas first suggested for its use as capacitorswith thework fromLehmann
[61], and since then, the industryhas shown interest in the research anddevelopment ofhigh-value
capacitors based on this material [61, 70]. The techniques used to build the MPS structures of the
capacitors have been both PECE [61, 71] and RIE [70, 71]. The pores of MPS give an enlarged
surface to create the plates of the capacitor device. Poresmaybe arranged randomlyor in apattern.
Random MPS is simpler to fabricate, and capacitor devices with Csp ¼ 4 nF=mm2 have been
reported in Ref. [69]. However, using randomMPSwill result in uneven current distribution, and
sharpedgeswhere the electric fieldwill concentrate andpossiblybreak thedielectric. Furthermore,
if the devices are to be defined in specific zones, a mask is needed nonetheless, so not using a
patterned pore array is less justified. The use of orderedMPS requires a more complex fabrication
flow; however, it has the advantage of being well defined, so final capacitance can be accurately
calculated and obtained, plus giving control over the actual shape of the pores.

MPS-based capacitors use the porous substrate as one of the plates, so the other electrode must
be deposited over the substrate. Plates can be arranged in several ways. For instance, it is
possible to deposit a single layer to create a two-plate capacitor [18, 69], or to use a multiple
layer approach, stacking several dielectric-conductor coatings to create a MIM-like capacitor.
In the work by Klootwijk [70], the MIMIMIM stack depicted in Figure 13 results in a very large
capacitance density device, with a specific capacitance Csp ¼ 440 nF=mm2 [70]. However, its
performance is lower than expected, see Table 2. Using multilayer stacking greatly complicates
the fabrication process, so the simpler approach of a two-plate capacitor may be desirable. In
Table 2, a summary of the state-of-the-art supercapacitors based on MPS is given.

4.2.1. Fabrication

Once the MPS is etched, it may be necessary to perform a doping of the porous substrate. This is
especially necessary in case of EEMPS as the Si substrate used has ‘low’doping concentrations as
seen in section Electrochemical Etching. In particular, for a 4 μm pitch MPS structure, an n-type
phosphorous doping of 1:5� 1016 cm�3 is used in Ref. [18]. To improve ESR, a degenerate nþþ

layer deep enough is diffused surrounding all of the porous area. Additionally, a porous mem-
brane can be formed as described in section Porous Membranes. This step can be done after the
doping step, though it is preferably donebefore it to better control thedopingof theMPS structure.

A common issue found in such large surface capacitors is the elevated leakage currents,12 as
seen in Table 2. To keep them at reasonable levels is mandatory to have a very high quality
insulating layer. The predominantly used insulating materials have been those common in
CMOS: SiO2, Si3N4, and Al2O3. Thicknesses used have been around 10 nm to 50 nm. However,
most works noted a larger than expected leakage, and this has been primarily attributed to the

12Leakage current density is calculated considering the footprint area of the device.
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increased E field strength in the curved regions (tip and edges) of the pores. To achieve the
remarkably low leakage current in [18], the authors note that especial care of surface cleanli-
ness was needed; also after the membrane opening and substrate doping, it was found best no
to completely fill the pores.

After the dielectric layer is placed, the pores are filled to define the other plate. This can be
done with nickel following the procedures described in section pore filling. The use of a metal
electrode helps in achieving a very low ESR for the final device. The fabrication process flow is
schematically depicted in Figure 14.

Figure 13. Cross-sectional TEM view for MIM-type MPS supercapacitors. (a) shows an overview of the capacitor MIM
stack at the bottom of the pore. In (b), a detail view of the top and bottom of the pore is shown. © 2008 IEEE. Reprinted,
with permission, from [70].

Refs. Method Configuration
Depth
(μm)

Density
ðpore=μm2Þ

Specific
capacitance
Csp ðnF=mm2Þ

Breakdown
voltage
Vbr ðVÞ

ESR
ðΩÞ

Leakage
Ileak ðmA=cm2Þ

[71] EE ONO/polySi 100 0:094 100 – 0:1 –

[72] RIE SiO2=TaN 0:1 721:69 31:3 –† – 1 @ 1V

[44] EE Al2O3=ZnO : Al 50 0:16 25 ~8* – 1.5 @ 2.5V

[70] DRIE SiO2=½TiN=Al2O3�3 30 – 440 6 10 1 @ 3V

[73] EE ON/polySi 72 1 700 8 20 1 @ 3V

[18] EE SiO2=Ni 130 0:0625 110 20 1:1 ≪ 0:001@ 1V

*Not reported but inferred from Figure 4.
†From Figure 3, the reported device should be able to operate in the �3 V range.

Table 2. MPS supercapacitors state of the art. Best figures reported.
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Electrical characterization of the devices can be approximated by a simple RC model. As the
main contributor to capacitance is due to the cylindrical pores, the capacitance value can be
predicted by the formula of the cylindrical capacitor Cunit ¼ 2πε0εrlf ill=lnð1þ tox=rporeÞ. As seen
from Figure 15, the simple RC model is reasonable at low frequencies; however, the capacity is
shown to be not ideal and is presumed to be due to relaxation in the dielectric interfaces [74].

4.3. Through silicon vias

Nowadays, the microelectronics industry is highly interested in 3-d (monolithic) integration
looking for improvements in package integration, the reduction of interconnect delays, cost
savings and system scaling [75]. Among the different technological options, through silicon
vias (TSVs) and silicon interposers have been shown to be an enabling technology that has
recently reached the consumer market in the form of ultra-high-density memory modules [76].
The most common method for TSV fabrication found in the literature is RIE etching of the
silicon to create the vias, then pore filling with copper by a dual damascene process, surface
planarization, and pad definition (and repeat the process for the other side) [75]. Pore surface
roughness may impose certain complications when filling the pores [77], as well as pore shape
has an impact on reliability by thermal cycling [77].

EE MPS may offer a simplified approach to TSV fabrication. The pore shape is easily controlled
by the current waveform, and deep pores are effortlessly etched. The obtained surfaces can be
made smooth by a short oxidation and oxide stripping (see Surface treatment and functionalization),

Si Si - n++ SiO₂ Ni

A B D EC

Figure 14. Fabrication flow for the capacitor described in Ref. [18]. (a) Etching of the pores, (b) membrane opening, (c)
substrate doping, (d) thermal SiO2 layer growth and (e) pore filling and electrode connection.

Figure 15. Series capacitance (symbols) and the fitted RC model (solid line) for the MPS capacitors of [18]. © 2014 IEEE.
Reprinted, with permission, from [18].
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and pores can be easily filled. An example of MPS for TSVs can be found in the work by Defforge
[78].

4.4. Microneedles

For biomedical applications, microfabrication of miniaturized complete analysis platforms
(lab-on-a-chip) is being vigorously researched [79]. In particular, the extraction and injection
of fluids to tissues are of great interest. Microneedles provide a way to simplify this procedure
while minimizing some nuisances like pain [80] or risk of infection, being minimally invasive13

[80]. Microneedles have been reported of several materials and features, as well as fabrication
methods [80]. MPS has also been shown to be suitable to be used in such applications.
Furthermore, MPS-based microneedles have shown distinct advantages over ‘conventional’
ones, like smaller diameter and higher density, and foremost a simpler fabrication process.

The first reference to MPS fabricated by EE applied for microneedles is found in the work by
Rodríguez et al. [17] and Rajaraman [81]. In Rodriguez et al. work, MPS is used to create arrays
of SiO2 microneedles with diameters ranging from 2 to 5 μm, up to 140 μm in length, and wall
thickness about 100 nm. The process and results obtained are shown in Figure 16. The fabri-
cation process consists of creating a MPS membrane, and once the pore tips are exposed,
remove them by a rapid dip in HF (see Figure 16c). To create the needles, the membrane is
further processed in TMAH to remove silicon from the backside (see Figure 16d). At this stage,
the microneedles are prepared and just remain attaching the fluid handling fixtures.
Rajaraman's work is essentially identical, though a slightly more complex process is described,
as needles are formed in the front face.

A similar approach is followed by Barillaro and his group [82]. In this case, instead of
forming the needles by removing silicon from the backside, they use the back-face

13Microneedles are short and only penetrate the epidermis [91], avoiding the dermis where nerve terminations are
located.

Figure 16. Silicon dioxide microneedles fabricated from MPS. From the starting MPS in (A), a membrane is done (B) and
the oxidized pore tips are etched in HF to open the membrane (C). The membrane is further processed by removing
silicon from the backside with TMAH (D) and revealing the SiO2 microneedles. A reservoir is glued to the prepared
device (E) and a tube for fluid delivery can be attached (F). In (G), a close-up of the needles tip is shown. Adapted from
[17], Copyright 2005, with permission from Elsevier.
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membrane cavity to create a reservoir and subsequently etch the frontside to create the
needles. Furthermore, Barillaro et al. conducted skin penetration tests showing that 1 μm
wall thick can withstand repeated skin insertion without breaking. Other studies confirm
these findings and show that SiO2 microneedles require less force for effective penetration
[83].

Besides hollow microneedles as the ones previously described, MPS has also been used to
create high AR SiO2 pillars [84]. Basically, the fabrication process is the same as for the
microneedles, described earlier (see Figure 16), but stops after the membrane creation. The
released pillars can be further used for sensing applications, drug delivery by coating the
pillars [80], skin pre-perforation [80] or microreactors [45].

Microneedles can also be applied to other uses in addition to biomedicine. For example, for inkjet
printing [85], micronozzles have been shown to be able to print extremely fine detail lines.

4.5. Other MEMS devices

MPS technology can be adapted for the fabrication of complex shapes and structures with uses
in other MEMS applications. For example, EE micromachining has been proposed as way for
fabrication of embedded heat sinks [86]. The idea is to create a free-standing MPS structure by
in situ membrane etching and later filling the porosified volume with copper by electrodepo-
sition. Thanks to the higher thermal conductivity of Cu, higher efficiency in thermal dissipa-
tion can be achieved for dense VLSI circuits.

However, it is in microfluidics and lab-on-chip applications that MPS is most interesting.
Pore diameter can be modulated and adjusted for filtering applications [46, 54], such that
using the appropriate pore size one can selectively allow the passage of particles or biolog-
ical species. Furthermore, the device can easily be protected against harsh environments by
oxidation or other surface treatment. Particular mention must be made to the work of
Barillaro's group [22]. Some outstanding examples are a capillarity-driven (self-powered)
microfluidic system based on MPS [87] and a MPS microstructures for label-free optical
detection of cells [88].

6. Conclusion

This review has shown several applications of macroporous silicon to a wide range of fields,
besides the optical and photonic, that are also of utmost relevance. In particular, it has been
shown that MPS has many uses the fabrication of electronic devices, such as in energy storage
(supercapacitors). Other important areas of application of MPS are microfluidics and lab-on-a-
chip, where the freedom in structure micromachining allows creating complex structures
capable of being integrated in a complete sensing platform. The use of MPS has helped to
improve existing devices and has allowed to develop new ones. Also, MPS has been applied in
MEMS device fabrication. The applications of MPS represent a vast field that is still in active
development.
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Abstract

Silicon and germanium present distinct and interesting transport properties. However, 
composites made of silicon‐germanium (SiGe) have resulted in a breakthrough in terms 
of their transport properties. Currently, these alloys are used in different applications, 
such as microelectronic devices and integrated circuits, photovoltaic cells, and thermo‐
electric applications. With respect to thermoelectricity, in the last decades, Si0.8Ge0.2 has 
attracted significant attention as an energy harvesting material, for powering space appli‐
cations and other industrial applications. This chapter focuses on the recent advances 
and new approaches in silicon‐germanium (Si1−xGex) nanostructures for thermoelectric 
devices with high thermoelectric efficiency obtained through magnetron sputtering.

Keywords: silicon‐germanium nanostructures, magnetron sputtering deposition, thin 
films, nanomesh, thermoelectric, Raman spectroscopy

1. Introduction

Several chapters of this book describe different approaches, properties, and applications of 
silicon and its undeniable impact on our culture, technology, and commerce. Its usefulness 
has made us talk about the silicon era [1]. In this chapter, we are going to focus on the use 
of silicon‐based materials in one of the main pillars of our life nowadays: the obtainment of 
energy to power up all the resources in which our society is based (transport, communica‐
tions, and human infrastructures in general).

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Although silicon is mainly associated with microchip devices and advances in computing, the 
alloy that silicon forms with germanium can be used as a thermoelectric material, which is, in the 
presence of a gradient of temperature, able to generate an electrical voltage and vice versa. This 
thermoelectric effect has been long known. Nevertheless, it has not been widely used because 
of its modest efficiency. In recent years, the interest on thermoelectricity has revamped due to 
the use of thermoelectric devices for micro‐energy harvesting or as a large‐scale conversion of 
residual heat into electricity. This increase in the research on thermoelectrics is mostly due to 
the impact nanostructuration has on improving the efficiency of these materials, which has been 
increased almost a factor of three over the last 20 years. The purpose of this chapter is to high‐
light the ways in which silicon‐germanium has improved its efficiency by nanostructuration.

Considering the decreasing fossil fuels and increasing energy demand worldwide, a pressing 
need for improved direct thermal (wasted heat) into electrical energy conversion is imposed. 
The wasted heat comes from the energy transportation, vehicles, electricity generating sources, 
industry, etc., which tampers the actual efficiency of the initial resources. For instance, around 
30% of the energy obtained from the fuel of a car is actually used in its movement. The other 
70% is lost in the form of heat, friction, and cooling the car. Furthermore, it is completely rea‐
sonable to look for alternative energy technologies to reduce our dependence on fossil fuels 
and greenhouse gas effects. This necessity has fostered multiple lines of research, including 
the conversion of thermal energy through thermoelectricity [2]. As an example, the most recent 
International Energy Outlook 2016 (IEO2016) [3] prepared by the USA Energy Information 
Administration shows the energy production predictions for the year 2040, based on the data 
recorded previously (Figure 1a). It is shown that the total world consumption of energy will 
increase a 48% from 2012 to 2040. Renewable energies are the fastest‐growing energy sources 
over the predicted period, with a foreseen increase in their consumption of around 2.6%/year 
between 2012 and 2040. In Figure 1a, CPP refers to a Clean Power Plan (CPP), which is a USA 
regulation that aims to reduce carbon dioxide emissions from electric power generation by 
32% within 25 years, relative to the levels of 2005 in the USA.

Focusing on the future of the different sources of energies, that is Figure 1b, world net electric‐
ity generation is envisioned to increase by 69%, in 2040, going from 21.6 trillion kilowatt hours 
(1012 kWh) registered in 2012 to 25.8 trillion kWh predicted for 2020 and to 36.5 trillion kWh in 
2040. It is worth noting that, even with initiatives as the CPP, or the development predicted 
for renewable energies, fossil fuels will still account for a 78% of the energy used in 2040 [3].

For these reasons, in late 2015, representatives from 185 countries and the European Union 
(EU) met in Paris to reach a commitment to addressing climate change, called Paris‐COP21. 
This worldwide engagement is expected to drive innovation in renewable energies, battery 
storage, energy efficiency, and energy recovery. One of the main conclusions obtained in the 
conference is that climate change is often discussed as a single problem, but solving it will 
require a wide variety of solutions [4]. The EU budget for low carbon‐related research under 
Horizon 2020 has been effectively doubled for the period 2014–2020, and the EU has prom‐
ised to invest at least 35% of Horizon 2020 resources into climate‐related activities [5]. In the 
United States, hundreds of major companies, including energy‐related companies such as 
ExxonMobil, Shell, DuPont, Rio Tinto, Berkshire Hathaway Energy, Cal‐pine, and Pacific Gas 
and Electric Company, have supported the Paris‐COP21 [6]. In the coming decades, there will 
be a need for more energy‐efficient technologies, easily compatible with the non‐renewable 
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energies (that will not disappear in the near future as it can be seen in Figure 1b). Certainly, 
thermoelectric materials and especially thin films are interesting players in this scenario. Its 
ability to convert waste heat into electricity regardless of the source of heat generation, stabil‐
ity over time, and the ability to generate electricity locally without the need for transportation 
are some of its many advantages.

Likewise, Figure 2 and Table 1 show some of the most outstanding historical facts and current 
state of the art of Si and SiGe in thermoelectric, microelectronic, and photovoltaic applications.

Figure 2. Timeline of some breakthrough or historical event in Si‐Ge in thermoelectric, photovoltaic cells and microelect‐
ronics. References in Table 1.

Figure 1. (a) Total world energy consumption sorted by energy source between the period 1990 and 2040. Dotted lines 
for coal (black) and renewables (green) show the predicted effects of the USA Clean Power Plan (CPP) regulation. (b) 
World net electricity generation predictions sorted by energy source, for the period of 2012–2040. Both figures are 
reprinted with permission from Ref. [3]. Copyright 2016.
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Some breakthrough or historical event 
in SiGe

Year Refs

Microelectronics and 
Manufacturing

First epitaxial silicon transistors 1960 [7]

First oxidation study of SiGe 1971 [8]

First SiGe n‐type MODFET 1986 [9]

First SiGe p‐type MODFET 1986 [10]

First SiGe photodetector 1986 [11]

First SiGe HBT (heterojunction bipolar 
transistor)

1987 [12]

First SiGe hole RTD (resonant‐tunneling 
diode)

1988 [13]

First SiGe (BiCFET) (bipolar inversion 
channel FET)

1989 [14]

First SiGe HBT grown by CVD (chemical 
vapor deposition)

1989 [15]

First SiGe gate (CMOS) technology 1990 [16]

First SiGe waveguide 1990 [17]

First SiGe LED 1991 [18]

First SiGe solar cell 1992 [19]

First SiGe phototransistor 1993 [20, 21]

First SiGe HBT with peak cutoff 
frequency above 100 GHz

1993 [22]

First SiGe HBT with peak cutoff 
frequency above 200 GHz

2001 [23]

First SiGe HBT with peak cutoff 
frequency above 300 GHz

2002 [7]

Current Record SiGe HBT with peak 
cutoff frequency 500 GHz

2016 [24]

Thermoelectric figure of 
merit

SiGe radioisotope thermoelectric 
generators (RTGs) Mission LES 8, 9

1976 [25–28]

SiGe (RTGs) in mission Voyager 1 and 2 
spacecraft

1977 [25–27]

SiGe (RTGs) in mission Galileo spacecraft 1989 [25–27, 29]

SiGe (RTGs) in mission Ulysses spacecraft 1990 [25–27, 29]

SiGe (RTGs) in mission Cassini spacecraft 1997 [25, 26]

SiGe (RTGs) in mission New Horizons 
spacecraft

2005 [25–27]

Bulk material (zT)~ 1.3 at 1073 K 2014 [30]

Historical evolution zT SiGe 2016 [31, 32]
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2. Thermoelectric concepts: current overview and strategies for improving 
the thermoelectric efficiency

The efficiency of a thermoelectric material is controlled by its figure of merit, denoted as zT. 
This parameter is defined as follows:

  zT =  α   2  ⋅ σ ⋅ T ⋅  κ   −1   (1)

where the parameters are the following: the square of the Seebeck coefficient, α, times the 
electrical conductivity, σ, times the operating temperature, T (in Kelvin), divided by the ther‐
mal conductivity, κ. The thermal conductivity itself is a sum of its lattice and electronic con‐
tributions, κL and κe, respectively.

Most of these parameters are heavily interdependent [50–53], as it is shown in Figure 3. If 
one takes into account the material properties in classical physics, large α usually results in a 
low σ, and a large σ increases κe, given that these parameters depend on the carrier concen‐
tration. Therefore, the fabrication of materials with high power factor (α2·σ) and low thermal 
conductivity (κ) necessary for obtaining a high zT is quite challenging. The energy conversion 
efficiency (ηmax) of thermoelectric devices is determined by Eq. (2), with TH and TC being the 
hot and cold temperatures, respectively.

   n  max   =   
 T  H   −  T  C  

 _____  T  H        √ 
_____

 1 + ZT   − 1 ________ 
 √ 
_____

 1 + ZT   +   
 T  C  

 ___  T  H    
    (2)

Some breakthrough or historical event 
in SiGe

Year Refs

☀ % Solar cell efficiency 1998 [33]

2003 [34]

2014 [35]

2015 [36, 37]

2016 [38]

$ Price history photovoltaic cells in US$ 
per watt

2012 [39–41]

2015 [42, 43]

↓ Recent progress of the miniaturization of 
semiconductors Si and SiGe

1988 [44]

2000 [45]

2004 [46]

2010 [47]

↑ Number of industrial SiGe and strained 
Si fabrication facilities

2000 [48]

2007 [49]

Table 1. This table highlights historical events and the latest advances in silicon and silicon‐germanium in thermoelectric, 
microelectronic, and photovoltaic applications.
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As it can be seen from the definition of the figure of merit, a large value of zT can be obtained 
by having a high power factor (α2·σ) and a low thermal conductivity (κ). In Figure 3, there is 
also a scheme with some of the strategies that are being used nowadays to improve the figure 
of merit.

As it can be seen in Figure 3, there are two main routes to improve the thermoelectric figure of 
merit, which are tailoring to improve the power factor and lowering the thermal conductivity. 
In the first case, there have been different ideas proposed recently. Some of them are aimed to 
increase the Seebeck coefficient, such as quantum confinement in low‐dimensional structures, 
which was first proposed by Hicks and Dresselhaus in 1993 [54]. It is based on the dependence 
of the Seebeck coefficient on the gradient of the density of states (DOS) with energy. Then, 
given that very sharp DOS would be found in quantum confined structures, the Seebeck coef‐
ficient would be greatly enhanced. Other approaches to obtain higher Seebeck coefficients 
are electron energy filtering [55], which proposes the filtering of the electrons with the lowest 
mean energy, and resonant scattering [56] by introducing distortions into the DOS. In the case 
of the electrical conductivity, modulation doping has been used to improve carrier mobility 
[57]. Also, controlling the crystal orientation or composite engineering has shown results in 
this sense [58]. The main problem is that an increase in the Seebeck coefficient comes along 
with a decrease in electrical conductivity, as it is the case in energy filtering.

Figure 3. Schematic diagram that briefly summarizes some of the main strategies for the improvement of the figure 
of merit through the increase in the power factor and the decrease in the thermal conductivity. The graph shows the 
behavior of the Seebeck coefficient, electrical conductivity, and thermal conductivity versus carrier concentration. This 
figure is adapted from Ref. [50].
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Therefore, other routes to obtain both an increase in the Seebeck coefficient and electrical 
conductivity have been proposed, such as band engineering [59], and electron energy filtering 
are nowadays under study. A recent review on all these strategies can be found in Ref. [58].

The other mentioned route to improving the thermoelectric performance is to engineering the 
structure of the material to reduce lattice thermal conductivity, what is called phononics engi‐
neering [60–62]. This last approach can be understood if one takes into account that classical 
thermoelectric materials are usually semiconductors. Indeed, for metals, κ is dominated by 
free electrons, whereas in semimetals and heavily doped semiconductors, both κL (lattice ther‐
mal conductivity) and κe (electron thermal conductivity) play an important role in the total 
thermal conductivity. In particular, in the case of semiconductors, heat is conducted primarily 
by the acoustic phonons [51, 52, 63]. Undoubtedly, in recent years, there has been an explosion 
in the research and understanding of the tailoring of thermal conductivity through nanostruc‐
ture fabrication [51, 52, 64]. In these cases, low thermal conductivity can be achieved by inhib‐
iting the transport of heat through the lattice vibrations, which are called phonons. Phonons 
can be divided into those having low, medium, or long wavelengths. Figure 4 depicts how 
the nano‐inclusions, defects, or vacancies significantly reduce the mean free path of the dif‐
ferent phonons, thereby reducing the lattice thermal conductivity [64, 65]. In pure materials 
(non‐alloys or doped), the dominant phonon scattering mechanisms go from boundary scat‐
tering to phonon‐phonon Umklapp scattering with increasing temperature. Then, in order to 
reduce the thermal conductivity, point inhomogeneities are usually introduced, such as alloy 
atoms, dopants, isotope variations, rattlers, and point defects. Through these mechanisms, 
not only phonons, but also electrons are scattered, and thus, the κ is reduced [51, 52, 62, 66]. 
In the case of nanostructure fabrication, the idea is to form structures with smaller sizes than 
the phonon mean free paths, but greater than the electron or hole mean free paths, given that 
phonons are more strongly scattered by the interfaces than are electrons or holes [67], giving 

Figure 4. Scheme of the most used strategies for reducing thermal conductivity and their effect on phonon scattering. 
Grain boundaries scatter mid‐long wavelength phonons at their interfaces, while alloy atoms, dopants, defects, lattice 
vibrations, and nano‐inclusions scatter short‐wavelength phonons. The electrons, which are depicted as arrows in the 
figure, are supposedly not scattered and thus electrical conductivity is not altered.
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rise to phonon glass‐electron crystals (PGEC). As it was said before, the lower the thermal 
conductivity is, the higher and longer the temperature gradient is maintained and thus more 
efficient the material results.

3. Thermoelectric properties of silicon‐germanium alloys

Silicon‐germanium alloys (SiGe) have played a primary role in thermoelectricity in the last 
decades, although its potential for thermoelectric application was first shown in the 1950s 
[68–70]. Less than 10 years later, in 1964, a study on how to improve silicon‐rich SiGe alloys 
was published [71, 72], and, the next year, they were used for the first time in a spatial mis‐
sion from NASA (the SNAP‐10 [71]). From that moment onward, they have been successfully 
used in radioisotope thermoelectric generators (RTGs) for deep‐space NASA missions. Bulk 
silicon‐germanium nanostructures (that is, compacted nanograins) are used in the RTGs that 
power different spacecraft's such as Voyager 1, Voyager 2, Galileo, Ulysses, Cassini, and New 
Horizons missions [25, 26, 73]. For instance, missions Voyager and Cassini spacecrafts are 
equipped with RTGs that use a pellet of 238PuO2 as the thermal energy source and SiGe as 
the thermoelectric conversion material. In addition to having very attractive thermoelectric 
and physical properties, SiGe devices can operate at temperatures up to about 1050°C with‐
out significant degradation [25, 73]. For high‐temperature applications (above 600°C), SiGe 
alloys have a high thermoelectric efficiency and have been the type of conduction and the 
carrier concentration in SiGe can be controlled by doping with phosphorous (n‐type) or boron 
(p‐type). As a consequence, a total of 28 USA space missions have safely flown powered by 
RTGs [26, 73]. In this field, SiGe used as thermoelectric conversion material has accumulated 
over 250 million devices working hours in space applications (running for over 40 years in 
Voyager missions) without failure [25, 26, 74].

In all these years, different studies on how to increase the efficiency of these materials, such 
as the use of grain‐refined alloys [75, 76], nano‐inclusions [77], SiGe superlattices fabrica‐
tion [78], and understanding how the grain size affects thermal conductivity [79], were per‐
formed. Also, novel methods for the fabrication of SiGe, such as the chill casting method [80], 
milling and sintering techniques [81], high‐energy ball milling [82], spark plasma sintering 
[83, 84], and mechanical alloying, were developed. The improvements achieved in SiGe were 
all related to nanostructuring the material and reducing the lattice thermal conductivity. In 
2008, a theoretical work proposed that the introduction of silicide nanoparticles into the SiGe 
matrix would reduce drastically the thermal conductivity [85]. That is, if the grain size is 
smaller than the mean free path of the phonons, the total effect is a reduction in the effective 
mean free path and thus a reduction in the thermal conductivity. Another route studied has 
been the enhancement of the power factor in SiGe through the concept modulation doping 
[86]. In this case, a 40% power factor enhancement in Si80Ge20 bulk nanocomposites has been 
reported, and it was a direct result of the enhanced mobility due to this modulated doping 
[86]. With all these advances, zT values for nanostructured bulk SiGe as high as 1.3 for n‐type 
and 0.95 for p‐type have been measured [87–89].

Apart from these successes in the increase of thermoelectric efficiency and the space appli‐
cations of SiGe, there is another outstanding property that makes SiGe appealing for many 
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other applications, which is the possibility of integration (compatibility) in the technology 
of semiconductors based on silicon. This can be made through thin films fabrication of 
SiGe on silicon like it is done in the complementary metal‐oxide semiconductors (CMOS) 
industry [90]. In general, thermoelectricity struggles with the lack of cheap, abundant, 
and environmentally friendly materials. Recent works have emphasized the importance of 
considering the relationship between material's price, manufacturing costs, and efficiency 
to consider different thermoelectric materials [91]. Silicon‐germanium could overcome 
this deficiency by proposing high harvested power density, abundant on earth, low tox‐
icity, and cost‐efficiency. These characteristics increase the interest of SiGe among other 
thermoelectric materials [90, 91].

3.1. Some strategies for reducing the thermal conductivity of silicon‐germanium

The challenge of obtaining ultra‐low thermal conductivities in silicon‐germanium, in particu‐
lar, for thermoelectric applications, is not recent. Figure 5 represents the different strategies 
that have been followed to fabricate nanostructures with reduced thermal conductivity in SiGe.

In the case of pure silicon and germanium, measurements in bulk, the room temperature 
thermal conductivities are ∼140 W K−1 m−1 [67] and ∼60 W K−1 m−1, respectively [30]. However, 
SiGe alloys provide a significant reduction in thermal conductivity versus the above‐men‐
tioned values. Depending on the germanium content, values ranging from ∼20 to ∼9 W K−1 m−1 
have been measured in bulk [30]. The lowest value of room temperature thermal conductiv‐
ity has been achieved for a stoichiometry of Si0.8Ge0.2 (∼9 W K−1 m−1), which is still large for 
thermoelectric applications. Nevertheless, an even lower value (<1 W K−1 m−1) has been mea‐
sured for films grown by sputtering with a Si0.8Ge0.2 stoichiometry [92]. The difference with 
the  previous case is that these films were grown through metal‐induced crystallization (MIC), 

Figure 5. One of the strategies that has been proven to be useful in improving thermoelectric performance is to reduce 
dimensionality. Here, different configurations that the silicon‐germanium has been fabricated at the nanometric scale to 
improve its thermoelectric properties are shown.
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which allows the reduction of the crystallization temperature of the SiGe. With this technique, 
films with thermal conductivity values down to ∼1.2 W K−1 m−1 at room temperature [92, 93] 
have been obtained. (See Section 4 for more details.)

At the same time, the growing interest in 2D materials has also triggered the study of 2D 
silicene [94], which has low thermal conductivity and high power factor. Although the 
thermal conductivity of silicene has not been measured experimentally due to the diffi‐
culty of synthesizing freestanding silicene (and also the complication to carry out thermal 
measurements in the in‐plane direction), several numerical simulations have predicted 
a thermal conductivity of silicene at room temperature from 5 to 70 W K−1 m−1 [94–97]. 
Also graded Si1−xGex/Si superlattice structures have been theoretically proposed and fab‐
ricated. The idea behind these structures was to demonstrate a thermal rectification effect 
derived from a theoretical model (the kinetic collective model), which showed that the 
thermal boundary resistance of a Si1−xGex/Si depends on the direction of the heat flow 
if the structure is symmetric. The predicted effect would cause around 40% difference 
depending on the heat flow direction. Experimentally, these graded superlattices were 
fabricated via molecular beam epitaxy (MBE) on silicon substrates, and further studies 
on the impact of the composition, strain, or alloy inhomogeneities [98] showed that the 
transport properties could be engineered, obtaining values for the thermal conductivity 
as low as 2.2 W m−1 K−1 [99].

Another 2D structure that has recently been developed is the fabrication of nanomeshes 
(nanoporous or holey silicon or SiGe membranes). These structures can be fabricated by 
sputtering deposition in large areas [100], which offers the advantages of scalability and 
flexibility required for real applications [100–102]. Moreover, the variation of the geom‐
etry of the mesh influences its thermal conductivity [100, 102], allowing a further con‐
trol on this parameter. In particular, the thermal conductivity of the nanomeshes was 
reduced as the diameter of the pores became smaller, achieving values that varied from 
κ = 1.54 ± 0.27 W K−1 m−1, down to the ultra‐low κ = 0.55 ± 0.10 W K−1 m−1 value [100]. The lat‐
ter is well below the amorphous limit, while the Seebeck coefficient and electrical conductiv‐
ity of the material were retained [100]. (More details of these nanomeshed structures will be 
given in Section 5.)

In addition to phonon transport engineering [59, 60], different technological strategies such 
as the fabrication multilayers [103] and channels with reduced dimensionality such as 1D 
nanotubes [104] and 1D nanowires [105] have achieved a significant reduction in the thermal 
conductivity. Furthermore, several authors have demonstrated that the obvious reduction in 
cross‐plane thermal conductivity in SiGe 0D cluster—particle (quantum dots) [106] superlat‐
tices is primarily due to the increased physical roughness at the superlattice interfaces and not 
due to quantum confinement effects [107, 108].

Figure 6 summarizes the current state of the art for silicon‐germanium in terms of ther‐
moelectric properties. Here, the most promising materials in the form of bulk, thin films, 
nanomeshes, nanowires, and nanotubes are shown. It is worth noting in these figures 
that the results of our works, which will be explained later, namely the MIC films and the 
nanomeshes, are among the best‐performing materials. In terms of Seebeck coefficient 
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(see Figure 6a), the values measured for MIC SiGe thin films are comparable to other 
values measured in different thin films fabricated with other techniques, while the nano‐
meshes present the highest Seebeck coefficients, only comparable to values measured in 
bulk. Nevertheless, the values of electrical conductivity (Figure 6b) are quite low, when 
compared to the values of bulk or nanotubes, but in the order or even better than the 
values given for thin films. The enhancement of the electrical conductivity within those 
structures is one of the improvements that are being studied nowadays.

On a whole, the power factor (presented in Figure 6c), which takes into account the square 
of the Seebeck coefficient times the electrical conductivity, shows that the MIC films have 
power factors compared to other thin films (even higher) and the values achieved in 
nanomeshes are only overridden by bulk materials and nanotubes [109] (note that the 
black circles are theoretical calculations, not actual measurements). The last data show 
the thermal conductivity of different alloy compositions for different kinds of structures 
(Figure 6d). Here, it is worth noting that the values measured for both MIC films and 
nanomeshes are well below the values measured for crystalline bulk SiGe and among 
the lowest ever recorded, comparable with the value of the amorphous material (which 
is 1 W m−1 K−1).

Figure 6. A summary of the latest reported measurements of different structures of SixGe1−x is presented, shows (a) 
Seebeck coefficient, (b) electrical conductivity, and (c) power factor reported for bulk, thin films, nanomeshes, nanowires, 
and nanotubes. (d) The thermal conductivity for different SixGe1−x nanostructures and bulk samples as a function of the 
alloy composition. This figure is adapted from Ref. [100].
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4. Thin films: improvement of the thermoelectric performance through 
the reduction of thermal conductivity of nanocrystalline Si0.8Ge0.2 films by 
sputtering deposition

Silicon‐germanium thin films can be easily p‐ or n‐type doped at room temperature when 
the material is amorphous. Nevertheless, doping is particularly difficult when the material is 
crystalline, given that it is usually crystallized at high temperatures. SixGe1−x films grown by 
different techniques, such as low‐pressure chemical vapor deposition (LPCVD) or sputtering, 
turn out to be amorphous unless the deposition itself is performed at very high temperatures 
[110–112]. Certainly, amorphous SiGe layers are not an option to be used as thermoelectric 
materials, given their low Seebeck and low electrical conductivity. Therefore, the main chal‐
lenge with these SixGe1−x alloys, which are to be applied in large‐scale practical applications, 
has not yet been overcome due to the difficulties in the growth of high‐quality, highly crys‐
talline, low‐cost, and appropriately doped films. On that sense, some examples that can be 
found in the literature obtained in our lab are compiled in this section.

Recently, metal‐induced crystallization (MIC) [92, 113, 114] has proved to be an interesting 
alternative to reduce the crystallization temperature required for SiGe. This process is based 
on the growth of the films on substrates with Au [115], Ag [116], Al [117], Ni [118], Cr [119], 
or Sn [120] layer. Then, an appropriate heat treatment is performed, allowing the gold from 
the film to migrate through the semiconductor film all the ways to the surface. This gives rise 
to a eutectic mixture. The Au‐Si eutectic temperature occurs around 350°C, Au‐Ge being at 
around 361°C [121]. Using this MIC technique, quite promising results have been reported 
recently for thin films of boron‐doped Si0.8Ge0.2 (n‐type) grown by sputtering, resulting in 
films with a good power factor and a very low thermal conductivity [92]. In that work, two 
different approaches were followed: (i) in situ MIC (depositing the films at different controlled 
temperatures during the sputtering process) and (ii) ex situ MIC (deposition of the films at 
room temperature in the sputtering chamber and subsequently post‐annealing in an external 
furnace under a controlled atmosphere) [92].

The structural evolution from amorphous to crystalline as a function of the different treatment 
temperatures can be observed in Figure 7 through the Raman spectra, both for in situ (left 
hand, red color) and ex situ (right hand, blue color) MIC films for different temperatures. It 
can be seen that the vibration modes appear as broad bands for room temperature treatments 
(see Figure 7a and e), which means that the material is amorphous. Then, the peaks become 
narrower as the treatment temperatures increase. Moreover, the Si‐Si vibrational peak shows 
a clear red shift for the highest temperature (500°C) of the ex situ samples (Figure 7d). This 
shift may be related to the formation of silicon‐rich clusters. Moreover, the relative intensities 
and frequencies corresponding to the main peaks present in the Raman spectra are strongly 
dependent on the alloy composition.

A closer look at the Si‐Si peak reveals that it is, in fact, a convolution of two peaks; a very nar‐
row peak corresponding to the Raman spectrum of crystalline silicon‐rich SiGe and a broader, 
smaller peak corresponding to the Si‐Si vibrations are typically found in Si0.8Ge0.2. This could be 
an indication that silicon is partially segregated in the ex situ samples. The peaks observed in the 
in situ samples are narrower than those of the ex situ annealed samples, which confirms the high 
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degree of crystalline order. Furthermore, these results clearly indicate that whereas, in the in situ 
treatment, the crystallization starts at 300°C, the crystallization onset is lower for ex situ treat‐
ments. It is interesting to note that in the 400–500 cm−1 region, secondary modes start to appear at 
high temperatures. These modes might be associated with the formation of a compositional gra‐
dient due to segregation of Si and Ge, which promotes predominantly Si cluster formation. These 
clusters would remain embedded in the SiGe matrix when the post‐annealing is performed.

Then, the structural analysis by synchrotron radiation‐grazing incidence X‐ray diffraction 
(SR‐GIXRD) for samples treated at 500°C is shown in Figure 8. In order to perform the XRD 
study, the gold layer was also selectively removed by potassium iodide etching. Nevertheless, 
gold diffraction maxima are dominant in the ex situ treated sample, which means that not all 
the gold was removed. This indicates that the gold, instead of migrating completely to the 

Figure 7. Raman spectra of thin films deposited on gold/glass substrates: ex situ thermal treatment (in blue: a, b, c, and 
d) and in situ thermal treatment (in red: e, f, g, and h) for samples treated at RT, 300, 400, and 500°C, respectively. The 
expected vibrational bands (schematically represented) corresponding to Ge‐Ge, Si‐Si, and Si‐Ge bonds are marked on 
the figure. With permission from Ref. [92].
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surface during the ex situ MIC treatment, part of it stayed, trapped inside the film. In the case 
of samples deposited in situ at temperatures of 500°C, the diffraction peak intensities at (111), 
located at 2θ=25.33° for the synchrotron radiation source, are higher than the intensities of 
samples treated ex situ.

The low values of thermal conductivities (1.13 and 1.23 W m−1 K−1 for in situ and ex situ thermal 
treated at 500°C, respectively) obtained in Ref. [92] have been associated with the formation 
of Si‐rich SiGe and Si clusters during the gold‐induced crystallization, which creates plenty 
of phonon scattering sites at the grain boundaries. The best power factors were achieved for 
samples grown at 500°C, that is, in situ MIC. The results indicate a maximum of 16 μW m−1 K−2 
at 315°C, which is the best‐reported value, to date, for SiGe films grown by DC sputtering 
with Au‐MIC—similar to the state‐of‐the‐art values available in the literature for Si‐Ge bulk 
samples. This is due to the fact that this sample is not contaminated with gold and also that 
the doping has not been lost by this thermal treatment.

In the same way, these results also suggest two different mechanisms of induced crystalliza‐
tion dependent on the type of heat treatment (ex situ and in situ MIC). For the ex situ samples, 
the gold layer travels through the Si‐Ge film grown at RT when heated afterward at 500°C, 
while in the case of in situ treatment, a eutectic is formed and the nanocrystalline Si‐Ge film 
seems to be formed underneath.

Figure 8. (a) and (b) present different measurements for the ex situ (a) and in situ (b) MIC fabricated films with 500°C 
treatment temperatures. On the right side, the optical image of the surface along with a Raman mapping of the surface 
is presented. In the left side, the different Raman spectra collected corresponding to Si0.8Ge0.2 (blue color), nano‐Si1−xGex 
(green color), and pure silicon (red color) are shown (note that for the in situ film, b), there is no evidence of silicon 
segregation). The inset at the left side presents SEM image of the film surface. (c) Synchrotron radiation SR‐GIXRD 
diffractograms measured at 1.3775 Å wavelength for ex situ (blue color) and in situ (red color) MIC fabricated films, with 
heat treatments at 500°C. The heights of the intensities in dotted lines correspond to the Si‐Ge phase intensity values 
given in the JCPDS 04‐016‐6750 data sheet. The inset shows the calculated lattice parameters for the Si‐Ge films. This 
figure is adapted from Ref. [92].
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5. Nanomeshes: record low thermal conductivities in large‐area 
nanoporous Si0.8Ge0.2 for enhanced thermoelectric applications

Another recent example of a reduction in thermal conductivity by using the low‐dimensional 
concept has been recently reported [100]. These large‐area nanomeshed films were fabricated 
by DC sputtering of Si0.8Ge0.2 on highly ordered porous alumina matrices (see Figure 9a), in 
such a way that the formed Si0.8Ge0.2 film replicated the porous alumina structure, resulting in 
the nanomeshed films shown in Figure 9b. A very good control of the nanomesh geometrical 
features (pore diameter, pitch, and neck) was achieved thanks to the alumina templates used, 
with pore diameters ranging from 294 ± 5 nm down to 31 ± 4 nm. The method developed is 
able to provide large areas of nanomeshes in a straightforward and reproducible way, being 
easily scalable for industrial applications.

Most importantly, as shown in Figure 10a, the thermal conductivity of the films was redu‐
ced as the diameter of the porous became smaller, achieving values that varied from 
κ = 1.54 ± 0.27 W K−1 m−1, down to the record low κ = 0.55 ± 0.10 W K−1 m−1 value. The latter is 
well below the amorphous limit, while both the Seebeck coefficient and electrical conductivity 
of the material were maintained (see Figure 10b).

Likewise, as in the previous case for the nanocrystalline Si0.8Ge0.2 films grown by sputtering 
deposition, the nanomeshed SiGe films were oriented along the [111] direction, as revealed 
by XRD measurements (see Figure 11a). Raman spectra showed the three characteristic 

Figure 9. (a) Sketch and optical image of a porous alumina template and (b) the SiGe film nanomesh fabricated on top 
of it.
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 vibrational modes obtained for polycrystalline SiGe (see Figure 11b) and showed a homog‐
enous phase in all the film.

Additionally, the chemical/surface potential of the Si0.8Ge0.2 nanomeshed films was studied 
by Kelvin probe microscopy (KPM). Figure 12a and b shows the SEM image and the AFM 
surface topography of a 294 ± 5 nm porous size nanomeshed film, which presents a homoge‐
neous profile of the surface potential (see Figure 12c). This indicates that the work function of 
the films is homogeneous, confirming the homogeneity in the chemical composition obtained 
by Raman, and no potential drop is observed at the grain boundaries.

On the one hand, as far as the thermal conductivity is concerned, it is highly reduced when 
compared to bulk or thin films. This reduction is due to alloying, phonon boundary scat‐
tering on the upper/lower boundaries, and crystallite boundaries within the nanomeshes. 
Moreover, the measurements showed that the smaller the pore diameter is, the larger the ther‐
mal conductivity reduction in the Si0.8Ge0.2 nanomesh. This can be understood as a result of the 
enhanced scattering on the pore boundaries, along with the higher disorder or even coherent 
phonon effects that could be playing a role in the nanomeshed structures, when compared 
to plain films. Using this approach, it is possible to control thermal transport of these films 

Figure 11. (a) X‐ray diffraction and (b) Raman spectra of a Si0.8Ge0.2 grown on nanomeshes with a pore diameter of 31 nm 
(black line) 137 nm (blue line) and 294 nm (red line). This figure is adapted from Ref. [100].

Figure 10. (a) Thermal conductivity (κ, red triangles) and electrical conductivity (σ, black spheres) and (b) Seebeck 
coefficient (S, blue squares) and figure of merit (zT, green spheres) plotted versus the pore diameter of the nanomesh. 
The transport properties obtained for a Si0.8Ge0.2 film grown under the same conditions are also plotted for comparison 
(inside the rectangle on the left of each graph, corresponding to continuous thin film). This figure is adapted from Ref. 
[100].
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through nano‐engineering. Moreover, the power factors of the nanomeshes are higher in the 
structures with larger pores (and larger distances between the pores), and consequently, they 
are found smaller in the more disordered structures, which comprise denser pore structure 
and smaller pore diameters.

The power factors are found to be between 65 and 455 μW K−2 m−1, which seem to be as large 
as some of the last reported values for bulk Si0.8Ge0.2. This is attributed to the fact that the 
electrical conductivity in the nanomeshes with large interpore distance is much larger than 
the more dense nanomeshes, whereas the Seebeck coefficient remains almost the same [100]. 
while still retaining reasonable power factors, which opens the door for efficient thermoelec‐
tric applications for this alloy.

6. Concluding remarks and future directions

In summary, this chapter has shown how the nanostructuration of SiGe takes advantage of 
the reduction in the lattice thermal conductivity while maintaining the thermoelectric prop‐
erties of the material, which makes the material quite competitive with others convention‐
ally used. Moreover, the two examples of nanostructuration that have been described here in 
more detail, namely the sputtered MIC films and the nanomeshes present several advantages 
over other techniques, such as the possibility of coating large areas thanks to the sputter‐
ing process, which is also industrially scalable. Furthermore, the sputtering onto alumina 
templates, which gives rise to the nanomeshes, can also cover large areas, given that the alu‐
minum oxide templates can be fabricated over large‐area aluminum substrates. In the case 
of nanomeshes, the drastic reduction in the thermal conductivity achieved is due to alloy‐
ing, phonon boundary scattering on the upper/lower boundaries, and crystallite boundaries. 
Therefore, this makes the method cost‐effective to be scaled into the industry. Another key 
thing to remember is that both nanostructures (MIC films and nanomeshes) are compatible 
with silicon technology, opening the door to applications in electronic devices, which need 
to have thermal dissipation. This provides not only a novel approach to growing this kind of 

Figure 12. (a) SEM image of a Si0.8Ge0.2 nanomeshed film of 294 ± 5 nm pore size. (b) Topography image by AFM and (c) 
surface potential image by KPM. The uniformity in the contrast of the KPM image reveals homogeneity in the surface 
potential of the film. This figure is adapted from Ref. [100].
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structures in a simple and reliable way, but also an important route toward achieving high 
conversion efficiency and highly scalable thermoelectric materials.

This chapter presents the most recent advancements in SiGe alloys for its use as efficient ther‐
moelectric material. To this end, it is important to understand the mechanisms that govern 
the thermal conductivity, in order to engineer the material to reduce it as much as possible 
without affecting other thermoelectric properties. The thriving expansion of new capabilities 
of 1D and two‐dimensional SiGe has progressed rapidly during the last few years. Although 
most of the two‐dimensional materials have a simple honeycomb lattice structure, under‐
standing the phonon transport mechanism in such atomic thin SiGe seems not an easy task. 
It is obviously important to recognize that no single technology can meet the world's energy 
needs in the twenty‐first century; one needs a combination of many technologies in which 
the thermoelectric materials can undoutebtedly play a role. Further, these large‐area films or 
nanomeshes provide a novel approach to growing nanostructured thermoelectric materials 
in a simple and reliable way.
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structures in a simple and reliable way, but also an important route toward achieving high 
conversion efficiency and highly scalable thermoelectric materials.

This chapter presents the most recent advancements in SiGe alloys for its use as efficient ther‐
moelectric material. To this end, it is important to understand the mechanisms that govern 
the thermal conductivity, in order to engineer the material to reduce it as much as possible 
without affecting other thermoelectric properties. The thriving expansion of new capabilities 
of 1D and two‐dimensional SiGe has progressed rapidly during the last few years. Although 
most of the two‐dimensional materials have a simple honeycomb lattice structure, under‐
standing the phonon transport mechanism in such atomic thin SiGe seems not an easy task. 
It is obviously important to recognize that no single technology can meet the world's energy 
needs in the twenty‐first century; one needs a combination of many technologies in which 
the thermoelectric materials can undoutebtedly play a role. Further, these large‐area films or 
nanomeshes provide a novel approach to growing nanostructured thermoelectric materials 
in a simple and reliable way.
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Abstract

Crystalline silicon is the most used semiconductor material for solar cell applications
accounting for more than 90% of the market share. Nowadays, multicrystalline andmono-
crystalline silicon are mainly produced from directional solidification and Czochralski
method, respectively. Solar cells made of these two types of material have shown efficien-
cies below the theoretical limit due to the presence of impurities in the silicon feedstock,
challenges during the solidification process and issues in the different solar cell flowchart
steps. This book chapter focuses on the solidification of the silicon photovoltaic value chain
and corresponding growth technologies. A detailed description of the directional solidifi-
cation and Czochralski method apparatus is initially presented. The several types of
defects generated during the solidification aswell as the source of impurities incorporation
into the ingots are described in detail. Among different defects, dislocations and grain
boundaries are presented for directional solidification and voids and oxygen-related
defects for the Czochralski method. At the end, alternative methods to grow silicon sub-
strates from both liquid and gaseous phase at lower cost andmoderate qualities compared
to standard processes are presented. These methods are still not considered to be cost-
effective compared to more traditional ones due to the higher defect density.

Keywords: silicon, growth, monocrystalline, multicrystalline, Czochralski method,
directional solidification, ribbons, impurities, defects, solar cells

1. Introduction

Crystalline silicon has been the dominant semiconductor material used in the fabrication of
solar cells with a market share of over 90%. Silicon is abundant in earth crust and presents
unique physical and chemical properties. Associated with the strong technological develop-
ments of its purification and solidification as well as advanced solar cell concepts, silicon is
an interesting candidate to remain the foremost photoactive substrate for photovoltaic (PV)
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applications over the next decades. In 2016, multicrystalline silicon and monocrystalline silicon
solar cells have reached maximum efficiencies of 21.3 and 25%, respectively [1]. These values
are still far from the theoretical efficiency limit of about 31% for homojunction solar cells. It
gives rise to the fact that optimization of the first steps of the PV value chain is needed. Figure 1
shows the flowchart of the PV value chain where it can be divided into six main categories,
from silicon feedstock to the final system installed outdoors. In order to obtain a silicon ingot
from the feedstock, several growth processes can be used, namely Czochralski process for
monocrystalline silicon (Cz-Si) and directional solidification for multicrystalline silicon (mc-Si).
The silicon feedstock is initially molten at 1414�C in a crucible and subsequently solidified
according to the corresponding method. The solidification step determines the quality of the
ingot, where both impurities can be incorporated and defects generated and will impact the
solar cell performance. Therefore, this step of the silicon PV value chain is of high importance
to the cost effectiveness of the technology and needs to be carefully studied and optimized.

The production of mc-Si solar cells dominates the market share, as mc-Si technologies accounted
over 60% of all module produced in 2014 [2]. Mc-Si materials are mainly formed by directional
solidification, achieved in Bridgman or vertical gradient freeze (VGF) type of furnaces. The
material produced in this way is relatively cheaper than monocrystalline silicon. It has, however,
much higher densities of crystalline defects compared to singe crystals, and consequently, lower
energy conversion efficiencies are obtained. Mc-Si ingots contain a variety of impurities, in
dissolved and precipitated form. Some of them are intentionally added to the melt (dopants) to
increase and control the conductivity of the silicon material. N- and p-type ingots are usually
doped with phosphorus and boron, respectively. Other impurities are unintentionally incorpo-
rated into the crystal and drastically affect the material electrical properties. These are referred as
contaminants and originate from the silicon feedstock, the crucible and coating, and the furnace
environment. Among them, metallic impurities (e.g., iron and chromium) and light elements
(e.g., carbon) are usually found.

In 2014, Cz-Si market share was well below the mc-Si one, accounting for approximately 34%
[2]. It is, however, expected that this technology will have a significant increase over the next
years due to expected improvements and enhanced productivity. Although with lower
amount of defects compared to mc-Si solar cells, Cz-Si is still facing important challenges with
the incorporation of impurities and their interaction with defects. The main source of
unintentionally added impurities is the crucible and feedstock. The silica crucible dissolves
during the process feedstock melting and subsequent steps of the process. Oxygen is released
into the melt and transported toward the solid-liquid interface, which together with point
defects generated at the interface, form oxygen-related defects. These are nowadays the type
of defects that have the most detrimental impact on solar cell efficiency [3]. Carbon is normally
found in much lower amounts compared to oxygen, but still with high contribution to the
efficiency degradation even at low concentrations.

These processes waste very high amounts of material during sawing with important impact on
the final module cost. Wires with nearly the same thickness of the desired wafer thickness are
used, and thus, a large amount of material is wasted (commonly referred as kerf losses). A
possible solution will be to develop low cost techniques by using lower energy budgets
compared to standard processes and avoid the wafering step. At the same time, a reasonable
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performance of these materials is expected in order for the technique to become cost effective.
Alternative techniques that short-circuit the ingot and wafering step have been developed and
used to produce thin films and ribbons [4].

Next section describes the apparatus of standard processes for the production of silicon for solar
cells, namely directional solidification for mc-Si and Cz method for monocrystalline silicon. The
main impurities and their incorporation mechanisms as well as the most common defects found
in both type of materials are described. In addition, alternative methods to produce and grow Si
substrate materials from both liquid and gaseous phase feedstock are presented.

2. Growth techniques

2.1. Directional solidification

2.1.1. Process details

Silicon feedstock is placed in silicon nitride coated silica crucible. The coating layer prevents
the silicon to stick to the crucible wall. Sticking points generate stresses in the ingot leading to
plastic deformation and therefore to the development of crystalline defects such as disloca-
tions. It also increases the level of oxygen contamination. The silicon nitride coating is applied
to the inner walls by spraying a water-based slurry. It is then dried and oxidized by firing at
1100�C. This oxidation step is necessary to avoid the silicon melt to wet the coating layer. The
silica crucible is a consumable as it cracks during the cooling of the ingot.

The feedstock is then melted in a controlled argon atmosphere. A near vertical temperature
gradient is established in the hot zone, and directional solidification occurs from bottom to top.

Figure 1. Flowchart of the silicon PV value chain.

Silicon Growth Technologies for PV Applications
http://dx.doi.org/10.5772/intechopen.68351

209



The temperature ramp-down is achieved while maintaining a relatively high vertical temper-
ature gradient of approximately 500–1000 K/m in order to (1) keep a near-planar solidification
interface and (2) obtain good mixing conditions in the melt. The importance of point (2) will be
developed in Section 3. Cooling can technically be performed either by:

• Controlled heat extraction from the bottom of a crucible. In such a case, the crucible is
immobile and the process is often referred to as “Bridgman.”

• Downward movement of the crucible through the vertical temperature gradient. The
process is then often referred to as vertical gradient freeze (VGF).

• A combination of the two first methods.

The melt surface is flushed with argon during the entire process to remove the oxygen
evaporating from the silicon melt. The chosen growth rates are low (typically 1 cm/h) in order
to maintain favorable solidification conditions—that is, an effective mixing of the melt, and a
near-planar solidification interface. Once the solidification step is over, the ingot is cooled
down progressively to limit the development of stresses.

Industrial mc-Si ingots solidified in Bridgman/VGF furnaces have square horizontal cross
sections and weigh up to 1 ton. The larger ingots are referred as “G6,” as they will later in the
solar cell process be cut into 6 � 6 bricks of 120 � 120 mm2 top surfaces. The trend is toward
larger ingot size, which gives a higher yield and lowers the price of the produced material.

2.1.2. Defects in mc-Si ingots

As mentioned in the previous section, mc-Si ingots crystallized by directional solidification
methods contain more crystalline imperfections than single-crystalline ingots. Extended
defects—as opposed to point defects—constitute the most important category, as they are
found in high densities in mc-Si materials and have a considerable impact on solar cell
properties. They are also responsible for the occurrence of internal gettering, where mobile
impurities diffuse in the material and precipitate at defects. This phenomenon occurs when
the ingot cools down during the directional solidification process and continues during the
high-temperature steps of the solar cell process. Extended defects can be separated in two
categories:

• Surface defects—that is, mostly grain boundaries—correspond to the interfaces separating
grains of different crystalline orientations;

• Line defects—that is, dislocations—correspond to a line in the crystal lattice around which
atoms are misaligned;

2.1.2.1. Grain boundaries

Multicrystalline silicon ingots are typically composed of elongated grains extending through
its height, with diameters ranging from a few millimeters to a few centimeters. This multi-
crystalline structure is the result of the initial multiplicity of nucleation points on the silicon
nitride coating layer. The grains composing an ingot have different crystalline orientations and
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are separated by interfaces referred as grain boundaries. Depending on the misorientation
between the grains, the boundaries can have different degrees of coherency and consequently
different impacts on the output solar cell performances. A boundary with a higher degree of
coherency is generally considered to have a lower impact on the material electrical properties,
and a lower ability to internally getter impurities by precipitation. Grain boundaries can be
classified into two main categories, according to their misorientation angle and the arrange-
ment of atoms at their interface:

• A specific type of grain boundaries with defined misorientations shows low interfacial
energies and high degrees of coherency. These boundaries correspond to particular atom
arrangements, where the two adjacent grains share coincident sites. They are referred as
coincident site lattice (CSL) grain boundaries. A Σ-value defines the degree of fit,
corresponding to the reciprocal density of coincident sites. For example, two grains sepa-
rated by a perfect Σ27 grain boundary share one coincident site each 27 atoms. Σ3 grain
boundaries—or twins—are a particular case of CSL boundary. They have a very high
degree of coherency and an extremely low interfacial energy. Σ3 boundaries are in their
majority formed during the growth of the ingot by a phenomenon called twinning. CSL
boundaries are very common in silicon, in particular Σ3 boundaries. Twins of higher
degrees Σ3n—Σ9, Σ27, for example—are also often found in mc-Si materials.

• Any deviation from the ideal coincident site lattice misorientations is accommodated by
the introduction of line defects—or intrinsic dislocations—in the CSL grain boundary.
Random grain boundaries are boundaries deviating considerably from the CSL configura-
tions. They consequently have low degrees of coherency and high interfacial energies.

2.1.2.2. Dislocations

One of the main drawbacks of directional solidification when compared to single-crystal
solidification methods is the invariable incorporation of numerous dislocations in the ingot.
Dislocations are formed during the crystal growth and the cooling of the ingot and are found
in densities ranging from 104 to 108 cm�2. As opposed to grain boundaries, dislocations are
mobile in silicon material. This means that once generated, a dislocation will have the ability to
migrate and potentially multiply, annihilate or rearrange in energetically favorable structures.
They have drastic impacts on the material electrical properties and heavily getter mobile
impurities. Research has been conducted in order to limit the development of dislocations in
the ingot, and multiplication mechanisms and dislocation interaction processes are necessary
for this purpose.

As mentioned in the previous section, a dislocation is a linear defect. A line vector therefore
defines each dislocation. A displacement vector—also referred as burgers vector b—character-
izes in addition the nature of the dislocation. The edge and screw dislocations are special cases
where the angle between the line direction and b is 90� and 0�, respectively (see Figure 2). All
other types of dislocations are mixed cases, with both edge and screw components. In silicon,
dislocations tend to align along the <1 1 0> dense direction, and the most common Burgers
vector is ½ <110> a, being a the lattice vector.
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In mc-Si, dislocations are mostly generated at grain boundaries, where the energy barrier for
plastic deformation and dislocation emission is lowered. Grain boundary topological imperfec-
tions particularly trigger dislocation emission, as they act as stress concentrators. Semicoherent
grain boundaries—or near-CSL boundaries—have the highest ability to generate dislocations,
where incoherent boundaries tend to accommodate for stresses developing in the ingot. Pre-
cipitates and inclusions also generate dislocations, mainly on the bottom, sides and top of the
ingot. In silicon, dislocations move only at temperatures close to the melting point. When the
motion occurs within a surface that contains both the dislocation line and b, it is referred as
gliding. Dislocations glide in the so-called slip planes, and along specific slip directions. In silicon,
the most favorable slip planes are the {1 1 1} densely packed planes, and the <1 1 0> dense
directions are the slip directions. As each of the four {1 1 1} planes contains three distinct <1 1 0>
vectors, 12 slip systems are available for dislocations in silicon. When the motion occurs within a
plane that does not contain b, it is referred as climbing. This mechanism is controlled by the
presence of point defects. Multiplication phenomena are responsible for the formation of so-
called dislocation clusters, containing very high densities of dislocations. The multiplication mech-
anisms are not yet clear, but it has been demonstrated that clusters are formed during the growth
of the crystal. The dislocations generated during the cooling of the ingot are sparser as they do
not have the same ability to move in the crystal. Dislocations in silicon tend to rearrange
by alignment in arrays perpendicular to the slip planes, by a recovery mechanism called
polygonization. A high fraction of the dislocations present in clusters is polygonized. These
dislocation arrays form low-energy structures and define low-angle grain boundaries.

2.1.2.3. Structure control

Much effort is currently put on research focusing on techniques to control the structure of the
mc-Si ingots solidified by directional solidification. The objective is to produce material with
lower densities of extended defect. Two main directions are pursued:

• One of them focuses on obtaining ingots with larger grains, the objective being to elimi-
nate grain boundaries and to approach single crystalline materials. The most common

Figure 2. (a) Model of an edge dislocation (line DC), perpendicular to the Burgers vector (b) Model of a screw dislocation
(Line DC), parallel to the Burgers vector b. Modified from Ref. [5].
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approach is to control the structure by seeded-growth: monocrystalline seeds are preplaced
on the bottom of the crucible and partially melt before solidification. The orientation of the
growing crystal is imposed by this mean, and large grains grow from bottom to top. This
technology faces several technical challenges, as (1) parasite grains can tend to grow from
the side-walls of the crucible, (2) dislocations originating from the seed-joints spread into the
crystals, and (3) a domain of bad electrical properties is observed right above the seeds. The
recent development has been, however, very successful to hinder these problems, and
results on the solar cell level show a great potential;

• The second direction focuses on lowering the average dislocation density. The objective is
to obtain a more random structure in order to favor the development of random grain
boundaries, less likely to generate dislocations. This random structure is achieved by a
better control of the nucleation step, or by seeding, using a bed of silicon particles. Mc-Si
solidified using this method is typically composed of smaller grains and contains almost
no dislocation cluster. This material shows also great results on the solar cell level and is
now widely implemented industrially;

2.1.3. Incorporation of Impurities

2.1.3.1. Contaminants

Although carbon and oxygen can be found in mc-Si ingots in concentrations ranging from 5
to 10 ppma, metallic impurities are the contaminants with the most dramatic effects on the
mc-Si electrical properties. Metallic impurities are typically found at ppb levels in the middle
of mc-Si ingots, which is often enough to extensively limit the solar cell performances.
Dissolved metallic impurities are often mobile in silicon and tend therefore to be internally
gettered by precipitation at extended defects. Metallic impurities originate from several
sources: The silicon feedstock contains invariably metallic impurities that will be later par-
tially incorporated in the crystal. The feedstock purity is, however, very high, up to 6N for
polysilicon. In addition, directional solidification being a very effective purification process
(see Section 2.1.3.2), the amount of metallic impurities typically found in mc-Si ingots, cannot
be solely attributed to the silicon feedstock. The silica crucible and the silicon nitride coating
contain both typically 10–50 ppm of metallic impurities and are therefore important contam-
ination sources. Impurities originating from the crucible/coating are incorporated in the melt
during the growth of the crystal, and in the ingot, once solidification is finished. The effect of
the solid contamination is visible on vertical ingot cuts when mapping minority carrier
lifetime. A region of lower performance—often referred as red zone—is found on the bottom
and the sides, close to the crucible. This region extends typically 2–5 cm in the ingot and
corresponds to the diffusion of metallic impurities from the crucible/coating, in the solidified
ingot (see Figure 3).

2.1.3.2. Impurity segregation

The solid solubility of impurities in silicon is higher than their liquid solubility. It implies that
foreign elements are segregated at the solid-liquid interface during the silicon solidification. A
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thermodynamic partition ratio k0 is defined for each element and characterizes its ability to be
incorporated in the growing crystal:

k0 ¼ Cs=Cl ð1Þ

Cs is the solid solubility and Cl is the liquid solubility. Equilibrium partition ratios of selected
impurities are listed in Table 1. Metallic elements typically have very low segregation ratio,
which makes directional solidification an efficient purification process. Carbon, oxygen and
doping elements are less segregated as their equilibrium partition ratios are closer to unity.

Once the solidification is finished, the impurity distribution over the height of the ingot is
commonly described by the Scheil-Gulliver equation:

Cs ¼ k0 � C0ð1� z=HÞk0�1 ð2Þ

where CS is the impurity concentration at the vertical position z and H is the total ingot height.
Examples of segregation profiles are given in Figure 4. The Scheil-Gulliver equation assumes
no diffusion in the solid and a homogeneous liquid. In real cases, this last assumption does not
hold, as all elements have a limited diffusivity in liquid silicon, and the stirring driven by
natural or forced convection cannot lead to a perfectly homogeneous liquid. Impurities
rejected in the liquid during solidification have therefore a tendency to build up and form a
boundary layer of higher concentration close to the solid-liquid interface. This phenomenon is
accounted for by the introduction of a so-called effective partition ratio k, where k > k0.

The segregation of impurities with low partition ratios results in higher concentration in the
top of the ingot (see Figure 4). During the ingot cooling, the impurity will then tend to back-

Figure 3. Minority carrier lifetime map of a vertical cross-section of a mc-Si ingot. The region of lower performance
appears close to the crucible wall as a result of the in-diffusion of impurities from the crucible and coating. The top part of
the ingot is influenced by the back-diffusion of segregated impurities. Modified from [6].
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the ingot is influenced by the back-diffusion of segregated impurities. Modified from [6].
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diffuse in the material, while it is still warm. This phenomenon is not captured by the Scheil-
Gulliver equation due to the “no solid-diffusion assumption,” but is visible on minority carrier
lifetime maps as it affects the quality of the ingot over distances of several centimeters. The
Scheil-Gulliver equation finally assumes that there is no outer-source of impurity—that is, the
final concentration profile is the only result of the segregation of impurities initially present in
the silicon feedstock. In the case of directional solidification of silicon, this assumption does not
hold, as the crucible and the coating are important source of impurities contaminating the melt
continually during the ingot solidification. In order to account for the flux of impurities Jc(t)

Element Equilibrium partition ratio, k0

Fe 8 � 10�6

Ti 3.6 � 10�4

Cr 1.1 � 10�5

Cu 4 � 10�4

Ni 8 � 10�6

B 0.8

P 0.35

O 0.25-1

C 0.07

Table 1. Equilibrium partition ratio of selected impurities in silicon. From Ref. [7].

Figure 4. Examples of segregation profiles, as given by the Scheil-Gulliver equation using the equilibrium partition
ratio k0.
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originating from the crucible/coating interior walls, an impurity mass balance in the liquid is
made at a given time t during solidification

dCl

dt
¼ 1

1� f sðtÞ
AðtÞ
V

JcðtÞ þ ð1� kÞRðtÞCl

� �
ð3Þ

With Cl the concentration in the liquid, fc(t) the solid fraction, A(t) the lateral area of contact
between the liquid and the crucible, V the total silicon volume (solid + liquid), and R(t) the

normalized growth rate (RðtÞ ¼ df s
dt ). A modification of Eq. (2) can be then analytically derived

from Eq. (3), assuming constant normalized growth rate R and impurity flux Jc from the
crucible/coating:

Cs ¼ k½C0 þ βðzÞ� � ð1� z=HÞk�1 ð4Þ

with

βðzÞ ¼ 4LH Jc
VRð1� kÞ 1þ 1

k� 2

� �
½1� ð1� z=HÞ2�k� ð5Þ

where L is the width of the crucible. β(z) is the height-dependent correction index of concen-
tration unit accounting for the contamination from the crucible/coating. An application exam-
ple of Eq. (4) is given here for the case of iron, using different values of Jc. An initial
concentration of iron in the melt of 1.5� 1013 cm�3 is considered. The chosen effective partition
coefficient of iron is 2 � 10�5, the growth rate is 3 � 10�3 cm/s, the crucible width is 70 cm, and
the silicon is filled up to 40 cm height. The results are plotted in Figure 5.

Figure 5. Application example from Eq. (4). Concentration profiles over the height of the ingot are plotted for different
values of Jc.

New Research on Silicon - Structure, Properties, Technology216



originating from the crucible/coating interior walls, an impurity mass balance in the liquid is
made at a given time t during solidification

dCl

dt
¼ 1

1� f sðtÞ
AðtÞ
V

JcðtÞ þ ð1� kÞRðtÞCl

� �
ð3Þ

With Cl the concentration in the liquid, fc(t) the solid fraction, A(t) the lateral area of contact
between the liquid and the crucible, V the total silicon volume (solid + liquid), and R(t) the

normalized growth rate (RðtÞ ¼ df s
dt ). A modification of Eq. (2) can be then analytically derived

from Eq. (3), assuming constant normalized growth rate R and impurity flux Jc from the
crucible/coating:

Cs ¼ k½C0 þ βðzÞ� � ð1� z=HÞk�1 ð4Þ

with

βðzÞ ¼ 4LH Jc
VRð1� kÞ 1þ 1

k� 2

� �
½1� ð1� z=HÞ2�k� ð5Þ

where L is the width of the crucible. β(z) is the height-dependent correction index of concen-
tration unit accounting for the contamination from the crucible/coating. An application exam-
ple of Eq. (4) is given here for the case of iron, using different values of Jc. An initial
concentration of iron in the melt of 1.5� 1013 cm�3 is considered. The chosen effective partition
coefficient of iron is 2 � 10�5, the growth rate is 3 � 10�3 cm/s, the crucible width is 70 cm, and
the silicon is filled up to 40 cm height. The results are plotted in Figure 5.

Figure 5. Application example from Eq. (4). Concentration profiles over the height of the ingot are plotted for different
values of Jc.

New Research on Silicon - Structure, Properties, Technology216

2.2. Czochralski growth

2.2.1. Process details

2.2.1.1. Apparatus

The Cz method apparatus includes several individual components to grown crystals under
clean conditions and achieved the solidification of high-quality monocrystalline ingots. The
main components are the hot zone, the pulling and rotating systems and the process control
system. The hot zone is considered the most important part of the whole apparatus as it
determines most of the thermal growth conditions of the crystal. This includes the graphite
susceptor, giving mechanical support to the silica crucible, the graphite heater, responsible for
providing controlled amounts of heat through the entire process, and the thermal shield,
normally used for (1) conditioning the thermal field close to the solid-liquid interface and (2)
controlling the gas flow near the melt-gas interface.

The Cz method offers several degrees of freedom. Both crystal and crucible can be rotated and
lifted at variable speeds which allow process optimization according to the customer require-
ments. At the industrial-scale, the process is automated and follows predefined growth condi-
tions. However, the continuous monitoring of process parameters and growth conditions is
needed to suppress natural fluctuations of the growth conditions. Among them, the most
important is the meniscus inspection by an IR camera. The pulling rate of the seed and the
temperature of the heaters are continuously updated according to the feedback received from
the monitoring system. The crystal diameter is maintained approximately contestant by
this means.

Before the crystal starts to grow, the furnace chambers are evacuated, and inert gas is purged in.

2.2.1.2. Process steps

The growth of a Cz silicon crystal starts with the stacking of high purity polysilicon feedstock
in the crucible, where either solar-grade or electronic grade silicon are normally used. The
silicon chunks are placed strategically in order to (1) avoid movements during subsequent
feedstock melting and (2) minimize the contact between the crucible and the silicon to limit the
incorporation of oxygen. The feedstock is then molten by rising the temperature of the heaters
above the silicon melting point. The stabilization of the melt is achieved over the next few
hours, which is fundamental to obtain a more stable melt temperature and homogeneous
solute distribution. A dislocation-free silicon seed of a specific crystallographic orientation
(normally <1 0 0>) is finally dipped into the melt, and a meniscus is formed at the seed end.
Due to the thermal shock between the melt and the cooler seed, dislocations are generated and
need to be eliminated prior full crystal growth. A millimeter-range diameter neck is then
grown at high pulling rates, ranging from 2 to 4 mm/min, to promote dislocation diffusion
toward the crystal surface and thus stimulate their eradication. It needs to be long enough to
ensure dislocation-free growth of the subsequent crystal. The total length of the neck is
typically of tens of centimeters. To reach the desired crystal body diameter, two additional
steps are needed, that is, crown and shoulder. The crown is grown at constant pull speed,
usually lower than the crystal body, while the heater temperature is decreased. It leads to a
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constant enlargement of the crystal diameter at a rate depending on both parameters. The
shoulder corresponds to a sharp transition at the stage close to the nominal body diameter and
is needed to avoid further diameter increase. A sharp increase of the pull speed followed by a
decrease of the nominal body pull speed over a short distance will result in a vertical growth of
the crystal. The crystal body is finally grown at constant speed, with small adjustment over the
entire process in order to adjust for fluctuations of the diameter. The active monitoring system
inspecting the meniscus communicates with the controlling system responsible for the regula-
tion of the pulling speed. Nowadays, the crystal body is grown at a nominal pulling rate of
approximately 1 mm/min and diameters between 150 and 200 mm for PV applications. The
pulling speed and other parameters may vary upon further process optimization. The process
ends with the growth of the tail. A gradual decease of the diameter takes place at this stage,
and the final part of the ingots presents thus a conical shape. This last step may be optimized in
order to have a moderate cooling rate and avoid the formation of high density of oxygen-
related defects and thermal stress. Finally, the ingot is brought up to a receiving chamber
where it is cooled down to room temperature. A schematic of the different parts of a Cz silicon
ingot is shown in Figure 6

2.2.2. Incorporation of impurities

In addition to the doping impurities intentionally added to the feedstock, oxygen and carbon are
normally found in relatively large amounts in Cz-Si ingots, ranging from 15 to 21 ppma and 0 to
1 ppma, respectively. Nowadays, the control of the oxygen transport in the melt and consequent
incorporation into the crystal is one of the main challenges to achieve high-quality crystals.
Oxygen originates from the dissolution of the silica crucible, and its incorporation into the melt
depends on boundary conditions between crucible and melt, for example, the crucible wall
temperature. The dissolved oxygen is transported towards the solid-liquid interface through
melt convection. Despite an equilibrium partition ratio close to unity, only a small amount is
incorporated into the crystal, that is, less than 1%. Due to the high vapor pressure of oxygen, the
majority of the oxygen is indeed evaporated at the melt-free surface, where the evaporation rate
depends mostly on the free melt surface area in contact with purging gas. The oxygen transport
over large distances and eventually incorporated at Cz crystal depends on an interplay between
crucible dissolution rate, melt convection and evaporation at the melt-free surface.

At the industrial scale, Cz ingots are grown in large crucibles, depending on the crystal
diameter. To achieve a homogeneous distribution of temperature and impurities in the melt

Figure 6. Cross section of a Cz-Si crystal and its different parts after the growth process.
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as well as control the solid-liquid interface shape, both crystal and crucible are rotated in
opposite directions. It results in forced melt convection which together with other mecha-
nisms such as buoyancy driven flows and Marangoni forces, results in the development of
several individual convection cells. Melt convection has also an important role in the solid-
liquid interface shape, thermal field in the melt and impurities distribution. Buoyancy driven
convection is a result of the temperature gradient between the growing crystal and the
heated melt, intentionally created to drive the growth of crystal. Given the nature of the
buoyance forces and their strong impact on the melt flow, these can deliver variable amounts
of heat and impurities (e.g., oxygen) to the solid-liquid interface. The rotation of the crystal
results in liquid areas of variable angular velocities below the solid-liquid interface. The
dominant one is the so-called Taylor-Proudman cell and occupies most of the central area
below the interface. The centrifugal forces pushing liquid outwards due to crystal rotation
compete against the buoyancy flows. The interaction between the two can be controlled by
the crystal rotation rate, where higher crystal rotations result on a larger extension of the
central force convection cell. The enlargement of this cell may increase the oxygen transport
from the crucible walls toward the crystal and govern its axial and radial distribution.
Marangoni forces enhance the buoyancy-driven convection. They arise from variations of
surface tension along the melt-gas surface, as a result of radial temperature gradients. This
leads to the formation of a flow driven from the hot crucible walls to the solid-liquid interface
and may influence the crystal growth conditions. Lower oxygen concentration is typically
measured at the edge of the crystals in comparison with the center due to the effect of the
buoyancy and Marangoni flows.

The evaporated oxygen at the melt surface can react with the graphite parts of the hot-zone
and form carbon monoxide (CO) gas. The control of the argon flow in the furnace is then
crucial to remove the CO from the furnace and prevent it to dissolve back in the molten silicon,
which constitutes the main origin for carbon contamination. Carbon and oxygen contamina-
tion are thus closely related. The carbon in the melt is mostly segregated into the crystal after it
reaches the solid-liquid interface. Attempts are made to use crucibles made of other material
than silica to prevent oxygen incorporation into the melt. In addition to the optimization of the
argon flow conditions, alternative materials and coated graphite parts are pathways to mini-
mize carbon contamination of the melt. These new technologies are still facing challenges, and
silica and graphite remain the materials of choice for crucibles and crucible holders and
heaters, respectively.

2.2.3. Defects in Cz-Si crystals

2.2.3.1. Point defects

During Cz silicon growth, a large amount of native point defects are generated at the interface
and are subsequently incorporated in the crystal, the so-called vacancies and self-interstitials.
Vacancies correspond to missing atoms in the crystal lattice while self-interstitials to extra ones
occupying empty sites in the lattice. Impurity atoms are extrinsic point defects. Substitutional
impurities take over silicon atoms, and interstitial ones occupy empty sites in the crystal lattice.
Carbon dissolves substantially in the silicon crystal lattice and oxygen interstitially.
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The incorporation of native point defects depends on both the growth conditions at the solid-
liquid interface and the crystal cooling. The growth rate together with the defects diffusion into
the crystal plays a crucial role on the dominant type of point defects and corresponding
density near the solid-liquid interface. At lower growth rates, the diffusion of point defects
into the crystal dominates, and the crystal becomes interstitial rich due to their higher diffu-
sivity compared to vacancies. Voronkov and his collaborators have successfully described the
incorporation of point defects at the solid-liquid interface during Cz silicon growth [8, 9].
Based on the ratio between growth rate (V) and radial thermal gradient (G), it is possible to
determine whether vacancies or interstitials are generated in excess. The transition between the
two regimes is defined by the critical V/G ratio, and values ranging from 0.12 and 0.2 mm2/min
K are found in literature [10–12]. Given that G increases toward the crystal edge and assuming
that the crystal is grown at a steady-state rate, V/G also changes over the crystal radius, as shown
in Figure 7(left). Therefore, the density of point defects incorporated at the interface also change
accordingly. The critical ratio may also be affected by the presence of impurities at the interface.
Species such as oxygen can result in a lower critical value and thus promote the incorporation of
vacancies. Nowadays, industrial-scale crystals are grown in the vacancy-rich regime due to the
relatively high growth rates and large crystals used to increase their productivity.

2.2.3.2. Voids

Voids correspond to agglomerates of vacancies and, due to their nature, belong to the category
of volume-type defects. They are formed due to their agglomeration of vacancies during
crystal cooling at the temperature range of 1150–1000�C [13]. At temperatures close to
1000�C, vacancies preferentially bond with oxygen which results on dramatic reduction of
their the size. Void sizes range from 100 to 300 nm and present a twin or triple structure with
facets oriented along the {1 1 1} crystallographic orientation [14]. In addition to TEM, voids can
be visualized with several other characterization techniques, namely etching methods, where
the etch pits designation differs according to the used method. Secco etching can be used to
delineate voids that show up as D-defects at the tip of a wedge-shaped etch pattern. They can
further be visualized with optical techniques. Given their small sizes, the formed patterns are
the fingerprint of an existing void and make the void density possible to be determined.

Figure 7. (Left) V/G distribution along the radial direction of a Cz crystal grown under steady-state conditions [8]. (Right)
Defect rings distribution for variable V/G along the crystal radial direction, modified from Ref. [16].
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Industrial-scale Cz silicon crystals for PV applications tend to be grown at higher growth rates
and decreasing oxygen concentrations due to continuous process optimization. Therefore, it is
expected to find crystals of higher vacancy concentrations and consequently higher amount of
voids in the future.

2.2.3.3. Defect bands

Cz silicon crystals may be grown at different growth rates and dimensions according to the
application and pulling conditions. Both the diameter and the growth rate influence the type
and amount of defects incorporated, and given that the gradient at the interface changes with
the radial position, several types of defects may be found within the same wafer. Defects are
distributed as circular bands through the radius according to their nature. This can happen
mainly at the top of the ingot, where large variations of the crystal diameter are needed to
reach the body width. As such, the V/G ratio may vary, and all sorts of defects can be generated
from interstitials to voids. Due to the lower G at the center of the ingot, this ratio is higher at
this region, and it is thus more likely to find vacancy-related defects close to the crystal center.
Between the two extreme cases and close to the critical V/G ratio, several bands can be found
from interstitial defects to voids regions in the following order: L-band, P-band and H-band. In
addition, there is a narrow region between the interstitial region and the L-band, the so-called
perfect crystal, where interstitial and vacancies are of very low densities, and nucleation of other
defects is not promoted. The P-band is found at areas of slightly higher V/G ratio than the
critical one and corresponds to the maximum residual vacancy concentration after the nucle-
ation of voids [15]. Oxide particles are found in densities in the order of 108 cm�3 and can be
visualized as oxygen-induced stacking faults (OiSF) after thermal oxidation and etching. This
corresponds to an area of high recombination activity in as-grown crystals and must be
avoided. Process optimization is of upmost importance to accommodate this band at the very
top of the crystal, for example, in the crown area. A narrow band of smaller particles and
higher density compared to the P-band (in the range of 1010 cm�3) is formed at the periphery of
the last one. It corresponds to the so-called L-band, where only oxide particles can be formed
due to the low initial vacancy concentration. On the other hand, particles and voids coexist in
the H-band due to the higher initial vacancy concentration compared to the previous two. Due
to the higher density of oxide particles, higher recombination activity is found at the L- and
H-band compared to P-band after sufficient thermal budget to growth them above a certain
size. The different bands that can coexist in a crystal radial cut are schematically shown in
Figure 7(right)

2.2.3.4. Thermal donors

Interstitial oxygen atoms are not electrically active by themselves, but the same criterion is not
applied to their agglomerates. One important class of oxygen related defects is the so-called
thermal donors (TD). They are formed during crystal cooling at temperatures close to
450�C [17], and their size and density depend on the cooling rate of the crystal and the
interstitial oxygen concentration. Their denomination arises from the fact that they are a source
of electrons which results on a direct impact in the electrical properties. Their presence changes
the resistivity of the material leading to its reduction in n-type and increases in p-type silicon.
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Nevertheless, it leads to an increase of the recombination activity of minority carriers and
results on poor material performances. It is possible to completely dissolve TD by applying a
rapid thermal annealing for few seconds at 800�C [18]. Other class of TD can be found in Cz
silicon that grows at higher temperatures than the previously described. These are formed at
temperatures ranging from 650 to 850�C and are mostly developing in silicon with higher
concentration of carbon.

2.3. Alternative methods

2.3.1. Liquid phase growth

Ribbon growth processes lead to the fabrication of substrates from the melt directly into a
planar one where a crystalline structure suitable for solar cell applications is obtained. The
ribbon growth processes can be divided into either vertical or horizontal growth, depending
on the crystal pulling direction. The most mature methods of growing ribbons vertically are
edge-defined film-fed growth (EFG) and string ribbon (SR), and ribbon growth on a substrate
(RGS) for horizontally grown substrates. In the EFG method (see Figure 8A), the lower part of
the meniscus is formed and shaped by a graphite die, through which an octagonal silicon pipe
is directly pulled from the melt at rates approximate to 1.7 cm/min. The pipe is subsequently
cut into slices by laser so that it can be processed into solar cells. Due to the use of the graphite
die, a high carbon contamination is present in these ribbons [19]. In the SR method, strings are
fed through the molten Si to provide edge support for the growing ribbon (Figure 8B). It is
then used to pull the ribbon from the melt. Si substrates obtained using SR method can be
grown at 1–2 cm/min and exhibit low oxygen concentration, but still with high carbon concen-
trations [20]. The RGS technique (Figure 8C) allows the fastest growth rates among these
techniques (600 cm/min), and consequently, a high throughput can be achieved [21]. However,
it has the main limitation of using a substrate to support the crystal growth. Furthermore,
crystals produced with this technique exhibit high carbon concentrations [22], which compro-
mise the solar cells quality.

Another interesting vertical ribbon growth method is the ribbon of a sacrificial template (RST)
[23]. This method combines two of the previous concepts; the vertical growth direction is
combined with the use of a substrate (Figure 8D). It allows faster vertical growth rates, but
with the disadvantages of the vertical and horizontal techniques in terms of contamination.

2.3.2. Gaseous phase growth

The substrate material for the solar cell can be grown directly from silane or chlorosilane gases
in a low-cost substrate. For such procedure, chemical vapor deposition (CVD) is used for
depositing silicon on a substrate at high temperatures. Using a gaseous mixture of H2 and the
precursor SiH4 or SiH, it is thermally decomposed at the hot surface of the substrate. Si layers
of a few microns are deposited on a substrate that is prepared so that the deposited film is
releasable onto a carrier substrate [25], as shown in Figure 9. Such technique is applied to
produce thin films with an amorphous structure, which is a limitation toward the fabrication
of high efficiency solar cells.
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Figure 8. Ribbon growth techniques schematics: (A) edge-defined film fed growth; (B) string ribbon growth; (C) ribbon
growth on a substrate; (D) ribbon on a sacrificial template growth schematics. Adapted from Ref. [24].

Figure 9. Gas-phase film growth by CVD onto a releasable substrate. Adapted from Ref. [26].
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An interesting method to grow silicon ribbons for solar cells directly from a gaseous feedstock is
the so-called silicon on dust substrate (SDS) process [27–29]. In this process, a self-supporting
silicon sheet is produced directly from a silicon gaseous feedstock by a fast CVD step using
gaseous SiH4. With this method, it is possible to achieve high deposition rate at low temperature
(approximately 800�C), and at atmospheric pressure. These characteristics make it a fast deposi-
tion process with low energy budget. The SiH4 is decomposed by the follow pyrolysis reaction,

SiH4ðgÞ ! 2H2ðgÞ þ SiðsÞ ð6Þ

The deposition of Si occurs on top of a thin silicon dust layer that is placed on a quartz plate. This
deposition process guaranties high homogeneous nucleation rates of silicon nanoparticles of
high purity. The resulting film has a nanoporous structure, which after being detached from the
dust layer has a thicknesses ranging from 300 to 400 µm. The remaining detached silicon dust
acts as a sacrificial layer that can then be reused for a new deposition. The drawback of this
method is that the resulting Si sheet is porous Si and of a very low nanocrystalline quality, which
makes it unsuitable for solar cell applications. Therefore, the sheet goes through a crystallization
process by float zone melting. A localized molten zone is created by a focused radiation in the
form of a thin line which goes through the film crystallizing it. After the crystallization step, the
resulting sheet has a multicrystalline structure that is suitable to be used as a substrate for solar
cells. For this process, a deposition rate of 20 μm/min and constant advance speed of 10 mm/min
can be achieved. With low impurity sources, this technique is mainly limited by the high
dislocation density, which is produced due to high thermal gradients during crystallization.
Recent developments in this technique foresee solar cells of efficiencies of 14%, which is rela-
tively low when compared to standard and more mature processes [30].
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Abstract

Guiding on-chip optical beams without diffraction is very important in the future’s all-
photonic circuits. Herein, both theoretically and experimentally, we study an all-angle 
quasi-self-collimation phenomenon occurring in photonic crystals composed of silicon 
nanorods. When the all-angle quasi-self-collimation phenomenon occurs, the optical 
beams can be incident onto such photonic crystals from directions covering a wide range 
(extremely close to all-angle) of incident angles direction and become highly localized 
along even a single array of rods, which finally achieve results in the narrow-beam prop-
agation without divergence. The propagation length is expected to be 1000 times larger 
than the wavelength of light. Theoretically, it is shown that such all-angle quasi-self-colli-
mation phenomenon is owing to the symmetry change of the lattice of photonic crystals. 
By changing the symmetry of a photonic crystal to straighten the isofrequency contours, 
the photonic crystal shows the all-angle quasi-self-collimation effect. Experimentally, 
we show the observation of all-angle quasi-self-collimation phenomenon occurring in a 
rod-type silicon photonic crystal fabricated on by patterning a silicon-on-insulator (SOI) 
wafer. The experimentally observed propagation length is more than 0.4 mm over the 
telecom wavelength range, even though at large angle of incidence, which is a relatively 
large length scale for on-chip optical interconnection.

Keywords: without diffraction, silicon photonic crystal, all-angle quasi-self-collimation, 
SOI
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1. Introduction

By using an index gradient, a well-designed waveguide array [1], or nonlinear optical effects 
[2, 3], beam spreading arising from geometrical origin can be manipulated in many ways. 
Photonic crystals (PCs) provide an alternative to beam steering based on photonic band-
gap (PBG) formation and related dispersion phenomena such as negative refraction, super-
prisms, and slow light. Self-collimation (SC) as a dispersion-related phenomenon is worth 
studying because it has important implications for subwavelength focusing, channel-less 
waveguiding and diffraction suppression [4–7], etc. In a SC PC, the light beams can propa-
gate without diffraction, since propagation directions are paralleled to the group velocity, 
i.e.,   V  g   =  ∇  k   ω(k ) , where ω is the optical frequency for a determined wave vector k. Thus, 
we can determine that the SC effect is ascribed to the flat part of the equifrequency con-
tours (EFCs) [8, 9]. Based on the SC effect, it can be used to design novel SC-based photonic 
devices, such as devices for diffraction inhibition, channel-less waveguides, subwavelength 
focusing or imaging [4, 5, 10, 11].

In recent years, the development of fabrication techniques has enabled the SC PCs to function 
at optical frequencies. In experiments, it has been recognized that SC phenomenon exists in 
many different kinds of structures, containing pillar-type and hole-type PCs [4, 12, 13], and 
quasi-zero-average-index structures [14], or even three-dimensional PCs [15]. Lately, wide-
angle SC phenomena have been reported in PCs with square lattices by the composition of 
elliptical air holes [16]. Technically speaking, contrary to the hole-type PC, there are a great 
potential for active components with the pillar-type structure, benefiting from the possibil-
ity of the heat dissipation capability and electrical contraction. In addition, the light interacts 
with the medium (to be sensed) which more strongly surrounds the rods, and in optofluidics, 
the rod structure allows for fluid penetration better than the structure composed of air holes 
in a dielectric slab, therefore, the rods are more suitable for sensing applications.

However, there are still some problems to be solved. For example, the SC effect may be 
limited by the angle of incidence of light, which makes SC-based super-integrated devices 
difficult to manufacture. In this paper, the model is clarified for a full-angle quasi-SC PC, 
and the lower reflections for our quasi-SC PC by utilizing the destructive interference-
based method. This all-angle quasi-SC is related to a flat equifrequency contour (EFC) 
across the entire Brillouin zone. In contrast to the conventional self-collimation, the all-
angle quasi-SC shown in this chapter exhibits two unique properties. First, the light waves 
can be injected from any angle, even up to 90° [17]. Second, the electromagnetic energy 
can be achieved for high degree of localization in the case of nondiffraction [5]. For hole-
type PCs, light waves are confined between the pores owing to the full-angle quasi-SC 
phenomenon, whereas for pillar-type PC, the electromagnetic energy can be positioned 
highly along a narrow path just as in a single nanorod array, as presented in this paper. 
Moreover, we will also show our recent experimental work on the all-angle quasi-SC in 
PCs composed of silicon nanorods. We believe this work motivates the current research on 
silicon photonics.
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2. Theoretical model and analysis

First, the two-dimensional (2D) rod-shaped silicon PC is considered with a rectangular lattice 
in the air, as shown on the inset in Figure 1(a). The breadth and length of the rectangular lat-
tice are denoted by a and b, respectively, and the radius of the rod is r = 0.3a. Assume that the 
silicon rod is lossless and nondispersive near the telecommunication frequency and exhibit 
a refractive index of 3.5. Then, EFCs can be calculated by plane-wave expansion method. To 
simplify the model throughout this chapter, only one single frequency f = 0.2 c/a is considered 
for the transverse electric (TE) modes. This frequency is located in the first photonic band, and 
the corresponding isofrequency contour plot is shown in Figure 1.

2.1. Straightness of the EFCs and collimation ability of the beams

As shown in Figure 1(a)–(d), the large angle SC effect in PC can be obtained by changing the 
symmetry of the PC, that is, by increasing the aspect ratio of the length to breadth “β = b/a”. 
As shown in Figure 1(d), the large angle SC effect is indicated by the straightness of the EFC 

Figure 1. EFCs for the normalized frequency f = 0.2c/a, fixed a, r=0.3a, and different lattice length-breadth ratios β: (a) β = 
1.25, (b) β = 1.75, (c) β = 2.3, and (d) β = 3.5. Inset image in (a): schematic illustration of the 2D PC.
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plotted over the entire Brillouin zone. The light beams can reduce beam divergence along 
with the increase of β value, resulting in self-collimation propagation along the ΓX direction. 
Therefore, for the purpose of improving the collimation ability, a higher EFC straightness 
must be obtained. As described in Figure 1, the straightness linearity of the EFCs is deter-
mined by β.

In order to study the correlation between length-breadth ratio “β” and EFC straightness, 
the least-squares method [17] is used to quantify EFC straightness as shown in Figure 1. 
According to this method, a quasistraight EFC whose curve can be illustrated by a function 
“Y = F(X)” (Y representing ky and X representing kx). Assuming that a straight line with the 
equation

   Y ¯¯   = AX + B  (1)

can be applied to fit the quasistraight EFC, where A and B are undetermined coefficients. For 
the purpose of obtaining A and B,  ε =   ∑ 

i=1
  n     [   Y  

i
   -   (  A  X  

i
   + B )    ]      

2

   is defined, where i is the number of 
sampling points, then, by utilizing the minimum condition, i.e., ∂ε/∂A, ∂ε/∂B, we obtain

  A∑  X  i        
2  + B∑  X  i   = ∑  X  i    Y  i    (2)

and

  A∑  X  i   + nB =∑  Y  i    (3)

From Eqs. (2) and (3), A and B can be calculated as follows:

  A =   
n∑  X  i   Y  i   −    ∑  X  i   ∑  Y  i    ____________  
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    (4)

Finally, we can quantify the straightness quality of the EFCs through the straightness factor

  L = Δ  L  max   − Δ  L  min    (5)

Where  Δ  L  
max

   =   [  Y −   Y ¯¯   ]    
max

   =   [  Y − AX − B ]    
max

    and  Δ  L  
min

   =   [  Y −   Y ¯¯   ]    
min

   =   [  Y − AX − B ]    
min

    are the maximum and 
the minimum convexities, respectively.

According to the straightness factor L is defined by Eq. (5), the averaged deviation angle of 
the propagation direction can be illustrated for a quasi-collimated light beam. Furthermore, 
we note that the beam width will become broader while the beam propagates through the 
quasi-SC PC, with determining the beam waist by  W(D) ≈  W  

0
   +L   λD ____  πW  

0
      where λ is the wavelength 

in the air, W0 and D (we assume D ≫ λ, D ≫ W0) describe the initial waist and propagation 
distance of the beam, respectively. The smaller L corresponds to a straighter EFC and better 
self-collimation behavior. Just in case L = 0, a perfectly straight EFC corresponding to a strict 
self-collimation without beam divergence is obtained, W(D) = W0 which the D can take any 
value.

For most practical applications, the condition L = 0 is too strict. A sufficiently small L is usually 
acceptable. We proposed L0 = 0.01 as the critical value for the straightness factor (corresponding 
to the pink dash line in Figure 2). In this case, the quasi-collimated beam shows almost no diffrac-
tion if L ≤ L0, for example, relative to a typical Gaussian beam with an initial waist W0 = 10λ, the 
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beam broadening is less than 1% as the beam propagates at a distance scale of 100λ. We consider 
this quasi-collimated beam to be sufficient for most practical applications with self-collimation 
phenomenon.

Using Eq. (5), the straightness factor L of the EFCs can be calculated. Figure 2 shows the 
relationship between the straightness factor of the EFCs and the rectangular lattice structure. 
As β increases, the straightness factor L decreases obviously. This result is consistent with 
the result in Figure 1. As shown in Figure 1(a)–(d), we can measure that the corresponding 
straightness factors are L = 0.1743, L = 0.014, L = 0.01, and L = 8.09 × 10−4, respectively. For 
f = 0.2c/a, which is the normalized frequency, the condition L = L0 corresponds to β = 2.3, 
with the corresponding EFC shown in Figure 1(c). In order to provide usable operating fre-
quency quasi-SC effect on additional information, L in the other four frequencies as a func-
tion of β is also shown in Figure 2, from which they can be seen with f = 0.2c/a very similar. 
Furthermore, bandwidth of quasi-SC effect becomes broader and broader by increasing β, 
because more and more EFCs have their straightness factor L smaller than L0.

As shown in Figure 2, it is possible to realize a better and better SC by increasing β. For the 
case of β≫1, the system will become separated from each other, so in this case, we can inves-
tigate only one of the row of rods. We find that the SC effect is still valid in this single row of 
rods. However, there are many differences between their single row, and also there are many 
differences between a single row and a PC having a rectangular lattice. For the sake of sim-
plicity, we limit ourselves to only explore the PC shown in Figure 1(with β = 2.3) at a single 
frequency f = 0.2c/a.

Figure 2. Straightness factor L plotted as a function of the length–breadth ratio β of the rectangular lattice. The normalized 
frequencies are in unit of c/a.
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In order to study the whole-angle quasi-collimation phenomenon of the PC at the frequency 
f = 0.2c/a, with β = 2.3, a = 0.4 μm, and r = 0.3a, a Gaussian beam with the beam width 2.3 
μm (a little bit larger than one wavelength 2 μm) is incident to the PC at any incident angle. 
Figure 3 shows the calculation model, which can be applied to calculate the electromagnetic 
field by a perfectly matched layer (PML) finite-difference-time-domain (FDTD) method [10, 
11] with a grid size 20 nm. The PC’s right, 50 × 71 rods array (as shown in the blue bars in 
Figure 3) are manually set to be absorbed (a small imaginary part is added to the refractive 
index of rod, i.e., the index becomes 3.5 + 0.02i) which set to avoid the size-dependent Fabry-
Perot effect. A PML boundary condition is acted by absorption rods array for the PC. Thus, 
the structure may be available to simulate an infinite-length PC. As shown in Figure 4 and 
the subsequent figures, the field distribution is presented. However, only the field which is 
located in the nonabsorption region is shown. When a Gaussian beam propagates with a 
different incident angle in air (top panels) and PC (lower panels), the field distribution in 
this case is depicted in Figure 4(a)–(c). We can see that the beam does not diverge in the PC 
which shown in Figure 4. On the contrary, the electron beam has great divergence in the air.

2.2. Coupling analysis

We investigate the optical coupling efficiency of the SC PC in this section. Owing to strong 
reflection, there are the large coupling losses (about 50%), which are shown in Figure 4. For 
improving the coupling efficiency, we propose a method based on destructive interference. 
Figure 5 depicts an antireflection layer (ARL), which is used in front of the quasi SC PC. The 
ARL is also constituted of the silicon rods array, which a lattice constant b = 2.3a is equal to 
the length of the rectangular lattice of the quasi-SC PC. The silicon rods radius in the ARL is 

Figure 3. FDTD calculation model.
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rarl, and the distance between the ARL and the quasi-SC PC is darl. The parameters darl and rarl 
should be well-designed to improve the coupling efficiency.

The coupling efficiency   κ = 1 −  |    r  
tot

     |     2    is directly determined by the total reflection coefficient 
rtot, which can be written as:

Figure 4. The field distribution when Gaussian beam irradiated to the air (top panel) and PC (lower panel) having 
different incident angles θ: (a) θ = 0°, (b) θ = 30°, and (c) θ = 30°. The white dashed line presents the interface between the 
air and PC, and the field distribution is plotted using a logarithmic color map .

Figure 5. Schematic illustration of the ARL placed in front of the quasi-SC PC. The variable ARL parameters are the 
distance darl and the radius rarl .
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   r  tot   =   
 r  12   +  r  23    e   i2β 

 ________ 1 +  r  12    r  23    e   i2β     (6)

where β = k0 ⋅ (darl−r−rarl) is the phase shift of the light beam as it crosses the ARL (k0 denotes the 
wave vector in the air), r12 is the reflection coefficient of the ARL and r23 is the reflection coeffi-
cient of the semi-infinite quasi-SC PC in the air when the light beam is striking the PC surface 
from air. By applying the multiple scattering method [18], both r12 and r23 can be calculated.

We try to find the appropriate rarl and darl values to reduce total reflection |rtot|2. First, we cal-
culate the coupling efficiency for an initial value of rarl with rarl = r, and the resulting color map 
is shown in Figure 6(a). In this figure, the red area corresponds to high coupling efficiency. As 
shown in Figure 5, there are two regions, which allow for high coupling efficiency over a rela-
tively wide incidence angle. We can select the appropriate darl according to Figure 1. As shown 
in Figure 5, for instance, 3.28a for an incident angle of 0°–20°, or 3.44a for an incident angle 
of 20°–30°. Then, for the optimization of darl, rarl can be further optimized by improving the 
coupling efficiency, as shown in Figure 6(b) and (c). The darl values are fixed to be 3.28a and 
3.44a, respectively. From Figure 6(d), the enhanced coupling efficiency is described versus the 

Figure 6. (a) The coupling efficiency as a function of darl and the incident angle, which darl and rarl are fixed at 0.3a. (b) The 
coupling efficiency as a function of rarl and the incident angle θ, which an optimized darl is fixed at 3.28a. (c) The coupling 
efficiency as a function of rarl and an incident angle θ which an optimized darl is fixed at 3.44a. (d) Coupling efficiency as 
a function of the incident angle without and with ARL. The structure parameters of ARL 1 and ARL 2 are darl = 3.28a, rarl 
= 0.26a and darl = 3.44a, rarl = 0.26a, respectively.
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incident angle. The coupling efficiency is greatly improved over a wide incidence angle range 
by using the well-designed ARL.

In order to further improve the coupling efficiency, graded multiple ARLs are provided with 
same lattice constant (b = 2.3a) as shown in Figure 7(a). They locate in front of the photonic 
crystal, which the distance is a. There are 20 layers in the graded multiple ARLs, and the rods 
radius is varying from the left to the right slowly, i.e., for the ith layer, the radius of the rods 
is   r  

ARLs
  (i ) = i(r / 20 ) , where i = 1, 2,…, 20. By using the multiple ARLs, the coupling efficiency is 

improved for nearly all incident angles, as shown in Figure 7(b).

In order to verify the improvement of the coupling efficiency, the field distribution is calcu-
lated for the Gaussian beam at four angles of incidence emitted at a PC with multiple ARLs, 
and the resulting field distribution is described in Figure 8(a)–(d), respectively. For multiple 
ARLs structure, the Gaussian beams are almost completely coupled into the PC with little 
reflection. Comparing Figure 8 with Figure 4, it is indicated that the multiple ARLs can sup-
press the reflection.

Figure 7. (a) Schematic illustration of the multiple ARLs. (b) Coupling efficiency as a function of the incident angle 
without and with multiple ARLs.
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3. Experimental model, results and discussion

We present the demonstration of a full-angle quasi-SC phenomenon based on pillar-type PCs 
in this section. Light waves are received into these pillar-type PCs from a wide range of inci-
dence angles and can be positioned highly along the array of rods. We observed that the 
propagation length was 0.4 mm in the wavelength range of 1540–1570 nm. For on-chip pho-
tonic applications, this value might be sufficient propagation distance.

3.1. Experimental model

In order to increase the angular collimation range, a simple and feasible approach is to reduce 
the symmetry of the photonic construct by using a rectangular lattice [19]. Here, the 2D pillar-
type PC composed of a rectangular lattice fabricated by patterning silicon on insulator (SOI) 
wafer, as presented in Figure 9(a). By increasing a rectangular lattice of side ratio, a flat EFC 
across the entire Brillouin zone can be obtained. However, due to the small filling factor of the 
dielectric material, an excess ratio will result in leakage of the light wave in the other direction 

Figure 8. Field distribution when Gaussian beam emitting at the PC with multiple ARLs at different incident angles θ: 
(a) θ = 0°, (b) θ = 30°, (c) θ = 60°, and (d) θ = 75°. The white dashed line presents the interface, and the field distribution 
is described using a logarithmic color map.
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(z-direction). As a compromise between the full-angle quasi-self-collimation effect and the 
collimating efficiency, we choose a PC structure with b/a = 2.4. A top silicon layer with a height 
h = 2:025a was used as a board layer. The buried oxide (BOX) layer forms a high refractive 
index-contrast structure with the air as the cladding. According to this particular structure, 
out-of-plane light confinement is achieved owing to total internal reflection. For the silicon 
and BOX, the refractive indices are nSi = 3.5 and nSiO2 = 1.5, respectively. Using plane wave 
expansion (PWE), we can obtain the band diagrams for the TM-like polarization (with the 
E-field along the y-direction), as shown in Figure 9(b). The colored area is a light cone, below 
which are guided mode to be positioned in the plate [20, 21].

The light propagation direction in PCs depends entirely on the gradient direction of the corre-
sponding EFC, since the propagation direction is the same as the group velocity vg = ∇kω (k), 
where ω is the optical frequency corresponding the wave vector k [22]. Thus, we can consider 
that the self-collimation effect is derived from the flat portion of the EFC. However, the non-
diffractive propagation is confined owing to the use of a relatively broad beam of light, which 
the wave vectors are limited to the local flat portion of the EFC. For a narrow beam including 
a large range of k vectors, for instance, to obtain all-angle quasi-self-collimation, we require 
a flat EFC across the entire first Brillouin zone (as we discussed in the above section). Then, 
we calculate the corresponding EFC of the second frequency band as shown in Figure 9(c). 

Figure 9. (a) Schematic diagram of a 2D pillar-type PC, which consists of a rectangular lattice formed by patterning the 
SOI wafer. (b) Band diagram of rectangular lattice PC. The dashed line indicates the frequency as 0.258c/a. The colored 
area describes a light cone. (c) An equifrequency contours of the second frequency band.
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It is noteworthy that, at the f = 0.258 c/a, the flat EFC is flat across the first Brillouin zone, 
which is expected to lead to a large angle self-collimation. To validate our prediction, 3D finite 
difference time domain (FDTD) method is used to perform the simulation. A Gaussian beam 
having a width of 0.25b at f = 0.258 c/a is emitted into the designed PC. The calculated electric 
field intensity is drawn in Figure 10(a). The self-calibration is achieved even though the small 
beam circumference, which the light source contains a wide range of k vectors. The Ey field 
intensity is presented along the z-direction at x = 40a in Figure 10(b). It is noteworthy that the 
EM energy is highly positioned along the array of a single nanorod. The Ey field intensity is 
only 1/105 which located in the third row to each one side of this single nanorod array, for 
instance, a very weak electric field. It will ensure good confinement for light waves when plac-
ing of four rows of nanorods on each side of the central single nanorod array.

3.2. Experimental results and discussion

The parameters of the dielectric nanorod chain design is a = 400 nm, r = 160 nm, and h = 
810 nm for which these operate at frequencies of optical communications. The PC is fabri-
cated on a platform of silicon-on-insulator (SOI) wafers by four main processing steps. First, 
we require that thermal oxidation is needed to form an oxide layer, which serves as a hard 
mask for the purpose of transferring the pattern into the Si layer by using reactive ion etching 
(RIE). Second, we apply electron beam (E-beam) lithography to transfer this pattern to the 
high-sensitivity and high-resolution E-beam Resist ZEP-520. Third, the hard mask is etched 
using RIE in a CHF3 plasma. Finally, after using the inductively coupled plasma (ICP) etching 
process, which a thermally grown SiO2 layer is used as a hard mask, the resulting dielectric 
rods are about 810 nm. Figure 11 shows the scanning electron microscope (SEM) image of the 
nanorods, the rods have sidewall profiles approximately 90° to the substrate; the screw thread 
is caused by deep etching with using the Bosch process.

To show the large angle of self-collimation effect, three different samples with tilted PC 
areas were designed in the experiment. We introduce light waves to irradiate the PCs by a 
waveguide, which a width is 3 m as shown in left panels (a), (b), and (c) of Figure 12, it is 
designed that the tilt angles with respect to the incident waveguide are set to be 0°, 45°, and 
75°, respectively. Theoretically, note that self-collimation can even be observed for an incident 
angle of almost 90°. However, due to impedance mismatch, larger incident angle causes more 

Figure 10. (a) The field intensity of the electric field component Ey (TM polarization) calculated using the FDTD method. 
(b) The Ey field intensity along the z-direction at x = 40a.
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Figure 11. SEM images of the fabricated device: (a) Rectangle lattice pillar-type PCs with a = 400 nm, b = 2.4a, and h = 
2.025a. (b) Magnified image.

Figure 12. The left part of FIG: SEM images of PC samples with different tilt angle (a) 0°, (b) 45°, and (c) 75°. The right 
part of FIG: (d), (e), and (f): a top view of the scattered light, which indicates the ray trace of the light beam captured by 
the infrared camera. A and B are marks of the light spots generated by strong scattering at the interface.
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 reflection losses. In our experiments, the maximum incident angle is set at 75°, so that our 
camera can be used to capture a sufficient amount of light scattering due to structural defects. 
The TM polarized light from the tunable laser source is introduced into the lensed fiber. In 
order to visualize the EM energy transfer in the PC, we use an infrared camera to capture 
the ray trajectory of the EM energy (through the scattered light). Light traces were observed 
clearly in the 1540–1570 nm wavelength range. Coupled resonator waveguides (CROWs) 
based on weak coupling between high-Q cavities can also achieve functions similar to those 
of our guided-wave PC structures. Unfortunately, their operating frequencies are limited to 
the resonant frequencies of the whispering gallery modes of individual rods [23]. In contrast, 
our SC effect is based on the dispersion relation of the entire PC, operating over a bandwidth 
wider than the resonant frequency of a single rod. Figure 12(d)–(f) corresponds to capturing 
the results at 1550 nm wavelength with incident angles of 0°, 45°, and 75°, respectively. At the 
point of A, this light spot is contributed by strong scattering which located on the interface 
of the waveguide surface and the PCs. At the point of B, this light spot which situated at the 
opposite end of the PC region, also provides an interface for optical scattering. There are 1000 
lattice periods in the routing from A and B, corresponding to the propagation length value 
of 0.4 mm. For the on-chip optical interconnection, it is a very considerable length scale. For 
the large-angle self-collimation effect, previous experiments shown that the light propagat-
ing had at least 100 lattice periods without significant divergence [24]. In our experiment, the 
propagation length can be as high as 1000 lattice periods, and ray trajectory of the light is 
clearer than the previous.

For a detailed description of the quantitative results, the field intensity of the nanorod 
array determined from the FDTD calculations [25] is plotted in Figure 13(a). The experi-
mentally determined propagation loss of the self-collimated beam is measured by plotting 
the relative intensity along the nanorods in Figure 12(d). The experimental propaga-
tion loss is determined to be 17.6 dB/mm, which is higher than the simulation result as 
shown in Figure 13. It is believed that the extra propagation loss is mainly attributed to the 

Figure 13. (a) Theoretical propagation loss from the 3D FDTD simulation. (b) Experimental propagation loss of the self-
collimated beam determined by plotting the relative intensity (in logarithmic scale) along the nanorods in Figure 11(d).
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 roughness of the pillars, but we can reduce this roughness by improving the manufactur-
ing process. Our simulation shows that the coupling efficiency can be as high as 92, 90, and 
45% corresponding to the incident angles of 0°, 45°, and 75°, respectively. Furthermore, 
through modifying the interface [26, 27], the coupling efficiency can be enhanced by sup-
pressing scattering at the point A. Therefore, it is believed that the millimeter-scale propa-
gation length can be easily observed with the rod structure based on the above-mentioned 
improvements.

4. Conclusion

In conclusion, an all-angle quasi-self-collimation effect can be achieved by changing 
the rectangular-lattice symmetry of photonic crystal. The quasi-self-collimation effect is 
identified and quantified by a straightness factor L, which is based on the least-squares 
method. With the decrease of straightness factor L, the photonic crystal possesses a more 
powerful self-collimation effect. Besides, the efficiency of light coupling to the quasi-
self-collimation photonic crystal is investigated and is greatly improved by applying 
a carefully designed antireflection structure. Experimentally, we have designed, fabri-
cated, and characterized a structure based on silicon nanorods that exhibits the all-angle 
quasi-SC phenomenon. The millimeter-scale propagation length and broad wavelength 
range exhibited by our structure may be sufficient for on-chip photonic applications. Our 
recent study shows such all-angle quasi-self-collimation effect can also be used to design 
a compact silicon nanoantenna array for high-efficiency vertical light emission [28]. Such 
a large-angle SC phenomenon resulting from the nanorod structure may also find applica-
tions in sensing and optofluidics.
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Abstract

Silicon technologies provide an excellent platform in order to realize microsystems 
where photonic and microelectronic functionalities are monolithically integrated on 
the same substrate. In recent years, a lot of passive and active silicon photonic devices 
have been optimized to work at telecom wavelengths where, unfortunately, silicon has 
a neglectable optical absorption due to its bandgap of 1.12 eV. Although silicon can-
not detect wavelengths above 1.1 μm, in recent years, tremendous advances have been 
made in order to make it suitable for operation in the near-infrared spectrum. One of the 
approaches is to take advantage of the internal photoemission effect through a Schottky 
junction where a metal absorbs the incoming radiation and emits hot carriers into silicon 
making sub-bandgap detection possible. The present chapter describes the more recent 
advances in the field of the silicon photodetectors based on the internal photoemission 
effect showing as devices based on new emerging materials and complex nanostruc-
ture are leading this family of device to compare favorably with the well-established 
technologies commonly used for telecom wavelengths based on germanium and III–V 
semiconductors.

Keywords: silicon, internal photoemission effect, photodetectors, near-infrared, 
graphene

1. Introduction

Silicon (Si) photonics is a discipline of paramount importance in the field of integrated 
optics, and, nowadays, new Si-based commercial products are already available on the 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
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market [1, 2]. Although Si photodiodes are commonly realized to operate at visible wave-
lengths, their development at wavelengths of interest for telecommunications is not a 
trivial task to reach because Si is transparent at wavelengths above 1.1 μm. Conventional 
near-infrared Si-based PDs are based on the integration with III–V compound semicon-
ductors as: InGaAs [3, 4], Ge [5], and SiGe [6]. Concerning InGaAs, a hybrid approach [7] 
is commonly followed because of the high lattice mismatch between InGaAs and Si (8.1%) 
making the monolithic integration with Si very difficult [8]. On the other hand, the growth 
of Ge on a Si substrate can be traditionally obtained with a two-step epitaxial growth 
technique [8, 9] in order to realize a buffer layer where a pure crystalline Ge can be epitaxi-
ally grown on Si substrates [10]. However, the requirement for a buffer layer that causes 
problems in both thermal budget and planarity [11, 12] prevents its monolithic integra-
tion on Si. Indeed, even if Si four-channel optical receivers based on GePDs have been 
successfully realized by both Intel [13] and Luxtera [14], it is worth noting that they are 
only flip-chip mounted to a Si electronic circuitry. In alternative, there has been progress 
in fabricating SiGe-based PDs. SiGe has been considered as semiconductor because it is 
still implemented in the CMOS process flow [6], but, unfortunately, the Ge content of the 
available layer is estimated to be 25–35% [15], and consequently, the detection wavelength 
is lower than 1200 nm [16]. In order to circumvent all these drawbacks, many approaches 
have been followed to realize silicon compatible PDs [17]. In particular, very promising is 
the approach based on the internal photoemission effect (IPE), that is, the exploitation of 
photon-assisted transmission of hot carriers across a potential barrier at metal-semicon-
ductor interfaces. In the last decade, much effort has been focused on this field, and both 
impressive results and new structures have been reported. Indeed, IPE has been combined 
with nanoscale metallic structures, including metal stripes supporting surface plasmon 
polaritons (SPPs) [18, 19], Si nanoparticles (NPs) [20], metallic gratings [21], and antennas 
[22]. In addition, IPE has been combined with new structures based on two-dimensional 
materials (like graphene) able to replace metal in the Schottky junction [23]. After these 
research processes, IPE-based Si PDs show the potentialities to compare favorably with 
Ge-based devices, while also offering new advantageous characteristics. Indeed, IPE-
based PDs are very fast thanks to the unipolar nature of the Schottky junction, and they 
have already shown the capability to be monolithically integrated with Si-based charge 
coupled devices for infrared applications [24]. IPE-based Si PDs were  already  summarized 
in a previous work of some years ago [25].

In the present chapter, the huge advances made in this field, are reported. In the first sec-
tion, IPE theory will be elucidated in detail taking advantage of the new recent develop-
ments. Then, the main structures reported in the literature, and the most significant results 
obtained in recent years will be reviewed and discussed, comparing the performance of 
devices based on the different approaches. In particular, the second section will illustrate 
the state-of-the-art of the main both surface-illuminated and waveguide IPE-based Si PDs 
reported in literature, while the third section will be dedicated on devices able to combine 
IPE with plasmonic effects. Finally, in the fourth section, the potential of new devices tak-
ing advantage of both newly emerging materials and smart structures will be addressed.
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2. Internal photoemission theory

IPE is the optical excitation of electrons in the metal to energy levels above the Schottky bar-
rier and then the transport of these electrons to the energy bands of the semiconductor. A 
band diagram for a metal/p-Si junction is sketched Figure 1.

It is well-known that IPE is typically a very weak effect due to many factors: (1) the low 
absorption due to high reflectivity of the metal layer, (2) the conservation of momentum dur-
ing carrier emission over the potential barrier which lowers the carriers emission probability 
into semiconductor, (3) the excitation of carriers lying in states far below the Fermi energy, 
which get very low probability to overcome the Schottky barrier. The result is that IPE-based 
devices are characterized by low responsivity R (i.e., the ratio between the photogenerated 
current Iph and the incoming optical power Pinc):

  R =   
 I  ph   ___  P  inc  

   =   λ [ nm ] _____ 1242   ⋅  η  e    (1)

where λ is the wavelength of the incident photon expressed in nm, and ηe is the external 
quantum efficiency of the device, that is, the number of charge carriers collected per incident 
photon. Alternatively, the number of carriers collected per absorbed photons is called the 
internal quantum efficiency ηi.

Figure 1. Energy band diagram for a metal/p-type Si junction (EFM and EFSi are the metal and Si Fermi level. EC and EV are 
the conduction and valence band energy of Si and φB is the Schottky barrier of the metal/p-Si junction.
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Fowler described the first electron model concerning electron photoemission from metal into 
vacuum in the 1931 [26]. Subsequently, in the 1960s, Cohen et al. [27] modified the Fowler’s 
model in order to take into account the carrier photoemission from a metal into a semiconduc-
tor, elaborating the commonly used formula:

   η  i   = C ⋅   
  (  hν −  ϕ  B   )     

2
 
 _______ hν    (2)

where φB is the Schottky barrier, hν is the energy photon, C = 1/8(EF + φB) is named the quan-
tum efficiency coefficient, and EF is the metal Fermi level. In this context, it is worth noting 
that Eq. (2) was obtained under the zero temperature approximation and for thick metal films.

Subsequently Elabd and Kosonocky reviewed the IPE model in order to obtain better agree-
ment with the experimental data [28] and, always under the zero temperature approximation, 
they obtained approximately the same Eq. (2) but characterized by a different quantum effi-
ciency coefficient that results C = 1/8φB. In addition, the authors extended the photoemission 
model to the case of thin metal films by introducing a multiplicative gain factor arising from 
the increased escape probability of the hot carriers into the metal due to the scattering with 
metal surfaces [28]. In the last years, many other authors have investigated IPE theory and 
new physical models more and more complex have been proposed [29–31]. Recently, Scales 
and Berini extended the Elabd and Kosonocky’s theory in order to take into account of the 
escape probability through a double Schottky barrier [32]. A very intriguing approach was 
proposed by Vickers, who derived a theoretical model in which the estimation of the internal 
quantum efficiency ηi  is given by the product of two factors [33]:

   η  i   = F  (   ϕ  B   )    ⋅ P  (  d )     (3)

where the Fowler factor F is the fraction of the excited carriers having appropriate momentum 
and energy to overcome the potential barrier, P is a scattering term taking into account the 
probability that one of these excited (hot) carriers will be emitted over the potential barrier 
after scattering by cold carriers and the metal boundary surfaces, d is the metal thickness, and 
φB is the junction potential barrier. The main advantage of the Vickers model is that the zero 
temperature approximation is removed making it valid at any temperature. Indeed, the factor 
F incorporating the temperature dependence is shown in the following formula:

  F =   1 _____ 4  E  F   hν
    (    

  (  hν −  ϕ  B   )     
2
 
 _ 2   +  ( k  B   T)   2   {     π   2  _ 6   +  ∑ 

i=1
  

∞
     1 _  i   2      (  −  e   −  

hν− ϕ  B  
 _  k  B  T    )     

i
  }    )     (4)

where kB ant T are the Boltzmann constant and the absolute temperature, respectively. It is 
worth noting that, in the limit T → 0, Eq. (4) reduces to the well-known Eq. (2). Recently, 
Casalino [34] showed that by making a change of variables m = (hν − ϕB)/kBT and putting in 
evidence the factor (kBT)2 in (4), it is possible to define a F* factor as:

   F   *  =   
4  E  F   hν _____  ( k  B   T )   2    F =   (     m   2  _ 2   +    π   2  _ 6   +  ∑ 

i=1
  

∞
     1 _  i   2      (  −  e   −m  )     i  )     (5)

Three terms of Eq. (5): m2/2, π2/6 and the polylogarithm function   ∑ 
i=1

  
∞

     1 __  i   2      (  −  e   −m  )     i   have been plotted 
in Figure 2 by varying m between 10−6 and 2 × 105 in order to understand the weight that any 
term plays into (5). It is possible to estimate that F* approaches m2/2 within 10% for m ≥ 5.43, 
within 5% for m ≥ 7.91 and within 1% for m ≥ 18.
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temperature approximation is removed making it valid at any temperature. Indeed, the factor 
F incorporating the temperature dependence is shown in the following formula:
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where kB ant T are the Boltzmann constant and the absolute temperature, respectively. It is 
worth noting that, in the limit T → 0, Eq. (4) reduces to the well-known Eq. (2). Recently, 
Casalino [34] showed that by making a change of variables m = (hν − ϕB)/kBT and putting in 
evidence the factor (kBT)2 in (4), it is possible to define a F* factor as:
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Three terms of Eq. (5): m2/2, π2/6 and the polylogarithm function   ∑ 
i=1

  
∞

     1 __  i   2      (  −  e   −m  )     i   have been plotted 
in Figure 2 by varying m between 10−6 and 2 × 105 in order to understand the weight that any 
term plays into (5). It is possible to estimate that F* approaches m2/2 within 10% for m ≥ 5.43, 
within 5% for m ≥ 7.91 and within 1% for m ≥ 18.
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Most important, Casalino found that F* approaches m2/2 + π2/6, that is, it is possible to neglect 
the polylogarithm term and to reduce Eq. (4) to the following Eq. (6) [34]:

  F =   1 _____ 8  E  F   hν    (   (hν −  ϕ  B  )   2  +   
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2
 
 _ 3   )     (6)

within 10% when h ν − ϕB ≥ 0.035 eV, within 5% when h ν − ϕB ≥ 0.046 eV, and within 1% when 
h ν − ϕB ≥ 0.074 eV. It is worth noting that Eq. (6) is a slight modification of Eq. (2) but can be 
used also at room temperature in the limit of the aforementioned errors.

On the other hand with reference to Eq. (3), the scattering term P allows extending IPE the-
ory to a thin film where the escape probability of carriers excited in the metal is increased. 
Because the P term derived by Vickers is further complex, he proposed the following analyti-
cal approximation, very simple but with no physical meaning [33]:

  P =    L   *  __ d   ⋅  √ 
______

 1 −  e   −  d __  L   *        (7)

where L* is the mean free path in the metal, and d is the metal thickness. Eq. (7) is valid for 
thin films but in the limit d/L* > 0.2. By following the same line of reasoning, more recently 
Casalino introduced the following Eq. (8) able to extend the operating range in the limit 
d/L* > 0.002 [34]:

Figure 2. Plot of the F* factor as a function of m. Three terms forming F*: m2/2, π2/6 and the polylogarithm function are 
reported, too. X-axis is plotted on log scale.
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Because the lower the metal thickness the higher the scattering term P, there is always an advan-
tage to work with very thin metal thickness to the point that it was recently to proposed to 
replace metal with two-dimensional material such as graphene able to form Schottky junction 
with Si [23]. Finally, it should be mentioned that device efficiency can also be increased by 
applying a reverse bias to the Schottky junction, and this increase is due to the lowering of the 
Schottky barrier φB when a reverse bias is applied to the junction (image-force effect [35]).

It is worth noting that in this section we have focused only on the device efficiency of the PDs 
because it is the Achilles’ heel of all IPE-based devices. However, many others figures of merit 
are useful in order to compare different PDs: bandwidth, noise equivalent power (NEP), and 
voltage operation are the main specifications of any commercial PD datasheet, and their defi-
nitions can be found everywhere [36].

3. Surface-illuminated and waveguide Schottky PDs

Schottky surface-illuminated PDs are typically less responsive than Schottky waveguide 
PDs where the optical power is confined close to the metal-semiconductor interface and 
can be absorbed along its propagation. However, in some cases, the surface-illuminated 
structures are the only option: for instance, in imaging applications where the vision can be 
improved in critical conditions (such as smoke and fog) thanks to reduced scattering at NIR 
wavelengths [37] or in reflectography applications where the transparency of most pig-
ments to NIR wavelengths has been used to investigate ancient paintings [38]. Historically, 
surface-illuminated Schottky PDs have been used in the field of Schottky-barrier infrared 
focal-plane array (FPA) technology [24]. PtSi/pSi PD is the most popular surface-illumi-
nated Schottky-barrier device, commonly used for detection in the 3–5 μm spectral range 
[39]. However, this device is characterized by two main drawbacks: low quantum effi-
ciency (about 1%) and low operating temperature requirements (77 K or below). In order to 
overcome these drawbacks, in 2006, Casalino et al. proposed to incorporate a Schottky junc-
tion inside a Fabry-Perot optical microcavity in order to enhance the device efficiency at 
both near-infrared wavelengths and room temperature [40, 41]. Subsequently, in 2012, after 
a first experimental proof-of-concept demonstration [42, 43], the same authors fabricated 
and characterized a new surface-illuminated Schottky device based on a resonant cavity 
Fabry-Perot structure. The device was formed by a dielectric bottom mirror, a metallic top 
mirror and, in the middle, a silicon cavity [44]. The dielectric bottom mirror was a distrib-
uted Bragg reflector (DBR) formed by alternating λ/4-layers of amorphous hydrogenated 
silicon (a–Si:H) and silicon nitride (Si3N4), while the top mirror was realized by means of 
a copper (Cu) layer able to work as both an absorber and an optical mirror at the same 
time. It was demonstrated that, when the DBR mirror reflectivity approaches the reflectiv-
ity of the metallic top mirror, that is, when critical coupling conditions are fulfilled, the 
maximum responsivity can be obtained at the cavity resonance wavelengths. The critically 
coupled Cu/pSi Fabry-Perot PD exhibited a maximum responsivity of 0.063 mA/W around 
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1550 nm and measurements of junction capacitance in the pF range encouraged the pur-
suit of greater bandwidth making possible to operate at several GHz. On the other hand, 
the dark current density is reported to be as high as 28 mA/cm2 at −1 V. More recently, 
Desiatov et al [45]. have demonstrated surface-illuminated Aluminum(Al)/Si Schottky PDs 
at near-IR wavelengths based on pyramidally shaped devices created in Si by potassium 
hydroxide (KOH) anisotropic etching. The advantage of KOH etching is that it is possible 
to fabricate plasmonic devices with a nanometric active area, without requiring sophisti-
cated equipments such as electron beam lithography (EBL) or focused ion-beam (FIB). SEM 
micrographs of the fabricated device are shown in Figure 3(a) and (b). The Si pyramids 
arranged in an array structure work as efficient and broadband light concentrators able to 
collect the light from a large area and to confine it into a small active pixel area, thereby 
providing high responsivity and low dark current at the same time. The responsivity of the 
device at −0.1 V was found to be 5, 12, and 30 mA/W for incident optical wavelengths of 
1550 nm, 1300 nm, and 1064 nm, respectively. Moreover, the device showed a dark current 
of 80 nA at −0.1 V. The authors claim in this work that the efficiency is enhanced, not only 
by the increased absorption, but also by the nanoscale apex of the pyramid able to increase 
the escape probability from Al into Si.

Concerning waveguide Schottky PDs, in 2008, Zhu et al. [46] described the first nickel silicide 
(NiSi) Schottky PD integrated into a silicon-on-insulator (SOI) waveguide working at both 
NIR wavelengths and at room temperature. In this case, the author reports a responsivity, 
bandwidth, and dark current of 4.6 mA/W, 2 GHz and 3 nA at −1 V of reverse bias applied, 

Figure 3. SEM micrograph of the device reported in [45]: (a) formation of the nanoapex in the Si pyramid and (b) final 
fabricated device. (c) I–V measurements of the pyramid Schottky device at constant optical power for three different 
wavelengths. The inset shows the photocurrent versus optical power for 1550 nm wavelength.
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respectively. A similar device from the same research group, but based on a metal-semicon-
ductor-metal (MSM) configuration, shows both higher responsivity and larger dark current 
[47]. It is worth noting that in the aforementioned guiding structures, the absorbing metal is 
always deposited along the direction of the propagating light, but another possibility is that 
the active metal layer is placed on the vertical exit surface of the output waveguide, that is, 
normal to the propagating beam.

This proposed PD design is reported in [48], and it is based on an asymmetric MSM junction 
integrated onto a SOI substrate. The active metal is copper (Cu) that results in contact with Si 
only on the vertical exit wall of the optical waveguide. In practice, Cu works as a mirror (as 
well as an active absorbing layer), enabling the possibility of fabricating an integrated cavity if 
a second mirror is realized on the waveguide (for instance by means of deep trenches) in order 
to get a substantial shrinkage of the footprint together with an increase in the device perfor-
mance. The integrated PD was characterized by a responsivity value at 1550 nm of 0.08 mA/W 
and a dark current of 10 nA at −1 V. In 2013, Casalino et al. proposed an optimized version of 
this device showing the possibility of tackling the typical responsivity/dark current trade-off 
[49, 50]. Indeed, in [50], it was shown that, by taking advantage of a small contact area of about 
3 μm2, it was possible to increase the reverse bias applied even up to 21 V while maintaining 
a limited dark current value of only 2.2 nA. The increase in reverse voltage allows reducing 
the Schottky barrier height (due to the image force effect [35] mentioned in Section 2), increas-
ing the responsivity up to 4.5 mA/W. In addition, an experimental bandwidth of 1 GHz was 
demonstrated. Finally, the Schottky PD proposed shows the potentialities to work at longer 
wavelengths than NIR (i.e., wavelengths in the range 2–3 μm) [50].

Figure 4. (a) A schematic illustration showing the fabrication process for making the Si-cored fiber and (b) the Schottky 
PD directly integrated on the Si-cored fiber described in [53]. (c) Measured photocurrent versus optical power from a 
1550 nm laser.
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In this section, we believe that other two structures proposed in the current literature deserve 
to be mentioned. The first concerns the possibility to combine Schottky PDs with microring 
resonators, and these structures have been investigated theoretically in the current literature 
[51, 52] providing encouraging results; however, no experimental validation has been car-
ried out to so far. The second is reported in [53] where a very intriguing in-line IPE-based Si 
PD was fabricated directly on an optical fiber. In particular, an Au Schottky layer was placed 
directly on the Si core of a non-conventional optical fiber fabricated by starting from polycrys-
talline n-type Si powder, firstly packed in a fused silica tube, and then melted at an appropri-
ate temperature as shown in Figure 4(a) and (b) [53]. The authors report a responsivity and 
dark current combination of 0.226 mA/W and 0.3 μA, respectively, at −0.45 V for a wavelength 
of 1550 nm as shown in Figure 4(c). This device could become very interesting in the field of 
Lab-on-Fiber technology.

4. Surface-plasmon Schottky PDs

Surface-plasmon Schottky PDs allow combining IPE with the excitation of surface plasmon 
polaritons (SPPs) in a waveguide provided of a proper metal layer [54]. In other words, when 
the SPP is excited, it will be absorbed during its propagation along the metal stripe deposited 
on the Si waveguide. Absorbed photons will generate photoexcited carriers able to be emitted 
through the Schottky junction into Si making the sub-bandgap detection possible also at NIR 
wavelengths in agreement with the internal photoemission mechanism. The P. Berini’s group 
has theoretically [55] and experimentally [18] investigated the performance of Schottky PDs 
integrated with Si-based waveguides supporting SPPs.

A first proposed structure is based on an Au stripe deposited on p-Si to form a Schottky 
contact [18, 19]. The authors demonstrate that the plasmonic mode excitation, localized at 
the Au/p-Si interface, occurs at NIR wavelengths under both end-facet and top illumination. 
In particular, under end-facet illumination, the measured responsivities in an asymmetric 
1.5-μm-wide, 40-μm-long, and 40-nm-thick Au stripe waveguide were 0.942 and 0.941 mA/W 
at 1310 nm and 1550 nm, respectively, and at −0.1 V of reverse bias applied. On the con-
trary, under top illumination, the measured responsivity in an asymmetric 6.5-μm-wide, 
40-μm-long, and 40-nm-thick Au stripe waveguide was 0.559 mA/W at the wavelength of 
both 1550 nm and −0.1 V of reverse bias applied. Moreover, the device dark current was in the 
μA range. Previously, the same authors reported on a similar device working under a strong 
reverse bias of −210 V close to the breakdown condition. The 2.5-μm-wide, 75-μm-long, and 
135-nm-thick Au stripe on n-Si shows a responsivity of 2.35 mA/W at 1550 nm [56].

It is worth mentioning that the aforementioned devices are all based on asymmetric cladding 
configurations, and on the other hand, a symmetric cladding configuration, where the Au 
stripe is buried in Si [57, 58], gives the advantage of increased efficiency thanks to the emission 
through two Schottky junctions [32]. Even if no experimental validation has been performed 
in symmetric cladding SPP Si PDs so far, Knight et al. [59] proved increased responsivity for 
plasmonic nanostructures embedded in Si. Indeed, Ti (2 nm)/Au (35 nm) planar nanowires 

Recent Advances in Silicon Photodetectors Based on the Internal Photoemission Effect
http://dx.doi.org/10.5772/67720

253



arranged into a 10 μm × 10 μm array were embedded in Si to a depth of 5 nm, 15 nm, and 
25 nm in such a way that not only the flat surfaces but also the lateral surfaces of the planar 
nanowires are able to emit photoexcited carriers through the Schottky junctions (Figure 5).

Figure 5. (a−c) Three representative SEM images of devices with widths of 120 ± 10 nm embedded about: 5 nm (blue), 
15 nm (green), and 25 nm (red) into the silicon substrate. Scale bars are 100 nm. (d) Measured photocurrent spectra for 
increasing widths, where each spectrum is the photocurrent from (e) a nanowire array normalized to the response from a 
solid Au pad. The dotted white circle indicates the laser spot FWHM of 3 μm. Scale bar is 2 μm. (f) Calculated absorption 
peak wavelengths (black line) agree closely with experimentally observed enhancement peaks.
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The authors prove that an increased photocurrent can be achieved with respect to nonem-
bedded plasmonic elements, in other words the higher the embedding depth, the higher 
the responsivity, and this trend was most clearly observable for the nanowires with the 
widest transverse dimensions. Indeed, devices based on the highest width to thickness ratio 
exhibited a photocurrent of about 25 times greater than the non-embedded structures. For 
incident light polarized transverse to the length of the nanowire, the maximum reported 
 responsivity was 65 μA/W at 1550 nm. The authors attribute the responsivity enhancements 
to the increased carrier probability emission occurring through the three metal/Si inter-
faces. The embedded Schottky junctions and the main results reported in [59] are reported 
in Figure 5. In the 2012, Goykhman et al. demonstrated a NIR Al/Si Schottky PD integrated 
with a submicrometer Si waveguide fabricated taking advantage of the standard microelec-
tronic LOCOS (Local Oxidation of Silicon) technique [60]. The 320 nm × 1000 nm Al active 
area in contact with the Si forms a Schottky PD with responsivity of about 12.5 mA/W at 
1550 nm and −0.1 V bias, while the leakage current is only 30nA. The measured responsivity 
is about two orders of magnitude higher than that published two years earlier by the same 
authors for a similar device [61], and they attribute the enhanced responsivity to the pres-
ence of plasmonic effects due to the surface roughness at the boundary between the Al and 
the Si. In the same year, Zhu et al. demonstrated PDs based on nickel silicide nanoparticles 
embedded in the space charge region of a waveguide p-n Si junction [20]. While the idea of 
enhancing the IPE by using nanoparticles (NPs) was already explored in the past [62, 63], it is 
worth noting that the previously reported structures were able to operate only at cryogenic 
temperatures (77 K) and at wavelengths shorter than those required for telecommunications 
[64, 65]. The enhanced responsivity of PDs based on NPs is ascribed both to the increased 
light absorption due to the excitation of localized surface plasmon resonance (LPSR) and 
to the increased emission probability of the excited carriers due to the spherical shape of 
the NPs [66]. On the other hand, the device proposed in [20] is able to work at both room 
temperature and 1550 nm and its fabrication is very interesting: the junction was realized 
by depositing a ~1-nm-thick titanium (Ti) film and a ~3-nm-thick nickel (Ni) film on p-Si, 
and a subsequent rapid thermal annealing process at 200°C for 30 s produces the nickel sili-
cide (NiSi). After removing the un-reacted metal using a proper etching solution (Piranha at 
90°C), a 200-nm-thick film of amorphous Si was deposited, followed by phosphorus implan-
tation and a rapid thermal annealing at 700°C for 5 min in order to get the dopant activation. 
It is worth noting that during this rapid thermal process, the Ni-silicide agglomerated to 
form NPs. At the same time, the amorphous Si crystallizes to form polycrystalline Si. The 
measured responsivity at room temperature depends on both wavelength and polarization, 
and the maximum value is 30 mA/W for −5 V and TE polarization. Finally, a dark current 
density and bandwidth of 2.84 A/cm2 and 6 GHz at −5 V were reported, respectively. In [67] 
are reported Schottky PDs based on Au nanorods randomly distributed on a 30-nm-thick Au 
film deposited on Si. Various nanorods lengths ranging from 50 to 100 nm were considered, 
while their diameter was 10 nm. The authors claimed that the Au nanorods are capable 
of inducing SPR excitation under illumination at 1300 nm and 1550 nm and an enhanced 
photocurrent with respect to the same devices without nanorods was demonstrated at zero 
bias. In 2011, Knight et al. [22] reported on strong optical absorption in a small active metal 
region due to the excitation of resonant plasmons in metallic nanoantenna. The PD consisted 
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of three hundred nanoantennas arranged in a 15 × 20 array. Each nanoantenna used 30-nm-
high and 50-nm-wide rectangular Au nanorods with lengths ranged from 110 to 158 nm. 
Unfortunately, the PD responsivity depends on the complex optimization of several factors 
(the properties of the materials involved, the geometry, and the efficiency of the uppermost 
indium-tin-oxide electrical contact layer) and a very low responsivity of 10 μA/W and 3 
μA/W at 1250 nm and 1550 nm were reported without reverse bias applied, respectively.

Another approach in order to obtain hot electron generation induced by plasmon modes was 
proposed by A. Sobhani et al. [21] who investigated the phenomenon of extraordinary optical 
transmission (EOT) in metallic gratings. The same plasmon modes that give rise to EOT also 
give rise to the excitation of electrons that can be emitted above the Schottky barrier into a 
semiconductor substrate as shown in Figure 6.

Gratings based on Au with different geometries were fabricated on n-type Si by using an 
interfacial layer of titanium in order to promote adhesion with Au. A measured maximum 
responsivity of 0.6 mA/W and 0.47 mA/W at 1300 nm and 1500 nm, for zero bias voltage, was 
demonstrated, respectively. Device measurements showed a drastic increase in  responsivity 

Figure 6. (a) Schematic of a gold grating on an n-type silicon substrate with a 2-nm Ti adhesion layer, oriented transverse 
to the laser polarization. Polarization of the incident laser and its k vector are represented with horizontal (yellow) and 
vertical (green) arrows, respectively. (b) Scanning electron microscopy image of gold grating structure with grating 
thickness (T)=200 nm, interslit distance (D)=950nm and slit width (W)=250 nm. For all structures the array measured 
12 x 12 mm. The scale bar is 1 mm. (c) Photocurrent responsivities of grating-based photodetectors for three different 
gold layer thicknesses, T=93 nm (lower black curve), 170nm (grey curve in the middle) and 200nm (higher green curve), 
showing a strong intensity dependence on grating thickness.
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with respect to structures based on nanoantennas previously mentioned. This increase 
mainly arises from the possibility to design the grating geometry in such a way to generate 
hot electrons primarily near the Schottky interface. Finally, this approach allows tuning the 
responsivity peak over a broad wavelength regime ranging from 1295 to 1635 nm, simply by 
changing the grating geometry.

Concerning the possibility to detect in a wide range of NIR wavelengths, in 2014 Nazirzadeh 
et al. [68] demonstrated Si Schottky PDs, operating in the 1200–1600 nm spectrum, based 
on Au nanoislands able to plasmonically enhance the sub-bandgap photon generation and 
collection. In this work, randomly distributed Au nanoislands on Si surface were realized by 
annealing a continuous thin Au layer at temperatures of 300°C, 450°C, and 600°C, respec-
tively. The structure annealed at 450°C showed the highest responsivity of 2 mA/W at 1300 
nm, while a dark current of about 30 μA at −1 V was reported. On the contrary, a device 
annealed at 300°C showed a responsivity of 0.6 mA/W at 1550 nm, while a dark current of 
about 100 μA at −1 V was demonstrated. The main advantage of the proposed PD is that 
all nanostructures were realized without requiring high-resolution electron beam lithogra-
phy (EBL). Very recently, in 2016, Muehlbrandt et al. reported a novel plasmonic internal 
photoemission detector (that authors name with the PIPED acronym) characterized by a Si 
waveguide where the two sidewalls are metallized by two different metals: gold (Au) and 
titanium (Ti) [69]. The Au-Si-Ti waveguide is able to guide SPPs dissipating their energy 
mainly at Ti/Si interface because Ti is characterized by a larger imaginary part of the com-
plex refractive index with respect to Au. In this work, authors demonstrate that when an 
external positive DC-bias voltage is applied (positive polarity from gold to titanium), the 
band diagram of the Au-Si-Ti structure changes in such a way that IPE at 1550 nm can occur 
over the Ti/Si Schottky barrier. The structure based on asymmetric Au-Si-Ti waveguides with 
a width of 75 nm and a length of 5 μm shows a responsivity at 1550 nm and dark current of 
0.126 A/W and ~10 μA, respectively, at a bias voltage of 3.25 V. Finally, the detector exhibits 
optoelectronic bandwidths of at least 40 GHz.

5. Graphene/Si Schottky PDs

Deep investigations have been realized on graphene since its discovery in 2004 [70]. This 
is because electrons in graphene behave as massless two-dimensional particles leading to a 
wide absorption over wavelengths from the ultraviolet to the infrared thanks to both inter-
band and intra-band transitions [71, 72]. In the field of the photodetection, this property is of 
fundamental importance because the semiconductors used for realizing PDs are character-
ized by a limited absorption range. This is because graphene-based PDs are nowadays one 
of the most studied photonic devices over a broadband range of wavelengths, in particular 
at NIR. It is well-known that graphene forms a Schottky junction with Si [73], and it results 
a good candidate for the realization of IPE-based devices due to its very low thickness that 
promises to increase the emission probability of the photoexcited carriers over the Schottky 
junction. In 2013, Amirmazlaghani et al. reported on an exfoliated graphene/Si Schottky PD 
operating at 1550 nm [23] showing a maximum experimental responsivity of 9.9 mA/W at 
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both 1550 nm and −16 V. On the other hand, the measured dark current was 2.4 μA. A key 
point of the work is that the proposed device shows an experimental responsivity higher than 
that predicted by the traditional IPE theory. The authors explain the discrepancy by claiming 
that IPE theory should be totally revised when two-dimensional materials are considered, 
and they propose an alternative model in a good agreement with the experimental results. 
It has been shown that the insertion of a graphene monolayer in between the metal and the 
semiconductor provides an IPE enhancement [74] and very recently Levy et al. have proposed 
a phenomenological model able to explain physics behind this enhancement [75].

Recently Goykhman et al. demonstrated a NIR Schottky PD integrated with a SOI waveguide 
based on silicon-graphene junctions where graphene is grown by chemical vapor deposition 
CVD system [74]. Device is shown in Figure 7.

In particular, the rib waveguide was coupled to a single layer graphene (SLG)/Au contact 
able both to form a Schottky junction with Si and to support surface plasmonic modes that 
confined the optical beam to the SLG/Si interface. The PD length was ~5 μm, while the Si 
waveguide width was 310 nm. A responsivity of 0.085 A/W, at both, 1 V and 1550 nm, with 
respect to a dark current of 20 nA, was reported. Finally, the authors show that responsivity 
increases up to 0.37 A/W at a higher voltage of—3 V thanks to the combined effect of two pro-
cesses: tunneling through the graphene/Si Schottky junction (thermionic-field emission, TFE 
[76]) and avalanche multiplication of within the Si depletion region.

Finally, Vabbina et al. have fabricated and characterized a very interesting two-dimen-
sional Schottky PD working at 1440 nm [77]. The Schottky junction is realized by putting 
in contact the p-type molybdenum disulfide (MoS2) with graphene, and the absorption 
mechanism is based on IPE: under illumination, photo-generated holes travel from the 
graphene into MoS2 over the Schottky barrier. MoS2 is a two-dimensional material attract-
ing much interest due to its direct bandgap of 1.80 eV giving to the material semiconduc-

Figure 7. (a) Schematic metal-SLG-Si Schottky PD proposed in [74]. (b) Responsivity of metal-SLG-Si and reference 
metal-Si PDs for a reverse bias ranging from 0 to –3 V (reference metal-Si device is used to demonstrate the key role of 
graphene). Solid lines show a fit of the bias dependent responsivity based on combined TFE and avalanche multiplication 
processes.
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tor characteristic. The thin film graphene/MoS2 junction was deposited on an oxidized 
silicon substrate. Few layers of MoS2 were deposited by a combined sputtering-CVD tech-
nique, while graphene was synthesized by a CVD process. The authors show a Schottky 
barrier of 0.139 eV, and the spectral responsivity when the energy photon is higher (hν > 
EgMoS2) and lower (hν < EgMoS2) than MoS2 bandgap (EgMoS2) was experimentally measured at 
−2 V of reverse bias applied. In particular, author shows that when hν > EgMoS2 a maximum 
responsivity of 0.52 A/W is observed at 590 nm, on the other hand, beyond 670 nm where 
hν < EgMoS2, the photo-current is due to IPE from the graphene to the MoS2. In this last case, 
a maximum responsivity and noise equivalent power (NEP) of 1.26 A/W and 7.8 × 10−12 
W/√Hz were respectively reported at 1440 nm and −2 V. Measured dark current is about 
300 μA at −2 V.

6. Conclusions

In this work, an overview of recent advances in the field of the near-infrared silicon pho-
todetectors based on the internal photoemission effect has been presented. Firstly, we 
have described the detection mechanisms of the devices especially in light of the models 
proposed in the recent literature. Thereafter, a quantitative comparison of the state-of-
the-art IPE-based silicon PDs including Si nanoparticles, metal stripes supporting SPPs, 
antennas, metallic gratings, and two-dimensional materials has been given and summa-
rized in Table 1.

Device Device type Size Responsivity Bandwidth Dark current/dark 
current density

Casalino et al. [44] Surface-illuminated
Fabry-Perot 
microcavity

100-μm-thick 
silicon cavity

0.063 mA/W 
@1550 nm
(−0.1 V)

GHz range 
estimated

3.5 mA
(−1 V)

Desiatov et al. [45] Surface-illuminated
Si pyramids

Pyramid apex 
~50 nm

5 mA/W @ 1550 
nm
12 mA/W @ 1300 
nm
30 mA/W @ 1064 
nm (−0.1 V)

– 80 nA
(−0.1 V)

Casalino et al [50] Waveguide Active area ~3 
μm2

4.5 mA/W @ 
1550 nm (−21 V)

1 GHz 2.2 nA
(−21 V)

Berini et al. [18] Au strip supporting 
SPPs

Asymmetric 
1.5-μm-wide 
40-μm-long 
40-nm-thick strip

0.942 mA/W @ 
1310 nm
0.941 mA/W @ 
1550 nm
(−0.1 V)

– 0.3 μA
(−0.45 V)

Goykhman et al. 
[60]

Nanoscale bus 
waveguide

Al active area 
0.32 μm × 1 μm

12.5 mA W @ 
1550 nm
(−0.1 V)

– 30 nA
(−0.1 V)
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The most part of IPE-based PDs have been realized for operation at telecom wavelengths, in 
particular at 1550 nm, and are characterized by a large GHz bandwidth thanks to the  unipolar 
nature of the Schottky junction. In addition, a low dark current to the nA range has been 
obtained thanks to the use of plasmonic structures allowing strong absorption in a small 
metal layer in contact with silicon.

Historically, the main drawback of the IPE-based PDs is their external responsivity limited 
to the mA/W range at room temperature; this work put in evidence that taking advantage 
of both the integration of two-dimensional materials with silicon and plasmonic struc-
tures, a responsivity in the A/W range can be obtained. These values are comparable with 
the well-established near-infrared technologies based on germanium and III–V semicon-
ductors and open the path to the investigation of more complex structures that can make 
the IPE-based Si Schottky PDs very promising to play a key role for telecommunications.

Device Device type Size Responsivity Bandwidth Dark current/dark 
current density

Zhu et al. [20] NPs supporting 
LPSR

Few nm NPs 30 mA/W @ 1550 
nm
(−5 V for TE 
polarization)

6 GHz 2.84 A/cm2

(−5 V)

Knight et al. [22] 15 × 20 matrix of 
Au nanoantennas

30-nm-height 
50-nm-width 
nanoantenna

10 μA/W @ 1250 
nm 3 μA/W @ 
1550 nm
(No bias)

– –

Sobhani et al. [21] Au grating based 
on EOT

Different grating 
geometries (few 
hundreds of 
nanometers)

0.6 mA/W @ 
1300 nm 0.47 
mA/W @ 1500
(No bias)

– –

Nazirzadeh et al. 
[68]

Au nanoisland – 2 mA/W @ 1300 
nm (450°C)
0.6 mA/W @ 
1500 nm (300°C)

– 30 μA
(450°C) 100 μA 
(−300°C)
both –1 V

Muehlbr et al. [69] Si waveguide with 
metallizedsidewalls 
(PIPED)

Asymmetric 
Au-Si-Ti
75-nm-wide
5-μm-long
300-nm-thick

0.126 A/W @ 
1550 nm
(3.25 V)

40 GHz (200 
nm–wide 20 
μm-long)

Amirmaz et al. [23] Surface-illuminated 
graphene/Si

– 9.9 mA/W @ 
1550 nm
(−16 V)

– 2.4 μA
(−16 V)

Goykhman et al. 
[74]

Graphene 
integrated with a 
rib SOI waveguide

PD length ~5 μm 
Si waveguide 
width ~310nm

0.37 A/W @ 1550 
nm
(−3 V)

– 20 nA
(−1 V)

Vabbina et al. [77] Graphene/MoS2 
Schottky PD on 
oxidized Si

– 1.26 A/W @ 
~1550 nm
(−2 V)

– 300 μA
(−2 V)

Table 1. Summary of selected IPE-based Si PDs at NIR wavelengths published since 2010.
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Abstract

To save energy on an electric power grid, the idea of redesigned ‘micro-grids’ has been 
proposed. Implementation of this concept needs power devices that can operate at higher 
switching speeds and block voltages of up to 20 kV. Out of SiC and GaN wide band gap 
semiconductors, the former is more suitable for low- as well as high-voltage ranges. SiC 
exists in different polytypes 3C-, 4H- and 6H-. 4H-SiC due to its wider band gap, 3.26 eV 
has higher critical electric field of breakdown (Ec) and electron bulk mobility compared 
to 6H-SiC. Even with all these benefits 4H-SiC full potential has not yet been realized. 
This is due to high trap densities (Dit) at the interface. In addition to 4H-polytype, in 
recent years, there is a reignited interest on cubic silicon carbide (3C-SiC), which can be 
potentially grown heteroepitaxially on 12″ Si substrates, as it would result in a drastic 
cost reduction of semiconductor devices compared to the successful but exorbitantly 
expensive SiC hexagonal polytype technology (4H-SiC). In this chapter, we discuss and 
summarize all different interface passivation techniques or processes that have led to a 
vast improvement of these (4H- or 3C-SiC/SiO2) interfaces electrically.

Keywords: silicon carbide, MOSFET, interface trap density, mobility, PSG, nitrogen 
plasma, NO passivation, BTS

1. Introduction

1.1. Progress in semiconductor devices

The first solid-state amplifier was manufactured by using germanium (Ge) which was seen 
as the semiconductor material of the future. With time, silicon (Si) turned out to be more 
appropriate for a plethora of reasons [1–4]. Silica, the source of Si, is commonly available 
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and is easier to get high-purity Si from it. Silicon can easily be doped to produce n-type, 
p-type and semi-insulating material [5]. In addition to all these, a native oxide SiO2 can be 
grown on Si using thermal oxidations at relatively low temperatures of around 900°C [6–8]. 
These properties make Si semiconductor industry favourite. At present, semiconductor 
industry worth is more than $300 billion [9]. Around 10% of this total is in smart integrated 
circuits and electronic power devices [10, 11]. In excess to more than 50% of our electricity 
is conditioned by electronic power devices [12, 13]. These devices are important because 
they determine the cost and efficiency of an electronic system. Hence, they have a greater 
influence on the economy of a country. The arrival of devices like the bipolar transistors in 
the 1950s led to the replacement of vacuum tubes [13, 14], and these improvements made 
possible the Second Electronic Revolution with Si as the material of choice. Power devices 
had a vital place in this revolution. In the 1970s, there were bipolar devices with a blocking 
voltage capacity of 500 V and high current capabilities. Also in 1970, International Rectifier 
Inc. launched the first metal-oxide-field-effect transistor (MOSFET) [15]. The idea was to 
switch bipolar devices with MOSFETs for high power use. The MOSFET is a unipolar device 
and thus can switch at a higher speed. Also, the MOSFET is a voltage-controlled device 
where the junction transistor is a current-controlled device. Higher switching speed means 
operation at higher frequencies where other system components such as inductors can be 
made smaller in size, and voltage control instead of current control means saving of internal 
energy in the device.

1.2. Need of a wide band-gap semiconductor device

To save energy on an electric power grid, the idea of redesigned ‘micro-grids’ has been pro-
posed [16, 17]. Implementation of this concept needs power devices which can operate at 
higher switching speeds and block voltages of up to 20 kV [18]. A potential solution for this 
problem is to use wide band-gap semiconductor (e.g. SiC) power devices [19]. For a power 
device, the Baliga figure of merit (BFOM) [20] is given by

  BFOM =  µ  N    ε  S    E  C  3    (1)

µN = bulk mobility of SiC, εS = permittivity of SiC, EC = critical electric field of breakdown for 
SiC. Higher the BFOM, more suitable the semiconductor is for high power operation.

1.3. Unipolar devices

Power devices can be divided into two categories—bipolar and unipolar. Schottky diodes 
and MOSFETs are examples of unipolar devices. In a unipolar device, only one type of 
carrier (either a majority electron or a majority hole) is responsible for current flow. The 
device can operate at higher frequencies which results in lower switching losses [20]. 
There is a flow of both majority and minority carriers in bipolar devices. The slower 
minority carriers have to be injected and removed to get the device to turn on and off, so 

New Research on Silicon - Structure, Properties, Technology268



and is easier to get high-purity Si from it. Silicon can easily be doped to produce n-type, 
p-type and semi-insulating material [5]. In addition to all these, a native oxide SiO2 can be 
grown on Si using thermal oxidations at relatively low temperatures of around 900°C [6–8]. 
These properties make Si semiconductor industry favourite. At present, semiconductor 
industry worth is more than $300 billion [9]. Around 10% of this total is in smart integrated 
circuits and electronic power devices [10, 11]. In excess to more than 50% of our electricity 
is conditioned by electronic power devices [12, 13]. These devices are important because 
they determine the cost and efficiency of an electronic system. Hence, they have a greater 
influence on the economy of a country. The arrival of devices like the bipolar transistors in 
the 1950s led to the replacement of vacuum tubes [13, 14], and these improvements made 
possible the Second Electronic Revolution with Si as the material of choice. Power devices 
had a vital place in this revolution. In the 1970s, there were bipolar devices with a blocking 
voltage capacity of 500 V and high current capabilities. Also in 1970, International Rectifier 
Inc. launched the first metal-oxide-field-effect transistor (MOSFET) [15]. The idea was to 
switch bipolar devices with MOSFETs for high power use. The MOSFET is a unipolar device 
and thus can switch at a higher speed. Also, the MOSFET is a voltage-controlled device 
where the junction transistor is a current-controlled device. Higher switching speed means 
operation at higher frequencies where other system components such as inductors can be 
made smaller in size, and voltage control instead of current control means saving of internal 
energy in the device.

1.2. Need of a wide band-gap semiconductor device

To save energy on an electric power grid, the idea of redesigned ‘micro-grids’ has been pro-
posed [16, 17]. Implementation of this concept needs power devices which can operate at 
higher switching speeds and block voltages of up to 20 kV [18]. A potential solution for this 
problem is to use wide band-gap semiconductor (e.g. SiC) power devices [19]. For a power 
device, the Baliga figure of merit (BFOM) [20] is given by

  BFOM =  µ  N    ε  S    E  C  3    (1)

µN = bulk mobility of SiC, εS = permittivity of SiC, EC = critical electric field of breakdown for 
SiC. Higher the BFOM, more suitable the semiconductor is for high power operation.

1.3. Unipolar devices

Power devices can be divided into two categories—bipolar and unipolar. Schottky diodes 
and MOSFETs are examples of unipolar devices. In a unipolar device, only one type of 
carrier (either a majority electron or a majority hole) is responsible for current flow. The 
device can operate at higher frequencies which results in lower switching losses [20]. 
There is a flow of both majority and minority carriers in bipolar devices. The slower 
minority carriers have to be injected and removed to get the device to turn on and off, so 

New Research on Silicon - Structure, Properties, Technology268

in bipolar devices there is power loss due to switching and leakage current. The n-channel 
Si-MOSFET is a better choice for low voltages (~100 V), and it can operate at high switch-
ing speed, 100 kHz. But as the blocking voltage increases, the on-state resistance increases 
drastically. The SiC-MOSFET enables us to go to higher operating voltages (order of kilo 
volts) with higher switching speed. This is possible because SiC has a high critical break-
down field, almost seven times that of Si. The specific on resistance (RON) of a MOSFET is 
given by [2]

   R  ON   = 4   V  B     2  /  µ  N    ε  S    E  C  3    (2)

VB is the desired blocking voltage, µN is the bulk electron mobility and εS is the semiconductor 
permittivity.

Bulk electron mobilities are similar for lightly doped Si and SiC (900–1200 cm2/V s). However, 
EC

SiC ~ 7EC
Si, so that for a given blocking voltage, RON can be a factor of 343 (73) times lower 

for SiC. Another way to think of this advantage is that lower critical field of Si means a much 
thicker drift layer is needed to support the source-drain voltage in blocking state. A thicker 
drift layer means higher drift resistance and thus higher RON for Si but lower RON for SiC. 
Furthermore, due to unipolar nature of the device we do not have to deal with stored charge 
and hence a FET will have higher switching speed.

1.4. Oxidation

Oxidation of 4H-SiC is a very important processing step during the manufacturing of 
a device. The performance of a metal-oxide semiconductor (MOS) device is dependent 
on the quality of the gate oxide layer. Out of many oxidation processes, thermal oxida-
tion is the process most commonly used to form the interface (4H-SiC/SiO2). Thermal 
oxidation is typically carried out in an oxygen (O2) atmosphere (500 sccm) at 1150°C. 
The thermal oxidation process has been investigated both experimentally and theoreti-
cally by researchers. First-principle calculations done by Di Ventra et al. have shown that 
during thermal oxidation, atomic oxygen diffused onto the surface of SiC and formed 
an advancing interface (4H-SiC/SiO2) [21]. Tan et al. confirmed experimentally that the 
excess carbon atoms diffused out as carbon monoxide (CO) [22]. For thicker oxide layers, 
their simulations showed that CO may break up either in SiO2 bulk or at the interface 
(4H-SiC/SiO2). The released oxygen participates in another round of oxidation, and the 
carbon atoms may lead to the formation of carbon clusters. Di Ventra et al. also proposed 
the formation of carbon dioxide (CO2) while CO was emitted out through a thick oxide 
layer. Kanup et al. developed theoretical predictions of the formation of stable carbon 
pairs and carbon interstitials [23]. These defects combined with silicon interstitials form 
near-interface traps (NIT). Near-interface traps are more critical compared to bulk traps 
for the mobility of SiC MOSFETs. The oxidation process can also cause the injection of 
carbon into SiC substrate. This injected carbon can exist in different forms such as car-
bon interstitials (Ci) and carbon di-interstitials (Ci)2 to further degrade the FET channel 
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mobility [4–6, 24]. The oxidation rate of 4H-SiC depends upon the orientation of 4H-SiC 
wafers. This has been determined experimentally by Shenoy et al. [25]. The oxidation rate 
for C-face is three to five times faster than for the Si-face. Alumina-enhanced oxidation 
(AEO) is very fast due to the Na that is released from the alumina at the oxidation tem-
perature. AEO on Si-face at 1050°C gives growth rate which is 10 times faster than normal 
thermal oxidation at 1150°C [26].

1.5. 4H-SiC/SiO2 interface passivation

Silicon carbide exists in different polytypes 6H-, 4H- and 3C-. A MOSFET fabricated using 
6H- polytype has field-effect inversion channel mobility which is much higher than that 
of 4H- polytype MOSFET (due to higher band gap of 4H-, Eg ~ 3.26 eV, most of the inter-
face traps for 4H-SiC falls in the forbidden band, Eg ~ 3.0 eV for 6H- polytype). 6H-SiC 
due to its lower band gap, 3.0 eV, has lower critical electric field of breakdown (Ec) and 
bulk mobility compared to 4H-SiC. Also, in 4H- the field-effect mobility is more isotropic 
[5, 27] as compared to 6H-SiC. All these benefits make 4H- polytype a preferred choice 
among other polytypes of SiC for power devices. Although 4H- polytype has all these 
advantages, its full potential has not yet been exploited. This is due to high interface 
trap densities (Dit) at the interface (4H-SiC/SiO2) 1013 eV−1cm−2. This value is much higher 
than the Dit of Si/SiO2 interface (1010 eV−1cm−2). The cause of higher Dit is the formation of 
Si-dangling bonds, C-dangling bonds, O vacancies and C clusters. All this occurs dur-
ing the oxidation of 4H-SiC [6–8]. Different post-oxidation annealing (called as passiv-
ation) techniques had been tried in the past to reduce the interface traps, for example, 
post-oxidation annealing in nitric oxide (NO), nitrous oxide (N2O), ammonia (NH3) and 
hydrogen (H2) ambient [13, 29, 30]. NO/N2O led to the incorporation of nitrogen (N) at 
the interface and forms different chemical species C-N, Si-N, Si-N-O and reduces the near 
Dit [6, 7]. The combined NO + H2 passivation (NO passivation followed by H2 passivation) 
gives improved interface which results in slightly better mobility ~40 cm2/V s. Allerstan 
et al. have shown that the presence of sodium (Na+) ion at the interface increases inver-
sion channel mobility drastically up to 150 cm2/V s, on the Si face of 4H-SiC MOSFET 
[11]. However, Na+ moves under applied bias and hence destabilizes the device due to 
changing threshold voltage (VT).The a-face (1120) of 4H- polytype with Al2O3/SiO2 com-
posite gate oxides leads to devices with channel mobilities of 100 cm2/V s or more, but 
these MOSFETs showed higher leakage currents and lower breakdown voltages [13, 28]. 
Some groups have reported that the thermal oxidation at higher temperatures can lead to 
a better interface with a low-interface trap density value ~2 × 1011 eV−1cm−2 at 0.2 eV from 
the conduction band (CB) edge [15, 29]. In the following sections, different interface pas-
sivation processes will be discussed.

1.5.1. Phosphorous interface passivation

In phosphorous (P) passivation, the interface is treated with P source to get a gate oxide with 
P at the interface. This can be done by using either a gas mixture of POCl3, N2 and O2 or SiP2O7 
as a planar solid source to form phosphosilicate glass (PSG), P2O5, under high- temperature 
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(1000°C) annealing in nitrogen environment. With P passivation, we can have different process 
variations in order to obtain different results, which are discussed in the following sections.

1.5.1.1. Thick PSG process

In thick PSG device, a 70-nm thermal oxide is grown and then passivated by a 3-h P passiv-
ation process. During interface passivation, the following reaction takes place, which leads 
to the formation of phosphosilicate glass. The formation of this PSG layer leads to a high 
concentration of P at the interface. The P concentration near interface is ~2 × 1021 cm−3 using 
Secondary Ion Mass Spectroscopy (SIMS), data are not shown.

   SiP  2    O  7     
 N  2   gas 1L/min, 1000°C 

    ⎯⎯⎯ ⟶    SiO  2   +  P  2    O  5    (3)

The Dit is significantly lower as compared to NO-passivated device and is 2 × 10−11 eV−1cm−2 at 
0.2 eV from the conduction band edge, Ec − E = 0.2 eV, Figure 1. In all the Dit  measurements, 
high-low C-V technique is used to extract the values. MOS capacitor results show that P 
passivation is more effective than NO passivation. The field-effect mobility of an n-chan-
nel MOSFET after P passivation is two times higher compared to standard NO passivation 
(Figure 2).

Bias temperature stress (BTS) test was performed on metal-oxide semiconductor capacitors 
for a positive/negative bias and results are shown in Figure 3(a) [30]. For a positive BTS test, 
the electric field is ~+1.5 MV/cm. The value of 0 V for flatband voltage (VFB) before BTS in the 
case of phosphorous passivation confirms fewer interface traps after this process. The VFB 
is significantly higher (~2 V) after NO annealing. After the positive BTS test, VFB increases 
drastically from 0 to −18 V. The reason behind this shift in VFB is induced positive polarization 
charge at the interface due to the formation of PSG layer. Results of a negative BTS test are 
also shown in Figure 3(a). Due to induced negative polarize charge at the interface, the VFB 
shifts in positive direction. Thus, the PSG layer makes devices highly unreliable by shifting 
VFB in opposite directions. Results of a positive BTS test for a thick PSG MOSFETs are shown 
in Figure 3(b). A negative shift of −2 V in threshold voltage after a positive BTS test confirms 

Figure 1. Dit after 3-h P passivation and comparison with NO passivation.
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that all these devices are highly unstable and of no practical use. Again, the near zero values 
for VT confirm the effectiveness of P passivation compared to NO passivation.

Phosphorous process leads to improved interface by making traps electrically inactive and 
hence leads to higher field-effect mobility in 4H-SiC MOSFETs [6, 30]. Although the values of 
diffusion coefficients of impurities in SiC are very low, the possibility of P diffusion into SiC 
cannot be neglected. Phosphorous in the SiC substrate could have two effects: (i) phosphorous 
in the SiC can passivate carbon di-interstitial clusters and the correlated dangling bonds and (ii) 
the presence of phosphorous in the substrate can increase the concentration of n-type dopants 
(P) in the 4H-SiC/SiO2 interface region to produce a counter-doping effect. This  phenomenon 
has been observed in nitrogen-implanted 4H-SiC MOSFET. Both these effects (reduction in 
interface trap and counter-doping) lead to a lower VT and a higher channel mobility [31, 32].

Figure 2. Field-effect mobility of a MOSFET after P passivation and comparison with NO passivation.

Figure 3. (a) VFB after positive and negative BTS of a MOS capacitor. (b) Mobility data before and after positive BTS on 
a thick PSG MOSFET.
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1.5.1.2. Etched PSG process

Annealing of an SiO2 layer in a P2O5 ambient converts it into a phosphosilicate glass layer. 
PSG is a polar material [33], and if a positive/negative bias is applied at the gate terminal of 
MOSFET a positive/negative polarization sheet charge is induced at the 4H-SiC/SiO2 inter-
face. The effect of this induced charge is similar to the effect of Na+ ions at the interface. The 
presence of either charge leads to an unsTable 4H-SiC MOSFET. For example, this polarize 
charge can change a “normally-off” device to a “normally-on” device. X-ray photoelectron 
spectroscopy (XPS) results [34, 35] reveal that PSG layers cannot be removed completely by 
etching in BOE if is grown on 4H-SiC while opposite is true for the layer grown on Si. After 
BOE etching in the case of SiC, a 2–3-nm Si-C-O-P interfacial layer can still be seen which is 
equivalent to a phosphorous areal density of 2 × 1014 atoms/cm2 (approximately one-tenth 
of a monolayer). Before etching, the areal density of phosphorus is 1015 cm−2. We lose P after 
etching which is reflected in higher trap density for the etched PSG sample, Figure 4. In order 
to understand this phenomenon, we need to address the following two questions: (i) Is the 
un-etched PSG layer responsible for the better interface trap and hence high field-effect mobil-
ity? and (ii) Is there any difference between the bulk PSG layer and the un-etched layer in 
terms of induced polarization charge? These two questions are very important in order to 
understand the field-effect mobility and threshold voltage stability of the devices. An etching 
experiment on P-passivated MOS capacitors was performed to answer these questions. On 
etched devices, a thick layer of deposited oxide is used to fabricate MOS capacitors by using 
a low-pressure chemical vapour deposition (LPCVD) system at a temperature of 650°C. The 
Dit and VFB results of PSG-etched devices are shown in Figures 4 and 5 and are also compared 
with etched NO-passivated devices.

The Dit for an etched NO device is like as-oxidized MOS capacitors. The values are signifi-
cantly higher and similar to the Dit profile for an unpassivated MOS device. These results 
show that, after etching, there is a decrease in the areal densities of both P and N from the 
4H-SiC/SiO2 interface. As a result, we observed worst electrical properties of the interface 

Figure 4. Dit before and after etching for NO and PSG MOS capacitors trap density increases after etching.
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caused by increased interface trap densities. The results of BTS tests for etched P-passivated 
samples are shown in Figure 5. The etched devices have flatband voltages, which remain con-
stant at around 6 V and are caused by the electron injection phenomenon from the SiC into 
the polar (PSG) layer. For the etched PSG MOS capacitors, the values are reduced significantly 
showing the absence of high induced polarization charge at the interface. In the case of thick 
PSG samples, polarization charge induces a negative shift in VFB which keeps on increasing 
with increasing BTS test time. The results of BTS tests for the etched PSG MOS capacitors 
show that, after etching, stability improves at the cost of higher interface trap density.

1.5.1.3. Thin PSG devices BTS

P passivation of the 4H-SiC/SiO2 interface reduces the Dit but increases the threshold voltage 
instability due to the formation of a PSG layer during the process (Figure 6) [18]. In order 
to make the devices more reliable after P passivation, a different approach is used which 
involves a thin PSG layer (~10 nm). The Dit of a thin MOS capacitor is shown in Figure 7. Dit 
value for thin PSG MOS device is 3 × 1011 eV−1cm−2 at Ec − E = 0.2 eV which is two times lower 
than NO-passivated device. The corresponding lateral 4H-SiC MOSFET has a peak channel 

Figure 6. Gate oxide before (a) and after (b) P passivation. The P which passivates the traps at the interface also leads to 
instability by transforming SiO2 into PSG.

Figure 5. Positive BTS data of an etched PSG MOS capacitor device stability after etching.
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mobility of ~75 cm2/V s, Figure 7. This number is approximately two times higher compared to 
an NO device. Although the mobility of a thick PSG is higher (Figure 2), the device is plagued 
with threshold voltage instability. The breakdown field for thin PSG device is NO-like, but its 
leakage current is significantly higher (not shown). Results for positive BTS tests for thin PSG 
MOS capacitors and MOSFETs are shown in Figure 8(a) and (b), respectively. An oxide field 
of ~+1.5 MV/cm was applied at 150°C during positive BTS tests for all the samples. The thin 
PSG MOS capacitors show an improved electrical interface which translates into stable flat-
band voltage values of the MOS capacitors. Figure 8(b) shows the electric field-effect mobili-
ties of the MOSFETs before and after positive BTS tests performed for 8 h. We can observe that 
there is a small right shift caused by electron injection, in the field-effect mobility curve. This 
once again proves that using the thin PSG process, the device stability can be improved. The 
instability of thick PSG devices is due to polarization charge which is negligible in the case of 

Figure 7. Dit for thin PSG MOS capacitor. Dit is lower than NO device, but higher than thick PSG device.

Figure 8. (a) Positive BTS data of a thin PSG MOS capacitor. Data show improved device stability.  Δ  V  FB   =  V  FB  final  –  V  FB  initial   
(b) Mobility data of a MOSFET with (dashed curve) and without 8-h positive BTS.
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thin PSG devices. There is one-to-one relationship between the thickness of the PSG layer and 
shift in flatband voltage (ΔVFB) for a given BTS voltage. As we increase the thickness of the 
gate oxide layer from 10 nm (thin PSG devices) to 70 nm, we get less stable device.

1.5.2. Nitrogen plasma (N-plasma) passivation of the 4H-SiC/SiO2 interface

NO passivation is the process that has been used in the production of commercial SiC MOSFET. 
This process reduces the Dit of the interface, it has some limitations. This process is performed 
at high temperature between 1150 and 1200°C. The mechanism is that at such a high tempera-
ture, NO dissociates into atomic N and O. The N produced during the reaction reduces the 
number of the traps by passivating them, while the O reacts with the SiC layer forming an 
additional SiO2 layer and hence a new set of interface traps [16]. Thus, there are two mecha-
nisms going on simultaneously in competition. With N-plasma passivation where there is no 
atomic O, it is possible to eliminate additional oxidation and hence limiting the total number 
of traps caused during post-oxidation annealing. As a result during N-plasma passivation, the 
Dit decreases drastically. Also, we get some extra benefit from this process. It has been seen 
that after this process, the Dit continues to decrease with the increase of N plasma exposure 
time, which is not true in the case of NO passivation. In that process, the N concentration satu-
rates at the interface after the annealing time of 2 h [17]. The Dit for 4-h N-plasma passivation is 
NO-like and results in NO-like mobility (~40 cm2/V s). Eight-hour N-plasma-passivated MOS 
devices give Dit ~3 × 1011 eV−1cm−2. If mobility scales with Dit, MOSFETs that have undergone 
an 8-h N-plasma passivation should have a peak field-effect mobility of ~100 cm2/V s.

For N-plasma passivation, ground-state atomic N is created in microwave plasma and a 
portion of these atoms recombine to emit at visible wavelengths. The set-up used to create 
N-plasma is shown in Figure 9. The snapshot of the spectrum formed during the N-plasma 
passivation is shown in Figure 10. In the spectrum, a peak is obtained at the wavelength of 

Figure 9. High-temperature microwave plasma furnace used for nitrogen plasma passivation (N-plasma passivation).

New Research on Silicon - Structure, Properties, Technology276



thin PSG devices. There is one-to-one relationship between the thickness of the PSG layer and 
shift in flatband voltage (ΔVFB) for a given BTS voltage. As we increase the thickness of the 
gate oxide layer from 10 nm (thin PSG devices) to 70 nm, we get less stable device.

1.5.2. Nitrogen plasma (N-plasma) passivation of the 4H-SiC/SiO2 interface

NO passivation is the process that has been used in the production of commercial SiC MOSFET. 
This process reduces the Dit of the interface, it has some limitations. This process is performed 
at high temperature between 1150 and 1200°C. The mechanism is that at such a high tempera-
ture, NO dissociates into atomic N and O. The N produced during the reaction reduces the 
number of the traps by passivating them, while the O reacts with the SiC layer forming an 
additional SiO2 layer and hence a new set of interface traps [16]. Thus, there are two mecha-
nisms going on simultaneously in competition. With N-plasma passivation where there is no 
atomic O, it is possible to eliminate additional oxidation and hence limiting the total number 
of traps caused during post-oxidation annealing. As a result during N-plasma passivation, the 
Dit decreases drastically. Also, we get some extra benefit from this process. It has been seen 
that after this process, the Dit continues to decrease with the increase of N plasma exposure 
time, which is not true in the case of NO passivation. In that process, the N concentration satu-
rates at the interface after the annealing time of 2 h [17]. The Dit for 4-h N-plasma passivation is 
NO-like and results in NO-like mobility (~40 cm2/V s). Eight-hour N-plasma-passivated MOS 
devices give Dit ~3 × 1011 eV−1cm−2. If mobility scales with Dit, MOSFETs that have undergone 
an 8-h N-plasma passivation should have a peak field-effect mobility of ~100 cm2/V s.

For N-plasma passivation, ground-state atomic N is created in microwave plasma and a 
portion of these atoms recombine to emit at visible wavelengths. The set-up used to create 
N-plasma is shown in Figure 9. The snapshot of the spectrum formed during the N-plasma 
passivation is shown in Figure 10. In the spectrum, a peak is obtained at the wavelength of 

Figure 9. High-temperature microwave plasma furnace used for nitrogen plasma passivation (N-plasma passivation).

New Research on Silicon - Structure, Properties, Technology276

589.19 nm. This peak is obtained due to the recombination of active ground-state (4S) N atoms. 
This recombination is followed by the decay of an excited state in the N2 molecule and gives 
rise to yellow afterglow [19]. The mechanism, which causes the afterglow, takes place due to 
the following reaction.

   

N  (    4  S    )    + N  (    4  S    )    →  N  2    (    5  ∑    g+ )    + M

    
 N  2    (    5  ∑    g+ )    + M → N  (    4  S    )    + N  (    4  S    )    + M

     N  2    (    5  ∑    g+ )    + M →  N  2    (   B   3   ∏  g   )    + M    

 N  2    (   B   3   ∏  g   )    →  N  2    (   A   3 ∑ u+ )    + hν

    (4)

Also, the intensity of yellow afterglow of emission is proportional to the square of concentra-
tion of active ground-state atoms. The amount of radiation detected at 589.19 nm is therefore 
a measure of the atomic nitrogen concentration in the plasma [36, 37]. After N-plasma pas-
sivation for the desired time, the recovery step was performed at 1160°C in N2 flow. This step 
is used to heal the damage caused during the nitrogen plasma exposure of oxide and helps to 
improve the breakdown characteristics of the devices.

1.5.2.1. Four-hour N-plasma passivation on thermal oxide

Initially, the N-plasma process was used on the interface grown using a standard thermal oxi-
dation. Nitrogen plasma also causes damage to the interface so N-plasma process is followed 
by a recovery process. Results obtained for a 4-h N-plasma process followed by a 2-h recovery 
process (from plasma damage) are shown in Figure 11(a) and (b) [38]. The Dit and electric 
field-effect mobility obtained under these conditions are both “NO-like.” The thickness of the 
oxide layer used is 70 nm. The peak value of field-effect mobility of MOSFET is ~45 cm2/V s 
(which is like NO-passivated MOSFET). The VT determined by using the linear portion of the 
drain current versus gate voltage curve is around 4 V (Figure 12). After N-plasma passivation, 
the oxide breakdown field of the MOS capacitor is ~4 MV/cm. This lower breakdown field is 

Figure 10. Typical spectrum of nitrogen during N-plasma passivation.
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due to the damage caused during N-plasma passivation. This is the result of the gate leakage 
current and needs further optimization of the recovery process done after the passivation 
step. Also, we can conclude that the recovery anneal of 2 h is not enough.

1.5.2.2. Four-hour N-plasma passivation on deposited oxide

To limit carbon liberation (by minimizing the number of processing steps which causes oxi-
dation) of the SiC, thermal oxide layers can be replaced by deposited oxides. The peak value 
of field-effect mobility for a companion MOSFET is ~50 cm2/V s (Figure 12), which is signifi-
cantly higher than “NO-like” device, with threshold voltage again ~4 V (Figure 13). Note that 
this value is 25% higher than the one obtained with thermally grown oxide [38, 39].

Figure 12. Threshold voltage (VT) for a 4-h N-plasma passivation. The extrapolation in linear region method is used to 
extract the threshold voltage.

Figure 11. (a) Interface trap density (both NO and plasma) and (b) mobility for 4-h N-plasma passivation.
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1.5.2.3. Eight-hour N-plasma passivation

The interface trap density after 8-h N-plasma passivation with 6-h recovery is shown in 
Figure 14(a) for 62-nm thermal oxides [3, 39, 40]. The Dit at 0.2 eV is 2 × 1011 cm−2eV−1, which is 
like the MOS capacitors having a thick PSG layer. But as we discussed, these types of devices 
are highly unstable and of no practical use. With N-plasma passivation, we do not have this 
problem because the oxide layer is still SiO2 and still non-polar in nature. The areal densi-
ties of N obtained after Secondary Ion Mass Spectroscopy measurements done on the MOS 
capacitors, which underwent 4-h and 8-h N-plasma passivation, are 6 × 1014 and 1.5 × 1015 cm−2, 
respectively. The areal density for standard NO-passivated MOS capacitor is also 6 × 10−14 cm−2 
and has been used as a reference sample. Also, XPS data for N-plasma-passivated devices 
have shown (not presented here) that the Dit for devices that have undergone this  process is 

Figure 13. Mobility for a deposited oxide + 4-h N-plasma-passivated MOSFET.

Figure 14. (a) Interface trap density for 8-h N-plasma passivation, and compared with thick and NO-passivated devices. 
The Dit is at Ec − E = 0.2 eV is 2 × 1011 cm−2eV−1, which is like thick PSG MOS capacitors. (b) Breakdown characteristics of 
MOS capacitors after 8-h N-plasma passivation. The dashed curve is for a standard NO device.
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almost 2.5 lower than that for NO-passivated devices. Figure 14(b) shows breakdown char-
acteristics after an 8-h N-plasma passivation. The oxide is leaky compared to NO, and the 
breakdown field is lower (~2 MV/cm for some devices). If mobility scales with Dit, MOSFETs 
that have undergone an 8-h N-plasma passivation should have a peak field-effect mobility of 
~100 cm2/V s. Further optimization of the process is desirable to achieve higher N concentra-
tion at the interface and to improve the yield of the process.

1.5.3. High-temperature oxidation

Lately, there has been a growing interest in high-temperature oxidation of 4H-SiC. Studies 
have shown that if the oxidation conditions are optimized, then the 4H-SiC/SiO2 interface 
grown after the process has much better electrical properties to the ones grown under stan-
dard conditions (1100−1200°C). In the following sections, we see the progress made in this 
area. Also, we discuss the effect of performing P and N2O post-oxidation annealing on the 
oxides grown at high temperatures. It has been observed that high-temperature oxidation 
performed at 1500°C can lead to a better interface with Dit. Figure 15(a) shows the effect of 
temperature on the Dit. We can see with the increase of temperature from 1200 to 1500°C that 
Dit reduces from 2 × 1012 to 5 × 1011 cm−2eV−1 at Ec − E = 0.2 eV. Figure 15(b) shows the linear 
transfer characteristics and field-effect mobilities of the devices measured at room tempera-
ture [36]. The VT values for the devices without any passivation are typically around 5 [3, 49] 
which is due to the large number of traps at the interface. The net charge of these traps is nega-
tive in nature. This high-temperature process is effective in reducing in number of trapped 
and resulted in low threshold voltages observed in the MOSFETs. The reduction in trapped 
charge is reflected by the field-effect mobility of ~40 cm2/V s. This value is much lower than 
the previously reported results, even the one obtained at 1400°C. All this is a direct reduction 

Figure 15. (a). Dit of thermal oxides grown at 1200 and 1500°C in a pure oxygen flow rate of 0.05 l/min. The increase 
in temperature resulted in approximately a twofold reduction in Dit from 5.3 × 1011 to 2.5 × 1011 cm−2eV−1, a Ec − E = 0.2 
eV. (b). Linear transfer characteristic and field effect mobility of 3 lateral 4H-SiC MOSFETs. Whilst there is a variation 
in threshold voltage, the novel high temperature gate oxidation process yields a consistent maximum mobility of ~40 
cm2V−1s−1.
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in Coulomb scattering. In this approach (high-temperature oxidation), there is no need of 
performing the post-oxidation annealing of the 4H-SiC/SiO2 interfaces.

1.5.3.1. Combined N2O and phosphorous passivations of the 4H-SiC/SiO2 interface  
with oxide grown at 1400°C

Phosphorous (P) passivation is more effective than N2O passivation in improving the 4H-SiC/
SiO2 interface by reducing the number of traps at the 4H-SiC/SiO2 interface. There are some stud-
ies performed by Rong Hua et al. [41] to see the combined effect of high-temperature oxidation 
with either P or N2O passivation. The MOS capacitor with 1400°C dry oxidation and without any 
post-oxidation passivation process has the highest Dit as shown in Figure 16(a). The Dit results 
from the MOS capacitors have one-to-one relation with the field-effect mobility of the MOSFETs 
shown in Figure 16(b), where the lowest Dit corresponds to the highest field-effect mobility. 
From Figure 16(b), it can be seen that the P passivation can increase the peak field-effect mobility 
of a 4H-SiC MOSFET to about 66 cm2/V s, which is five times higher than the value obtained after 
high-temperature N2O-annealing process. Compared to low field-effect mobility, ~2 cm2/V s, of 
the MOSFETs with gate oxide grown at 1400°C for 1 h without post-oxidation annealing process, 
the P-post-oxidation annealing (POA) process can dramatically increase the field-effect mobility.

However, the combined N2O- and P-passivation processes have shown a slight decrease in the 
peak field-effect mobility value (60 cm2/V s) compared to the P-only passivation. This value 
is still much higher than obtained using N2O passivation (12 cm2/V s). The only drawback 
for the combined N2O- and P-passivation processes is that the MOSFET still has a negative 
threshold voltage (VT) value (~−5 V) but better than the P-only passivation. The net positive 
charge at/or near the interface 4H-SiC/SiO2 resulted in a negative VT of the device. This value 
can be improved with further optimization of the process. The negative threshold voltage 
means that the device is normally on which is not an ideal choice from the application point 

Figure 16. (a). Interface trap density extracted using high-low frequency capacitance method for MOS capacitors 
fabricated with different passivation conditions. (b). Field-effect mobility and the drain current against the gate bias for 
lateral MOSFETs with different passivation conditions.
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of view. Potentially, this problem could be solved by using a thin layer (a few nm thick) of 
SiO2 which afterward undergoes the suggested combined N2O and P POA and then finally 
topped up by a thick(40-nm) deposited SiO2 layer. There is no extra benefit of performing P 
passivation on the devices which have already had N2O POA.

1.5.3.2. Impact of N2O passivation on 4H-SiC/SiO2 interfaces grown at high temperature

The results on high-temperature oxidation (1500°C) have shown a reduction in the interface 
trap density (Dit) without performing any kind of interface passivation. It would be interest-
ing to see the impact of N2O passivation on the oxides grown via high-temperature oxidation 
process. The interface is grown with high-temperature oxidation, and the results are shown in 
Figure 1. There is a decrease in the Dit for the high-temperature as-oxidized MOS capacitors 
as compared with the MOS capacitors grown using standard oxidation process. But there is 
no further improvement in the Dit with N2O passivation performed at 1350°C, Figure 17. The 
electric field of breakdown for MOS capacitors with high-temperature oxidation with and 
without N2O passivation is lower than 8 MV/cm. The reason for an early breakdown in the 
case of high-temperature as-oxidized MOS capacitors is not clear and further study is needed. 

Figure 17. The electrical properties of the 4H-SiC MOS capacitors with a high-temperature (1500°C) thermal oxidation, 
interface trap density (a–b) and oxide breakdown (c–d).
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In the case of passivated devices, this could be due to the incorporation of nitrogen throughout 
the bulk of the oxide, as previously reported on 4H-SiC MOS capacitors after ammonia pas-
sivation. We also performed N2O passivation on the MOS capacitors grown via the standard 
oxidation process, and the results are shown in Figure 18. Again, the electric field of break-
down is lower for these devices. Also, there is no improvement in the Dit with the increase of 
temperature for N2O passivation. The breakdown data for N2O passivation at 1450°C could 
not be obtained due to a high increase in the oxide thickness after the passivation.

1.5.4. Other interface passivation processes

In addition to all these interface passivation processes, there are some studies done using boron 
(B) and Sb. Modic et al. have shown that Sb-doped surface channel in combination with nitric 
oxide post-oxidation annealing can increase the channel field-effect mobility to 100 cm2/V s [42]. 
Also, Okamoto et al. were able to increase the channel field-effect mobility to 102 cm2/V s by 
introducing boron atoms to the interface [43].

1.6. 3C-SiC/SiO2 interface

There is a reignited interest on cubic silicon carbide (3C-SiC), which can be potentially grown 
heteroepitaxially on 12″ Si substrates, as it would result in a drastic cost reduction of semi-
conductor devices compared to the successful but prohibitively expensive SiC hexagonal 

Figure 18. The electrical properties of the 4H-SiC MOS capacitors with a standard oxidation process (1200°C thermal 
oxidation) followed by N2O passivation at 1350 and 1450°C. From  (a) – (c) Dit  versus EC-E and (d) – (e) show breakdown 
characteristics of various MOS capacitors with different oxidation/passivation processes.
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 polytype technology (4H-SiC). It has been demonstrated that lateral power transistors in 
3C-SiC outperform Si and 4H-SiC devices up to 1200 V, and represent an alternative to gal-
lium nitride (GaN) technology. Also, GaN transistors are normally on, and as a result, it is 
challenging to control them eclectically. The voltage ratings for which these 3C-SiC devices 
are targeted for make them useful in automotive and other domestic appliances. Thus, this 
3C-SiC technology has a huge potential for reducing the global carbon footprint.

1.6.1. High-temperature dry/thermal oxidation (1200–1400°C) and N2O passivation  
of the 3C-SiC/SiO2 interface

Due to the smaller band gap of 3C- (2.2 eV) compared to 4H- (3.2 eV), a fewer number of traps 
lie within the energy band gap of 3C-SiC in a metal-oxide-semiconductor structure resulting 
in better field-effect mobility [44]. It is found that 3C-SiC has different oxidation chemistry 
compared with 4H-SiC; 70–80-nm oxide can be grown at 1100°C in 1 h, which is 10 times 
faster than the oxidation rate of 4H-SiC on the Si face [45]. Also for the Si face in 4H-SiC, it has 
been observed that mobility increases with decreasing Dit. For example, as we go from ther-
mally grown gate oxide to post-oxidation-annealed (passivated) oxide using hydrogen (H2) 
passivation, NO/N2O passivation, nitrogen plasma (N-plasma) passivation or phosphorous (P) 
passivation, Dit decreases significantly [37, 46–48]. Thomas et al. have shown that as-grown oxi-
dized at 1500°C resulted in a 4H-SiC MOSFET with maximum field-effect mobility of 40 cm2/V 
s. Sharma et al. have studied high-temperature oxidation of 3C-SiC [49]. In that work, the high-
est temperature used for the oxidation of 3C-SiC is 1400°C, because of the limit dictated by 
the melting point of Si (1414°C). The oxidation is done in 100% oxygen ambient. In addition, a 
standard nitrous oxide post-oxidation annealing of the interface is performed to see its effect.

A 3C-SiC/Si wafer with heterostructure grown on on-axis p-type Si (001) substrate was used 
in the work. The 3C-SiC epilayer is n-type with a doping concentration of ND ~ 1 × 1016 cm−3. 
The thickness of epilayer was around 10 µm. Lateral MOS-C structure had been used to study 
the electrical properties of the interface (inset of Figure 19(a)). The oxidation was performed 
at high temperatures followed by 30-min argon (Ar) annealing at temperatures used for oxi-
dation. Standard high-low C-V and conductance techniques were used to analyse the 3C-SiC/
SiO2 interface. In addition, lateral n-channel MOSFETs were fabricated to extract the field-
effect mobilities (µ). Planar MOSFETs were fabricated on the same substrate which was used 
to fabricate the MOS capacitors. Figure 19 shows the normalized C-V curves at 1 MHz for 
different MOS-Cs. There are three distinct features of these curves. The first is a large flatband 
voltage shift (ΔVFB = VFB,i − VFB,ideal) towards negative gate bias, the second is increased capaci-
tance in depletion and the third is to observe the large stretch-out in C-V characteristics. The 
subscript ‘i’ stands for different processing conditions used to grow the gate oxide, i = 1 for 
1200°C oxidation, i = 2 for 1300°C oxidation, i = 3 for 1300°C oxidation and i = 4 for 1300°C 
oxidation followed by N2O annealing. Figure 19(b) shows a comparison between the ideal 
and experimental C-V curves for each temperature. The ideal C-V curve is obtained (solving 
the electrostatic and Poisson equation) by assuming that the 3C-SiC/SiO2 interface is perfect, 
having no defects near the interface and also in the bulk of the oxide and 3C-SiC. The doping 
value used in the computations for the high-temperature-oxidized samples was ND = 0.63 × 
1016 cm−3 for all the oxidation temperature range, that is, the 3C-SiC doping concentration 
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seems to be stable even for 1400°C. Interestingly, a significant increase in the 3C-SiC doping 
was observed for the sample further annealed in N2O. In this case, a value of ND = 2.45 × 1016 
cm−3 was used to fit the experimental capacitance. The flatband voltage shift shows the exis-
tence of net positive fixed charge at the interface and its origin is believed to be the presence 
of carbon clusters and dangling bonds formed after thermal oxidation [6] Carbon clusters and 
dangling bonds act as donor-like states and are positively charged when they are empty and 
as a result give rise to a negative shift in VFB. The calculations for effective oxide charge (QEFF) 
has been done (not shown) for all the MOS-Cs. It was found that QEFF increases with tempera-
ture, which is different from the results reported previously on 3C-SiC MOS-Cs and further 
research is required to explain this behaviour [50]. In addition to carbon clusters, the nitrogen-
related complex in the case of 1300°C (oxidation + N2O annealing) MOS-C causes a large shift 
in VFB, likely due to its incorporation in the 3C-SiC surface and resulting in an increased dop-
ing concentration [51]. Also, as mentioned above, all the curves are significantly stretched out 
compared to the ideal curve, representing the presence of high interface traps. These traps 

Figure 19. (a) Typical 1-MHz C-V curves for 3C-SiC MOS structures with oxides grown at 1200, 1300, 1400 and 
1300°C+N2O. (b) A comparison between the ideal and experimental C-V curves for each temperature. (c) Interface 
state densities (Dit) for 3C-SiC MOS structures with and without post-oxidation anneal (N2O) process, calculated using 
Terman C-V and conductance (inset) methods. Due to a very wide Gaussian dispersion, it is not possible to extract Dit for 
the N2O-annealed device using the conductance method.
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could be near the conduction band edge and/or the presence of oxide near interface traps (also 
known as slow traps) [52]. Hysteresis (not shown) in the C-V curves indicates the slow nature 
of some of the traps [52]. In addition, less band banding is caused by increased net positive 
fixed charge at the interface resulting in increased capacitance in depletion region [53]. 
Figure 19(c) shows the density of interface traps (Dit) extracted from the Terman C-V method 
and compared with conductance methods (shown as inner graphic of Figure 1). Both these 
methods give consistent results with 1300°C (oxidation + N2O) leading to the lowest Dit = 1.8 × 
1012 cm−2eV−1 at Ec − ET = 0.25 eV. This value is two times smaller than the one obtained with the 
1300°C oxidation process (Dit = 3.7 × 1012 cm−2eV−1). It is believed that these Dit values are rather 
high, primarily because of the contribution of slow states. As it can be seen in Figure 19(b) for 
the 1300°C (oxidation + N2O) device, the plateau is quite ideal for voltages larger than the 
flatband (accumulation) but in depletion there is a relevant dispersion (ideal versus experi-
mental), typical signature of the oxide near interface traps. The superiority of annealed device 
is also confirmed by the G-V plot as shown in Figure 20(a), performed at 100 kHz. The area 
under the conductance peak is a measure for Dit. The position of the peak corresponds to the 
energy position in the band gap and as all these peaks occur at gate bias close to VFB, it can be 
inferred that these peaks are a measure of Dit close to the CB edge of 3C-SiC [49]. Devices 
without the N2O post-oxidation annealing have larger area under G-V curves when compared 
with the annealed device, implying higher Dit for non-annealed devices. The peak value of 
1300°C (oxidation + N2O) is much smaller than other devices and hence this device has the 
lowest Dit being consistent with Terman and conductance methods. Also, all of the admit-
tance-voltage (G-V) curves have finite full width at half maximum (FWHM) signifying that 
these traps are dispersed over an energy range within the band gap and are not localized at a 
fixed energy value. Similar results have been reported on the MOS capacitors implanted with 
N [54]. As the 1300°C oxidation process with N2O post-oxidation annealing gives the  lowest 
Dit, this process was used to fabricate a lateral 3C-SiC MOSFET. Also, a lateral MOSFET was 
fabricated with the 1300°C oxidation process, as for a reference sample. The results of mobility 

Figure 20. (a) Normalized conductance curves of 3C-SiC MOS structures taken for different gate voltages at probe 
frequency (ω) = 100 kHz. (b) Field-effect channel mobilities (µ) for N2O-annealed and non-annealed 3C-SiC MOSFETs. 
Both the N2O post-oxidation annealing and thermal oxidation were done at 1300°C.
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measurements for lateral MOSFETs are shown in Figure 20(b). The device with N2O anneal-
ing has a peak channel mobility of approximately 120 cm2/V s, and shows a ×2 improvement 
in peak mobility as compared with a 1300°C as-oxidized MOSFET which has a mobility of 
60 cm2/V s. This is consistent with the fact that the N2O-annealed MOS-C has better Dit as 
compared with the as-oxidized 1300°C MOS-C. The MOSFET annealed in N2O has a relatively 
sharp turn-on and a peak channel mobility of 125 cm2/V s. At greater gate biases, the field-
effect mobility decreases because of the increasing surface field, which may be an indication 
of the surface roughness to be a dominant scattering mechanism [40]. Figure 21 shows atomic 
force microscopy (AFM) analysis that has been performed on all of the devices in order to see 
the effect of temperature on the surface morphology. The root-mean-square (RMS) values of 
roughness for all these MOSCs lie in the range of 0.54–0.60 nm, showing that high tempera-
tures (≥1300°C) do not have effect of temperature on the surface morphology. The RMS values 
of roughness for all these MOSCs lie in the range of 0.54–60 nm, showing that high tempera-
tures (T ≥ 1200°C) do not have any significant detrimental effect on the oxide surface. The 
Secondary Ion Mass Spectrometry profiles are shown in Figure 22. The N2O-annealed device 
shows the accumulation of nitrogen at the interface which is responsible for the improved Dit 
and field-effect mobility (µ) in this process. There is virtually no appreciable difference 
between the Si, O and C profiles for all the devices, and it could be due to no out-diffusion or 
diffusion of species from the interface. There is a possibility that the Si, O and C concentration 

Figure 21. Atomic force microscopy (AFM) for results different processed MOS capacitors with as-grown thermal oxide 
(a) at T = 1200°C (b) T = 1300°C, (c) T = 1400°C and (d) T = 1300°C with N2O post-oxidation annealing. The RMS values 
of roughness within a range of 0.54–0.60 nm, implying that high temperature does not have deteriorating effect on the 
surface morphology of devices.
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decreases monotonically very slightly with temperature, which is not within the tolerances of 
SIMS measurement. The parallel equivalent conductance spectroscopy is used to further anal-
yse the characteristics of the high-temperature  oxidation. Figure 23 shows GP/ω versus probe 
frequency (f) curves for non-annealed and 1300°C (oxidation + N2O) devices. By fitting the 
curves to a Gaussian fit, the interface state density, trap time extracted. As shown in Figure 5, 
the 1300°C (oxidation + N2O) device could have no Gaussian dispersion or a very wide 
Gaussian dispersion, and as a result it, is not possible to fit the experimental data and it is not 
possible to extract Dit, trap time constant (tp) and surface-potential fluctuations (σs) for the 
Gaussian dispersion, for the annealed device. The Dit extracted using this technique for all the 
devices is shown as the inset of Figure  1. Naik and Chow have reported a wide Gaussian 
dispersion for conductance curves on NO-treated 4H-SiC MOS-C [54], which potentially 
explains the results presented here. Figure 24(a) plots the trap time constant as a function of 
energy. As we can see from the figure that across the different energy levels in the band gap, 
tp increases with increasing temperature. At a constant temperature, tp increases as we go 

Figure 22. SIMS profiles for 3C-SiC MOS capacitors fabricated under different conditions with (a)–(c) for as-oxidized 
MOS capacitors. From plot (d), it is evident that most of the nitrogen has accumulated at the 3C-SiO2/SiC interface in the 
case of 1300°C N2O-annealed device. It is obvious that most of the nitrogen has accumulated at the SiO2/SiC interface 
after an NO anneal.
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Figure 23. Gp/ω versus probe frequency (ω) at different biases in depletion region for MOS capacitors with as-grown 
thermal oxide (a) at T = 1200°C, (b) T = 1300°C, (c) T = 1400°C and (d) T = 1300°C with N2O post-oxidation annealing.

Figure 24. (a) The trap time constant as a function of energy and (b) the temperature dependence of standard deviation 
of the surface potential (σs).
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deeper into the band gap. The surface-potential fluctuations can be extracted by performing 
the curve fitting to the G-V curves. In Figure 24(b), we can see the temperature  variation of the 
standard deviation of the surface potential (σs) which is caused by fluctuations of interface 
states for different MOS capacitors. The values lie between 2 and 3, which indicates that the 
3C-SiC/SiO2 interface is electrically better than 4H- polytype (σs = 4 for 4H- and around 2 for 
Si). This fairly low value of σs, coupled with the low value of Dit and the MOSFET field-
decreasing large field-effect mobility, suggests that Coulombic interface-scattering-related 
effects should not limit transistor performance.

In conclusion, high-temperature oxidation (1200–1400°C) has been used to grow the 3C-SiC/
SiO2. Out of all the oxidation temperatures investigated, 1300°C was found to be the optimum 
temperature for oxidation. The interface can be improved further by performing the N2O 
post-oxidation annealing again at 1300°C for 2 h, though this leads to high accumulation of N 
at the interface. The lateral MOSFET with N2O-annealed oxide yielded a field-effect mobility 
of 125 cm2/V s, which is twice the value of non-annealed MOSFET, with the gate oxide grown 
at 1300°C (60 cm2/V s). The low values of σs and larger µ for as-oxidized MOS-Cs show that 
the 3C-SiC/SiO2 interface is better than its 4H-SiC counterpart (at least in terms of interfacial 
fast traps). These findings have important implications for SiC-MOS technology as 3C-SiC/Si 
can provide a low-cost alternative even in the case of high temperature of processing.
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