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Preface

Aerial robots (ARs) or unmanned aerial vehicles (UAVs) were initially developed for milita‐
ry applications such as surveillance, targeting, and strike missions. As the use of ARs has
become more common in other civilian and industrial applications, the need of understand‐
ing all the technical elements and systems involved in these aircraft has become more evi‐
dent for the academic community and the industry. Few years ago, the topic of aerial robots
was exclusively related to the robotics community, so a great number of books about the
dynamics and control of ARs and UAVs have been written and can be found in the litera‐
ture. Indeed, the problem of control in a UAV is fundamental, but as the control technology
for UAVs advances, the great interaction that exists between other systems and elements
that are as important as control such as aerodynamics, energy efficiency, acoustics, structur‐
al integrity, and applications, among others has become evident. In this context, Aerial Ro‐
bots - Aerodynamics, Control, and Applications is an attempt to bring some of these topics
related to UAVs together in just one book and to look at a selection of the most relevant
problems of UAVs in a broader engineering perspective.

This book (as suggested by its title) is divided into three sections: those contributed chapters
related to aerodynamics and techniques to estimate aerodynamics properties for UAVs are
grouped in the first section; the second section is devoted to control and dynamics of UAVs,
and the final section gathers a choice of interesting civil applications of UAVs. In the aerody‐
namics section, the reader will find four contributed chapters related to the aerodynamics of
UAVs with both fixed and rotary wings as well as flexible wings.

The estimation of aerodynamic properties such as forces and moments is the main topic of
discussion, and several different techniques are exposed in order to make these estimations,
ranging from analytical up to computational fluid dynamics (CFD). A computational frame‐
work to couple aerodynamics and elasticity (aeroelasticity) for UAVs with flexible wings is
proposed in the first chapter. In this section, the use of distributed propulsion systems for flying
wings and blended-wing-body UAV configurations with a potential improvement in energy
and structure efficiency is also explored. The use of Coanda effect for lift enhancement in micro‐
aerial vehicles (MAVs) that use rotors is also discussed in this section as well as the aerodynam‐
ic analysis from three different approaches of the propeller of a production multirotor.

The second section of Aerial Robots - Aerodynamics, Control, and Applications is related to two
very interesting topics: one related to nonlinear dynamics and control of ARs, which is a
state-of-the-art topic. The second chapter of this section is related to a control that is specifi‐
cally designed for an industrial application (i.e., sampling collection), which is also a new
trend in control design for UAVs. Finally, the application section is devoted to two state-of-



the-art problems in ARs: high-performance computing on board aerial robots and environ‐
mental monitoring using unmanned aerial systems (UAS).

It is expected that this book would serve as reference for graduate students as well as re‐
searchers in the field of aerial robots and unmanned aerial vehicles in the broad sense of an
engineering problem and help as a bridge to reduce the gap between several different disci‐
plines involved in this complex topic. Designers and engineers from the UAV industry may
also benefit from the content of the book as it provides the state of the art in a variety of
topics, and it may inspire the development of new commercial products. We hope that the
way the book is organized helps the reader to find a specific topic of interest and to engage
the reader as he/she goes from one section to the next one. Finally, I would like to acknowl‐
edge the contribution of Prof. Jonathan Camargo and Rodrigo Escobar for their collabora‐
tion during the review process of several chapters of this book.

Omar Dario Lopez Mejia
Associate Professor

Department of Mechanical Engineering
University of los Andes

Bogota, Colombia
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Chapter 1

Computational Aeroelasticity of Flying Robots with
Flexible Wings

Sergio Preidikman, Bruno Antonio Roccia,
Marcos Leonardo Verstraete,
Marcelo Federico Valdez, Dean T. Mook and
Balakumar Balachandran

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.69396

Abstract

A computational co-simulation framework for flying robots with flexible wings is presented.
The authors combine a nonlinear aerodynamic model based on an extended version of the
unsteady vortex-lattice method with a nonlinear structural model based on a segregated
formulation of Lagrange’s equations obtained with the Floating Frame of Reference formal-
ism. The structural model construction allows for hybrid combinations of different models
typically used with multibody systems such as models based on rigid-body dynamics,
assumed-modes techniques, and finite-element methods. The aerodynamic model includes
a simulation of leading-edge separation for large angles of attack. The governing differential-
algebraic equations are solved simultaneously and interactively to obtain the structural
response and the flow in the time domain. The integration is based on the fourth-order
predictor-corrector method of Hamming with a procedure to stabilize the iteration. The
findings are found to capture known nonlinear behavior of flapping-wing systems.
The developed framework should be relevant for conducting aeroelastic studies on a wide
variety of air vehicle systems.

Keywords: flexible wings, flapping wings, morphing wings, micro-air vehicles, aero-
elasticity, co-simulation

1. Introduction

Natural flight is characterized by highly nonlinear and unsteady flows and wing-deformation
patterns that include time-dependent in-and-out-of-plane bending, changing camber, spanwise

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



twisting, expanding and contracting wing surfaces, and so on. A detailed description of the
deformations of wings in different flight configurations is crucial for quantifying the influence
of a wing’s flexibility on the aerodynamic forces. Flight kinematics and aerodynamics have been
identified and studied for a variety of insect and bird wings [1–13]. Advances in computational
power have further enabled studies of highly flexible structures such as flapping and morphing
wings of micro-air vehicles (MAVs). The primary components of numerical simulations are the
aerodynamic solver, the structural-dynamic solver, and the communication between them. Early
studies on fluid-structure interactions for vehicles with flapping wings have been based on either
two-dimensional models or other simplified aerodynamic models based on thin-airfoil theory or
unsteady panel methods or Euler methods and on linear beam finite elements [14–17].

Nakata and Liu [18] used an unsteady aerodynamic model based on a Navier-Stokes solver [19]
coupled with a finite-element formulation specifically developed for insect flight that accounts
for the distribution and anisotropy of the wing’s veins and membranes. Chimakurthi et al. [20]
proposed a computational framework, in which a nonlinear finite-shell-element solver is coupled
with a Navier-Stokes flow solver [21]. Malhan et al. [22] analyzed flexible flapping wings by
using a computational fluid dynamics-computational structural-dynamics (CFD-CSD) environ-
ment. They used a Reynolds-averaged Navier-Stokes (RANS) solver [23] along with an open-
source multibody software [24]. Unger et al. [25] investigated the flow around a flexible airfoil
based on a seagull’s wing. They used a flow model based on the incompressible unsteady RANS
equations (URANS) [26]. To model the structure and obtain the response, the authors generated
a finite-element model that includes shells, solids, and contact elements for modeling the various
structural members of a wing, and used an ANSYS [27] solver. Recently, Bose et al. [28] solved
the incompressible two-dimensional flow field for a range of solid-to-fluid added-mass ratios
(characteristic of natural flappers or MAVs) by using an arbitrary Lagrangian-Eulerian (ALE)
formulation and a nonlinear discrete model of the structure. They coupled the models through a
fourth-order Runge-Kutta scheme implemented in OpenFOAM [29], and found that the struc-
tural response experienced a supercritical Hopf bifurcation [30].

Computational difficulties and costs associated with the use of CFD models have led to alterna-
tive approaches. For example, unsteady vortex-lattice methods (UVLMs) are an effective and a
simple choice [31–33]. Related to flapping wings, Taha et al. [34] identified five main contributors
to flow characteristics during hover: the wing’s translation and rotation, the leading-edge vorti-
ces (LEVs), wake capture, viscosity, and added-mass effects. UVLMs can be used to model all
aspects except viscous and LEVeffects. As shown by the experiments of Dickinson et al. [1], over
the range of Reynolds numbers (75–4000) of hovering insects, viscous effects can be neglected;
this makes the use of UVLMs suitable for modeling the aerodynamics of flapping wings and
morphing wings.

The authors extend the approach proposed by Preidikman andMook [32] and Preidikman [35];
a computational aeroelastic framework is presented. In these prior studies, the structures were
much simpler than those considered here, and they were represented by means of traditional
beam formulations based on assumed-modes/finite-element methods. In the authors’ novel
methodology, the dynamical system is partitioned into two subsystems (the structural and
aerodynamic models) that communicate with each other across the boundary of the flow field
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(the surface of the structure) in a strong way. The computational environment can be consid-
ered a strong co-simulation framework [36]. Initial steps taken in this direction are presented in
reference [37]. The underlying methodology is detailed in Section 2. The aerodynamic and
structural models are presented in the third and fourth sections, respectively. The communica-
tion between the two models and the numerical integration scheme are presented in Section 5.
In the next section, results obtained for systems with flapping and morphing wings are
presented. Finally, concluding remarks are collected together and presented.

2. Methodology

The structural model (Simulator 1) and the aerodynamic model (Simulator 2) are different sub-
systems, which are constructed to exchange information bi-directionally in an iterative sequence
that continuously improves the estimation of the aerodynamic loads (see Figure 1) and, conse-
quently, the structure’s response. The numerical scheme used by Simulator 2 is based on the
UVLM, and the one used by Simulator 1 to solve the vehicle’s equations of motion is based on
Hamming’s fourth-order predictor-corrector method [35]. This procedure was chosen for two
reasons: (i) performance of Simulator 2 is better if the loads are evaluated at integral time steps
and (ii) aerodynamic loads depend on the structure’s acceleration. To combine the simulators, a
technique for transferring information (TTI) based on radial basis functions is used.

The substantial deformations of the lifting surfaces induce significant changes in the aerody-
namic loads, which in turn induce further changes in the deformation of the wings. This
feedback between the aerodynamic loads and the movement of structural members (flowfield
boundaries) generates strong coupling between the aerodynamic and structural models. In
order to capture these complex interactions with a numerical model, a strong coupling method

Figure 1. Schematic diagram of fluid-structure interaction framework [37].
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is needed; the authors have chosen a so-called two-way non-monolithic strategy. Although
Simulators 1 and 2 are computational implementations of independently modeled physical
components, the coupling procedure is strong because information can be bi-directionally
exchanged, and the chosen time step advance is the same for both models. Traditional
approaches used to study unsteady aeroelastic characteristics may not be adequate for model-
ing the unusual fluid-structure interactions that characterize aerial vehicles with flexible flap-
ping wings. Classical linear analyses can, in some instances, predict when aeroelastic systems
become unstable, but they can neither detect subcritical instabilities nor describe post-instability
motions. As the solutions are obtained in the time domain here, the authors have the capability
for predicting both subcritical instabilities and post-instability motions [30].

3. Aerodynamic model

Here, UVLM is used to compute the aerodynamic loads. It can be applied to lifting surfaces of
any planform, camber, and twist. The lifting surface may undergo any time-dependent defor-
mation and execute any maneuver in moving air. The flow surrounding the lifting surface is
assumed to be inviscid, incompressible, and irrotational over the entire flowfield, except at the
solid boundaries and in the wakes. Due to the relative motion between the wing and the fluid
and due to the viscous effects, vorticity is generated in the fluid in a thin region next to the
wing’s surface (the boundary layer). The boundary layers on the upper and lower surfaces are
merged into a single vortex sheet. Vorticity in this sheet must be shed from the sharp edges
(trailing edge, leading edge, and wing tips) so that the pressures are equal in the merging flows
coming off the upper and lower sides of the lifting surface, the so-called Kutta condition.
This shed vorticity forms the wake as it moves with the fluid in order for the pressure to
remain continuous across the wake, which is force-free. The calculation of the velocity field
associated with the vorticity is expedited by replacing the continuous vortex sheet with a
lattice of discrete vortex lines. The boundary layers are represented by bound-vortex lattices,
which are attached or bound to the lifting surface and move with it. The wakes are represented
by free-vortex lattices, which move freely with the flow so that their position and vorticity
distribution are determined as part of the solution [35, 37–39].

3.1. Mathematical formulation

The velocity of a fluid particle that occupies position, r, at instant t is denoted by V r; tð Þ. Since
the flow is irrotational outside the boundary layers and wakes and considered to be incom-
pressible, the velocity field can be expressed as the gradient of a scalar potential ϕ r; tð Þ, which
is governed by the continuity equation:

∇2ϕ r; tð Þ ¼ 0: ð1Þ

In a three-dimensional flow, the velocity field satisfying Eq. (1) and associated with a straight,
finite-length segment of a vortex line with circulation Γ tð Þ is given by the Biot-Savart law:

Aerial Robots - Aerodynamics, Control and Applications6
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V r, tð Þ ¼ Γ tð Þ
4π

L� r1
kL� r1k22 þ δkLk2ð Þ2 L � ê1 � ê2ð Þ½ � ð2Þ

Here, r1 and r2 are the position vectors of the point of interest relative to the ends of the vortex
segment; ê1 and ê2 are the unit vectors parallel to r1 and r2, respectively, and L ¼ r1 � r2 is
the vector along the vortex segment. The term δkLk2 in Eq. (2) is added in order to avoid
the singularity that appears when the point approaches the vortex line or its extension. The
influence of the cutoff radius δ on the velocity is strongly felt in the immediate vicinity of the
vortex line but is hardly noticeable elsewhere. A linear cutoff radius is another option [40].

3.2. Unsteady vortex-lattice method

In UVLM, the vortex sheets are replaced by lattices of short straight vortex segments with
spatially constant circulation. These segments divide the wing surface into a finite number of
typically nonplanar, quadrilateral elements of area with straight edges often called panels. The
model is completed by joining the free-vortex lattices (wakes) to the bound-vortex lattice (lifting
surface) along the edges where separation occurs. The separation location is user supplied and
typically based on experience. Each quadrilateral element of the bound lattice has a single
unknown circulation G tð Þ instead of the four unknown circulations around each of the short,
vortex-line segments along its edges. Consequently, the requirement of spatial conservation of
circulation [41] is automatically satisfied throughout the lattices. Once all the G tð Þ0s are known,
the Γ tð Þ0s around all of the straight vortex segments can be easily determined. In Figure 2, a
representative example of the resulting bound and free-vortex sheets and vortex lattices after the
discretization is shown.

The governing equation is complemented with the following boundary conditions: (i) the veloc-
ity field associated with the disturbance decays away from the body and its wakes. Hence,

lim
krk2!∞

kVB r; tð Þ þ VW r; tð Þ þ VLW r; tð Þk ¼ kV∞k, ð3Þ

Figure 2. Vortex sheets and vortex lattices.
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where VB r; tð Þ, VW r; tð Þ, and VLW r; tð Þ are the velocity fields associated with the bound-vortex
lattice, the free-vortex lattice shed from the wing’s trailing edge (including the tip), and leading
edge, respectively, and V∞ is the free-stream velocity. The velocity field obtained from the Biot-
Savart law satisfies this condition. (ii) The normal component of the fluid velocity relative to
the body’s surface must be zero:

V∞ þ VB r; tð Þ þ VW r; tð Þ þ VLW r; tð Þ � VPð Þ � n̂ ¼ 0, ð4Þ

where VP is the velocity of the body’s surface, and n̂ is a unit vector normal to the surface. Since
there is a finite number of panels, and hence unknown circulations, Eq. (4) is only imposed at
one point in each panel. Here,VB is expressed in terms of the unknown values for the loop-
vortex circulations Gj tð Þ and the aerodynamic influence coefficients Aij tð Þ [35, 39]. To satisfy the
unsteady Kutta condition at each time step, the vortex rings along the edges are shed into the
flow where they have the same order as they had on the wing’s surface. The vortex rings are
moved downstream with the flow by moving the end points of their vortex segments, called
nodes, with the local fluid-particle velocity V to new positions, denoted r tþ Δtð Þ, according to
the first-order approximation:

r tþ Δtð Þ ¼ r tð Þ þ Vðr, tÞ Δ t: ð5Þ

3.3. Leading-edge separation model

Vortex shedding from the leading edge (LEV) depends on the angle between the local fluid
velocity and the velocity of the edge of the moving wing’s plane (the effective angle of attack).
Several studies on conventional aircraft wings have reported that flow attached to the wing
starts to separate when the effective angle of attack exceeds a critical value of 12–15�. Several
numerical tools based on vortex-lattice methods account for LEV on highly swept delta
wings [42]. Here, the effects of leading-edge separation are included through an on/off mech-
anism that consists mainly of computing the value of the effective angle of attack αe at each
time step and comparing it with a reference value αc. Only when αe ≥αc is leading-edge
separation included [38].

3.4. Aerodynamic loads

The force on each element of the bound lattice is determined based on the pressure jump across
the lifting surface at the control point; this calculation is carried out by using the unsteady
Bernoulli’s equation:

∂tϕðr, tÞ þ 1
2
Vðr; tÞ�V ðr; tÞ þ pðr, tÞ

ρ
¼ H tð Þ ð6Þ

Here, ∂t denotes the partial time derivative at a fixed location in an inertial reference frame, ρ is
the fluid density, p is the pressure, and H(t) is the total energy per unit mass, which only
depends on time and has the same value at every point in the whole domain of the flow [35].
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4. Structural model

The equations governing the structure were developed for large rotations and displacements,
called primary motions, and small/moderate rotations and displacements with respect to a
moving reference frame, called secondary motions. The primary motions describe the position
and orientation of each body as a whole, and the secondary motions describe deformations.
The Floating Frame of Reference (FFR) formalism and Lagrange’s method for constrained
systems [43] were used to derive the equations of motion. The flying robot system is modeled
as a collection of nb rigid and deformable bodies subjected to nc constraints, which are used
to impose the connections and predefined motions. The fuselage (called the central body) is
rigid, and the wings attached to it are assumed to be flexible. Three reference-point coordi-
nates that typically coincide with either the body’s center of mass or its centroid represent the
rigid-body’s position. The rigid body’s orientation is described by Euler angles. In what
follows, bold italic letters and bold letters are used for tensor notation and matrix notation,
respectively.

4.1. Reference frames

In the FFR formalism, the rigid-body motion of the kth body is the primary motion, and the
motion of points in the body’s reference frame is the secondary motion. If the displacement
field contains rigid-body modes, a set of conditions has to be imposed to define a unique
displacement field with respect to the selected body reference. Consequently, nb þ 1 reference
frames are used in order to describe the kinematics of the multibody system: (i) an inertial

systemN ¼ n̂1, n̂2, n̂3f g and (ii) a reference system fixed to each body k, Bk ¼ b̂
k
1, b̂

k
2, b̂

k
3

n o
. The

set of vectors n̂ i and b̂k
i for i ¼ 1, 2, 3 form a dextral orthonormal basis.

4.2. Velocity for an arbitrary point in a body

Let us consider the kth flexible body, which moves and deforms in space. The components of

the absolute translational velocity at an arbitrary point in the body P, _Rk
p, , can be expressed in

the segregated form:

_Rk
p ¼ _Rk þQNBk _rk0 þ _uk þωk � rk0 þ uk

� �h i
, for k ¼ 1,…, nb ð7Þ

Here, _Rk is the velocity of the origin of the body-fixed frame Bk; rk0 is the position vector of an
arbitrary point P on the kth body in the undeformed configuration, and _rk0 is identically zero

because the differentiation is performed with respect to the Bk frame; uk is the elastic displace-
ment vector of the point P and _uk represents its time derivative with respect to the body-fixed
frame;ωk is the angular velocity vector of Bk relative to the inertial frameN; andQNBk : Bk ! N

represents a rotation tensor from the body-fixed frame Bk to the inertial frameN. After algebraic
manipulations, Eq. (7) can be written as
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_Rk
p ¼ _Rk þQNBk _uk �QNBk rk0 þ uk

� �
ωk� �

, for k ¼ 1,…, nb, ð8Þ

where rk0 and uk are skew-symmetric tensors associated with rk0 and uk, respectively. Their
actions on vectors are equivalent to the cross products. The tensor QNBk is a function of qk, the

vector of absolute coordinates that describes the motion of the Floating Frame of Reference Bk

attached to body k, or primary motions. The vector qk is given by

qk ¼ Rk� �T
θk� �Th iT

, ð9Þ

where Rk is a set of coordinates for the origin of the body reference frame Bk, and θk is a set of
rotational parameters that orient the body reference frame (e.g., Euler angles, Rodriguez param-
eters, etc.). When high-order terms are not considered, the elastic displacement vector solved in
the body-fixed frame is uk ¼ Nkpk, where Nk is a matrix of shape functions for interpolating the
elastic displacement across the body domain, and pk is a time-dependent vector of generalized
coordinates that is used to describe secondary motions.

4.3. Equations of motion

Once the absolute vector of translational velocity for any point on the body is known, the
equations of motion can be derived. Additionally, it is important to consider that a flexible body
can be constrained [43, 44], by either linking it with other bodies or by choosing the parameters
to describe primary motions; only holonomic constraints are considered. To simplify the manip-
ulation, Lagrange's equations are separated into two groups: one corresponding to qk and the
second to pk. The constrained Lagrange’s equations are given by

dt ∂ _qkTk
� �

� ∂qkTk þ BT
qkλk ¼ Qk

q

� �T
, and dt ∂ _pkTk

� �
� ∂pkTk þ BT

pkλk þ ∂pkUk ¼ Qk
p

� �T
,

ð10Þ

which are complemented by a set of algebraic-constraint equations expressed as

Φk qk�1,qk,qkþ1; t
� � ¼ 0: ð11Þ

Here, the qk pk� �
were defined previously, and dt, ∂qk ∂pk

� �
as well as ∂ _qk ∂ _pk

� �
denote time

derivatives, the partial derivatives with respect to qk pk� �
and with respect to _qk _pk� �

, respectively.

λk is the vector of Lagrange multipliers, Bqk Bpk

� �
is the Jacobian tensor of constraints associated

with the coordinates qk pk� �
, Tk is the kinetic energy of the k-th body, Uk is the elastic potential

energy, and Qk
q Qk

p

� �
is the generalized load vector corresponding to the vector qk pk� �

. The

kinetic energy Tk follows from _Rk
p in Eq. (8), and then the equations for primary and secondary

motions for the k-th body are as follows:
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Mk €qk þ ðMkÞT €pk þ BT
qkλk ¼ ðQk

qÞT,

mk €pk þMk €qk þKkpk þ BT
pkλk ¼ ðQk

pÞT,

Φkðqk�1,qk,qkþ1,pk�1,pk,pkþ1; tÞ ¼ 0, for k ¼ 1,…, nb:

ð12Þ

Here, Mk is the mass matrix for primary motions, which is differentiable, symmetric, and at
least positive-semi-definite; Mk is the mass matrix that couples primary and secondary
motions; mk is the metric tensor for secondary motions, which is constant, symmetric, posi-
tive-definite, and its matrix representation is the “elastic mass matrix”; Kk is the stiffness
matrix for the secondary motions; and Φk is the set of holonomic-rheonomic constraint equa-

tions associated with the k-th body. It should be noted that qT ¼ q1� �T
,…, qmð ÞT

n o
for m ≤nb

and pT ¼ p1� �T
,…, pnð ÞT

n o
for n ≤nb:. The total number of coordinates is calculated through

6nb þ
Xnb

k¼1
Nk ¼ ncoord (Nk is the number of elastic generalized coordinates of the k-th body).

Thus, the number of degrees of freedom is ndof ¼ ncoord � nc. A beam element based on Euler-
Bernoulli/Rayleigh theory is used. Hermite polynomials are used to interpolate displacement/
rotation fields in each finite element from nodal values. First-order polynomials are used to
interpolate elongation and torsion, and third-order polynomials are used to interpolate bend-
ing [45]. Finally, the equations of motion for the complete multibody system are obtained by
assembling the equations of motion for each body:

M€x þ BT
xλ ¼ F,

Φ ¼ 0:
ð13Þ

Here, M∈Rncoord�ncoord is the global mass matrix, Bx ∈Rncoord�nc the constraint Jacobian matrix,
x∈Rncoord�1 is the global vector of generalized coordinates, λ∈Rnc�1 is the global vector of
Lagrange’s multipliers, F∈Rncoord�1 is the global vector of forces, and Φ∈Rnc�1 is the set of all
constraints for the multibody system.

5. Communication between models and numerical integration

In this section, the schemes for exchanging information (loads, displacements, and velocities)
between the structural and aerodynamic models and integrating the resulting algebraic-differ-
ential equation are described.

5.1. Information transfer between simulators for aerodynamics and structural dynamics

At each time step, the aerodynamic and structural models exchange information bi-directionally
in an iterative sequence to improve the estimates of both the structure’s response and the
aerodynamic loads (see Figure 3). To this end, the authors propose the use of an interpolation
procedure based on radial basis functions (RBFs) [46].
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A linear relationship between the generalized displacements associated with both the
aerodynamic mesh and the structural mesh is established through the following coupling
matrix:

w ¼ GNA
AE u, and v ¼ G CP

AE u ð14Þ

Here,w and v are the displacements of the nodes and control points of the aerodynamic mesh,

and u is the generalized nodal displacements of the structural mesh. GNA
AE is the coupling

matrix that relates w with u, and GCP
AE relates the control-point and the structural-node dis-

placements. As a first step, a continuous scalar function s xð Þ is generated by using the radial
basis functions φ jx� xei j

� �
[47, 48], where x is the location for the evaluation of s, and xei is the

positions of centers (structural nodes in the present case). It is required that the function s
recovers the generalized structural displacements when it is evaluated at the centers. For the
component z of u (denoted by uzi ),

uzi ¼ s xei
� � ¼ α1 φ jxei � xe1j

� �þ ⋯ þ αi φ jxei � xei j
� �þ ⋯ þ αne φ jxei � xenej

� �
f or i ¼ 1, 2,…, ne:

ð15Þ

This constitutes a set of ne (number of structural nodes) linear algebraic equations, which
have the matrix form Aeeα ¼ uz, where Aee ∈Rne�ne contains the functions ϕ evaluated at the
structural nodal positions, α is a column vector that contains the coefficients αi, and uz is an
array which collects the z-components associated with the nodal translations of the struc-
tural mesh.

Solving for the unknown α, makes it possible to approximate the aerodynamic nodal displace-
ments by evaluating the function s(x) at the aerodynamic nodal positions xai . Again, this

Figure 3. Schematic diagram of transfer technique between simulators.
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procedure leads to a linear algebraic system Aaeα ¼ wz, where Aae ∈Rna�ne (na is the number of
aerodynamic nodes) contains the functions φ evaluated at the aerodynamic nodal positions.
Combining the aforementioned two linear systems, a direct relation between wz and uz is
obtained, wz ¼ H uz, where H ¼ AaeA�1

ee . If the same RBFs are used to interpolate the x(wx)
and y(wy) components of w, a similar relation is found. Therefore,

wr ¼ Hur, for r ¼ x, y, z: ð16Þ

In fact, matrix H is a linear map that relates the aerodynamic and structural nodal displace-
ments. According to prior studies [35, 49], the procedure to obtain each one of the matrices
introduced above consists of the following: (i) computing H based on the data associated with

the structural and aerodynamic meshes, (ii) obtaining GNA
AE from H, and (iii) computing GCP

AE

[49]. The last matrix is used to transform the aerodynamic loads FA, acting at the control points
of the aerodynamic grid, to an equivalent set of forces FE acting on the finite-element mesh,

FE ¼ GCP
AE

� �T
FA. The structural-aerodynamic force relation is obtained by establishing some

kind of abstract equivalence; that is, both systems of forces must perform the same virtual
work for any given virtual displacement [35]. In particular, this procedure has been developed
for combining UVLM grids with structural meshes based on beam finite elements. As the
coupling matrix only depends on the kind of RBFs used and the clouds of points to be
interpolated, the same formulation is valid for other types of finite-element meshes.

5.2. Numerical integration of the index-1 DAEs

The set of equations of motion for the entire multibody system represents an index-3 system of
DAEs. These dynamic equations are, in general, nonlinear. To solve them by means of stan-
dard solvers for ordinary differential equations (ODEs), an index reduction is required for the
set of DAEs [44]. The methodology adopted in this work includes differentiation of the con-
straint equations twice with respect to time. This new set of equations is often called constraint
acceleration level and is given by

€Φ x, _x; tð Þ ¼ Bx€x þ 2∂x ∂tΦð Þ _x þ ∂ttΦþ ∂x Bx _xð Þ _x ¼ 0, ð17Þ

where xT ¼ qT,pT� �
, ∂x denotes the partial derivative with respect to the vector x, and ∂tt

denotes the second partial time derivative. The equations of motion for the multibody system
(13) can be rewritten together with the acceleration level constraint equations, as an index-1
system of DAEs as follows:

M BT
x

Bx 0

� �
€x
ν

� �
¼ Q

κ

� �
, ð18Þ

where κ ¼ �2∂x ∂tΦð Þ _x � ∂ttΦ� ∂x Bx _xð Þ _x.
Numerical integration of Eq. (18) is susceptible to instabilities as a consequence of truncation
procedures and round-off errors. The evident one is that the position and velocity constraints
are no longer exactly satisfied; that is, a drift-out of the constraints does exist. In the literature,
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several stabilization methods to correct this numerical drift can be found, among which the
most widely used due to its simplicity is Baumgarte’s technique [50]. Another technique
currently used consists in discretizing numerically the ODE and projecting the approximate
solution onto the selected constraints manifold (coordinate projection) [51]. In this work, the
authors have adopted the coordinate projection method to control/eliminate the numerical
drift. As mentioned in Section 2, the numerical scheme used by Simulator 2 is well known
and can be found in prior work [35, 39]. On the other hand, the numerical procedure adopted
for Simulator 1 to solve the equations of motion of the aerial robot is based on Hamming’s
fourth-order predictor-corrector method [35, 52].

5.2.1. Co-simulation strategy

During a time step Δt, the wakes are convected to their new positions with the local fluid-particle
velocity. Simultaneously, the structure of the aerial robot moves to its new position as a result of
the acting forces and constraint equations. This concept is implemented by performing the
following sequence of steps to calculate the solution at time tþ Δt as follows:

1. Simulator 2 is used to predict the new position of the wakes. A fluid particle in the wake
moves from its current position r tð Þ to its new position r tþ Δtð Þ according to Eq. (5).
During the rest of the procedure for this time step, the wake is frozen.

2. The current loads computed by Simulator 2 are used in Simulator 1 to predict the response
of the structure.

3. The current state of the structure is used as input to Simulator 2 and the loads are
recalculated. Then, these loads are used as input to Simulator 1 and the state of the
structure is updated again. This step is repeated until convergence. Usually, three to seven
iterations are required to reduce the error to less than 10�10.

4. The final position and velocity of the structure are evaluated by using Simulator 1, and
used by Simulator 2 to recalculate the flow field and obtain the final estimate for the
aerodynamic loads.

The procedure described above needs information from four previous time steps. At the
beginning of the procedure, this information does not exist; so, the authors have used a special
starting scheme: at t ¼ 0, the initial conditions are used by Simulator 2 to calculate the aerody-
namic loads ignoring the contribution of ∂tϕ. Further studies on this issue are needed to
definitively state that ∂tϕ can be neglected at t ¼ 0.

6. Numerical results

In this section, results obtained with the implementation of the proposed methodology written
in Fortran 90 are presented. The implementation is structured in a modular organization; that
is, so that each part can be individually removed and replaced, as well as the capability of
adding new models without modifying the general structure of the program. Although the
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beginning of the procedure, this information does not exist; so, the authors have used a special
starting scheme: at t ¼ 0, the initial conditions are used by Simulator 2 to calculate the aerody-
namic loads ignoring the contribution of ∂tϕ. Further studies on this issue are needed to
definitively state that ∂tϕ can be neglected at t ¼ 0.

6. Numerical results

In this section, results obtained with the implementation of the proposed methodology written
in Fortran 90 are presented. The implementation is structured in a modular organization; that
is, so that each part can be individually removed and replaced, as well as the capability of
adding new models without modifying the general structure of the program. Although the
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parallelization of the code is not implemented, acceptable computing times, for full nonlinear
simulations, were achieved. Simulations involving only structural models may take only a few
minutes, but aeroelastic simulations including unsteady, nonlinear aerodynamics may take
above 1 day on average in a desktop computer with an i7 processor, and RAM DDR3 of 4 GB.

6.1. Aerial vehicles with flapping wings

In this subsection, a series of numerical results obtained with the developed computational
tool for a mechanical system based on flapping wings is presented. The first set of results
consists of the aerodynamic analysis of MAVs with flapping wings, including some validations
against experimental data. The second set of results is related to the study of the unsteady
aerodynamics and nonlinear dynamics of MAVs, which explains some basic features of the
involved flight mechanisms.

6.1.1. Aerodynamics of flapping wings

In this first study, the lift forces obtained from numerical simulations and comparisons of them
with the experimental data reported by Dickinson et al. [1] are presented. The dynamically
scaled experimental model imitated a Drosophila melanogaster, dubbed Robofly, with a wing
span of 25 cm (from the force sensor to the wingtip). The wing executed an insect-like flapping
motion at a frequency of 0.145 Hz with the wing tip tracing out a figure of eight. The viscosity
of the oil, the length of the wing, and the flapping frequency were chosen in order to match the
Reynolds number (Re) typical of the flight of a fruit fly (Re ¼ 136). The kinematic pattern
employed by Dickinson’s team consisted of a stroke amplitude of 160�, and an angle of attack
at midstroke of 40� for both upstroke and downstroke. In Figure 4, the authors show the three
kinematic patterns used: (i) wing rotation precedes the reversal stroke by 8% of the wing-beat
cycle (advanced pattern), (ii) wing rotation occurs symmetrically with respect to the reversal
stroke (symmetrical pattern), and (iii) wing rotation is delayed with respect to the stroke
reversal by 8% of the stroke cycle (delayed pattern). Details of the kinematic model used in
this work to prescribe the motion of the Robofly’s wing, as well as an extensive study of
kinematical parameters can be found in reference [53].

In Figure 5, numerical results for the lift force (advanced pattern) with and without leading-
edge separation and the comparison with those obtained by Dickinson et al. are shown. The
results obtained are very encouraging because they show better agreement than those reported
in previously published comparisons such as the CFD study by Sun and Tang [54], and the
two-dimensional aerodynamic model developed by Ansari et al. [55, 56]. These results are
significant because they justify the use of the nonlinear unsteady vortex-lattice method to
study the three-dimensional aerodynamics of insects executing different maneuvers. Similar
results were found for the symmetrical and delayed patterns [38]. These results suggest that
the present model will also serve well for the study of aerial robots.

The Fast Fourier Transforms (FFTs) of the force data from numerical simulations and experi-
ments were also computed and the results are shown in Figure 5b. The frequency content for
the experimental data clearly shows the flapping frequency of the motion (point A in Figure 5b,
nf ¼ 0:1446 Hz) and twice this frequency (point B in Figure 5b, 2nf ¼ 0:2893 Hz) along with a
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number of harmonics. These harmonics appear because there are two half-strokes per wing-
beat cycle (the wing-passing frequency). The frequency content of the predicted lift force
closely matches the flapping frequency of the motion (nf ¼ 0:145 Hz and 2nf ¼ 0:29 Hz).

Another indication of the quality of the numerical prediction is given by the mean lift, L. The
square and circular symbols in Figure 5b represent the experimental and predicted mean lift
force, respectively. The difference between the predicted mean lift force and the experimental
mean lift force for the advanced pattern is about 4.5%. For a detailed study of the aerodynamic

Figure 5. Comparison of numerical results with experimental data for the advanced pattern (first-stroke cycle). Dotted
line for Dickinson’s data, solid line for numerical results without LEV, and broken line for numerical results with LEV.

Figure 4. (a) Stroke position angle and angle of rotation of the wing for three different rotational timings. (b) Time
derivatives of the stroke position angle and the rotation angle for three rotational timings. Here, Tf is the flapping period.
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of flapping wings using a modified version of the unsteady vortex-lattice method, the reader is
referred to the work of Roccia et al. [38].

6.1.2. Dynamics of flapping wings

In this section, the numerical results obtained for the dynamic behavior of a fruit fly
(D. melanogaster) in hovering flight are presented. The general equations of motion were adapted
to consider only imposed deformations. These include torsion and bending in the directions
normal and parallel to the wing’s chord. Details of the kinematics and the dynamic models that
allow one to prescribe such patterns of deformation are given in reference [57, 58]. Data reported
by Fry et al. [58] on the actual kinematics of a fruit fly in hover were used to describe the wing
motion over a flapping cycle (see Figure 6a where the solid blue line represents the stroke
deviation angle, the dotted red line represents the stroke position angle, and the broken black line
represents the rotation angle). Due to the complex motion experienced by the wings during a
stroke cycle, the wake shed from the leading edge during the downstroke is likely cut by the wing
during the upstroke. A wake rupture model is not yet available, and therefore no leading-edge
separation was allowed in this case. For this numerical experiment, the following parameters were
chosen: flapping frequency nf ¼ 210 Hz; wing span R ¼ 2:5 mm and wing area S ¼ 2:21 mm2;

air density ρair ¼ 1:2 kg=m3; insect’s mass of 0.84 mg. A spatial discretization of the MAVof 1405
aerodynamic panels was used: 200 panels over each of the wings and 1005 panels over the central
body (head, thorax, and abdomen of the insect). Only the first stroke cycle was simulated, which
was discretized into 100 time steps. In Figure 6b, the authors show the computational model of the
insect where the relative size and topology of the aerodynamic grid can be appreciated.

Two cases are presented next. In the first, the authors consider a rigid wing, and in the second,
the authors consider a flexible wing with prescribed deformation. The prescribed deformation
consists of wing torsion, which varies linearly along the wing span, combined with bending in
the normal and tangential direction of the wing chord. The values used for the three different
deformations are based on a detailed study carried out by the authors on the influence of

Figure 6. (a) Actual kinematics of a fruit fly in hovering, circular markers indicate experimental data. (b) Computational
model of the insect.
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spanwise twisting and bending on the lift-force generation in flapping-wing MAVs [58]. In order
to show the role of the wing’s flexibility in the production of lift, the parameters that regulate the
deformation were tuned in order to increase the lift force throughout the stroke cycle with
respect to the rigid-wing model. The set of initial conditions for the two cases studied consists
of a body angle of 75� and a stroke plane angle of 15�. These values produce a horizontal stroke
plane. Both the linear and angular velocities of the central body are zero at t ¼ t0.

In Figure 7, the authors show the lift and horizontal forces obtained numerically for both the
rigid-wing model and the flexible-wing model along with experimental measurements obtained
by Fry et al. [58] for a Drosophila in hover. The most important requirement of hovering flight is
undoubtedly that the value of the vertical force must compensate for the insect’s weight. In
Figure 7a, a peak force can be observed at the center of each half-stroke, mainly during the
upstroke. The peak force produced by the flexible wing is approximately 30% higher than what
the rigid-wing model predicts. This fact is also reflected in Figure 7d, in which the degree of
freedom associated with the vertical displacement of the center of mass of the central body has
been plotted. When the authors use a rigid-wing model, the lift force produced can hardly
support the insect’s weight, showing a slight downward movement at the end of the stroke
cycle. On the other hand, when the authors impose a suitable deformation pattern, not only the
lift generated is sufficient to balance the insect’s weight, but it also rises almost continuously.

In order to assess the quality of numerical simulations, the aerodynamic forces obtained numer-
ically are compared with experimental measurements. As can be observed in Figure 7a, the time
evolution of the lift force for the rigid and flexible wing shows a shape and trend similar to the
curve reported by Fry et al. [58]. Nevertheless, lift levels predicted by the numerical model are
lower than those measured experimentally (approximately 14% lower for flexible wing case).
Possibly, this fact is because the LEV phenomenon was not taken into account. On the other
hand, the predicted horizontal force (Figure 7b) departs quite noticeably from the results of Fry
et al. However, the shape and trend is well captured. It should be noted that the aerodynamic
model used is inviscid. Furthermore, UVLM does not account for leading-edge suction. In
addition, the horizontal force is always opposite to the wing’s motion, leading to a longitudinal
oscillation of the insect’s body. This dynamic behavior can be observed in Figure 7c.

Unlike forward thrust and lift, sideways thrust cancels instantly due to the bilateral symmetry of
the wing motion (see Figure 7f). Similarly, because each wing contributes to yaw and roll torque
in opposite directions, these moments cancel out. On the other hand, the sign and magnitude of
pitch torque is the same for both wings. This fact directly affects the pitch angle (see Figure 7e).
Fry et al. [58] observed that pitch torque averages zero over a complete cycle, and therefore the
insect’s body experiences an oscillation in the pitch angle. In real insects, this phenomenon is
controlled by the wing kinematics, the flapping frequency, and the precise motion of the head and
abdomen relative to the insect’s thorax. Such a control mechanism is essential to prevent the pitch
torque from growing indefinitely. In this work, no control strategy was applied, and therefore the
pitch angle does not behave as expected. It decreases continuously for most of the flapping cycle,
only showing a slight increase toward the end of the upstroke.
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Figure 7. Aerodynamic forces. (a) Lift force. (b) Horizontal force. (c) Longitudinal displacement. (d) Vertical displace-
ment. (e) Pitch angle. (f) Roll, yaw, and lateral displacements.
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6.2. Aerial vehicles based on the morphing-wing concept

In this section, a series of numerical results for an aerial vehicle with morphing wings is
presented. The first set describes the aerodynamic behavior of a bio-inspired, morphing-wing
concept. The second set of results is related to the aeroelastic study of an aerial-robot wing
model whose planform geometry is based on the seagull wing.

6.2.1. Aerodynamics of morphing wings

The model’s geometry preserves certain morphological parameters of a gull wing [59], and a
folding wing mechanism is used to change the wing’s shape. The model consists of the right
and the left wings, which are joined at the wing root. Because the two parts are mirror images,
the model is represented by only the right wing (see Figure 8a).

Each wing is represented by two parts: the inner wing and the outer wing. In Figure 8a, the
boundary between these parts is pointed out. A seagull-wing profile obtained by Liu et al. [60] is
used. The center line, contained in the plane of symmetry xz, does not move during the morphing
process. The inner and outer parts of the wing are connected and can move with respect to each
other. The folding motion of the inner and outer wings is described by the dihedral angles θB and
θC, respectively (see Figure 8b and c). During the simulation, the wings remain fully extended
until a time TI, and then the morphing process begins by varying the dihedral angles according to
expression (19) until a time TS, where the wings take a configuration that is maintained in a steady
state and is determined by the angles θS

B and θS
C. The simulation ends at a time TF.

θB tð Þ ¼ θS
B

t� TI

ΔT
� 1
2π

sin
2π t� TIð Þ

ΔT

� �� �
and θC tð Þ ¼ θS

C
t� TI

ΔT
� 1
2π

sin
2π t� TIð Þ

ΔT

� �� �
: ð19Þ

Here ΔT ¼ TS � TI . Three passages through the morphing processes were simulated with a
mesh of 8 � 32 panels in the chordwise and spanwise directions, respectively. The morphing
wing was reconfigured in time by means of Eq. (19) with the values given in Table 1. In each
case, two conditions were considered: (i) with shedding vorticity from the wing tips and (ii)
without shedding vorticity from the wing tips.

Figure 8. (a) Wing’s geometry, (b) definition of the inner and outer wing, and (c) definition of the dihedral angles.
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In Figure 9, the lift coefficients for the three cases are plotted as functions of time. There are
only slight differences between the solutions obtained with conditions (i) and (ii); thus, the
vorticity being shed from the wingtips may be ignored. For all three cases, the number of
elements in the wake associated with the wingtips is 20% of the total in the wake; when the
wing-tip elements are eliminated the computational time is reduced by 35%.

During the first part of the flight simulation, when the wing is fully extended, the lift rapidly
increases until the steady state is reached at TI. During the second part of the flight TI < t < TS,
which is the morphing process, the lift depends on the prescribed kinematics of the dihedral
angles. In the third phase of the process after the morphing is completed, t > TS, the wings
approach new steady states. In Case III, the lift smoothly decreases until it reaches a local mini-
mum, t ≈ TM ¼ (TI þ Ts)/2, and then it increases to a value that corresponds to the wing’s
configuration in the new steady state. In this case, it appears that during the morphing process
there could be a loss in altitude or perhaps a decrease in the rate of climb or an increase in the rate
of descent. In Case II, the lift increases during the morphing process to reach a local maximum, t ≈
TM, and then it begins to decrease until it reaches a value that corresponds to the wing’s new
configuration in the steady state. In this case, it appears that the morphing process would produce
a gain in altitude. In Case I, the lift behavior is different; it decreases smoothly until the steady-state
solution is reached. For this last case, the lift characteristic does not have either a local maximum or

Case θS
B θS

C
TI TS TF V8 α

I �30� 30� 35 c0/V8 70 c0/V8 90 c0/V8 12.4 [m/s] 5�

II 10� 30�

III �10� �30�

Table 1. Simulation parameters.

Figure 9. Lift coefficient as a function of time.
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a local minimum during the morphing. With some tweaking in the three cases, the wing could
arrive at any (within reason) prescribed steady-state lift, but most likely with the aircraft at
different altitudes and different airspeeds. Here, although the airspeed was held constant in these
three examples, it could be changed step by step. The present model provides an accurate tool to
account for the following: (i) the strong dependence between the unsteady aerodynamic loads and
the morphing motion, and (ii) the power needed to drive the morphing [61].

6.2.2. Aeroelasticity of morphing wings

The wing model adopted for the numerical aeroelastic simulations presented in this section
consists of an inner and outer wing as it was described in Section 6.2.1. The wing’s structural
skeleton consists of a set of structural elements modeled as beams with rectangular cross
sections (width ¼ 2 cm and height ¼ 0.6 cm) and material properties: density ρb ¼ 1187 kg/m3,
Young’s modulus E ¼ 3.18 GPa, and shear modulus G ¼ 1.35 GPa (see Figure 10).

The inner and outer wing sections are oriented in space through the dihedral angles θB and θC.
However, the wings do not have a prescribed motion (pitching, flapping, and lagging) and the
wing’s roots are considered to be clamped to the fuselage. This dynamic configuration deacti-
vates the large rotations and displacements associated with primarymotions; therefore, the set of
governing equations (12) is reduced to the well-known set of classical ODEs for structural
dynamics,

m €p þK p ¼ Qp

� �T
: ð20Þ

After algebraic manipulations and after expressing secondary motions as a linear combination
of the free-vibration modes of the structure, the set of Eq. (20) is rewritten in a dimensionless
form

dt̂ t̂ p̂ t̂
� �þ Λ̂ p̂ t̂

� � ¼ 1
2
ρC L4C

� �
~m�1 ΨT G CP

AS

� �T
F̂A, ð21Þ

Figure 10. Computational wing model.
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where t̂ is the Dimensionless-time (t/TC); dt̂t̂ denotes the second dimensionless time derivative;
p̂ is a column vector containing the modal coordinates associated with the free vibration

modes; ~m is the diagonal modal mass matrix; Λ̂ is a diagonal matrix that contains the natural
frequencies in a dimensionless form (reduced frequency);Ψ is the modal matrix; LC, TC and ρC
are characteristic properties of the problem [35]; and F̂A is the dimensionless form of the
aerodynamic loads [49]. The rest of the variables are as defined before.

The main goal of the numerical experiment is to compute the flutter velocity VF for different
dihedral angles, ranging from θB ¼ 0� to θB ¼ 45�, with steps of ΔθB ¼ 5�. θC ¼ 0� was used
for all values of θB. Due to the lack of primary motions, the dihedral angles remain constant
during the whole simulation. Additionally, the angle of attack is α ¼ 0� for all simulations.
The computational model consists of the following: (i) a finite-element mesh for the struc-
tural discretization consisting of 21 beam elements and (ii) a vortex-lattice mesh for the
aerodynamic surface consisting of 256 panels (8 in the chordwise direction and 32 in the
spanwise directions). In Figure 11, the authors show the flutter speed versus the dihedral
angle of the inner wing θB. It can be observed that VF decreases linearly from the maximum
value of 29.66 m/s (for θB ¼ 0�), between 10� and 30�, to the minimum of 18 m/s for θB ¼ 45�.
The curve represents a boundary for the stable and unstable regions. All flight conditions
located below the curve lead to a response that tends to a static equilibrium position for any
perturbation. On the contrary, the response for flight conditions located above the curve
achieves a periodic motion with an amplitude that depends on the flight speed, that could
lead to a collapse of the structure.

In Figure 12a, the amplitudes of three vibration modes are shown as functions of dimension-
less time for a flight condition (pointed out in Figure 11 by a) located in the stable region

Figure 11. Flutter speed versus dihedral angle of the inner wing.
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(free stream of 21 m/s and a configuration defined by θB ¼ 20�). An initial perturbation on
the second mode p̂2 0ð Þ ¼ 0:08 was imposed in the simulation. The amplitudes of all vibration
modes clearly decay, not to zero, but to their equilibrium positions. This is exclusively due to
the aerodynamic damping, because the structural model does not include any damping. In

Figure 12. (a) Aeroelastic response for three modes as function of the dimensionless time. (b) Phase portrait for two
modes (V∞ ¼ 21.5 m/s and θB ¼ 20�).

Figure 13. (a) Aeroelastic response for three modes as function of dimensionless time. (b) Phase portrait for two modes
(V∞ ¼ 24.5 m/s and θB ¼ 20� for both responses, blue-dashed line and red-solid line).
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Figure 12b, the authors show the phase portraits for two modes. Both modes have a behav-
ior similar to a stable focus.

In Figure 13a, the amplitudes of the same three modes are also shown as functions of time
but for a flight condition located in the unstable region (pointed out in Figure 11 by b, with a
free stream of 24.5 m/s and a configuration defined by θB ¼ 20�). Two initial conditions were
considered in the simulation. The corresponding responses (blue-dashed line and red-solid
line) are characterized by a transient behavior that evolves into periodic orbits whose ampli-
tudes are the same. In Figure 13b, the phase portraits for two of the modes clearly reveal the
presence of a limit-cycle oscillation (LCO). The trajectory associated with the first initial
condition approaches the LCO from outside, while the trajectory associated with the other
initial condition approaches the LCO from inside.

7. Concluding remarks

A combined structural and aerodynamic model for studying the aeroelastic behavior of
flying robots with flexible wings has been presented, and aeroelasticity studies have been
carried out for systems with flexible wings. The modular approach is based on the follow-
ing: (i) a general, nonlinear-unsteady vortex-lattice method, (ii) a segregated version of
Lagrange’s equations and the Floating Frame of Reference formalism for constrained sys-
tems, (iii) tight coupling of the aerodynamic model (UVLM) with the structural model, (iv)
radial basis functions to transfer information between the aerodynamic and structural
grids, and (v) an efficient and novel algorithm, based on a computational platform with
modular structure, to integrate the equations interactively and simultaneously in the time
domain.

As illustrated by the examples, the authors’methodology will enable fully coupled aeroelastic
simulations for MAVs with flapping wings and/or morphing wings and further investigations
in this direction. Their development paves the way to advance the current methodology by
implementing a vortex-particle method to improve the description of the wakes and a fast
multi-pole method for computing the velocity field, and by including various other beam and
shell elements.
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Abstract

With the increasing need of micro-air-vehicles (MAVs) and advances in MAV technology,
CoandăMAVs offer new promises and challenges. In this context, CoandăMAVs capabili-
ties are analyzed.As a baseline, amathematicalmodel for a sphericalCoandăMAVin hover
and translatorymotion is developed and analyzed from first physical principles. A compu-
tational fluid dynamic (CFD) simulations for a CoandăMAV generic model are carried out
to assess the theoretical prediction and obtaining further physical insight on the Coandă
MAV flow physics. The mathematical model and performance measures are developed to
assess the capability of the semi-spherical CoandăMAV in performing effective flight as an
aerial robotic platform, as indicated by the relationships between the relevant parameters of
themathematicalmodel of the CoandăMAV to its system of flight forces.

Keywords: aerial robot, Coandămicro air vehicle (CMAV), CoandăMAVaerodynamics,
Coandă MAV flight dynamics, unmanned micro air vehicle (UMAV)

Subject Area: Aerodynamics, Aerospace Engineering, Applied Mathematics and Physics,
Flight Mechanics

1. Introduction

The utilization of Coandă effect and Coandă jet [1, 2] for flight vehicles have been carried out
for a range of aircrafts and vehicles for decades and for future aircrafts [3–14], due to its flow
control effectiveness. Other applications are potential in wind-turbines technology [15–20],
and the Coanda effect have also been found and utilized in many other engineering appli-
cations and health science, such as in the upper respiratory system [20–24]. The science of
flow control can be considered to originate from Prandtl [25] seminal paper in 1904, which has
been hailed as a breakthrough in the science of fluid mechanics by the introduction of the
boundary-layer theory. Prandtl’s theory can be accounted for the physics of the separation
phenomena and the boundary layers control.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



The Coandă effect is based on the property of a jet flow to attach itself to a curved surface as it
tangentially blows along and to remain attached until it leaves the surface or reach a critical
stability breakdown. Coandă jet is one of the flow control techniques for modifying and
enhancing aerodynamic performance, stability and control. Coandă jet has also been applied
in the development of novel aircrafts for short take-off and landing. With the progress of many
enabling technologies and need for disaster mitigation, security, and environmental conserva-
tion, the relatively new application of Coandă effect in micro-air-vehicles (MAVs) as robotic
platforms is very challenging. Capitalizing on the basic fundamental principles, the aero- and
flight dynamics of a baseline Coandă MAV configuration are analyzed and developed to
formulate the relationships between various essential parameters to the equation of motion in
hover, and translatory motion, which should give further insight on and can be further
elaborated into other Coandă MAV characteristics and performance related to maneuver and
stability and control.

Coandămicro-air-vehicles have been developed in various configurations. To meet the desired
Coandă MAV operation, mission, and design requirements, one should establish the basic
working relationships among various significant design parameters and variables to the gen-
erated aerodynamics forces. For this purpose, several approaches can be followed. The most
logical first approach is the analytical tool based on basic fundamental principles. With the
impressive progress of computational fluid dynamics (CFD) which has brought with it flow
visualization capabilities; CFD utilization will assist the identification to the problem and
assessment of the analytical approach. Furthermore, CFD visualization facilitates better insight
and identification of salient details. Another important approach is the use of experimental
tools, which is the foundation of scientific observation through meticulous experimental
design and has intricate relationships with analytical approach. For the conceptual and proto-
type design stages, analytical, and CFD computational and visualization tools will expedite
the efforts to that end.

The theoretical analysis, mathematical modeling and synthesis or Coandămicro-air-vehicles as
an aerial robot platform will start with the identification and definition of a Coandă jet as a
relatively thin and slightly viscous jet flowing over and adhere on a smooth curved surface.
The main physical parameters are the angle of separation, θ; slot width, b; radius of curvature,
R; Reynolds number, Re; the Coandă jet velocity, pressure differential ps�p∞, Reynolds num-
ber and the Coandă jet momentum coefficient. Various platforms will be discussed to define
the merit of CoandăMAVas a robotic platform. Hovering semi-spherical CoandăMAVwill be
utilized in the baseline aerodynamic analysis. The mathematical model of Coandă MAV to
generate the equation of motion starts with first principles and the basic flight dynamic
equation. CFD simulation and demonstration experiment are elaborated to assess the func-
tionality of Coandă MAVaerial robot platform.

In the model development and analysis of a semi-spherical CoandăMAV, a propulsion system
is utilized to introduce a Coandă jet blanket which is deflected downward due to the curved
upper surface of the vehicle, to provide both hover as well as cruise capabilities. Such Coandă
jet has been utilized for circulation enhancement for fixed-wing aircraft in forward flight and
turbine blades movement [4–9, 12–20]. Thus, lift will be generated [27–35], which can be
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equation. CFD simulation and demonstration experiment are elaborated to assess the func-
tionality of Coandă MAVaerial robot platform.

In the model development and analysis of a semi-spherical CoandăMAV, a propulsion system
is utilized to introduce a Coandă jet blanket which is deflected downward due to the curved
upper surface of the vehicle, to provide both hover as well as cruise capabilities. Such Coandă
jet has been utilized for circulation enhancement for fixed-wing aircraft in forward flight and
turbine blades movement [4–9, 12–20]. Thus, lift will be generated [27–35], which can be
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utilized for hover and later for cruise propulsion [10, 35, 36]. The principle of CoandăMAV lift
generation as well as the equation of motion for its translatory motion will be derived and
elaborated.

Some results from the authors’ previous analysis [31–34] provide the establishment of Coandă
MAV spherical configuration baseline. The equations derived for the baseline configuration are
significant for establishing preliminary design configuration concepts, and can be readily
modified for other configurations for assessment, comparative and improvement purposes.
CFD visualization studies will be instrumental in gaining in-depth understanding of the
analytical and physical model development for further analysis.

Based on the physical and mathematical model conceived, some basic results were obtained to
describe the physics of the flow field associated with the Coandă effect jet sheets. Having
developed the basic fluid-dynamic analysis of the Coandă MAV lift generation, the equation
of motion for Coandă MAV in translatory motion can be derived.

Various CFD studies have also indicated that there are still significant discrepancies between
CFD and experimental studies [5, 15], which necessitate the existence of specific baseline
configurations for validation purposes. Coandă MAV is expected to be capable of maneuver-
ing as illustrated in Figure 1 (a) and (b), and the analysis carried out here is associated with
hovering condition, which should give further perception into its hovering performance.

The analysis carried out here is associated with hovering and cruising conditions, which
should give further awareness on and can be further elaborated into Coandă MAV maneuver-
ing performance. The baseline analysis on Coandă MAV spherical configuration carried out
here refers to and confirms the authors’ previous analysis [31–35].

The generic and baseline physical and mathematical model developed have been utilized to
obtain some basic results that are essential in describing the flow field and the physical
phenomena related to the relevant surfaces influenced by the Coandă effect jet sheets. Com-
parison of the numerical computation results for some baseline cases with experimental data
under similar conditions will be essential, while computational parametric study will be

Figure 1. (a) An impression of the possible Coandă MAV qualitative performance in comparison to other flight vehicles
(adapted from [10]), (b) Flight manoeuvring structure (adapted from [26]).
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helpful as a preliminary effort for design and performance optimization. Some examples of
Coandă effect applications and developments are illustrated in Figure 2.

It is with such objectives in mind that parametric studies may offer some clues on relevant
parameters which may be utilized in a multivariable optimization (and to a larger scale,
multidisciplinary optimization). The introduction of Coandă jet on both airfoils and aerody-
namic surfaces results in enhanced L/D, which depends on the jet velocity or momentum
coefficient. TE (Trailing-edge) rounding-off of in the introduction of the Coandă jet has been
shown to be effective in increasing airfoil, L/D, as exemplified by recent applications of
Coandă jet for STOL (Short Take-Off and Landing) or ESTOL (Extreme Short Take-Off and

Figure 2. Some examples of Coandă effect applications and development (adapted from [14]).
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Landing), e.g., S809. The study on Coandă jet application to wind turbines that could produce
maximum total energy output of Coandă configured airfoil exceeding that predicted by Betz
limit could provide further insight on Coandă jet application for MAV.

The test and evaluation of unmanned systems presents special challenges, but these challenges
are amplified when one moves into the realm of micro-air-vehicles. Further complications arise
when these MAVs are fully autonomous [37]. Autonomous MAVs must be able to sense the
environment and guide their movement through it. To find their targets, autonomous MAVs
should be able to identify them using object recognition procedure, and move toward their goal
based on a path planning algorithm. The associated sensors can be employed for an aerial robotic
MAV. MAVs have been utilized for surveillance that uses a data link and line-of-sight control, as
illustrated in Figure 3 (adapted from Davis et al. [37]); advanced MAVs can hover and navigate
independently and carry multiple sensors. In addition, the production in large quantities of
MAVs at low unit cost can be facilitated by exploiting microfabrication technology.

2. CoandăMAVAerodynamics of hovering semi-spherical Coandă MAVas
a baseline configuration

The Coandă MAV mathematical model utilized here follows closely that of Djojodihardjo et al.
[31, 32] and Ahmed et al [33, 34]. The model was conceived to be generic and basic, and allow
the application of first principles. The detail is summarized and reproduced here as a baseline
reference for developments that may follow. In the Coandă MAV configuration illustrated in
Figure 4, an actuator rotor is located at the center of the upper part of the body. As a baseline, the
dimension of the rotor can be designed to be small as required. As illustrated in the figure,
the flow being drawn by the actuator is entirely utilized for lift, by producing radial flow on the
surface of the body as a Coandă jet blanket. In addition, like in a helicopter, a part of the flow
produced by the actuator can pass through a vertical stream tube to produce lift (or thrust).

Figure 3. Micro-air-vehicle (MAV) used for reconnaissance. The MAVand a portable base station could remotely monitor
the MAV under hostile conditions. Sensor data could be transferred in real time or stored on board the MAV (adapted
from [37]).
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In the analysis of Coandă effect, momentum conservation principle in the sense of Euler
equation is applied in the analysis to find the relevant aerodynamic forces and to define the
performance parameters of the Coandă MAV. This procedure, applied for a baseline and
simplified semi-spherical Coandă MAV configuration, is shown in Figure 5.

A rigorous analysis is then carried out to see how Coandă effect contributes to the Coandă
MAV lift generation capability. For this purpose, the fundamental conservation analysis is
applied on the control volume CV (dashed rectangle in Figure 5).

Applying the continuity equation (that is the mass conservation equation) given by _mJ:in ¼
_mJ:out ¼ _m, and assuming incompressible flow throughout, on the control volume enclosing the
Coandă Blanket as depicted in Figure 6, there is obtained

ρ � Vj-R � 2πRh ¼ ρ � Vj-in � 2πRihi ¼ ρ � Vj-out � 2πRoho (1)

and

Figure 4. Various semi-spherical Coandă Devices utilizing a propeller to develop Coandă jet over its upper surface.

Figure 5. An equivalent semi-spherical Coandă MAV for Generic Analysis.
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Vj-R ¼ Rihi
RhR

Vj-in ¼ _m
2πρRhR

Vj-out ¼ Rihi
Roho

Vj-in ¼ _m
2πρRoho

(2)

where Vj-R is the jet flow velocity, R is the vehicle body radius, h is the jet slot thickness and _m is
the jet mass flow rate. VJ-out, Ro, ho, VJ-in Ri, and hi refer to velocity, radius and jet thickness at the
outlet and inlet, respectively, of the Coandă jet blanket. As depicted in Figure 6, the, the
Coandă jet blanket is exposed to the ambient pressure pa, which is then the prevailing static
pressure on it. The momentum equation applied to the control volume in the z (vertical)
direction can be differentiated into the contribution due to the Coandă Blanket momentum
and the pressure difference on the body due to Coandă Blanket:

Total Lift force

due to Coandă Blanket

 !
¼ Vertical component of momentum

flux balance due to Coandă Blanket

 !

þ Pressure difference on the body

of MAVsubject to Coandă Blanket

 ! (3)

The contribution of lift from the momentum flux through the control volume CV in the y
(vertical) direction is given by

Force on the Coandă MAV
in the z-direction

� �
¼ Rate of Momentum In

into CV the y-direction

� �
-

Rate of Momentum Out
of CV in the z-direction

� �
(4)

with z and force positive in the upward direction.

It is noted that the momentum in the radial direction does not contribute to lift. Therefore, as
exhibited in Figure 6, the momentum equation in the y direction for the control volume CV is

Figure 6. Schematic of Coandă jet blanket for a spherical MAV momentum balance.
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FCoanda jet Blanket ¼ _m VJ-out ¼ 2πRihi ρ � VJ-in � VJ-out (5)

Before proceeding to analyze the contribution of the forces on the Coandă MAV due to the
pressure difference across the control volume, the energy equation applied to the control
volume will be considered. It reads

Energy input to the control volume ¼ Energy output from the control volume

In the control volume analysis throughout this work, uniform properties across the sectional
areas at the input and output of the Coandă jet blanket have been assumed. The entrainment
energy exchange between the ambient air and the Coandă jet blanket as well as other energy
losses have been ignored.

Hence, referring again to Figure 6, taking into consideration the mass conservation and
assuming similar ambient pressure at the inlet and outlet, the application of the energy
conservation equation within the control volume which only involves the fluid flow along the
Coandă jet blanket results in

1
2
minVJ�in

2 ¼ 1
2
moutVJ�out

2 M½ � L2T�2� � ¼ MLT�2� �
L½ �

2πρVJ�inhJ�inRinVJ�in ¼ 2πρVJ�outhJ�outRoutVJ�out ¼ 2πρVJhJRJVJ

_minVJ�in ¼ _moutVJ�out ¼ _mJVJ
2

VJ�in ¼ VJ�out ¼ VJ
2

(6)

Therefore, upon substitution of Eq. (6) into Eq. (5), one obtains

LMomentum
Coanda jet blanket

¼ FCoanda jet Blanket ¼ _m Vj-out ¼ 2πRihi ρ � VJ-in2 (7)

Using the model as shown in Figure 7, the underbody represented by the outer part of the lower
surface of the control volume as well as the wake of the MAVare at ambient pressure. The entire
flow entering the rotor represented by the actuator disk can be utilized for the Coandă jet blanket
after leaving the actuator disk with velocity VJ-in, and then leaves the Coandă MAV after being
ejected as VJ-out and combined with the entrained fluid outside the Coandă jet blanket as the
wake. If part of the flow is used to feed the Coandă jet blanket, then the rest of the flow leaving
the actuator will form a stream tube leaving the Coandă MAV like a ducted fan and eventually
will be combined with the exiting jet from the Coandă jet blanket.

Noting the specific characteristics of Coandă effect is attributed to the attachment of a jet to a
curves surface, an analysis will be performed on the Coandă device control volume depicted in
Figure 6 by focusing on a control volume enclosing radial slice of the Coandă blanket with
thickness h at (R, θ). Considering a balance of force along the radial direction R in the Coandă
jet slice control volume, centrifugal effects along R allows a radial pressure gradient to prevail
perpendicular to Coandă jet; hence
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pa � pJ � θ
Coandă � Surf ace

� �
RJ�θdθ ¼ radial-acceleration � ρhJ�θRJ�θdθ (8a)

where

radial-acceleration ¼ VJ�θ
2

RJ�θ
(8b)

so that

pJ � θ
Coandă-Surf ace

¼ pa �
VJ�θ

2

RJ�θ
� ρhJ�θ

MLT�2

L2

� �
� L2T�2

L

� �
ML
L3

� �
(8c)

Here the ambient pressure pa acts on the outer surface of the Coandă jet blanket, while pJ-θ acts
on the lower surface of the Coandă jet blanket, thus on the upper surface of the Coandă MAV.

The contribution of the vertical forces on the Coandă MAV due to the pressure difference
across the control volume can now be considered. This is then give by

Lpressure ¼ Pressure ForceCV�upper � Pressure ForceCV�lower ¼ 2π
ðRJ�θ¼RJ�out

RJ�θ at jat inlet
pJ�θRJ�θdRJ�θ � paπRJ�θ

2

(9a)

Substituting Eq. (8c), the vertical force due to pressure difference is then given by

Figure 7. Control volume analysis of Coandă MAVactuator disk schematic.
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Lpressure ¼ ForcePressure
CV � upper

� ForcePressure
CV � lower

¼ 2π
ðRJ�θ¼RJ�out

RJ�θ at jat inlet
�VJ�θ

2

RJ�θ
� ρhJ�θ

� �
RJ�θdRJ�θ (9b)

Since either the plenum chamber between the upper curved surface or the bottom part of the
Coandă MAV is at the atmospheric pressure pa, then pa in Eq. (9b) will drop off. Hence

Lpressure ¼ ForcePressure

CV � upper

� ForcePressure

CV � lower

¼ 2π
ðRJ�θ¼RJ�out

RJ�θ at jat inlet
�VJ�θ

2

RJ�θ
� ρhJ�θ

� �
RJ�θdRJ�θ

¼ �2π
ðRJ�out

RJ�in

VJ�θ
2 � ρhJ�θdRJ

(10a)

which is a downward force, or an upward force

Lpressure ¼ ForcePressure
CV � lower

� ForcePressure
CV � upper

¼ 2π
ðRJ�out

RJ�in

VJ�θ
2 � ρhJ�θdRJ (10b)

Lpressure ¼ 2π
ðRJ�out

RJ�in

VJ�θ
2 � ρhJ�θdRJ ¼ _m

ðRJ�out

RJ�in

VJ�θ

RJ
dRJ ¼ _mVJ�in lnRJ�out � lnRJ�in

� �
(10c)

Hence, the total lift due to Coandă jet blanket momentum and Coandă jet blanket pressure
difference, or the total lift force due to the rate of momentum in the vertical direction and due
to pressure difference across the control volume becomes

LCoandaMAV ¼ LMomentum
Coanda jet blanket

þ Lpressure ¼ 2πRoho ρJ � V2
J:in þ _mVJ�inln

RJ�out

RJ�in
(11a)

or

LCoanda MAV ¼ _mVJ�in 1þ ln
RJ�out

RJ�in

� �
(11b)

Defining Coandă jet input momentum rate as

2πRinhJ�inρJVJ:in
2 ¼ _mJ:inVJ:in (12)

The Coandă jet momentum coefficient (as initially defined by Poisson-Quinton [38]) is conven-
tionally defined as

Cμ ¼ _mJ:inVJ:in
1
2ρU

2S
¼ 2πRinhinρJVJ:in

2

1
2ρU

2S
(13)
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where U and S should be referred to the ambient reference condition, which here can be chosen
to be either the free stream velocity U∞ and the lifting area of the Coandă device (MAV), πRo

2,
respectively, or the downward inlet velocity to the Coandă MAV jet inducing rotor, i.e., the
velocity of the incoming downward flow to the rotor UR (see Figure 5) and the area of the rotor
AR. Hence,

Cμ�FS ¼ _mJ:inVJ:in
1
2ρU∞

2πRout
2

(14a)

or

Cμ�Rotor ¼
_mJ:inVJ:in

1
2ρUR

2πRR
2

(14b)

For rotor in-flow completely dedicated for Coandă jet, from conservation of mass principle

_mJ:in ¼ ρURπRR
2 (15)

and

Cμ�Rotor ¼
_mJ:inVJ:in

1
2ρUR

2πRR
2
¼ 2πRinhinρVJ:in

2

1
2ρUR

2πRR
2

¼ 4
Rinhin
RR

2

VJ:in
2

UR
2 (16)

Hence,

Cμ�Rotor ¼ 2πRJ�inhJ�inρVJ:in
2

1
2πRR

2ρUR
2

¼ 4
hJ�in

RJ�in

� �
VJ:in

UR

� �2

� 4
hJ�in

RR

� �
VJ:in

UR

� �2

(17)

For convenience, in line with the rationale elaborated in [31–34], an indicator of the effective-
ness of the Coandă jet device (MAV) to produce lift from rotor-like momentum rate input from
the ambient air, a Performance Measure PM can be defined. Following the previous develop-
ment and different from [31–34], a new Performance Measure PM can be defined as

PM�Coandă ¼ Lif t
Rate of Momentum InputCoandă

¼
_mVJ�in 1þ ln

RJ�out

RJ�in

� �

2πRinhinρJVJ:in
2 ¼ 1þ ln

RJ�out

RJ�in

� �
(18)

Utilizing Eq. (16) and assuming RJ-in ≈ RR (without loss of generalities), Cμ-Rotor can be exp-
ressed as

Cμ�Rotor ¼ 4
Rinhin
RR

2

VJ:in
2

UR
2 ≈ 4

hJ�in

RJ�in

VJ:in
2

UR
2 ≈ 4

hJ�in

RR
2

VJ:in
2

UR
2 (19)
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The performance measure (PM) can alternatively be written in terms of momentum coefficient as

PM�Coandă ¼ Lif t
Rate of Momentum InputCoandă

¼
_mVJ�in 1þ ln

RJ�out

RJ�in

� �

2πRJ�inhJ�inρJVJ:in
2

¼ 4
RJ�inhJ�in

RR
2

VJ:in
2

UR
2

1þ ln
RJ�out

RJ�in

� �

Cμ�Rotor

(20a)

or

PM�Coandă ¼ Lif t
Rate of Momentum InputCoandă

¼
_mVJ�in 1þ ln

RJ�out

RJ�in

� �

2πRJ�inhJ�inρJVJ:in
2 ≈4

hJ�in

RJ�in

VJ:in
2

UR
2

1þ ln
RJ�out

RJ�in

� �

Cμ�Rotor

(20b)

The above derivation is carried out on a Coandă MAV configuration with actuator (rotor)
dedicated to produce Coandă Jet Blanket. It has tacitly been assumed that the Coandă MAV
jet blanket covers the entire upper surface of the Coandă MAV (“perfect blanket”). Therefore,
for this Coandă MAV semi-spherical configuration design, which may represent a baseline of
other similar CoandăMAV with moderately different upper surface curvature with MAV with
(“perfect blanket”), the wake of the Coandă MAV is shed as a wake following the body of the
Coandă MAV. Such situation can be verified at a later stage using CFD simulation for closely
modelled flow situation. Then it will be reasonable to assume that the static pressure of the
wake of the CoandăMAV the ambient pressure pa prevails. For CoandăMAVwith ducted-fan-
line configuration, an actuator disk model should be added in the force system in addition to
those elaborated above.

3. Lift generated by the rotor (actuator disk)

Figure7 depicts a MAV configuration consisting of a propeller at the center of the upper part
with radially bled flow to generate Coandă effect along the upper surface of the spherical
MAV. Here, UR is the axial inlet flow through the actuator along the vertical actuator shaft
direction.

Therefore, the lift generated by the propeller can be calculated using actuator disk theory [39–42]

Lif tactuator ¼ 2πρRR
2UR

2 (21)

which should be added to Eq. (12), and modified to account for the actuator disk cylindrical
part with assumed uniform radius RI. Therefore, the lift of the Coandă MAV due to the
actuator and Coandă blanket becomes

Aerial Robots - Aerodynamics, Control and Applications42
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PM�Coandă ¼ Lif t
Rate of Momentum InputCoandă

¼
_mVJ�in 1þ ln

RJ�out

RJ�in

� �

2πRJ�inhJ�inρJVJ:in
2

¼ 4
RJ�inhJ�in

RR
2

VJ:in
2

UR
2

1þ ln
RJ�out

RJ�in

� �

Cμ�Rotor

(20a)

or

PM�Coandă ¼ Lif t
Rate of Momentum InputCoandă

¼
_mVJ�in 1þ ln

RJ�out

RJ�in

� �

2πRJ�inhJ�inρJVJ:in
2 ≈4

hJ�in

RJ�in

VJ:in
2

UR
2

1þ ln
RJ�out

RJ�in

� �

Cμ�Rotor

(20b)

The above derivation is carried out on a Coandă MAV configuration with actuator (rotor)
dedicated to produce Coandă Jet Blanket. It has tacitly been assumed that the Coandă MAV
jet blanket covers the entire upper surface of the Coandă MAV (“perfect blanket”). Therefore,
for this Coandă MAV semi-spherical configuration design, which may represent a baseline of
other similar CoandăMAV with moderately different upper surface curvature with MAV with
(“perfect blanket”), the wake of the Coandă MAV is shed as a wake following the body of the
Coandă MAV. Such situation can be verified at a later stage using CFD simulation for closely
modelled flow situation. Then it will be reasonable to assume that the static pressure of the
wake of the CoandăMAV the ambient pressure pa prevails. For CoandăMAVwith ducted-fan-
line configuration, an actuator disk model should be added in the force system in addition to
those elaborated above.

3. Lift generated by the rotor (actuator disk)

Figure7 depicts a MAV configuration consisting of a propeller at the center of the upper part
with radially bled flow to generate Coandă effect along the upper surface of the spherical
MAV. Here, UR is the axial inlet flow through the actuator along the vertical actuator shaft
direction.

Therefore, the lift generated by the propeller can be calculated using actuator disk theory [39–42]

Lif tactuator ¼ 2πρRR
2UR

2 (21)

which should be added to Eq. (12), and modified to account for the actuator disk cylindrical
part with assumed uniform radius RI. Therefore, the lift of the Coandă MAV due to the
actuator and Coandă blanket becomes
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Lif tSpherical� Coanda MAV

with� actuator

¼ Lif tSpherical� Coanda MAV
without� actuator

þ Lif tactuator ¼ _mVJ�in 1þ ln
RJ�out

RJ�in

� �
þ 2πρRR

2UR-actuator2

¼ _mVJ�in 1þ ln
RJ�out

RJ�in

� �
þ 2 _mRUR-actuator

(22)

Here, the mass flow rate into the actuator disk is given by

_mR � πρRR
2UR-actuator (23)

and one may assume that

U∞ ≈ 0 (24)

and from actuator disk theory [40–43]

w ¼ 2UR-actuator (25)

In this elaboration, the Betz limit [43], which is the theoretical maximum efficiency of the
actuator disk (η ¼ 16/27 ≈ 59.26%), is not considered.

A remark is in order here associated with the CoandăMAVas illustrated in Figures. 4, and 5 as
represented and the top of Figure 7 above. To avoid the MAV body counter-rotates due to the
rotor, counter-rotating rotors can be utilized as the actuator. Eqs (13)–(15) remain valid as
the baseline equation, but the design configuration in the conceptual and detailed design of
the Coandă MAV should be elaborated accordingly.

Several alternatives can be considered for the Coandă MAV with actuator configuration. First,
if all the flow into the actuator is utilized for the Coandă MAV, one may obtain a comparison
between the lift produced by Coandă MAV without actuator and ducted fan which utilizes
actuator flow only. Hence

Lif tSpherical� Coanda MAV
without� actuator

Lif tactuator
¼

_mVJ�in 1þ ln
RJ�out

RJ�in

� �

2πρRR
2UR

2 ¼¼ 1
2

_m
_mactuator

� �
1þ ln

RJ�out

RJ�in

� �
VJ�in

UR-actuator

¼ ΦCoandă�mass

2
1þ ln

RJ�out

RJ�in

� �
VJ�in

UR-actuator

(26)

Here, the ratio between the mass flow rates injected for Coandă MAV jet _mJ and the mass flow
rate entering the rotor _mR is defined as the Coandă MAV mass ratio ΦCoandă-mass.

ΦCoandă�mass ¼
_mJ

_mR
(27)

Eq. (26) establishes the benefit of Coandă MAV jet blanket lift compared to actuator (ducted
fan, or helicopter) lift,
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Eq. (22) can be written as

Lif tSpherical� Coanda MAV
with� actuator

¼ _mJVJ�in 1þ ln
RJ�out

RJ�in

� �
þ 2πρRR

2UR-actuator2 ¼ _mJVJ�in 1þ ln
RJ�out

RJ�in

� �
þ 2 _mRUR-actuator

¼ _mRUR-actuator ΦCoandă�mass
VJ�in

UR-actuator
1þ ln

RJ�out

RJ�in

� �
þ 2

� �

(28)

Then the performance measure (PM) for Lift can alternatively be written in terms of Coandă
MAV mass ratio ΦCoanda�mass as

PM�Lif t �
Lif tSpherical� Coanda MAV

with� actuator

_mRUR-actuator
¼ ΦCoanda�mass

VJ�in

UR-actuator
1þ ln

RJ�out

RJ�in

� �
þ 2

� �
(29)

If all the actuator flow is utilized for the Coandă MAV jet blanket, Eq. (28) reduces to

Lif tSpherical� Coanda MAV
with� actuator

¼ _mR VJ�in 1þ ln
RJ�out

RJ�in

� �� �
(30)

and the performance measure (PM) for Lift of Coandă MAV Eq. (29) reduces to

PM�Lif t �
Lif tSpherical� Coanda MAV

with� actuator

_mRUR-actuator
¼ VJ�in

UR-actuator
1þ ln

RJ�out

RJ�in

� �
þ 2

� �
≈

RJ�in

2hJ�in
1þ ln

RJ�out

RJ�in

� �
þ 2

� �

(31)

4. Flight dynamic analysis for semi-spherical Coandă MAV
in translatory motion

4.1. System of coordinates

For setting the equation of motion of the Coandă MAV, the system coordinates that are
required will be defined. Four main reference frames can be identified for this purpose; these
are the inertial coordinate system, the local horizon reference frame, the body reference frame,
and the wind reference frame. These reference frames are shown in Figure 8.

For simplicity and instructiveness, only two-dimensional coordinate systems in the plane of
symmetry of the Coandă MAV will be defined. These four frame of reference are:

1. Inertial coordinate system, which is used for defining and the application of the Newton’s
law of motion. In two dimensions, this coordinate system is depicted by the OExyz.

2. The local horizon coordinate system Oxhyhzh, which is fixed at the center of mass of the
vehicle, and is parallel with the earth Inertial Coordinate system.

3. The body coordinate system Oxbybzb, which is fixed to the vehicle and follows a conve-
niently chosen axis of the vehicle.
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4. Flight dynamic analysis for semi-spherical Coandă MAV
in translatory motion

4.1. System of coordinates

For setting the equation of motion of the Coandă MAV, the system coordinates that are
required will be defined. Four main reference frames can be identified for this purpose; these
are the inertial coordinate system, the local horizon reference frame, the body reference frame,
and the wind reference frame. These reference frames are shown in Figure 8.

For simplicity and instructiveness, only two-dimensional coordinate systems in the plane of
symmetry of the Coandă MAV will be defined. These four frame of reference are:

1. Inertial coordinate system, which is used for defining and the application of the Newton’s
law of motion. In two dimensions, this coordinate system is depicted by the OExyz.

2. The local horizon coordinate system Oxhyhzh, which is fixed at the center of mass of the
vehicle, and is parallel with the earth Inertial Coordinate system.

3. The body coordinate system Oxbybzb, which is fixed to the vehicle and follows a conve-
niently chosen axis of the vehicle.
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4. The wind axes system Oxwywzw, which moves with the vehicle and the xw axis coincides
with the flight path of the vehicle, hence its velocity vector.

The wind axes are oriented to the flight path angle γ relative the local horizon axes, as shown
in Figure 8a, and by the angle of attack α relative to the body axes. Figure 8b exhibits the two
dimensional configuration in the vertical plane perpendicular to the earth surface.

4.2. Flight dynamic analysis

Without loss of generalities, the equation of motion of the flight dynamics of Coandă MAV in
translatory motion is developed in the vertical plane perpendicular to the earth motion (two-
dimensional planar motion). The hovering state, illustrated in Figure 9, is employed as a
reference. In addition, in the present analysis, only the Coandă MAV jet is incorporated in the

Figure 8. (a) The details of the four coordinate systems for Coandă MAV flight vehicle; (b) Axes systems in the vertical
plane perpendicular to the Earth’s Surface.

Figure 9. Coordinate systems for Coandă MAV in hover, in two-dimensional flight (at the vertical plane of symmetry of
the Coandă MAV).
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derivation. The influence of the actuator can be linearly superposed as demonstrated in the
hover case, Eqs. (13)–(15).

Balance of forces in the free-body diagram exhibited in Figure 10 implies

LHover � TCoandă�MAV ¼ WCoandă�MAV�Take�of f (32)

The use of the mass conservation equation

_mJ�in ¼ 2πρRJ�inhJ�inVJ-in (33)

and the use of the Coandă lift from Eq. (11b) then leads to:

LHover � TCoandă�MAV ¼ 2πρRJ�inhJ�inV2
J-in 1þ ln

RJ�out

RJ�in

� �
¼ WCoandă�MAV�Take�of f (34)

Further, simplifying assumptions will be made for the development of the equation of motion
during translatory motion. This equation could be further refined to incorporate more realistic
cases.

These comprise

1. During hover, the thrust of the Coandă MAV will not be influenced by the inclination of
the Coandă MAV. This assumption can be later modified for more elaborate analytical
model, which could be assisted by CFD simulation.

Figure 10. Coandă MAV schematic in two-dimensional translatory motion in the vertical plane (at the vertical plane of
symmetry and motion).
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2. The thrust generated by the Coandă MAV during translatory motion is assumed to stay
the same; therefore:

TCoandă�MAV ¼ _mJ�inVJ�in 1þ ln
RJ�out

RJ�in

� �
jhover�equivalent

¼ 2πρRJ�inhJ�inV2
J-in 1þ ln

RJ�out

RJ�in

� �
jhover�equivalent

(35)

Using the basic flight dynamic equation for flight vehicle, the equation of motion of the
Coandă MAV in translational motion in the two-dimensional vertical plane can be written by
referring to Figure 10

Kinematic:

_x ¼ V cosγ LT�1� �
(36)

_h � _y ¼ V sinγ LT�1� �
(37)

ε ¼ tan �1 €ywind
_V

¼ tan �1 g L�W cosγð Þ
W _V

¼ tan �1 g
_V

L�W cosγð Þ
W

�½ � (38)

_ε ¼ tan �1 €ywind
V

¼ tan �1 g L�Wcosγð Þ
WV

¼ tan �1 g
V

L�W cosγð Þ
W

T�1� �
(39)

Coandă MAV Fluid Dynamics:

TCoandă�MAV ¼ 2πρRJ�inhJ�inV2
J-in 1þ ln

RJ�out

RJ�in

� �
MLT�2� �

(40)

Coandă MAV Flight Dynamics:

_V ¼ g=Wð Þ TCoandă MAV�heqcosε�D�W sin γ
� �

LT�2� �
(41)

€y ¼ g=Wð Þ TCoandă MAV�heq sin εþ γð Þ �W �D sin γ
� �

LT�2� �
(42)

Weight-Fuel Consumption:

_W ¼ �CT MT�1� �
(43)

where C is the specific fuel consumption, weight per unit thrust [Newton/Newton].

The above relationships are derived for balance of forces and Newton’s equation for semi-
spherical Coandă MAV, which is treated as a point mass moving in a plane perpendicular to
the planar Earth.
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5. Performance measure

5.1. Performance measure during hover

The feasibility of using Coandă techniques to enhance aerodynamic performance of Coandă
MAV can be outlined through some non-dimensional quantities of performance measure. The
most logical measure that has commonly been utilized is the Coandă jet momentum coeffi-
cient, Cμ(Poisson-Quinton [38]), which are defined as (14a) or (14b), as appropriate:

Cμ�Coandă�jet ¼
_mVCoandă�jet
1
2ρjV

2
∞Aref

(44a)

or

Cμ�Coandă�jet ¼
_mJ:inVJ:in

1
2ρU∞

2πRout
2

" #

Coandă�jet

(44b)

or

Cμ�Coandă�jet ¼
_mJ:inVJ:in

1
2ρU∞

2πRout
2

" #

Coandă�jet

(44c)

One can define another Performance Measure to evaluate the aerodynamic performance of
spherical Coandă MAV considered here during hover and lift-off, by assessing the output lift
as compared to the input momentum rate, following consideration discussed in [31, 33–34].
These are given by Eqs. (18) and (20) following a different derivation elaborated in previous
section.

The Performance Measure may be defined in a different way by referring to the rate of the
energy of the Coandă jet ejected at its ideal inlet velocity Vj-out at its peripheral outlet, and
comparing it to the rate of momentum influx of the Coandă jet times its inlet velocity Vj-in (non-
dimensional):

PM� E
Spherical Coandă �MAV

¼ Lif t produced by Coandă MAV times VJ�out at its peripheral outlet
the rate of momentum inf lux of the Coandă jet times its inlet velocity VJ�in

¼
_mVJ�inVJ�out 1þ ln

RJ�out

RJ�in

� �

2πRinhinρJVJ:in
3 ¼ 1þ ln

RJ�out

RJ�in

� �
VJ�out

VJ:in
(45)

based on Coandă MAV geometry and kinematics, or

PM� E
Spherical Coandă �MAV

¼ Lif t produced by Coandă MAV times VJ�out at its peripheral outlet
the rate of momentum inf lux of the Coandă jet times its inlet velocity VJ�in
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≈ 4
hJ�in

RJ�in

VJ:in
2

UR
2

1þ ln
RJ�out

RJ�in

� �

Cμ�Rotor

VJ�out

VJ:in
(46)

based on Coandă MAV geometry, kinematics and momentum coefficient. Although Eq. (18) is
based on rate of momentum flux while Eq. (45) on energy input, both equations are similar.

For the baseline semi-spherical Coandă MAV case considered, VJ-out/VJ-in will be the same, and
hence Eqs. (45) and (46) reduces to Eqs. (18) and (20). This notion may not be met in more
general cases. Since the theoretical analysis does not consider viscosity and other losses, more
information is required to insure uniqueness. Further realistic assumption can be drawn by
carrying out computational fluid dynamic (CFD) simulation and visualization, which incorpo-
rate viscous effects and turbulence, to add further understanding into the problem and intro-
duce further refinement in the theoretical modeling and analysis.

5.2. Performance measure during translation

For further reference and as a baseline, Performance Measure can be defined for two cases
during translation: for level flight and for climbing.

For level flight (by referring to Figure 11):

PM Coandă �MAV
LevelFlight

¼ Power required to overcome Drag
Power Input by Coandă jet action

¼ Drag � Velocity
Coandă Jet Momentum Gain � Coandă Jet Velocity In

¼ D � V cosγ2

_mVj-in2
ML2T�2

ML2T�2

� �
(47)

For purely level flight, γ ¼ 0 (by referring to Figures 10 and 11). Taking into account that the
prevailing cross-sectional area of the Coandă MAV perpendicular to the flow is depicted in
Figure 11(b), Eq. (47) reduces to:

PM Coandă �MAV
LevelFlight

≈
1
4
CD!x

πρRo
2sinα
_mi

V3

Vj-in2
(48)

Alternatively, another related Performance Measure can be defined as follows:

P0
M Coandă �MAV

LevelFlight
�

PM Coandă �MAV
LevelFlight

CD!xsinα
≈
1
4
πρRo

2

_mi

V3

Vj-in2
(49)

Here CD!x is the Drag coefficient of the CoandăMAV in the x direction, and α is its inclination
angle with respect to the flight direction as depicted as depicted in Figure 11.
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The general expression for the Performance Measure for climbing is:

PM Coandă
�MAV
Climbing

¼ Power required to Climb
Power Input by Coandă jet action

¼ TCoandă�MAV• _y �D• _y �W• _y
Coandă Jet Rate of Momentum Gain � Coandă Jet Velocity In

¼ T tð Þ � D sinγþWð Þ
_mVJ-in

� �
V sin γ
VJ-in

(50)

Here, all variables are taken for the same flow and flight condition.

For purely climbing flight, as schematically depicted in Figure 12, γ¼ π/2, and Eq. (45) reduces to

PM Coandă �MAV
Climbing

����� based� on
Coandă Jet
at� hover

¼ TCoandă�MAV• _y �D• _y �W• _y

Coandă Jet Rate of Momentum Gain � Coandă Jet Velocity In
� �

�����Coandă Jetat� hover

¼ T � DþWð Þ
_mVJ-in

� �
V

VJ-in
(51)

Considering the fuel consumed, Eq. (46) becomes

Figure 11. Schematic of Coandă MAV in two-dimensional cruising motion in the vertical plane of symmetry and motion.
Inset: Cross-sectional area perpendicular to direction of motion.
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Considering the fuel consumed, Eq. (46) becomes

Figure 11. Schematic of Coandă MAV in two-dimensional cruising motion in the vertical plane of symmetry and motion.
Inset: Cross-sectional area perpendicular to direction of motion.
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PM Coandă �MAV
Climbing

tð Þ
����� based� on
Coandă Jet
at� hover

¼
T tð Þ• _y �D• _y � W �

ð
CT tð Þdt

� �
• _y

Coandă Jet Rate of Momentum Gain � Coandă Jet Velocity In
� �

hover

¼
T tð Þ þ

ð
CT tð Þdt

m: V J-in
hover

� CD

4
RJ�out

2

RJ�inhJ�in

V
V J-in

hover

0
@

1
A

2

þ 1þ ln
RJ�out

RJ�in

� �0
@

1
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>>:

9>>=
>>;

V
V J-in

hover

:

(52)

If we define that, the thrust T of the Coandă MAV should be able to produce climbing motion
for a period of θ seconds, straight forward arithmetic calculation using Eq. (47) will require
that the propulsion of the Coandă MAV should have a power capacity exceeding

PM Coandă �MAV
Climbing

tð Þ
����� based� on
Coandă Jet
at� hover

¼ Γ þ Θ
7200

� �
1þ ln

RJ�out

RJ�in

� �
� CD

4
RJ�out

2

RJ�inhJ�in

V
V J-in

hover

0
@

1
A

20
@

1
A

8<
:

9=
;

V
V J-in

hover

≥ 0

(53)

corresponding to providing thrust of

TCoandă�MAV ¼ 2πρRJ�inhJ�inV2
J-in 1þ ln

RJ�out

RJ�in

� �� �

hover
1þ Γð Þ (54)

where

Figure 12. Schematic of Coandă MAV in two-dimensional climb in the vertical plane of symmetry and motion.
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1þ ln
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W

Θ (55)

These expressions comprise further development of those given in [31, 33–34]. The Perfor-
mance Measure PMCoandă-MAV Level Flight can be expressed as a function of CD,Ro, _m hi,α, V, VJ-in.
These basic relationships can further be altered to address other flight conditions.

6. Results and examples

6.1. Results and examples for hover

The theoretical prediction for the performance measures PM as given by Eqs. (41) and (42) are
depicted in Figures. 13–16. Comparison of the analytical model and the CFD simulation
results for another Performance Measure PM2 defined as the Coandă MAV lift per Coandă jet
inlet velocity as suggested in [11, 29] is shown in Figure 17 and elaborated in [31, 33–34]. The
Performance Measure PM2 is calculated for various Jet slot thickness, and serve as an assess-
ment and validation of the theoretical model. Certainly the CFD model for the same Coandă
MAV configuration is based on Reynolds averaged Navier-Stokes equations which take into
account viscous effects, which is not considered in the theoretical model and analysis. Thus,
some discrepancies will appear, and the comparison should be judged as such.

Figure 13. Performance Measure for spherical Coandă MAV for various values of Outer Radius while keeping the Inner
Radius Ri and inlet jet slot thickness hi constant during hover (baseline). In the present example, the Coandă Jet inlet
Radius RJ-in ¼ 0.02 m, Coandă jet slot thickness hJ-in ¼ 0.01 m, and Coandă jet inlet velocity VJ-in ¼ 5 m/sec. The

performance curves are evaluated at some selected values of mass-flow-Rate Ratio ΦCoandă�mass ¼ _mJ
_mR
.
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Comparison of analytical and CFD [32] models for the Performance Measure PM2 defined by
total lift LMAV/ Inlet Velocity Vj-in for spherical Coandă is depicted in Figure 17. The figure clearly
exhibits the noticeable influence of the ratio of the jet slot thickness h to the reference radiusRo, to
the Performance Measure PM2. The influence of the jet inlet velocity on lift enables designers to
appropriately select the right propulsion system specifications for the CoandăMAV.

Figure 14. Performance Measure for spherical Coandă MAV for various Outer Radius Ro[m]. In the present example,
Three different Performance versions are exhibited: Coandă MAV to Actuator Lift Ratio, Combined Coandă MAV and
Actuator to Actuator lift Ratio, and Combined Coandă MAV and Actuator to Momentum Rate Ratio. Coandă Jet inlet
Radius RJ-in ¼ 0.02 m, Coandă jet slot thickness hJ-in ¼ 0.01 m, and Coandă jet inlet velocity VJ-in ¼ 5m/sec.

Figure 15. Performance Measure for spherical Coandă MAV as a function of Coandă jet Momentum Coefficient Cμ for
various values of hJ-in. Similar to Figure 15, here the Coandă Jet inlet Radius RJ-in ¼ 0.02 m, Coandă jet slot thickness hJ-in ¼
0.01 m, and Coandă jet inlet velocity VJ-in ¼ 5 m/sec have been used as the baseline.
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Figure 16. Performance Measure for spherical Coandă MAV as a function of hJ-in /Ro for various values of Coandă jet

mass-flow-Rate Ratio ΦCoandă�mass ¼ _mJ
_mR
. Similar to Figure 15, here the Coandă Jet inlet Radius RJ-i n ¼ 0.02m, Coandă jet

slot thickness hJ-in¼0.01m, and Coandă jet inlet velocity VJ-in¼5m/sec.

Figure 17. Analytical and CFD [32] models comparison Total Lift LMAV/Inlet Velocity Vj-in for spherical Coandă MAV for
various Jet slot thickness hj-in per outer radius Ro.
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Figure 18 exemplifies the effect of viscosity for two different locations of the Coandă jet
introduction that can be revealed by CFD simulation. The CFD images in Figure 18 (a) and
(b), which simulate the velocity magnitude contours for similar configurations considered by
Mirkov and Rasuo [11, 29] and Ghozali [30], show the velocity magnitude contours for each of
these configurations and exhibit the influence of the inlet configuration. The resulting lift as a
function of input jet velocity diagram for each of these configurations are also shown. The
corresponding computational grid for each of the configurations utilized by Mirkov and
Rasuo, and Ghozali, is also shown as inset in each figure.

For these CFD simulations, which were performed using steady RANS (Reynolds Averaged
Navier-Stokes), two equations k-ω shear stress transport (SST) turbulence model is employed.
In the solution procedure followed, simple pressure-velocity coupling scheme with the least
squares cell base as discretization gradient has been applied; second order upwind for the
momentum equation and the turbulent kinetic energy were also imposed.

Figure 18 also exhibits structured numerical mesh used in the flow domain. Through meticu-
lous attempts and grid sensitivity studies the size of the mesh cells was generated small to
enable visualizations of the flow around the whole body with best details. The CFD simula-
tions are carried out on two configuration versions: in Figure 18 (a), the flow configuration and
grid mesh are closely similar to those utilized by Mirkov and Rasuo [11, 29], and in Figure 18
(b), the flow configuration and grid mesh are closely similar to those utilized by Ghozali [30].
The inset of each figure shows the mesh details adopted by Mirkov and Rasuo [29], and
Ghozali [30], respectively. Moderately small Reynolds number, Re ¼ 68458, based on mean
velocity and jet inlet height has been employed in the numerical study. Additionally, across the
inlet which has a thickness of 0.05 m, the velocity is st to be uniform (Vj-in ¼ 20 m/s). The CFD
simulations utilize computational grid with 52,830 mesh cells. Assessment of the results and
referring to the procedure guidelines assure that the mesh quality was acceptable. The CFD
computational results indicate that orthogonality quality was 4.96943e-01. Again, from the
ANSYS orthogonality quality requirements, these figures should be acceptable. Further details
are elaborated by Djojodihardjo et al. [31, 32–35] and Ahmed et al. [33, 34–36].

Grid sensitivity [18–19] and iteration convergence CFD simulation [44] studies were carried
out and exhibited in Figure 19. The mesh quality and comparable agreements between the
present CFD simulation results exhibited in Figure 18, as well as the supporting grid mesh and
convergence studies exemplified by Figure 19 demonstrates that the generation of mesh in the
present CFD simulations meet the present quality requirements as well as those stipulated in
the ANSYS™© guidelines; therefore these can be considered to be acceptable.

The CFD simulations are also carried out to investigate the influence of the jet inlet radius on
the air vehicle performance (lift). The CFD simulations were carried out for two inlet jet radius,
Ri ¼ 5 mm and Ri ¼ 50 mm for the baseline semi-spherical Coandă MAV configurations
studied. The results are presented as velocity magnitude contours, which exhibit the influence
of the inlet radius on the flow field. Figures 20 and 21 exhibits the pressure contours along
semi-spherical Coandă MAV surface obtained by CFD simulation results and the static pres-
sure associated with it in color-coded contour. Figure 22 compares the CFD simulation results
for the pressure coefficient of on the Coandă MAV surface jet blanket obtained from the
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present CFD simulation and those obtained by Mirkov and Rasuo [29]. Overall, these results
serve to verify the plausibility of the analytical as well as the CFD simulation efforts.

6.2. Results and examples for translation

For translatory flight, some examples of Performance Measures simulation studies for Coandă
MAV in purely level are exhibited by Figures 23 and 24, obtained using Eqs. (44) and (48),
respectively.

Figure 23 is worked out for the Coandă Jet inlet Radius RJ-in ¼ 0.02 m, Coandă jet slot thickness
hJ-In ¼ 0.01 m, and Coandă jet inlet velocity VJ-n¼ 5 m/sec.. Figure 24 shows the Thrust ratio Γ
as a function of versus flight velocity for pure climbing, following Eq. (49) with equal sign,

Figure 18. Lift versus input jet velocity for similar configuration considered in (a) Mirkov and Rasuo [11, 29], (b)
Ghozali [30]. The inset of each figure show the mesh details adopted by Mirkov and Rasuo [29], and Ghozali [30],
respectively, that have been reproduced in the present CFD simulations.
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assuming CD ≈ 2.0 and specific fuel consumption C ¼ 0.000139 and period ¼ 1 h. The example
is also worked out for the Coandă Jet inlet Radius RJ-in ¼ 0.02 m, Coandă jet slot thickness
hJ-in ¼ 0.01 m, and Coandă jet inlet velocity VJ-in ¼ 5 m/sec.

Parametric study results exhibited by these figures can be utilized to give insight on the perfor-
mance of the semi-spherical CoandăMAV considered as well as for preliminary sizing purposes.

7. Concluding remarks

A comprehensive and meticulous analysis has been made to analyze the potential utilization
of Coandă MAV as an aerial robotic platform (vehicle) and deriving the Coandă MAV

Figure 19. (a) Two-dimensional CFD grid sensitivity study for lift force per unit span on an airfoil at 0� angle of
attack [18–19]; (b) Iteration Convergence CFD simulation studies [44]. Both are carried out using ANSYS® [45]. The
curves are untouched computer outputs.

Figure 20. CFD simulation on two Coandă MAV configurations (a) Ri¼5 mm, (b) Ri ¼ 50 mm. Relatively symmetrical
Coandă effect velocity magnitude contours are exhibited. The images are untouched computer outputs.
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governing equations. Utilizing first principles, i.e., conservation principles for control volume
analysis as baseline fluid-dynamic analysis for the Coandă MAV in hover and free-body
diagram and Newton’s law of motion as baseline flight-dynamic analysis for in-plane transla-
tory motion, the analysis establishes the basic working relationships among various relevant
variables and parameters governing the aerodynamics forces and performance measures of
Coandă MAV in hover and translatory motion.

To gain insight in the development of the analytical model, and to assess and validate the
analytical model subject to the theoretical assumptions, CFD simulations for the Coandă MAV
generic models are carried out. Comparison of the theoretical analysis and CFD simulation

Figure 21. CFD simulation results plot of surface static pressure (a) and flow field pressure contours image (b) for the
baseline semi-spherical Coandă MAV. The images are untouched computer outputs.

Figure 22. CFD computational results comparison of the surface pressure coefficient on the Coandă MAV jet blanket; (a)
presents CFD simulation results and (b) Mirkov and Rasuo CFD simulation results [11, 29]. The images are untouched
computer outputs.
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results indicates the plausibility of the theoretical approach. Performance measures are derived
to elaborate the significance of Coandă jet momentum coefficient and to assess the effective-
ness of the Coandă MAVas an aerial robot platform.

Figure 23. Coandă MAV Performance Measure for level flight as a function of flight velocity as defined by Eq. (44a). The
example is worked out for the Coandă Jet inlet Radius RJ-in ¼ 0.02 m, Coandă jet slot thickness hJ-in ¼ 0.01 m, and Coandă
jet inlet velocity VJ-in ¼ 5 m/sec.

Figure 24. Thrust Ratio Γ as a function of versus flight velocity for pure climbing, following Eq. (49) with equal
sign, assuming C ≈ 2.0 and Specific Fuel Consumption C ¼ 0.000139 and period ¼ 1 h. The example is also worked out
for the Coandă Jet inlet Radius RJ-in ¼ 0.02 m, Coandă jet slot thickness hJ-in ¼ 0.01 m, and Coandă jet inlet velocity VJ-in ¼
5 m/sec.
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Abstract

Nowadays, mobile applications demand, in large extent, an improvement in the overall
efficiency of systems, in order to diversify the number of applications. For unmanned
aerial vehicles (UAVs), an enhancement in their performance translates into larger pay-
loads and range. These factors encourage the search for novel propulsion architectures,
which present high synergy with the airframe and remaining components and subsys-
tems, to enable a better UAV performance. In this context, technologies broadly examined
are distributed propulsion (DP), thrust split (TS), and boundary layer ingestion (BLI),
which have shown potential opportunities to achieve ambitious performance targets
(ACARE 2020, NASA N+3). The present work briefly describes these technologies and
shows preliminary results for a conceptual propulsion configuration using a set number of
propulsors. Furthermore, the simulation process for a blended wing body (BWB) airframe
using computational fluid dynamics (CFD) OpenFOAM software is described. The latter is
examined due to its advantages in terms of versatility and cost, compared with licensed
CFD software. This work does not intend to give a broad explanation of each of the topics,
but rather to give an insight into the state of the art in modeling of distributed propulsion
systems and CFD simulation using open-source software implemented in UAVs.

Keywords: unmanned aerial vehicles, CFD, distributed propulsion, boundary layer
ingestion, blended wing body, OpenFOAM

1. Distributed propulsion

Distributed propulsion has been studied as a way of improving propulsive efficiency by
increasing the bypass ratio of the turbofan engines, without any design constraints of large
engines’ fan radius. Distributed propulsion has been explored since the 1960s, for commercial
aviation; however, the design complexities involving energy transmission, maintenance, and
fluctuant oil price during the past decades have limited its research. Recently, the growing
environmental awareness has again motivated initiatives for the search of more efficient

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



propulsion systems. Numerous renowned institutions [1–3] have taken the leap to study
concepts with distributed propulsion and observed an achievable 8% benefit in terms of thrust
specific fuel consumption (TSFC) compared with today’s aircraft [2]. However, for civil avia-
tion, the implementation of this technology is still a challenge, due to mechanical design
constraints and safety issues. For unmanned platforms, this technology has been implemented
successfully onmulticopters [4], where multiple rotors are used for propulsion and flight control.
The latter application has arisen as a consequence of suitable and reliable electrical power,
control, and transmission systems, which enable to control pitch, torque, and rotational speed,
to describe the flight envelope. Although distributed propulsion has been well examined in
multicopters, unmanned aerial platforms, using fixed wing configurations, are not well
documented. For fixed wings, the distributed propulsors could be arranged over the airframe [5],
and they could present boundary layer ingestion, which could bring 7% reduction for civil
aviation concepts in TSFC compared with today’s aircraft [6]. Since highly integrated propulsion
configurations have a high synergy with BWB airframes, the latter has been selected for the
assessment of the propulsion configurations, and hence to set the thrust required at cruise
conditions, the aerodynamic characteristics are based on a BWB airframe. A plot of the BWB
airframe selected for this work is shown in Figure 1, and as observed, its selection obeys the
multiple advantages for DP and BLI, such as (i) its uniform planform area in the spanwise
direction, which enables the allocation of an array of propulsors; (ii) the large airframe space to
embed the propulsors at the trailing edge of the airframe, which is beneficial when BLI is
implemented, as more airframe drag is ingested. In the CFD simulation presented in this work,
the BWB configuration is tested using the OpenFOAM open-source software. The aerodynamic

Figure 1. BWB model selected [7].

CDO (zero lift, drag
coefficient)

CL (Lift
coefficient)

e (wing span
efficiency)

AR (aspect
ratio)

Flight
velocity

Wing
span

0.015 0.1 0.72 5.9 20 (m/s) 3 (m)

Table 1. Airframe and aerodynamic data at cruise conditions [8].
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characteristics of the BWB airframe are described in Table 1, which correspond to the UAV case
study. Since agriculture is one of the main applications for this sort of aerial platforms, the
operating conditions are selected based on UAVs used in precision agriculture [5].

In order to clarify the structure of the distributed propulsion configuration, an illustrative
diagram for the electrical propulsion system utilized in this work is shown in Figure 2. As
observed in this figure, the electrical and control system units take the place of the gas turbine
in common turbo-electric distributed propulsion arrangements [9], and hence they supply the
electrical power to the propulsor’s electrical motor. For the sake of clarity, in Figure 2, only one
propulsor (NF = 1) is depicted; nevertheless, this is a design space variable for the UAV concept.

For the case of study previously mentioned and using the methodology developed in Valencia
et al. [5], the power consumed by the distributed propulsion arrangement using an electrical
power system is shown in Figure 3. The figure shows the power requirement per fan to
achieve the set thrust at cruise condition for four propulsion configurations. In this case, each
configuration uses a different number of propulsors (NF). To calculate the mass flow through
the propulsors, an inner control volume approach is selected [10]. Through this approach, the
propulsor mass flow can be defined based on the set thrust for cruise condition, which is
calculated as a function of the aircraft drag. Eq. (1) is used to calculate the propulsor’s mass
flow. The latter variable enables to calculate the fan diameter through mass conservation and
the fan power based on the isentropic thermodynamic relations for incompressible flow. This
process is further explained in [3]

FN ¼ _m V j � V0
� �

(1)

Electric Motor

Fan

Battery
Electronic Speed 
Control

Micro-controller

Propulsor

Communication

GPS

V0 V1

Distributed propulsor

Figure 2. Distributed propulsion array for an electric-powered UAV.
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In Figure 3(a), the total power remains the same, as it is assumed that the aircraft drag remains
constant (this assumption, however, will depend on the distributed propulsion array); further-
more, for the calculation of the propulsor power, it is assumed that the flow entering the
distributed propulsors presents the same velocity for all the propulsors. In Figure 3(a), it is
observed how the power required per fan reduces as more fans are implemented in the
distributed arrangement and additionally shows the benefit of working with low fan pressure
ratios. In this case, the intake pressure losses assumed are 1%, which is low and hence they do
not restrict to operate at low fan pressure ratios. This, however, will highly depend on the duct
design. It can also be observed from the figure that the total power of the distributed arrange-
ment remains constant for all the configurations. In Figure 3(b), the fan diameter for each
arrangement is plotted and, as expected, a large number of propulsors will reduce their size,

Figure 3. Power required per fan and fan diameter at cruise condition.

Aerial Robots - Aerodynamics, Control and Applications68



In Figure 3(a), the total power remains the same, as it is assumed that the aircraft drag remains
constant (this assumption, however, will depend on the distributed propulsion array); further-
more, for the calculation of the propulsor power, it is assumed that the flow entering the
distributed propulsors presents the same velocity for all the propulsors. In Figure 3(a), it is
observed how the power required per fan reduces as more fans are implemented in the
distributed arrangement and additionally shows the benefit of working with low fan pressure
ratios. In this case, the intake pressure losses assumed are 1%, which is low and hence they do
not restrict to operate at low fan pressure ratios. This, however, will highly depend on the duct
design. It can also be observed from the figure that the total power of the distributed arrange-
ment remains constant for all the configurations. In Figure 3(b), the fan diameter for each
arrangement is plotted and, as expected, a large number of propulsors will reduce their size,

Figure 3. Power required per fan and fan diameter at cruise condition.

Aerial Robots - Aerodynamics, Control and Applications68

due to the lower mass flow per propulsor. Also, it is important to note that insofar as the
pressure ratio is increased, the fan diameter decreases; this is attributed to the larger energy
that is delivered by the fan to produce the thrust set for cruise condition. To summarize, the
benefits that distributed propulsion brings are (i) enhancement in the distribution of loads
along the spanwise of the airframe, due to the reduction in size and therefore weight of the
propulsors; (ii) suitability of small fans embedded into the airframe to improve its aerody-
namic performance.

In the case of using turbo-electric distributed propulsion, where the energy source is a gas
turbine/turbofan, the propulsive efficiency will improve, due to the increment of energy
transferred to the low momentum flow (cold flow), and hence, the reduction of velocity in the
high speed flow [11]. The latter, also, will contribute to a reduction in noise [12].

BLI configurations having a distributed propulsor array over the airframe sucking the bound-
ary layer induce certain challenges in terms of boundary layer treatment, stability issues,
aerodynamic integration effects propulsors-airframe, among others. It is usually a problem to
deal with the boundary layer around the airframe, as highly coupled configurations ingest the
boundary layer, and hence, the propulsors operate under combined radial and circumferential
distortion patterns, which detriments to large extent fan performance [2, 5]. Figure 4 shows the
total pressure patterns at different radial and circumferential positions for a clean fan and for
the BLI case. As observed, the change in flow properties of each rotational cycle would affect
the fan performance, since blades are designed only for radial distortion, where a set flow
conditions is expected at the design point. There are novel techniques to deal with boundary
layer ingestion and take advantage of a reduced momentum drag for the propulsors. These
alternatives either enhance control of the incoming flow or shift the blade position based on the
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flow conditions [13, 14]. The discussion of these alternatives is beyond the scope of the present
work.

1.1. Thrust split

The concept of thrust split has been well explored in many different manned aerial concepts,
such as the N3-X [1, 6] and Cranfield [3, 16, 17]. This technology, for manned concepts, which
presents distributed propulsion, was observed as a way of enhancing propulsive efficiency and
fuel consumption, while reducing the high transmission losses (electrical transmission systems)
and integration aerodynamic effects between propulsion and airframe [10]. The mentioned
benefits are achieved in civil aviation, by reducing the amount of power required by the distri-
buted propulsion arrangement, and hence decreasing the amount of losses and increasing
weight, which comes from the cryocooling system of the high-temperature superconducting
(HTS) electrical propulsion [18]. Regarding BLI systems, it was observed that ingesting a larger
share of boundary layer freestream determines the performance benefits from BLI [16] and
thus, it is better to have smaller propulsors, which ingest only the boundary layer. The
improvement in propulsive efficiency and energy consumption comes from the lower momen-
tum drag entering the distributed propulsor array. Furthermore, the latter aspect can have
other positive effects with regard to intake pressure losses and distributed array allocation. The
first aspect is due to the reduced mass flow required by the propulsor array operating with
BLI, and hence, less wetted area at the intake. The second aspect is related to the small size of
the propulsors and hence less geometrical constraints for their allocation in the distributed
propulsor unit. Thrust split (TS) is defined by Eq. (2).

TS ¼ FDP

FN
(2)

where FDP is the thrust delivered by the propulsor array and FN is the net intrinsic net
thrust [3].

In case of battery-powered aerial platforms, which have the configuration presented in
Figure 2, thrust split is an extra design space variable for the configuration of distributed
propulsion systems with BLI. This variable could help heterogeneous fan distributed
propulsors arrangements, where geometric, aerodynamic, and structural constraints can be
satisfied. Figure 5 shows a conceptual configuration of the UAV described in Table 1, with a
thrust split of 50% and 75%. In this case, the main engine is located at the centerline to reduce
stability problems in case of one engine is put off. It is observed from the figures how the
heterogeneous configurations for UAVs could help to better the distribution of loads
(propulsors) within the airframe, versatility in configurations and better aerodynamic design
(smaller propulsors embedded in the airframe). In Figure 5, the main fan power corresponds
to the airframe centerline fan shown in Figure 6.

Illustrative configurations for the three thrust split configurations presented in Figure 5 are
shown in Figure 6. As observed in the figure, insofar as thrust split is reduced, the size of the
main propulsor increases, which is attributed to the large share of thrust that needs to be
delivered by the main propulsor to keep the thrust at cruise condition.
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In unmanned aerial vehicles, which use distributed propulsion, gas turbines or internal com-
bustion engines work as the main power source. These previously mentioned benefits need to
be verified and adapted for the different power settings that UAVs required [5]. First, most of
unmanned systems do not employ turbofans, due to increased cost and complexity of these

Figure 5. Propulsion system configurations for 50 and 75% thrust split.

Figure 6. Illustrative configurations for different thrust splits.
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systems; therefore, the benefit in propulsive efficiency accrued from using large by pass ratio
turbofans in high thrust split configurations will not be present. Nevertheless, UAVs that have
gas turbines and distributed propulsion may have structural issues that come from the load
distribution within the airframe. This latter aspect could be solved by introducing thrust split
as main power source, and the propulsion system (main and distributed) could be sized based
on a thrust schedule where the main engine and the propulsor array can cooperate with a
share of the thrust required at each flight condition during the flight envelope looking for an
optimum in terms of weight and overall performance.

2. CFD simulation

The fixed-wing UAVs can be examined using CFD simulation to reduce cost in investiga-
tion [19, 20]. For that purpose, OpenFOAM have been used to carry out a numerical simulation
for a general shape of UAVs’ wing. OpenFOAM means Open Field Operation and Manipula-
tion and it is not only a software but also a library of C++ solvers for CFD simulations. The
main code is free and open-source software, which allows to modify and to implement equa-
tions and functions without any commercial restriction [20]. In this context, OpenFOAM is an
important tool to carry out numerical simulations for CFD.

2.1. Description of the mathematical model

The turbulence model of SST k � ω has been selected to carry out the numerical simulation to
capture the effects of the boundary layer [21] over the airframe, which in this case presents
geometrical complexity. The adverse pressure gradient and the separating flow can be cap-
tured fairly well with considerations of SST k � ω properties in regions far away from
walls [21]. Moreover, a general expression of the turbulence model is indicated in the filtered
Eq. (3).

ρ
∂φ
∂t

þ ρuj
∂φ
∂xj

� ∂
∂xj

Γφ,eff
∂φ
∂xj

� �
¼ Sφ (3)

where φ represents variables, Γφ,eff represents the effective diffusion coefficient, and Sφ repre-
sents the source term of the equation, which is according to [21].

The OpenFOAM solver called simpleFoam has been used for solving the steady-state
Reynolds-averaged Navier-Stokes equations with the SST k � ω turbulence model [22]. For
that, the coupling between velocity and pressure is treated using the SIMPLE method [23].

2.2. CFD domain

The selected geometry of UAVs for numerical simulations has been based on the design of the
BWB airframe [24, 25] shown in Figure 1. The analyzed 3D model is depicted in Figure 7.

The main dimensions of the domain are indicated in Figure 8, which was based on previous
work focused on drag estimations using CFD [26]. The largest dimension is 15 times the chord
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length, l, in the axial direction and the shortest length is 5 times l in the spanwise direction. The
aforementioned configuration was used for the CFD simulation.

2.3. Mesh generation and boundary conditions

The mesh in Figure 9 was obtained using the OpenFOAM tool snappyHexMesh [27] with 1.3
million cells. Based on previous research [19, 28], the mesh has been divided in two zones,
refined and no-refined, to capture special characteristics of the phenomenon and fluid devel-
opment, respectively. Furthermore, the refined zone close to the wing walls presents a special

Figure 7. 3D model of BWB Mark 2 [24, 25].

Figure 8. Main computational domain.
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treatment to improve the simulation of the boundary layer, which has a y+ equal to 50
according to the requirements of the SST k � ω model [19, 27].

The boundary conditions are based on previous studies for BWB [29] and indicated in Table 2,
where Uin is the inlet velocity, pout is the static pressure in the outlet, ρ∞ is the estimated density
of the air, and μ∞ is the dynamic viscosity.

2.4. Results and discussion

Figure 10 shows that the numerical simulation converge after 200 iterations for the pressure
and components of the velocity, U, in the respective axes; hence, 300 iterations can be accept-
able for steady-state results.

According to Figure 11(a), the pressure coefficient (Cp) distribution of the BWB Mark 2 model
changes from the leading edge to the trailing edge. The upper part indicated in Figure 11(b)
shows the Cp decreasing downstream and the lowest Cp was found close to the quarter chord of
wings, maintaining the trends as expected for BWB airframes [8, 26]. Downstream, the minimum
Cp increases in the direction of the trailing edge. The bottom view shows similar Cp distribution
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is to give an insight on high-fidelity aerodynamic assessment using open-source software and
demonstrate the suitability of OpenFOAM, the simulation for other flight conditions is beyond
the scope of the present work.

3. Summary

This study assessed the suitability of alternative propulsion configuration for UAVs, using a
blended wing body (BWB) airframe with distributed propulsion and thrust split. Since the
airframe design influences in the propulsion system, a prototype configuration was tested for
the aerodynamic performance assessment through OpenFOAM, which is a library of C++
solvers for CFD simulation under guidelines of the free and open-source software. In this
context, it was demonstrated that distributed propulsion, together with thrust split, enables
structural, aerodynamic, and performance benefits. The aforementioned was achieved through
a better load distribution along the airframe spanwise and reduction of propulsors’ size to
allow embedding them to attain a low drag propulsion array. Furthermore, these latter config-
urations open the window for BLI installations, which bring important benefits in terms of
propulsive efficiency and drag reduction, but represent challenges from the aerodynamic
integration perspective.

Finally, the research demonstrated the suitability of using OpenFOAM as CFD platform for
aerodynamic performance assessment, which presents significant advantages in terms of
(i) freedom to adapt the main code to our needs and (ii) no license requirement, which is
important to reduce simulation costs.
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HTS High Temperature Superconducting

SST Shear Stress Transport

LP Low Pressure

HP High Pressure

CL Lift Coefficient

CD Drag Coefficient

Cp Pressure Coefficient

CDo Zero Lift Drag Coefficient

_m: Mass Flow

AR Aspect Ratio

e Wing Span Efficiency

Pf Power Per Fan

θ Referred Temperature

δ Referred Pressure

D2 Fan Diameter

Nf Number of Fans

TS Thrust Split

FDP Thrust Delivered by the Propulsor Array

FN Net Thrust

V0 Velocity at Propulsor Intake

V1 Velocity at Propulsor Outlet

Uin Air Velocity at Inlet for CFD Simulation

pout Air Gaussian Pressure at Outlet

ρ∞ Air Density

μ∞ Air Viscosity

ηf Fan Efficiency

φ Variables

Γφ,eff Effective Diffusion Coefficient

Sφ Source Term
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Abstract

Unmanned aerial vehicle (UAV) is a growing technology used in different industries,
and the main platform used for the UAVs is the quadcopter. The rotor of a quadcopter
typically operates at low to moderate Reynolds number, so that the aerodynamics and
an early prediction of the performance of the propellers are important in the design of
the quadcopter. In the present chapter, the performance of a commercial propeller used
in quadcopters is analyzed with three different techniques: momentum theory, blade
element theory, and computational fluid dynamics. By applying the momentum and
blade element theory, it was possible to estimate the thrust generated for a propeller in
hover. A computational model based on computational fluid dynamics (CFD) was
implemented and used to simulate a propeller in hover; the model predicts the wake
and the thrust of the propeller as well. The results of the theory and computational
approximations were compared with experimental measurements of flying tests.

Keywords: momentum theory, blade element theory, CFD, lift coefficient, figure of merit,
thrust

1. Introduction

The increasing use of the unmanned aerial vehicles (UAVs) in different industries has led to
the development of the common platforms used in the design of UAVs. The preferable of these
platforms is the quadrotor due to its advantages such as an easier control in flight for drone

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



operators, a rapid takeoff, and maneuverability. In the design of a quadcopter, it is necessary to
estimate the performance of the propellers used in the vehicle. This chapter presents two of the
simplest and more used theories to achieve a preliminary approximation to the performance of
the selected propeller; also, a CFD model is used to study the aerodynamics of a commercial
propeller used in a quadcopter of the Colombian company ADVECTOR.

Momentum theory is the simplest theory to study a propeller. A propeller produces thrust
by the acceleration of the column of air that passes through the rotor plane, and with the use
of the laws of conservation of mass, momentum, and energy, it is possible to obtain a
relation of the induced velocity from the propeller to the air and the thrust that the air
produces on the propeller [1].

Blade element theory applies the aerofoil theory to the rotating blade [1], this theory studies
the forces actuating in a two-dimensional (2D) section of the blade; thus, it is necessary to have
a detailed description of the geometry of the blades of the propeller. It includes both the blade
chord and the pitch angle distributions along the blade span; the lift and drag coefficients are
assumed to be known or can be estimated for each section of the blade. The integration of the
contributions of the sections along the radius yields the total thrust and torque.

The research community has been studying quadcopters in the last years, most of them
developing control systems for these vehicles, but the aerodynamic effects of the rotorcraft
vehicles have been often ignored [2]. The wake of a rotorcraft has a significant effect on the
overall flow field and on the performance of the vehicle. The wake is characterized by induced
velocities and regions with intense vortical flow which interact with rotor blades and fuse-
lages [3]. Using computational fluid dynamics (CFD), it is possible to analyze the rotor wake
and tip vortices and also to predict the performance of the propeller.

2. Momentum theory

The simplest theory to estimate the performance of a propeller is the momentum theory. This
model uses an ideal fluid, that is, the air is incompressible, not viscous and irrotational,
whereas the propeller is modeled as a disc with the same area that is described by the rotation
of the propeller. This disc produces a pressure jump uniformly distributed to the flow passing
through it [1]. Figure 1 shows the sketch of the model.

Applying the Bernoulli equation to the fluid before the disc,

p∞ ¼ 1
2
ρv2i þ pi (1)

where ρ is the air density, vi is the velocity induced by the disc to the fluid, pi is the pressure
just before the disc, and p∞ is the pressure of the undisrupted fluid. Now applying Bernoulli
after the disc,
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1
2
ρv2i þ pi þ Δp ¼ p∞ þ 1

2
ρv2∞ (2)

where v∞ is the velocity at downstream infinity, see Figure 1. From Eqs. (1) and (2),

Δp ¼ 1
2
ρν2∞ (3)

But,

T ¼ Δp � A (4)

where T is the thrust, Δp is the pressure jump caused by the propeller, and A is the area of the
disc. From Eqs. (3) and (4),

T ¼ 1
2
ρAν2∞ (5)

Using momentum conservation, it is easy to see that the total increase on the momentum of the
air must be equal to the thrust, and from Figure 1, ν0 ¼ 0, then,

T ¼ _m ν∞ � ν0ð Þ ¼ ρνiAν∞ (6)

Using Eq. (4),

Δp ¼ T
A
¼ ρνiν∞ (7)

And with Eq. (3),

Figure 1. Disc simplification for momentum theory.
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1
2
ρν2∞ ¼ ρνiν∞ (8)

1
2
ν∞ ¼ νi (9)

Which means that half of the velocity induced to the fluid is done before the propeller and half
after this, therefore,

T ¼ 2ρAν2i (10)

2.1. Induced power

The power induced on the air is the change in its kinetic energy per unit of time:

Pi ¼ 1
2
_m ν2∞ � ν20
� � ¼ 1

2
ρνiAν2∞ (11)

And using Eqs. (9) and (10),

Pi ¼ Tνi (12)

Pi ¼ T3=2

ffiffiffiffiffiffiffiffiffi
2ρA

p (13)

where Pi is the induced power of the rotor, that is, it is the power that the rotor induces in the
air. The relation of the induced power in hover to the total power of the rotor is called figure of
merit (FM), and it is one of the forms to express the efficiency of a rotor in hover [4]:

FM ¼ Pi

P
(14)

Small propellers used in the UAV’s are currently capable of an FM up to 0.65 [4].

3. Blade element theory

This theory analyzes aerodynamic forces on a 2D section of a blade, in order to find the
contribution of each section to the total thrust; for this, it is necessary to know the chord and
pitch angle distributions along the span of the blade. The Lift Coefficient CL is a known data
from the lift surface of each section of the blade.

Figure 2 shows a blade of a propeller with an elementary section of blade at a distance r from
the axis of the propeller, with width Δr and chord c, and Figure 3 shows the section of blade.

The angular velocity of the propeller is Ω. The velocity components in the section are as
follows:
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The angular velocity of the propeller is Ω. The velocity components in the section are as
follows:
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V2 ¼ Ωr (15)

V0 ¼ νi þ Vc (16)

U ¼ νi þ Vcð Þ2 þ Ωrð Þ2
h i1=2

(17)

where vi is the induced velocity and Vc is the climb velocity, see Figure 3. r is the radii of the
section, see Figure 2.

The blade pitch angle is θ, and the inflow angle φ is calculated as

φ ¼ tan �1 νi þ Vc

Ωr

� �
(18)

But assuming that φ is small, then

φ ¼ V0

V2
¼ νi þ Vc

Ωr
(19)

Figure 2. View of a blade.

Figure 3. Details of the section of blade.
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The incidence angle of the blade section is α

α ¼ θ� φ (20)

For the blade section, the lift and drag forces are

ΔL ¼ 1
2
ρU2cCLΔr (21)

ΔD ¼ 1
2
ρU2cCDΔr (22)

where ρ is the density, c is the chord of the section, CL and CD are the lift and drag coefficients
for the section, respectively, and Δr is the width.

From Figure 3,

ΔT ¼ ΔL cosφ� ΔD sinφ (23)

ΔQ ¼ ΔL sinφþ ΔD cosφ
� �

r (24)

where ΔT and ΔQ are the thrust and torque for the section of blade, respectively.

If φ is small,

ΔT ¼ ΔL cosφ (25)

With Eq. (21), ΔT for one blade is

ΔT ¼ 1
2
ρU2cCLΔr

� �
cosφ (26)

Or for many blades

ΔT ¼ 1
2
ρU2cCLΔr

� �
B cosφ (27)

where B is the number of blades of the propeller.

For a thin section, CL could be estimated as [5]

CL ¼ 2πα (28)

As in the momentum theory, it is necessary to use momentum conservation in the axial
direction, that is, that the change in the moment of the fluid is equal to the thrust of the blade.
For a section of blade in hover,

ΔT ¼ ρ2πrV0 V∞ð ÞΔr (29)

But from the momentum theory, Eq. (9):
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Figure 4. Method of solution using the blade element theory.
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V∞ ¼ 2νi (30)

ΔT ¼ ρ2πrV0 2νið ÞΔr (31)

But remembering that for hover Vc ¼ 0, thus V0 ¼ νi therefore

ΔT ¼ ρ4πrν2i Δr (32)

And Eqs. (17) and (19) become

U ¼ ν2i þ Ωrð Þ2
h i1=2

(33)

φ ¼ νi
Ωr

(34)

The solution method using the blade element theory requires detailed information about the
geometry of the blade, that is, subdivide the blade in many sections of small width, and for
each section, measure the pitch angle θ and the chord c. With Eq. (20) and Eqs. (27), (28), (32)–
(34), it is possible to solve the thrust and the vi for a propeller in hover, but it is necessary to
implement an iterative method to achieve the solution. Figure 4 shows a flow diagram
describing the iterative method of solution.

4. Computational method

This study was performed using the multiple reference frame (MRF) model in steady state. The
conservative equations for a MRF for an incompressible flow are [6]

∇:v!r ¼ 0 (35)

ρ
∂ v!

∂t
þ v!r∇ v!
� �" #

þ ρ Ω
! � v!
� �

¼ �∇pþ ∇ τ¼þ F
!

(36)

where v!r is the relative velocity, Ω
!

is the rotational velocity (which must be constant), and in

this case the Coriolis and centripetal accelerations are into a single term Ω
! � v!. Many prob-

lems permit the entire computational domain to be referred to as a single rotating reference
frame (SRF) [6].

Two turbulence models have been widely used to model external flows over airfoils, wings,
and rotors; these models are Spalart-Allmaras and k-ω. In wall-bounded flows, the vorticity
and the strain are of similar magnitude, but this is not true in a vortex core where the vorticity
is high, but the strain is low. In these models, the turbulence production term is based on the
velocity gradient; to include the effects of rotation, it is necessary to have some modifications
to the classical models.
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Many authors have studied the effect of the turbulence model used in the CFD simulations of
rotors [7–10]. But though many models have been used, the Spalart-Allmaras model is the
most used model to simulate rotors; this is a one equation model that solves a modeled
transport equation for the turbulent viscosity [11]

∂
∂t

ρ~V
� �þ ∂

∂Xi
ρ~VUi
� � ¼ GV þ 1

σ~V
∂
∂Xj

μþ ρ~V
� � ∂~V

∂Xj

" #
þ Cb2

∂~V
∂Xj

 !2
8<
:

9=
;� YV þ S~V (37)

where ~v is the modified turbulent viscosity, Gv is the production of turbulent viscosity, Yv is the
destruction of turbulent viscosity that occurs in the near-wall region, σ~v and Cb2 are the
constants of the model, v is the molecular kinematic viscosity, and S~v is a source term. More
information about how to calculate the terms in Eq. (37) and the constants of the model can be
found in Ref. [11].

A drawback of the Spalart-Allmaras model is that this model is insensitive to streamline
curvature and system rotation [6]. A modification to the turbulence production term is avail-
able to sensitize this model to the effects of streamline curvature and system rotation. An
empirical function is used as a multiplier of the production term to account for these effects;
detailed information can be found in Ref. [12].

The simulations were performed using the CFD software ANSYS FLUENT v17.0. The turbu-
lence model used in the model was the Spalart-Allmaras model with curvature correction; the
SIMPLE pressure-velocity coupling solver was used, with second-order upwind discretization
for convective and diffusive terms. The simulations were performed increasing the rotational
velocity with small discrete steps starting with 1 rpm up to a maximum velocity of 6547 rpm.
For each increase in angular velocity, the model was run until the variation of residuals was
very small; in this case, the convergence criteria were adjusted to 1� 10�6. The working fluid is
air at the conditions of the experimental test; see Section 5 of this chapter.

4.1. Geometry and computational domain

The actual rotor blade installed in the quadrotor model Araknos V2 of the Colombian com-
pany ADVECTOR is used for this study. A three-dimensional (3D) scanning was performed to
obtain a CAD of the propeller; see Figure 5.

The diameter of the propeller (DP) is 360 mm, the root chord is 20.77 mm, the tip chord is 4.33 mm,
and the chord at 75% of span is 25.31 mm. The computational domain is a vertical cylinder, with
3.3 DP in diameter and 7 DP in length; the propeller is centered in the domain and at 2.7 DP from
the upper surface. The generated mesh is an unstructured grid of tetrahedral elements but with a
refined grid of pyramidal elements near the propeller surface.

The simulations were performed on the server clustergate of Universidad de los Andes, with
Intel X86_64 processors with a velocity of 2.4 MHz using 32 cores and 64 GB of RAM memory.
The simulation for the final grid took 168 h (Figure 6).
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A grid convergence analysis was performed using different meshes with total number of
elements varying from 0.8 to 16 million cells. Total torque was used as convergence criteria at
5221 rpm. It was found that for an increase of the number of elements from 9.6 to 16.5 million,
the change in the force predicted was 0.2%; it was concluded that the mesh with 9.6 million
cells was sufficient.

The boundary conditions for the upper and lateral surface of the cylinder are set as pressure inlet,
while the lower surface is set as a pressure outlet and the propeller boundary is a non-slip wall.

5. Experimental methodology

Flight test was performed with the quadcopter ARAKNOS V2, see Figure 7; the flying test was
in hover at a height of 15 m from the ground, with an atmospheric pressure of 748 hPA and an
average temperature of 24�C. Power for the motors was supplied only from one battery,

Figure 6. Mesh. Up: general mesh around the propeller; down: pyramidal elements near the wall.

Figure 5. CAD model of the propeller.
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whereas other batteries were used as ballast. These flights were monitored using the software
Mission Planner, which provided real-time information on battery voltage and control output
to the engines. Flight data collected from the IMU, barometer, voltage and current sensor, and
control output were recorded by the autopilot and downloaded for analysis. The data of
rotational speed and electrical power recorded during hovering flight were analyzed.

The main features of the motor used in the quadcopter are as follows:

• Out runner.

• Brushless.

• kV: 530 rpm/V.

• Rotor diameter: 50 mm

• Rotor height: 10 mm.

• Shaft diameter: 3.17 mm.

• Inner resistance: 127 mΩ.

• No load current: 0.5A at 7990 rpm and 14.8 V.

6. Results

6.1. Experimental measurements

The test was performed at an average velocity of 4430 rpm, the air density was 0:87 kg=m3,
and the power measured in the motor was P ¼ 62:7 W, achieving a thrust of T ¼ 5:89 N.

6.2. Momentum theory

As indicated in Ref. [4], the FM for the early propellers used in UAVs was in the range of
0.4–0.45; now, the currently used propellers in these vehicles develop FM up to 0.65. With this
consideration, a conservative value of FM ¼ 0:5 was estimated for the propeller used in the
quadcopter ARAKNOS, including the loss in the motor but without the loss of power in the
coupling propeller-motor shaft, because this is a fixed coupling with screws.

Figure 7. Multirotor Araknos V2 used in this study.
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From Eq. (14), it is possible to obtain the value of the induced power, taking the value of power
measured in the flight test P ¼ 62:7 W.

Pi ¼ 31:35 W (38)

The diameter of the disc is 0.36 m and the air density is ρ ¼ 0:87 kg=m3, with these data and
using Eq. (13):

T ¼ 5:58 N (39)

The value obtained with this model is close to the measured value. It was necessary to assume
the FM for the propeller.

6.3. Blade element theory

To apply the blade element theory, it was necessary to split the blade of the propeller in
sections with a Δr ¼ 1 mm, and for each section measure the chord (c) and the pitch angle (θ).

As explained in Figure 4, it is necessary to give an initial guess to vi for each section of the
blade; for simplicity, a uniform-induced velocity along the span of the blade was used as the
initial value of vi for the iterative process.

The initial guess of vi is important because if the iterative method is simple, this could not
converge and would be necessary to apply some techniques for convergence as, for example,
Crank-Nicholson or under-relaxation [5].

A simple iterative code was written in Matlab to solve the thrust using the blade element
theory, and the initial value of vi was estimated using the momentum theory. Using the value
of thrust obtained from the momentum theory and with Eq. (10),

vi ¼ 5:61 m=s (40)

The code needs the values of the radii, the chord, and the pitch angle for each section; also, it is
necessary to indicate the rpm, in this case 4430 rpm; the density of the fluid; the width of the
section; the number of blades; and the initial guess for vi.

Adjusting the maximum residual of vi to 1� 10�4, the result of the code is

T ¼ 5:07 N (41)

Seventy-one iterations were necessary to achieve the convergence of the method.

The thrust estimated using the blade element theory is close to the thrust measured in the
experimental tests. Thought the iterative method was simple, it was easy to achieve conver-
gence; this was possible thanks to the use of the momentum theory to estimate the initial value
of vi. From the results of the code, it was possible to see that even when the initial guess for vi
was considered as uniform along the span of the blade, the final distribution of the induced
velocity is not uniform, in the root of the blade vi ¼ 3:7 m=s while at 75% of the span
vi ¼ 5:8 m=s and at the tip vi ¼ 2:96 m=s.
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6.4. Computational results

Figure 8 shows the wake developed by the propeller at 4500 rpm; the criterion to visualize the
vortex is the Q-criterion with a threshold of 200, and the structure of the wake is similar to that
described in Ref. [1], where it is clear that the strong vortex is created at the tip of the blade,
also the tip vortex and the inner vortex descend below the rotor following a helical path.

Figure 8. Vortex Contours at 4500 rpm using Q-criterion with a threshold of 200.

Figure 9. Streamlines colored by velocity magnitude and contours of Q-criterion ¼ 50,000, at 4500 rpm.
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There are various methods used to visualize vortex; some of these methods are based on the
tensor gradient of velocity as, for example, the Q-criterion and λ2 -criterion; other methods are
based on vorticity, for example, the magnitude of vorticity, there are some Lagrangian methods
as direct Lyapunov exponents (DLE) or the Mz criterion; more information about the methods
to visualize vortex structures could be found in Ref. [13].

Figure 10. Contours of pressure on the surfaces of the propeller in PA at 4500 rpm, up upper surface, down lower surface.
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Figure 9 shows streamlines colored by velocity magnitude and the vortex contours with a
threshold for Q-criterion of 50,000; the model shows the increase of the magnitude of the
velocity down the propeller, also the streamlines swirl around the axis of the propeller.

Figure 10 shows the contours of pressure for the upper and lower surfaces of the propeller. As
expected, the pressure is lower at the upper surface of the propeller.

Finally, the thrust predicted by the model is

T ¼ 6:99 N (42)

The model is able to predict the wake, pressure, velocity fields, and thrust of the propeller at
hover and for different operational rotational velocities using the MRF method in steady state.
The model overpredicts the thrust; this difference could be due to the interaction of the four
rotors between them and alsowith the fuselage of the aircraft in the experimental measurements.

7. Conclusions

The momentum and blade element theories are useful tools to achieve a preliminary estimation
on the performance of a propeller in hover, though it is important to understand the strong
simplifications that each of these theories imply. For the momentum theory, simplifications are
strong, for example, the flow is ideal, the simplification of the disc implies that the propeller has
an infinite number of blades, also the induced velocity is uniform along the span of the propeller,
and for the solution it was necessary to estimate the efficiency of the propeller in hover; this could
lead to unrealistic results. For the blade element theory, the first simplification is that the flow is
studied as a 2D flow, and effects of a 3D flow are ignored, for example, the induced velocities by
the tip vortex, also linear aerofoil properties are used for the sections of the blade, that is, to
estimate CL. Themethod does not simplify the induced velocity as being uniform along the blade;
instead it is possible to estimate the induced velocity distribution for the propeller in hover.

A CFD model was implemented to study the flow around a propeller in hover. The model is
able to predict the wake, pressure, velocity fields, and thrust using the MRF method in steady
state. The predicted wake is in agreement with the literature.

The theoretical approximations for thrust are closer to the measurement of the experimental
test, while the computational method overestimates the thrust. Table 1 shows that the maxi-
mum percentage of error is 18.7% for the CFD simulation.

For a better validation of the models analyzed in this chapter, a test bench to a more accurate
measurement of thrust is necessary.

Method Experimental Momentum theory Blade theory Computational simulation

Thrust [N] 5.89 5.58 5.07 6.99

Error 5.3% 13.9% 18.7%

Table 1. Comparison of the results with the experimental measurement.
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The control of a quadcopter is based on the thrust and torque of the propulsion system; therefore,
an adequate estimation of the aerodynamic parameters is very important for the control of the
vehicle. The methods described have some characteristics that are important to apply in some of
the stages of the design, for example, the moment theory is important for a first estimation of the
size of the rotor; Table 2 shows the advantages and disadvantages of each method.
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Nomenclature

Method Advantages Disadvantages

Momentum
theory

• Simple method
• First estimation of propeller aerodynamic per-

formance (thrust torque)
• With this approximation it is possible to size a

rotor for a given power

• Strong suppositions
• It does not account for number of blades
• It does not concern the details of the flow

around the blades
• It is not useful to design the rotor because

it does not account the shape of the blade
• It is an ideal fluid theory

Blade theory • The model allows studying the shape of the
blade, and therefore it possible to design the
rotor

• The mathematical solution is no complex and
not computationally expensive

• The model simplifies the blade to 2D non-
interacting sections

• It is necessary to estimate the CL distribu-
tion of the blade

• It is an ideal fluid theory

Computational
simulation

• It is a real fluid method
• It is possible for a more detailed study of the

structure of the flow
• It is a 3D method
• It allows the verification of the results of the

other methods

• High computational cost
• It is a complex method

Table 2. Benefits and limitations of each method.

A Area of the disc

c Chord

CD Drag coefficient

CL Lift coefficient

D Drag

FM Figure of merit

L Lift

Pi Induced power of the rotor
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Appendix

Matlab code for blade element theory.

%************************************************************

%% It is necessary to load the vectors of

% Radii r [m], Chord c [m] and Pitch Angle theta [rad]

%************************************************************

%************************************************************

%% Data

%************************************************************

rpm¼4430;% Rotational velocity rpm

omega¼rpm*2*pi/60;% Rotational velocity [rad/s]

rho¼0.87;% Density [kg/m^3]

dr¼0.001;% Delta r [m]

B¼2;% # blades

Vi¼5.61;% Initial guess for Vi [m/s]

%************************************************************

%% Initial Velocities

%************************************************************

vi0¼zeros(length (r),1);

vi0¼vi0þVi;% Vector of initial vi [m/s]

v2¼r.*omega;% Vector of V2 [m/s]

%************************************************************

%% Iterative method

%************************************************************

Rmax¼10;% Residual

n¼0;% Iteration Counter

while Rmax>0.0001;

pi Pressure just before the disc

p∞ Pressure of the undisrupted fluid

Q Torque

T Thrust

Vc Climb velocity

vi Induced velocity

v∞ Velocity at downsteam infinity

Δp Pressure jump caused by the propeller

ρ Density

θ Blade pitch angle

φ Inflow angle

α Incidence angle

Comparison between Semiempirical and Computational Techniques in the Prediction…
http://dx.doi.org/10.5772/intechopen.69730

97



U¼((vi0.^2)þ(v2.^2)).^0.5;% U [m/s]

fi¼vi0./v2;% Angle fi [rad]

alfa¼theta-fi;% Angle of inflow [rad]

Cl¼alfa.*(2*pi);% Lift Coefficient

DT¼(((((U.^2)*0.5*rho).*c).*Cl).*dr*B).*cos(fi);% Differential of Thrust

[N]

vi¼((DT./(rho*4*pi*dr))./r).^0.5;% New Vi [m/s]

R¼vi0-vi;% Residual of Vi

R¼abs(R);

Rmax¼max(R);

n¼nþ1;

vi0¼vi;

end

THRUST¼sum(DT)

Residual¼Rmax

Iteraciones¼n
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Abstract

Aerial robotics is one of the fastest growing industry and has a number of evolving
applications. Higher agility make aerial robots ideal candidate for applications like
rescue missions especially in difficult to access areas. This chapter first derives the
complete nonlinear dynamics of an aerial robot consisting of a quadcopter with a two-
link robot manipulator. Precise control of such an aerial robot is a challenging task due
to the fact that the translational and rotational dynamics of the quadcopter are strongly
coupled with the dynamics of the manipulator. We extend our previous results on the
control of quadrotor UAVs to the control of aerial robots. In particular, we design a
backstepping and Lyapunov-based nonlinear feedback control law that achieves point-
to-point control of the areal robot. The effectiveness of this feedback control law is
illustrated through a simulation example.

Keywords: quadcopter, robot manipulator, backstepping method, nonlinear control

1. Introduction

The recent surge of interest in applications involving unmanned aerial vehicles (UAVs) has
inspired several research efforts in UAV dynamic modeling and control. In particular,
nonlinear control of fixed-wing UAVs has attracted considerable research efforts during recent
years both for civilian and military purposes. The control approaches developed for fixed-
wing UAVs include gain scheduling, model predictive control, backstepping, sliding mode,
nested saturation, fuzzy control, H∞ control, dynamic inversion based control, model reference
adaptive control, and model based fault tolerant control [1–12].

While control applications involving fixed-wing UAVs have been widely investigated in recent
literature, quadrotor UAV (quadcopter) control applications are growing in popularity due to
their maneuverability and versatility. Quadcopters offer practical advantages over fixed-wing

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



UAVs in military and civilian applications involving search and rescue, area mapping,
and surveillance. However, actuator constraints, sensor limitations, and the high degree of
nonlinearity and uncertainty inherent in the system dynamics present specific challenges in
control system design for quadcopters. Linear control approaches, such as PID, LQR or LQG
are popularly utilized to address the quadcopter control problem [13–15]. Although linear
control methods have been shown to perform well in their respective quadcopter control tasks,
the effectiveness of linear control methods can only be guaranteed over a limited range of
operating conditions. The highly agile nature of quadcopters necessitates the development of
control methods that can be applied over a wide range of time-varying, uncertain, and poten-
tially adversarial operating conditions. To achieve reliable quadcopter control over a wider
operational envelope, several nonlinear control methods have recently been presented. Popu-
lar nonlinear control methods for quadrotor systems include backstepping, feedback lineari-
zation, dynamic inversion, adaptive control, Lyapunov-based robust control, fuzzy-model
approach, and sliding mode control [16–19]. In Ref. [16], a passivity-based quaternion feed-
back control strategy is presented for a hover system (quadrotor UAV test bed), which achieves
asymptotic attitude regulation. The proposed control design incorporates the input voltage
constraints inherent in practical UAV systems. A rigorous Lyapunov-based analysis is pro-
vided to prove asymptotic regulation of the hover system attitude to a desired set point. In Ref.
[17], a sliding mode control (SMC) strategy is presented for a quadrotor-based hover system,
which achieves asymptotic attitude regulation in the presence of electrical and physical con-
straints. A sliding mode observer is employed to estimate the angular velocities. In addition,
the proposed control design incorporates the input voltage constraints inherent in practical
systems. A rigorous Lyapunov-based analysis is provided to prove asymptotic regulation of
the hover system attitude to a desired set point.

Aerial robotics is one of the fastest growing industry and has a number of evolving applications.
Higher agility make aerial robots ideal candidate for applications like rescue missions especially
in difficult to access areas. Furthermore, swarm robotics (multiple robot working together) is
another exciting application of the aerial robotics, for example coordinated assembly at higher
altitudes. These robots can behave like individuals working in a group without centralized
control. Researchers have developed intelligent control algorithms for the swarms after deep
study of animal behavior in herds, bird flocks and fish schools. In some applications, for an aerial
robot, linear control theory works well but these control techniques are effective in a limited
operating regions. Moreover, the motion of arm induces disturbances to the quadcopter dynam-
ics so the linear controllers lose their effectiveness during operation and sometime the closed loop
system becomes unstable. In order to accomplish complex missions in presence of uncertainties
in the environment, to achieve better maneuverability and precise 3D position and attitude
control, nonlinear control techniques have been found effective [20–27], In Ref. [20] a set of
nonlinear control laws have been proposed for aerial manipulator that provide asymptotic
attitude and position tracking. Backstepping-based nonlinear control scheme for automatic tra-
jectory tracking for aerial manipulators has been proposed in Refs. [22, 24].

In this chapter, we extend our results on the control of quadcopters to the control of aerial
robots. We derive the complete nonlinear dynamics of an aerial robot consisting of a
quadcopter with a two-link robot manipulator. Precise control of such a robot is a challenging
task because attitude and position dynamics of the quadcopter are strongly coupled with the
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dynamics of the manipulator. We develop nonlinear control laws that ensure the control of
position and attitude of the aerial robot. Simulation results are included to demonstrate the
effectiveness of the control laws.

2. Mathematical model

This section formulates the dynamics of an aerial robot consisting of a quadcopter with a two-
link robot manipulator. The quadcopter is represented as a base body and the links as internal
bodies. The equations of motion are expressed in terms of the three dimensional translational
velocity vector, the attitude, the angular velocity, and the internal (shape) coordinates repre-
senting the configuration of the two links.

2.1. Multibody vehicle dynamics

Following the development in [28], let v ∈ R3, ω ∈ R3, and η∈ S1 � S1 denote the base body
translational velocity vector, the base body angular velocity vector, and the vector of internal
coordinates, respectively. In these variables, the kinetic energy has the form T ¼ Tðv,ω, η, _ηÞ,
which is SE(3)-invariant in the sense that it does not depend on the base body position and
attitude. The equations of motion of the quadrotor with internal dynamics are shown to be
given by:

d
dt
∂T
∂ν

þ ω̂
∂T
∂ν

¼ Ft, ð1Þ

d
dt

∂T
∂ω

þ ω̂
∂T
∂ω

þ ν̂
∂T
∂ν

¼ τr, ð2Þ

d
dt
∂T
∂ _η

� ∂T
∂η

¼ τs, ð3Þ

where Ft ∈ R3, τr ∈ R3 denote the vectors of generalized control forces and generalized control
torques, respectively, that act on the base body, and τs ∈ R3 is the vector of joint torques. For a
given vector a = [a1 a2 a3]

T ∈ R3, the skew-symmetric matrix â defines the corresponding cross-
product operation a�, given by

â ¼
0 �a3 a2
a3 0 �a1
�a2 a1 0

2
4

3
5: ð4Þ

Note that Eqs. (1) and (2) are identical to Kirchhoff’s equations [29], which can also be
expressed in the form of Euler-Poincaré equations.

2.2. Nonlinear equations of motion

Consider an aerial robot that consists of a quadcopter with a two DOF manipulator arm
moving in a three-dimensional space as shown in Figure 1, where p = [x y z]T denotes the
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inertial position of the center of mass of the quadcopter. Denote by xyz axes the inertial frame
F 1 and by xB yB zB axes the body-fixed frame FB with the origin at the CM of the quadcopter.
Let R denote the attitude matrix of the quadcopter and (v, ω) be the translational and angular
velocities of the CM of the quadrotor in FB. Then, the translational and rotational kinematics
can be expressed as

_p ¼ Rv, ð5Þ
_R ¼ Rω̂: ð6Þ

The quadcopter consists of four propellers connected to a rigid frame. Each propeller is mounted
on the frame at a distance l from the origin. The quadcopter has a mass m and inertia matrix J
defined with respect to the axes of rotation. Due to symmetry of the system, J is diagonal, that is,
J = diag{Jxx, Jyy, Jzz}. We refer to rotation about the xB-axis as roll, rotation about the yB-axis as
pitch, and rotation about the zB-axis as yaw. The propellers generate lift forces

Fi ¼ bΩ2
i ¼ bK2

νV
2
i , ð7Þ

whereΩi, Vi denote, respectively, the angular rate and input voltage for propeller i, and b is the
thrust coefficient. The total thrust is given by

Fp ¼
X4

i¼1

Fie3 ¼ bK2
vðV2

1 þ V2
2 þ V2

3 þ V2
4Þe3, ð8Þ

where e3 = [0 0 1]T ∈ R3 is the third standard basis vector.

Note that, as shown in Figure 2, propellers 1 and 3 rotate clockwise, and propellers 2 and 4
rotate counter-clockwise. By balancing the torque between opposing propellers, the roll and
pitch angle can be controlled. Since all four propellers generate a net torque about the yaw axis,
the yaw angle can be controlled by balancing the torque generated by clockwise and counter-
clockwise rotating propellers.

FB

yB

xB
θ2

θ1

FI

z

x

y

p

zB

Figure 1. Model of a quadcopter with a robotic arm.
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The arm is attached at the CM of the quadcopter and it can only move in xz-plane of the body-
fixed frame FB. The physical constants are the quadcopter mass m, the link masses mi, i = 1,2,
and the payload mass mp. Let lci denote the distance from joint i to the CM of link i and li be the
length of link i. The position vectors for the CM of the links and the payload with respect to the
CM of the base body in FB can be written as

ρ1 ¼ ½ lc1 cosθ1 0 lc1 sinθ1 �T, ð9Þ

ρ2 ¼ ½ l1 cosθ1 þ lc2 cosθ2 0 l1 sinθ1 þ lc2 sinθ2 �T, ð10Þ

ρp ¼ ½ l1 cosθ1 þ l2 cosθ2 0 l1 sinθ1 þ l2 sinθ2 �T : ð11Þ

Let Ft = Fg +Fp, where Fg and Fp denote, respectively, the gravitational force acting on aerial
robot and the total thrust generated by the four propellers. Also let τr = τg + τp, where τg and τp
are the torque acting on the aerial robot due to gravity and the torque generated by the
propellers, respectively.

Clearly, Fg and τg can be computed as

Fg ¼ �mtgRTe3, ð12Þ

τg ¼ �g½m1ρ1 þm2ρ2 þmpρp� � RTe3, ð13Þ

where mt = m + m1 + m2 + mp.

The generalized torque vector τp (expressed in the body frame) comprises the following
components:

• Propellers 2 and 4 generate a moment lðF4 � F2Þ ¼ blK2
νðV2

4 � V2
2Þ about the roll axis.

• Propellers 1 and 3 generate a moment lðF3 � F1Þ ¼ blK2
νðV2

3 � V2
1Þ about the pitch axis.

• The sum of all torques about z-axis is dK2
νðV2

1 � V2
2 þ V2

3 � V2
4Þ and causes a yaw moment.

• The rotation of the propellers causes the gyroscopic effect JrKνωyðV1 � V2 þ V3 � V4Þ
about the roll-axis and �JrKνωxðV1 � V2 þ V3 � V4Þ about the pitch-axis.

zB

yB xB

F3

F4 F1

F2
mg

l
x

z

y

Figure 2. Model of the quadcopter.
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Here d denotes the drag coefficient, l is the distance from the pivot to the motor, and Jr is the
rotor inertia. Combined, the generalized torque τp can be expressed as

τp ¼
blK2

νðV2
4 � V2

2Þ þ JrωyΩr

blK2
νðV2

3 � V2
1Þ � JrωxΩr

dK2
νðV2

1 � V2
2 þ V2

3 � V2
4Þ

2
6664

3
7775, ð14Þ

where Ωr :¼ KνðV1 � V2 þ V3 � V4Þ is the overall residual angular speed of the propellers.

Let η ¼ ½θ1 θ2�T denote the shape variables. Then, the linear and angular velocities of each link,
and the linear velocity of the payload can be expressed in FB as

νi ¼ νþ ω̂ρi þ
∂ρi

∂η
_η ¼ ν� ρ̂ iωþ ∂ρi

∂η
_η, i ¼ 1; 2; ð15Þ

ωi ¼ ωþ _θie2 ¼ ωþ CiðηÞ _η, i ¼ 1; 2; ð16Þ

νp ¼ νþ ω̂ρp þ
∂ρp

∂η
_η ¼ ν� ρ̂pωþ

∂ρp

∂η
_η, ð17Þ

where e2 = [0 1 0]
T ∈ R3 is the second standard basis vector. The total kinetic energy can now be

expressed as

Tðν,ω, η, _ηÞ ¼ 1
2
mνTνþ 1

2
ωTJωþ 1

2

X2

i¼1

ðmiνiTνi þ ωi
TJiωiÞ þ 1

2
mpνp2, ð18Þ

where Ji ¼ RT
i JiRi is the inertia matrix of the ith link with respect the body frame FB, Ri is the

rotation matrix of the ith link, which is given by

Ri ¼
cosθi 0 sinθi

0 1 0

� sinθi 0 cosθi

2
64

3
75, i ¼ 1; 2; ð19Þ

and Ji denotes the inertia matrix of the ith link with respect to xiyizi-axes attached to the link.
Assuming the two links are made up of homogeneous rods, Ji can be expressed as

Ji ¼
0 0 0
0

1
12

mil2i 0

0 0
1
12

mil2i

2
664

3
775: ð20Þ

Applying Kirchhoff’s equations (1) and (2), the complete nonlinear equations of motion can be
obtained as
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2
6664

3
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� sinθi 0 cosθi

2
64

3
75, i ¼ 1; 2; ð19Þ

and Ji denotes the inertia matrix of the ith link with respect to xiyizi-axes attached to the link.
Assuming the two links are made up of homogeneous rods, Ji can be expressed as

Ji ¼
0 0 0
0

1
12

mil2i 0

0 0
1
12

mil2i

2
664

3
775: ð20Þ

Applying Kirchhoff’s equations (1) and (2), the complete nonlinear equations of motion can be
obtained as
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M K Bt

KT J Br

BT
t BT

r m

2
64

3
75

_v
_w
€η

2
64

3
75 ¼

Ft
τr
τs

2
64

3
75

�
ŵM _K þ ŵK _Bt þ ŵBt

_KT þ ŵKT þ ν̂M _J þ ŵJ þ ν̂K _Ba þ ŵBa þ ν̂Bt

_B
T
t

_B
T
a

_m

2
664

3
775

v
w
_η

2
64

3
75 þ

0
0
∂L
∂η

2
664

3
775,

ð21Þ

where

M ¼ mtI3�3, ð22Þ

J ¼ J þm1ρ̂T
1 ρ̂1 þm2ρ̂T

2 ρ̂2 þmpρ̂T
p ρ̂p þ J1 þ J2, ð23Þ

m ¼ m1
∂ρ1
∂η

T ∂ρ1

∂η
þm2

∂ρ2
∂η

T ∂ρ2

∂η
þmp

∂ρp

∂η

T ∂ρp

∂η
þ CT

1 J1C1 þ CT
2 J2C2, ð24Þ

K ¼ �m1ρ̂1�m2ρ̂2 �mpρ̂p, ð25Þ

Bt ¼ m1
∂ρ1

∂η
þm2

∂ρ2

∂η
þmp

∂ρp

∂η
, ð26Þ

Br ¼ m1ρ̂1
∂ρ1

∂η
þm2ρ̂2

∂ρ2

∂η
þmpρ̂p

∂ρp

∂η
þ J1C1 þ J2C2: ð27Þ

Complete description of the above coefficient matrices are given in the appendix. The objective
is to simultaneously control the 6 DOF motion of the quadcopter and the 2 DOF internal
dynamics of the robot arm using only 4 propellers and 2 joint torque motors. In this regard,
equations of motion given by (21) represents an interesting example of underactuated mechan-
ical systems. In our previous research [30–32], we have developed theoretical controllability
and stabilizability results for a large class of underactuated mechanical systems using tools
from nonlinear control theory. We have also developed effective nonlinear control design
methodologies [32] that we applied to several examples of underactuated mechanical systems,
including underactuated space vehicles [33].

3. Nonlinear control design

The translational and rotational dynamics of the quadcopter are coupled with the dynamics of
its robotic arm; this makes controller design very complicated. The equations of motion in
component form are given by

M _ν þ K _ω þ Bt€η ¼ Ft � ω̂Mν� ð _K þ ω̂KÞω� ð _Bt þ ω̂BtÞ _η, ð28Þ

KT _ν þ J _ω þ Ba€η ¼ τr � ð _KT þ ω̂KT þ ν̂MÞν� ð _J þ ω̂J þ ν̂KÞω� ð _Ba þ ω̂Ba þ ν̂BtÞ _η, ð29Þ
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BT
t _ν þ BT

a _ω þm€η ¼ τs � _B
T
t ν� _B

T
a ω� _m _η þ ∂L

∂η
: ð30Þ

Eq. (28) can be rewritten as

M _ν ¼ Ft � ω̂Mνþ Fd, ð31Þ

where

Fd ¼ �K _ω � Bt €η � ð _K þ ω̂KÞω� ð _Bt þ ŵBtÞ _η: ð32Þ

Eq. (31) can be simplified as

€x
€y
€z

2
4
3
5 ¼

0
0
�g

2
4

3
5þ Rê3u1 þ Fd: ð33Þ

where Fd ¼ Fd=mt and

u1 ¼ bK2
vðV2

1 þ V2
2 þ V2

3 þ V2
4Þ=mt, ð34Þ

Similarly, Eq. (29) can be rewritten as

J _ω ¼ τr � ð _J þ ω̂JÞωþ τd, ð35Þ

where

τd ¼ �KT _v � Ba€η � ð _KT þ ω̂KT þ ν̂MÞν� ν̂Kω� ð _Ba þ ω̂Ba þ ν̂BtÞ _η: ð36Þ

Eq. (35) can be simplified as

_ω ¼ J
�1
τr � J

�1ð _J þ ω̂JÞωþ τd, ð37Þ

where τd ¼ J
�1
τd.

Ignoring Fd and τd in Eqs. (33) and (37), equations of motion can be expressed as

€x ¼ ð cosφ sinθ cosΨ þ sinφ sinΨ Þu1, ð38Þ
€y ¼ ð cosφ sinθ sinΨ � sinφ cosΨ Þu1, ð39Þ

€z ¼ �gþ ð cosφ cosθÞu1, ð40Þ

_ωx
_ωy
_ωz

2
4

3
5 ¼ J

�1
τg þ

JrωyΩr
�JrωxΩr

0

2
4

3
5� ð _J þ ω̂JÞω

0
@

1
Aþ

u2
u3
u4

2
4

3
5, ð41Þ
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where

u2
u3
u4

2
4

3
5 ¼ J

�1
blK2

νðV2
4 � V2

2Þ
blK2

νðV2
3 � V2

1Þ
blK2

νðV2
1 � V2

2 þ V2
3 � V2

4Þ

2
64

3
75: ð42Þ

We now design a nonlinear controller based on integrator backstepping. If φ, θ and Ψ are small

(sin θ ≈ θ and cos θ ≈ θ), then ω ≈ ½ _φ _θ _Ψ �T and _ω ≈ ½ €φ €θ €Ψ �T , and hence the equation of
motions can be simplified as

€x ¼ θu1, ð43Þ
€y ¼ �φu1, ð44Þ

€z ¼ �gþ u1, ð45Þ
€φ ¼ f 1ðφ,θ,Ψ Þ þ u2, ð46Þ
€θ ¼ f 2ðφ,θ,Ψ Þ þ u3, ð47Þ
€Ψ ¼ f 3ðφ,θ,Ψ Þ þ u4, ð48Þ

where

f 1
f 2
f 3

2
4

3
5 ¼ J

�1
τg þ

Jr _θΩr

�Jr _φΩr

0

2
64

3
75� ð _J þ ω̂JÞ

_φ
_θ
_Ψ

2
64

3
75

0
B@

1
CA: ð49Þ

3.1. Controller design

In this section a nonlinear controller is designed to stabilize the system (43)–(48) to the desired
equilibrium configuration ðx, y, z, φ, θ, Ψ Þ ¼ ðxd, yd, zd, φd, θd, Ψ dÞ.
We choose u1 as

u1 ¼ g� jz� zdja sign ðz� zdÞ � j _zjb sign ð _zÞ, ð50Þ

where b ∈ (0, 1), a > b / (2 � b), i = 1,2, are controller parameters. The feedback law (50) controls
the quadcopter z-dynamics to ðz, _zÞ ¼ ðzd, 0Þ in finite time [34] so that u1 ! g in finite time.

After reaching the desired altitude, Eqs. (43) and (44) take the following form:

€x ¼ gθ, ð51Þ
€y ¼ �gφ: ð52Þ

We now apply a backstepping method to design the controls u2 and u3 to stabilize the system
to the equilibrium at ðx, y, φ, θÞ ¼ ðxd, yd, φd, θdÞ.
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Assume that θ and φ are virtual inputs for the x and y subsystems, respectively. Stabilizing
feedback functions for the x-subsystem is given by

θ ¼ �k1ðx� xdÞ � k2 _x, ð53Þ
φ ¼ k3ðy� ydÞ þ k4 _y, ð54Þ

where ki > 0, i = 1,…,4, so that

€x þ gk2 _x þ gk1ðx� xdÞ ¼ 0; ð55Þ
€y þ gk3 _y þ gk4ðy� ydÞ ¼ 0: ð56Þ

Define

y1 ¼ θþ k1ðx� xdÞ þ k2 _x, ð57Þ

y2 ¼ φ� k3ðy� ydÞ � k4 _y, ð58Þ

and consider the y1 and y2 dynamics given by

_y1 ¼ _θ þ k1 _x þ k2€x ¼ _θ þ k1 _x þ k2gθ, ð59Þ

_y2 ¼ _φ � k3 _y � k4€y ¼ _φ � k3 _y þ k4gφ: ð60Þ

Define the sliding variables (s1, s2)

s1 ¼ _y1 þ α1y1, ð61Þ

s2 ¼ _y2 þ α2y2, ð62Þ

where αi > 0, i = 1,2, which can be simplified as

s1 ¼ _θ þ ðk2gþ α1Þθþ ðk1 þ α1k2Þ _x þ α1k1ðx� xdÞ, ð63Þ

s2 ¼ _φ þ ðk4gþ α2Þφ� ðk3 þ α2k4Þ _y � α2k3ðy� ydÞ: ð64Þ

The dynamics of sliding variables are found simply by taking time derivative of the sliding
variables as

_s1 ¼ €θ þ ðk2gþ α1Þ _θ þ ðk1 þ α1k2Þgθþ α1k1 _x, ð65Þ

_s2 ¼ €φ þ ðk4gþ α2Þ _φ þ ðk3 þ α2k4Þgφ� α2k3 _y: ð66Þ

Substituting the expressions for €φ and €θ from (46) and (47), respectively, we obtain

_s1 ¼ f 2ðφ,θ,Ψ Þ þ u3 þ ðk2gþ α1Þ _θ þ ðk1 þ α1k2Þgθþ α1k1 _x, ð67Þ

_s2 ¼ f 1ðφ,θ,Ψ Þ þ u2 þ ðk4gþ α2Þ _φ þ ðk3 þ α2k4Þgφ� α2k3 _y: ð68Þ
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We choose the inputs u2 and u3 as

u2 ¼ �λ2 sign ðs2Þ � f 1ðφ,θ,Ψ Þ � ðk4gþ α2Þ _φ � ðk3 þ α2k4Þgφþ α2k3 _y, ð69Þ

u3 ¼ �λ1 sign ðs1Þ � f 2ðφ,θ,Ψ Þ � ðk2gþ α1Þ _θ � ðk1 þ α1k2Þgθ� α1k1 _x, ð70Þ

so that the following closed-loop response for the sliding variables is obtained:

_s1 ¼ �λ1 sign ðs1Þ, ð71Þ
_s2 ¼ �λ2 sign ðs2Þ, ð72Þ

where we choose λ1 > 0 and λ2 > 0 large enough so that the terms Fd and τd are dominated by
the sliding mode terms.

Now consider the Ψ-dynamics given by (48). The following control law stabilizes the
Ψ-dynamics to ðΨ , _Ψ Þ ¼ ðΨ d, 0Þ:

u4 ¼ �k5ðΨ � Ψ dÞ � k6 _ψ � f 3ðφ,θ,Ψ Þ, ð73Þ

where k5, k6 > 0.

The voltage inputs Vi, i = 1,…, 4, are determined by substituting the expressions for the virtual
control inputs ui, i = 1, …, 4, into Eqs. (34) and (42).

Consider Eqs. (31) and (35), and ignore Fd and τd. Then we have

_ν ¼ M�1Ft �M�1ŵMν, ð74Þ

_ω ¼ J
�1
τr � J

�1ð _J þ ω̂JÞω: ð75Þ

Eq. (30) can be rewritten as

€η ¼ m�1 �BT
t _ν � BT

a _w þ τs � _B
T
t ν� _B

T
a w� _m _η þ ∂L

∂η

� �
, ð76Þ

which can be expressed in terms of Ft and τr as

€η ¼ m�1 τs � BT
t Ft
mt

� BT
t ω̂ν� BT

a J
�1ðτr � ð _J þ ω̂JÞωÞ � _B

T
t ν� _B

T
a w� _m _η þ ∂L

∂η

� �
: ð77Þ

In order to have exponential convergence of the shape variables η to the desired ηd we choose
τs as

τs ¼ BT
t Ft
mt

þ BT
t ω̂vþ BT

a J
�1ðτr � ð _J þ ω̂JÞωÞ þ _B

T
t νþ _B

T
a wþ _m _η � ∂L

∂η
�m

�
2λ _η þ λ2ðη� ηdÞ

�

ð78Þ
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where λ > 0, so that

€η þ 2λ _η þ λ2ðη� ηdÞ ¼ 0: ð79Þ

4. Simulation

The controller developed in the previous sections is applied to the full nonlinear model of the
aerial robot. The relevant parameter values of the system are listed in Table 1.

A rest-to-rest motion was simulated with initial conditions ðx0, y0, z0Þ ¼ ð0; 0; 0Þ,
ðφ0, θ0, Ψ 0Þ ¼ ð0; 0; 0Þ, and ðθ10, θ20Þ ¼ ð0; 0Þ. The desired position, attitude, and joint angles
were set as ðxd, yd, zdÞ ¼ ð30; 50; 40Þ [m], ðφd, θd, Ψ dÞ ¼ ð0; 0; 0Þ, and ðθ1d, θ2dÞ ¼ ð30; 60Þ [�],
respectively.

The control parameters are chosen as

ðk1, k2, k3, k4, k5, k6Þ ¼ ð2; 0:1; 2; 0:1; 2; 2Þ, ð80Þ
ðλ1, λ2Þ ¼ ð1; 1Þ, ðα1, α2Þ ¼ ð0:1; 0:1Þ: ð81Þ

As shown in Figures 3–5, the position, attitude, and joint angles converge to their desired
values in around 40 s. Figure 6 shows the time responses of the control inputs ui, i = 1,…,4.

Symbol Parameter Value Unit

Kv Transformation constant 54.945 rad s V�1

Jr Rotor inertia 6 � 10�5 kg m2

Jxx MOI about x axis 0.0552 kg m2

Jyy MOI about y axis 0.0552 kg m2

Jzz MOI about z axis 0.1104 kg m2

b Thrust coefficient 3.935139 � 10�6 N V�1

d Drag coefficient 1.192564 � 10�7 Nm V�1

l Distance from pivot to motor 0.1969 m

m Mass 2.85 kg

g Acceleration of gravity 9.81 ms�2

V Maximum input voltage 10 V

m1 Mass of link 1 0.1 kg

m2 Mass of link 2 0.1 kg

mp Mass of the payload 0.1 kg

l1 Length of link 1 0.5 m

l2 Length of link 2 0.5 m

Table 1. Parameters of the aerial robot.
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Figure 3. Time responses of the aerial robot’s position x, y, and z.

Figure 4. Time responses of the aerial robot’s Euler angles φ, θ, and Ψ.
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5. Conclusions

This chapter first derives the complete nonlinear dynamics of an aerial robot consisting of a
quadcopter with a two-link robot manipulator. Precise control of such an aerial robot is a
challenging task since the translational and rotational dynamics of the quadcopter are strongly
coupled with the dynamics of the manipulator. We extend our previous results on the control
of quadrotor UAVs to the control of aerial robots. In particular, we design a backstepping and
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Figure 6. Time responses of the control inputs ui, i = 1,…,4.
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Figure 5. Time responses of the robotic arm’s joint angles θ1 and θ2.
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Lyapunov-based nonlinear feedback control law that achieves the point-to-point control of the
areal robot. The effectiveness of this feedback control law is illustrated through a simulation
example.

The many avenues considered for future research include problems involving collaborative
control of multiple aerial robots. Future research also includes designing nonlinear control
laws that achieve robustness, insensitivity to system and control parameters, and improved
disturbance rejection. We also plan to explore the use of geometric mechanics formulation of
such control problems.

Appendix A

The matrices M and J can be expressed as

M ¼ mt

1 0 0
0 1 0
0 0 1

2
4

3
5, J ¼

J11 J12 J13
J21 J22 J23
J31 J32 J33

2
64

3
75,

where

J11 ¼ Jxx þ ½m1l2c1 þ ðm2 þmpÞl21 þ
1
12

m1l21� sin 2θ1 þ ½m2l2c2 þmpl22 þ
1
12

m2l22� sin 2θ2

þ 2l1ðm2lc2 þmpl2Þ sinθ1 sinθ2,

J22 ¼ Jyy þm1l2c1 þ ðm2 þmpÞl21 þ ðm2l2c2 þmpl22Þ þ 2l1ðm2lc2 þmpl2Þ cos ðθ2 � θ1Þ

þ 1
12

½m1l21 þm2l22�,

J33 ¼ Jzz þ ½m1l2c1 þ ðm2 þmpÞl21 þ
1
12

m1l21� cos 2θ1 þ ½m2l2c2 þmpl22 þ
1
12

m2l22� cos 2θ2

þ 2l1ðm2lc2 þmpl2Þ cosθ1 cosθ2,

J12 ¼ J21 ¼ J23 ¼ J32 ¼ 0;

J13 ¼ J31 ¼ � 1
2
½m1l2c1 þ ðm2 þmpÞl1 þ 1

12
m1l21� sin 2θ1

� l1ðm2lc2 þmpl2Þ sin ðθ1 þ θ2Þ � 1
2
½ðm2l2c2 þmpl22Þ þ

1
12

m2l22� sin 2θ2:

The matrix m can be computed as

m ¼
m1l2c1 þ ðm2 þmpÞl21 þ

1
12

m1l21 ðm2lc2 þmpl2Þl1 cos ðθ2 � θ1Þ
ðm2lc2 þmpl2Þl1 cos ðθ2 � θ1Þ m2l2c2 þmpl22 þ

1
12

m2l22

2
64

3
75:

The matrices K, Br, and Bt are given by
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Abstract

This chapter describes the development of an autonomous fluid sampling system for
outdoor facilities, and the localization solution to be used. The automated sampling
system will be based on collaborative robotics, with a team of a UAV and a UGV
platform travelling through a plant to collect water samples. The architecture of the
system is described, as well as the hardware present in the UAV and the different
software frameworks used. A visual simultaneous localization and mapping (SLAM)
technique is proposed to deal with the localization problem, based on authors’ previous
works, including several innovations: a new method to initialize the scale using
unreliable global positioning system (GPS) measurements, integration of attitude and
heading reference system (AHRS) measurements into the recursive state estimation, and
a new technique to track features during the delayed feature initialization process. These
procedures greatly enhance the robustness and usability of the SLAM technique as they
remove the requirement of assisted scale initialization, and they reduce the computa-
tional effort to initialize features. To conclude, results from experiments performed with
simulated data and real data captured with a prototype UAV are presented and
discussed.

Keywords: UAV, collaborative robotics, inertio-visual odometry, visual SLAM, GPS

1. Introduction

The development of aerial robots has become one of the most active fields of research in the last
decade. Innovations in multiple fields, like the lithium polymer batteries, microelectrome-
chanical sensors, more powerful propellers, and the availability of new materials and proto-
typing technologies, have opened the field to researchers and institutions, who used to be denied

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



access given the costs, both economic and in specialized personnel. The new-found popularity of
this research field has led to the proliferation of advancements in several areas [1] which used to
ignore the possibilities of aerial robots given the limited capacities they presented.

One of the environments where aerial robots are putting a foothold for the first time is
industry. Given the level of accountability, certification, and responsibility required in industry,
the field had been always reluctant to the introduction of experimental state of the art technol-
ogies. But thanks to the wider experimentation in aerial robots, resilience and performance
robustness levels have been improving, making them an option when solving several industry
problems. Currently, these problem are focused in logistical aspects and related operations,
like distribution of good and placement of them in otherwise hard to access points. An
example of this kind of applications would be the surveying and monitoring of fluids in
installations with multiple basins and tanks, for example, a wastewater processing plant.

Basin sampling operations generally require multiple samples of fluids in several points with a
given periodicity. This makes the task cumbersome, repetitive, and depending on the features
of the environment and other factors, potentially dangerous. As such, automatization of the
task would provide great benefits, reducing the efforts and risks taken by human personnel,
and opening options in terms of surveying scheduling.

One of the challenges that any autonomous Unmanned Aerial Vehicle (UAV) has to face is that
of estimating its pose with respect to the relevant navigational frames with accuracy. The
estimation methodology here discussed was formulated for estimating the state of the aerial
vehicle. In this case, the state is composed of the variables defining the location and attitude as
well as their first derivatives. The visual features seen by the camera are also included into the
system state. On the other hand, the orientation estimation can be estimated in a robust
manner by most flight management units (FMUs), with the output of the attitude and heading
reference system (AHRS) frequently used as a feedback to the control system for stabilization.

In order to account for the uncertainties associated with the estimation provided by the
attitude and heading reference systems (AHRSs), the orientation is included into the state
vector and is explicitly fused into the system. Regarding the problem of position estimation, it
cannot be solved for applications that require performing precise maneuvers, even with global
positioning system (GPS) signal available. Therefore, some additional sensory information is
integrated into the system in order to improve its accuracy, namely monocular vision.

The use of a monocular camera as the unique sensory input of a simultaneous localization and
mapping (SLAM) system comes with a difficulty: the estimation of the robot trajectory, as well
as the features map, can be carried out without metric information. This problem was pointed
out since early approaches like [2]. If the metric scale wants to be recovered, it is necessary to
incorporate some source of metric information into the system. In this case, the GPS and the
monocular vision can operate in a complementary manner. In the proposed method, the noisy
GPS data are used to incorporate metric information into the system, in periods where it is
available. On the other side, the monocular vision is used for refining the estimations when the
GPS is available or for performing purely visual-based navigation in periods where the GPS is
unavailable.
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In this work, we present an automated system designed with the goal of automate sampling
tasks in an open air plant and propose a solution for the localization problem in industrial
environments when GPS data are unreliable. The final system should use two autonomous
vehicles: a robotic ground platform and a UAV, which would collaborate to collect batches of
samples in several tanks. The specifications and designs of the system are described, focusing
on the architecture and the UAV. The next section describes the vision-based solution proposed
to deal with the localization for navigation problem, commenting several contributions done
with respect to a classical visual SLAM approach. Results discussing the performance and
accuracy of said localization techniques are presented, both based on simulations and real data
captured with the UAV described in Section 2. Finally, the conclusions discuss the next step in
the testing and development of the system and the refining of the localization technique.

2. System architecture

The architecture proposed to deal with the fluid sampling task aims to maximize the capability
to reach with accuracy the desired points of operation andmeasurement; andminimize the risks
associated with the process. The risks for human operators are removed or minimized, as they
can perform their tasks without exposing themselves to the outdoor industrial environment. To
achieve this, the system will present two different robotic platforms: a quadcopter UAV acts as
sample collector, picking fluid samples from the tanks; and a Unmanned Ground Vehicle (UGV)
platform acts as a collector carrier, transporting both the collector and the samples. As the risks
associated with the operation of the sample collector UAV are mainly related to the flight
operations, the UAV will travel generally safely landed on the collector carrier, where it could
be automatically serviced with replacement sample containers or battery charges.

2.1. Sampling system architecture and communications

The designed architecture of the system and its expected operation process can be observed in
Figure 1. The architecture has been divided into several blocks, so it can fit into a classical
deployment scheme in an industrial production environment. The analytics technicians at the
laboratory can use the scheduling and control module interface to order the collection of a
batch of samples. This is called collection order, detailing a number of samples, which basin
must they come from, and if there are any required sampling patterns or preferences. The
process can be set to start at a scheduled time, and stops may be enforced, i.e., samples on a
specific tank cannot be taken before a set hour.

The collection order is formed by a list of GPS coordinates (with optional parameters, like
times to perform operations), which is processed in the central server of the system. This
produces a mission path, which includes a route for the sample carrier, with one or more
stops. The mission path also includes the sampling flight that the sample collector UAV has to
perform with the sample carrier stop. The data of this flight, called collection mission, will be
transmitted by the sample carrier to the sample collector and will contain a simple trajectory
that the sample collector has to approximately follow, with height indications to avoid obsta-
cles, until the sampling point is reached.
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The different paths and trajectories are generated by the path planner module, which works on a
two-dimensional (2D) grid map model of the outdoors. When data are available, the grid is to be
textured with the map obtained from the visual SLAM technique proposed. The utilization of the
grid model allows introducing additional data, like occupancy, possible obstacles, or even sched-
uling the accessibility of an area, e.g., we can set a path normally used by workers during certain
hours to be avoided at those times. An energy minimization planning technique, essentially a
simplified approach to Ref. [3], is used to obtain the trajectories, considering a set of criteria.

1. All samples in the same basin/tank should be capture consecutively;

2. Minimizing the expected flight effort for the UAV (heuristically assuming that the trajec-
tory is a polyline of vertical and horizontal movements);

Figure 1. Proposed system distribution and communications diagram.
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3. Minimize penalties for restricted access areas;

4. Minimize the trajectory of the UGV.

The communications with the autonomous platforms of the system will be performed through
4G in order to allow video streaming during the prototyping and testing phases. The data
produced by the different elements of the system will be stored and logged to allow posterior
analysis. The rest of the communications can be performed through any usual channel in
industrial environments, be it a local network, Internet, VPN…, as the segmented architecture
allows discrete deployment. The communications between the sample carrier and the sample
collector will be performed through ZigBee, although they present Wi-Fi modules to ease
development and maintenance tasks.

A subset of the communication protocols is considered priority communications. This includes
the supervision and surveying messages in normal planned operation, and those signals and
procedures that can affect or override normal operation, e.g., emergency recall or landing. For
the UAV, the recall protocol uses a prioritized list of possible fallback points so that the UAV
tries to reach them. If the sample carrier is present, the UAV will try to land on it, searching for
its landing area through fiduciary markers. If it is not possible, the UAV will try another
fallback point in the list, until it lands or the battery is below a certain threshold: in that case,
it will just land in the first clear patch of ground available, though this will generally require
dropping the sampling device.

2.2. Sample collector aerial robot architecture

The UAV built as a sample collector, UAV is a 0.96 m diameter quadcopter deploying four 16”
propellers with T-MotorMN4014 actuators. The custom-built frame supports the propeller blocks
at 5� angle and is made of aluminum and carbon fiber. A PIXHAWK kit is used as a flight
management unit (FMU), with custom electronics to support 2 6 s 8000mAh batteries. AnOdroid
U4 single-board-computer is used to perform the high level task and deal with all noncritical
processes. Beyond the sensors present in the FMU (which includes AHRS and GPS), the UAV
presents a front facing camera USB (640�480@30fps) for monitoring purposes, an optical flow
with ultrasound sensor facing downward, and a set of four ultrasound sensors deployed in a
planar configuration to detect obstacles collision. The FX4 stack [4] is used to manage flying and
navigation, while a Robot Operating System (ROS) [5] distribution for ARM architectures is
run at the Odroid Single Board Computer (SBC), supporting MavLink for communications.
The communication modules and sensors are described at hardware level in Figure 2.

The hardware used weights approximately 4250 kg, while the propellers provide a theoretical
maximum lift of 13,900 g. The sample collection device, including the container, is being
designed with a weight below of 300 g, meaning that UAV, with the sample capture system
and up to 1000 ml of water-like fluid, would keep the weight/lift ratio around 0.4.

A simplified diagram of the operation process is shown in Figure 3. The communications are
divided into two blocks, those connecting the UAV with the main network for supervision and
emergency control, including video streaming with MavLink [6] over 4G, and those that will
connect it to the sample carrier during routine operation. This routine operation includes receiving
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the collection mission detailing the trajectory to the sampling point and the signal to start the
process. The action planner module in the UAV supervises the navigation tasks, making sure
that the trajectory waypoints are reached and the managing the water sample collector control
module.

The localization and positioning of the UAV are solved through a combination of GPS and
visual odometry estimation (see Section 4). To approach the water surface, the downward
looking ultrasonic height sensor will be used, as vision-based approaches are unreliable on
reflective surfaces. To ease the landing problem, the sample carrier will present fiduciary
markers to estimate the pose of the drone. This allows landing operations while inserting
the sample container into a socket, similarly to an assisted peg-in-the-hole operation. After
the UAV is landed, the sample collector control module releases the sample container, and the
sample carrier will replace the container with a clean one. After the container is replaced,
the carrier will send a signal to the UAV so that the new container is properly locked, while
the filled one will be stored.

As the autonomous navigation depends mainly on the localization and positioning, it is
largely based in GPS and visual odometry. This combination allows, combined with the
ultrasound to find height and avoid possible obstacle, to navigate the environment event if
the GPS signal is unreliable. Though there are more accurate alternatives to solve the SLAM
problem in terms of sensors, namely using RGB-D cameras or Lighting Detection and Ranging
(LiDAR)-based approaches, they present several limitations that make them unsuitable for
outdoor industrial environments. These limitations are in addition to the penalty imposed by
their economical cost, especially for models industry levels of performance and reliability.

Figure 2. Sample collector aerial robot hardware and communications diagram.
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In the case of RGB-D, most of the sensors found in the market are unreliable in outdoors as
they use IR or similar lightning frequencies. The subset of time-of-flight RGB-D sensors pre-
sents the same limitation as the LiDAR sensors: they are prone to spurious measurements in
environments where the air is not clear (presence of dusty, pollen and particles, vapors from
tanks), they present large latencies, making them unfit for real-time operation of UAVs, and
they are generally considered not robust enough for industrial operation. In the case of LiDAR,
and RGB-D if the SLAM/localization technique used focuses on depth measurements, there is
an additional issue present: these approaches normally rely in computationally demanding
optimization techniques to achieve accurate results, and the computer power available in an
UAV is limited.

Figure 3. Sample collector UAV robot block diagram.
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3. UAV localization and visual odometry estimation

The drone platform is considered to freely move in any direction in R3 � SO(3)R3 � SO(3), as
shown in Figure 4.

As the proposed system is mainly intended for local autonomous vehicle navigation, i.e.,
localize the sample collector during the different collection missions, the local tangent frame is
used as the navigation reference frame. The initial position of the sample collector landed over
the sample carrier is used to define the origin of the navigation coordinates frame, and the axes
are oriented following the navigation convention NED (North, East, Down). The magnitudes
expressed in the navigation, sample collector drone (robot), and camera frame are denoted,
respectively, by the superscripts NN, RR, and CC. All the coordinate systems are right-handed
defined. The proposed method will be taken mainly into account the AHRS and the downward
monocular camera, though it also uses data from the GPS during an initialization step.

The monocular camera is assumed to follow the central-projection camera model, with the
image plane in front of the origin, thus forming a noninverted image. The camera frame C is
considered right handed with the z-axis pointing toward the field of view. It is considered that

Figure 4. Coordinate systems: the local tangent frame is used as the navigation reference frame NN. AHRS: attitude and
heading reference system.

Aerial Robots - Aerodynamics, Control and Applications130



3. UAV localization and visual odometry estimation

The drone platform is considered to freely move in any direction in R3 � SO(3)R3 � SO(3), as
shown in Figure 4.

As the proposed system is mainly intended for local autonomous vehicle navigation, i.e.,
localize the sample collector during the different collection missions, the local tangent frame is
used as the navigation reference frame. The initial position of the sample collector landed over
the sample carrier is used to define the origin of the navigation coordinates frame, and the axes
are oriented following the navigation convention NED (North, East, Down). The magnitudes
expressed in the navigation, sample collector drone (robot), and camera frame are denoted,
respectively, by the superscripts NN, RR, and CC. All the coordinate systems are right-handed
defined. The proposed method will be taken mainly into account the AHRS and the downward
monocular camera, though it also uses data from the GPS during an initialization step.

The monocular camera is assumed to follow the central-projection camera model, with the
image plane in front of the origin, thus forming a noninverted image. The camera frame C is
considered right handed with the z-axis pointing toward the field of view. It is considered that

Figure 4. Coordinate systems: the local tangent frame is used as the navigation reference frame NN. AHRS: attitude and
heading reference system.

Aerial Robots - Aerodynamics, Control and Applications130

the pixel coordinates are denoted with the [u, v] pair convention and follow the classical direct
and inverse observation models [7].

The attitude and heading reference system (AHRS) is a device used for estimating the vehicle
orientation,while it ismaneuvering. Themost common sensors integratedwithAHRSdevices are
gyroscopes, accelerometers, and magnetometers. The advances in micro-electro-mechanical sys-
tems (MEMS) and microcontrollers have contributed to the development of inexpensive and
robust AHRS devices (e.g., [8–10]).

In the case of the deployed FMU, the accuracy and reliability provided by its AHRS are
enough to directly fuse its data into the estimation system. Thus, AHRS measurements are
assumed to be available at high rates (50–200 Hz) and modeled according to

yNa ¼ aN þ υa (1)

where aN¼ [ϕυ, θυ, ψυ]
T, being ϕv, θv, and ψv Euler angles denoting, respectively, the roll, pitch,

and yaw of the vehicle; with va being Gaussian white noise.

The global positioning system (GPS) is a satellite-based navigation system that provides 3D
position information for objects on or near the Earth’s surface, studied in several works [11, 12].
The user-equivalent range error (UERE) is a measurement of the cumulative error in GPS
position measurements caused by multiple sources of error. These error sources can be modeled
as a combination of random noise and slowly varying biases [11]. According to a study [13], the
UERE is around 4.0 m (σ); in this case, 0.4 m (σ) corresponds to random noise.

In this work, it is assumed that position measurements yr can be obtained from the GPS unit, at
least at the beginning of the trajectory, and they are modeled by

yr ¼ rN þ υr (2)

where vr is Gaussian white noise and rN is the position of the vehicle. As GPS measurements
are usually in geodetic coordinates, Eq. (2) assumes that they have been converted to the
corresponding local tangent frame for navigation, accounting for the transformation between
the robot collector frame and the antenna.

3.1. Problem formulation

The objective of the estimation method is to compute the system state x

x ¼ xυ , yN1 , yN2 …, yNn
� �T

(3)

where the system state x can be divided into two parts: one defined by xv and corresponding to
the sample collector UAV state, and the other one corresponding the map features. In this case,
yNi defines the position of the ith feature map. The UAV state xv is composed, at the same time, of

xυ ¼ qNR,ωR, rN,υN
� �T

(4)

where qNR represents the orientation of the vehicle with respect to the local world (navigation)
frame by a unit quaternion, and ωR ¼ [ωx, ωy, ωz] represents the angular velocity of the UAV
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expressed in the same frame of reference. rN ¼ [px, py, pz] represents the position of the UAV
expressed in the same navigation frame, with vN ¼ [vx, vy, vz] denoting the linear velocities. The
location of a feature yi

N (noted as yi for simplicity) is parameterized in its Euclidean form:

yNi ¼ pxi , pyi , pzi

h iT
(5)

The proposed system follows the classical loop of prediction-update steps in the extended
Kalman filter (EKF) in its direct configuration; working at the frequency of the AHRS. Thus,
both the vehicle state and the feature estimations are propagated by the filter, see Figure 5.

At the start of a prediction-update loop, the collector UAV state estimation xv takes a step
forward through the following unconstrained constant-acceleration (discrete) model:

qNC
kþ1 ¼ cos kWkI4�4 þ sin kWk

kWk W
� �

qNC
k

ωC
kþ1 ¼ ωC

k þΩC

rNkþ1 ¼ rNk þ υNk Δt

υNkþ1 ¼ υNk þ VN

(6)

In the model represented by Eq. (6), a closed form solution of _q ¼ 1/2(W)q is used to integrate
the current velocity rotation ωC over the quaternion qNC.

Figure 5. Block diagram showing the architecture of the system. EKF-SLAM: extended Kalman filter simultaneous
localization and mapping.
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At every step, it is assumed that there is an unknown linear and angular velocity with accelera-
tion zero-mean and known-covariance Gaussian processes σv and σω, producing an impulse
of linear and angular velocity: VN ¼ σv

2Δt and ΩC¼ σω
2Δt. It is assumed that the map features

yi remain static (rigid scene assumption). Then, the state covariancematrixP takes a step forward by

Pkþ1 ¼ ∇FxPk∇FTx þ ∇FuQ∇FTu (7)

where Q is the noise covariance matrix of the process (a diagonal matrix with the position and
orientation uncertainties); ∇Fx is the Jacobian of the nonlinear prediction model (Eq. (7)); and
∇Fu is the Jacobian of the concerning the derivatives of the input process represented by the
unknown linear and angular velocity impulses assumed.

3.2. Visual features: detection, tracking, and initialization

In order to retrieve the depth of a visual feature, the monocular camera, equipped in the UAV,
must observe it at least two times while moves along the flight trajectory. The parallax angle is
defined by the two projections of those measurements. The convergence of the depth of the
features depends on the evolution of the parallax angle. In this work, a method that is based on
a stochastic technique of triangulation is used for computing an initial hypothesis of depth for
each new feature prior to its initialization into the map. The initialization method is based on
previous author’s work [7].

3.2.1. Detection stage

The visual-based navigation method requires a minimum number of visual features yi observed
at each frame. If this number of visual features is lower than a threshold, then new visual features
are initialized into the stochastic map. The Shi-Tomasi corner detector [14] is used for detecting
new visual points in the image that will be taken as candidates to be initialized into the map as
new features.

When a feature is detected for the first time at k frame, a candidate feature cl is stored:

c1 ¼ tNc0
� �T

,θ0,φ0, Pyci , zuv

� �
(8)

where zuv ¼ [u, v] is the locationof the visual feature in pixel coordinates in image frame
k; yci¼ [tNc0, θ0, φ0]

T, complying the inverse observation model yci ¼ h(x̂,zuυ). Thus, yci models a
3D ray originating in the optical center of the camera when the feature is first observed, and
pointing to the infinite, with azimuth and elevation θ0 andφ0, respectively, according to previous
work [7]. At the same time, Pyci stores, as a 5 � 5 covariance matrix, the uncertainties of yci. Pyci

are computed as Pyci ¼ ∇Yci P∇Yci
T, where P is the system covariance and is the Jacobian of the

observation model h(x̂,zuυ) with respect to the state and coordinates u,v. A square patch around
[u, v], generally with 11 pixels sides, is also stored, to keep the appearance of the landmark.

3.2.2. Tracking of candidate features

The active search visual technique [15] can be used for tracking visual features that form part
of the system state. In this case, the information included in the system state and the system
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covariance matrix is used for defining images regions where the visual feature is searched. On
the other hand, in the case of the candidate features, there is no enough information for
applying the active search visual technique. A possibility for tracking the candidate features
is to use of general-purpose visual tracking approach [14]. This kind of methods uses only the
visual input and do not need information about the system dynamics; however, their compu-
tational cost is commonly high. In order to improve the computational performance, a differ-
ent technique is proposed. The idea is to define very thin elliptical regions of search in the
image that are computed based on the epipolar constraints.

After the k frame when the candidate feature was first detected, this one is tracked at subse-
quent frames k þ 1, k þ 2 … k þ n. In this case, the candidate feature is predicted to lie inside
the elliptical region Sc (see Figure 6). The elliptical region Sc is centered in the point [u, v], and it
is aligned (the major axis) with the epipolar line defined by image points e1 and e2.

The epipole is computed by projecting the line tNc0 stored in cl to the current image plane using
the camera projective model. As there is not any available depth information, the semiline
stored in cl is considered to have origin tNc0, and a length d ¼ 1, producing point e1 and e2.

The orientation of the ellipse Sc is determined by αc ¼ atan2(ey,ex), where ey and ex represent the
y and x coordinates, respectively, of the epipole e, and e ¼ e2 � e1. The size of the ellipse Sc is
determined by its major and minor axis, respectively, a and b. This ellipse Sc represents a
probability region where the candidate point must lie in the current frame. The proposed
tracking method is intended to be used during an initial short period of time, applying cross-
correlation operators. During this period, some information will be gathered in order to
compute a depth hypothesis for each candidate point, prior to its initialization as a new map
feature.

On the other hand, during this stage, the available information of depth about the candidate
features is not well-conditioned. For this reason, it is not easy to determine an adaptive and
optimal size of the search image region. Therefore, according to the kind of application, the

Figure 6. The established search region to match candidate points is constrained to ellipses aligned with the epipolar line.
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parameter a is chosen empirically. In the experiments presented in this work, good results were
obtained choosing a ¼ 20 pixels.

3.2.3. Depth estimation

Each time a new image location zuv¼ [u, v] is obtained for a given candidate cl, a depth
hypothesis is computed, through stochastic triangulation, as described in previous work [16].
In previous authors’ work [17], it was found that the estimates of the feature depth can be
improved by passing the hypotheses of depth by a low-pass filter. Thus, only when parallax
αi is greater than a specific threshold (αi > αmin), a new feature ynew¼ [pxi, pyi, pzi]

T¼ h(cl, d) is
added to the system state vector x, as Eq. (3).

In order to correctly operate the proposed method, a minimum number of map features must
be maintained inside the camera field of view. For example in Ref. [21], it is stated that a
minimum number of three features are required for the operation of monocular SLAM. In
practice, of course, it is better to operate with a higher minimum number of features. The
above requires to initialize continuously new features into the map.

The initialization time period that takes a candidate point to become a map feature depends
directly on the evolution of the parallax angle. At the same time, the evolution of the parallax
depends on the depth of the feature and the movement of the camera. For example, the
parallax for a near point can increase very quickly due to a small movement of the camera. In
practice, it is assumed that the dynamics of the aerial vehicle allows tracking a sufficient
number of visual features for initialization and measurement purposes. Experimentally, at
least for nonaggressive typical flight maneuvers, we have not found yet major problems in
order to accomplish the above requirement.

3.3. Prediction-update loop and map management

Once initialized, the visual features yi are tracked by means of an active search technique,
using zero-mean normalized cross-correlation to match a given feature, and the patch that
notes its appearance to a given pixel to be found in a search area. This search area is defined
using the innovation covariance. The general methodology for the visual update step can be
found in previous works [7, 16, 18], where the details in terms of mathematical representation
and implementation are discussed. In this work, the loop closing problem and the application
of SLAM to large-scale environments are not addressed. Although it is important to note that
SLAM methods that perform well locally can be extended to large-scale problems using
different approaches, such as global mapping [19] or global optimization [20].

On the other side, when an attitude measurement yNa is available, the system state is updated.
Since most low-cost AHRS devices provide their output in Euler angles format, the following
measurement prediction model ha ¼ h(x̂v) is used:

θυ

φυ

ψυ

2
4

3
5 ¼

a tan 2ð2ðq3q4 � q1q2Þ, 1� 2ðq22 � q23ÞÞ
a sin ð�2ðq1q3 � q2q4ÞÞ

a tan 2ð2ðq3q4 � q1q4Þ, 1� 2ðq23 � q24Þ

2
64

3
75 (9)
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During the initialization period, position measurements yr are incorporated into the system
using the simple measurement model hr ¼ h(x̂v):

hr ¼ px, py, pz
h iT

(10)

The regular Kalman update equations [7, 16, 18] are used to update attitude and position
whenever is required, but using the corresponding Jacobian ∇H and measurement noise
covariance matrix R related to the AHRS observation model.

In this work, the GPS signal is used for incorporating metric information into the system in
order to retrieve the metric scale of the estimates. For this reason, it is assumed that the GPS
signal is available at least during some period at the beginning of the operation of the system.
In order to obtain a proper operation of the system, this period of GPS availability should be
enough for allowing the convergence of the depth for some initial features. After this initiali-
zation period, the system is capable of operating using only visual information.

In Ref. [21], it is shown that only three landmarks are required for setting the metric scale in
estimates. Nevertheless, in practice, there is often a chance that a visual feature is lost during
the tracking process. In this case, it is convenient to choose a threshold n ≥ 3 of features that
present convergence in order to end the initialization process. In this work, good experimental
results were obtained with n ¼ 5.

An approach for testing features convergence is the Kullback distance [22]. Nevertheless, the
computational cost of this test is quite high. For this reason, the following criterion is proposed
for this purpose:

maxðeigðPyiÞÞ <
kyi � rNk

100
(11)

where Pyi is the covariance matrix of the yi feature, and it is extracted from the system
covariance matrix P. If the larger eigenvalue of Pyi is smaller than a centime of the distance
between the feature and the camera, then it is assumed that the uncertainty of the visual
features is small enough to consider it as an initial landmark.

4. Results

In this section, the results related to the proposed visual odometry approach for UAV localiza-
tion in industrial environments are discussed. The results obtained using synthetic data from
simulations as well as that obtained from experiments with real data are presented. The
experiments were performed in order to validate the performance, accuracy, and viability of
the proposed localization method, considering a real outdoor scenario. Previous works by the
authors [7, 18] and other researchers [2] have proven that similar solutions can reach real-time
performance, being of more interest development of robust solutions that can be optimized
further down the line. The proposed method was implemented in MATLAB©.
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results were obtained with n ¼ 5.

An approach for testing features convergence is the Kullback distance [22]. Nevertheless, the
computational cost of this test is quite high. For this reason, the following criterion is proposed
for this purpose:

maxðeigðPyiÞÞ <
kyi � rNk

100
(11)

where Pyi is the covariance matrix of the yi feature, and it is extracted from the system
covariance matrix P. If the larger eigenvalue of Pyi is smaller than a centime of the distance
between the feature and the camera, then it is assumed that the uncertainty of the visual
features is small enough to consider it as an initial landmark.

4. Results

In this section, the results related to the proposed visual odometry approach for UAV localiza-
tion in industrial environments are discussed. The results obtained using synthetic data from
simulations as well as that obtained from experiments with real data are presented. The
experiments were performed in order to validate the performance, accuracy, and viability of
the proposed localization method, considering a real outdoor scenario. Previous works by the
authors [7, 18] and other researchers [2] have proven that similar solutions can reach real-time
performance, being of more interest development of robust solutions that can be optimized
further down the line. The proposed method was implemented in MATLAB©.
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4.1. Experiments with simulations

The values of the parameters used to simulating the proposed method were taken from the
following sources: (i) the parameters of the AHRS were taken from Ref. [8], (ii) the model used
for emulating the GPS error behavior was taken from Ref. [23], and (iii) the parameters of the
monocular camera are the same for real camera used in real-data experimentation.

In order to validate the performance of the proposal, two different scenarios were simulated
(see Figure 7) as follows:

1. The environment of the aerial robot is composed of landmarks uniformly distributed over
the ground. The quadrotor performs a circular flight trajectory, at a constant altitude, after
the taking off.

2. The environment of the aerial robot is composed of landmarks randomly distributed over
the ground. The quadrotor performs and eight-like flight trajectory, at a constant altitude,
after the taking off.

In simulations, the data association problem is not considered, that is, it is assumed that visual
features can be detected and tracked without errors. Also, it is assumed that the aerial robot
can be controlled perfectly.

Figure 7. Estimation of two flight trajectories obtained with the filtered GPS data (left plots), and with the scheme
proposed of visual-based navigation (right plots).
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In order to obtain a statistical interpretation of the simulations results, the MAE (mean abso-
lute error) was computed for 20 Monte Carlo runs. The MAE was calculated for the following
cases:

1. Trajectory estimated using only filtered data from the GPS.

2. Trajectory estimated using visual information in combination with GPS data, during all
the simulation.

3. Trajectory estimated using visual information and GPS data, but only during the initiali-
zation period.

In the results presented in Figure 8, it can be appreciated the typical SLAM behavior, every
time when the aerial robot flight near to its initial position, when the visual-based scheme is
used. In this case, note that when the initial visual features are recognized again, the error is
minimized. On the other hand, in the case where GPS data is fused into the system during the
whole trajectory, it can be appreciated an influence of the GPS error when the aerial robot flight
near to its initial position. In this latter case, the error is less minimized. The above results can
suggest that for some scenarios, it is better to navigate relying only on visual information.

Also, it is important to note that for trajectories where the aerial robot moves far away from the
initial position, the use of GPS data can be very useful because an upper bound is imposed to
the error drift which is inherent to the navigation scheme based only on vision.

Figure 8. Mean absolute error (MAE) in position computed from two simulations (a and b) out of 20 Monte Carlo runs:
(upper plot) simulation (a) results; (lower plot) simulation (b) results.
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It is important to note that errors related to the slow-time varying bias of the GPS can be
modeled in Eq. (2) by considering a bigger measurement noise covariance matrix. However, in
experiments, it was found that if this matrix is increased too much then the convergence of
initial visual features can be affected. Future work could include an adaptive approach for
fusing GPS data, or for instance, to include the bias of the GPS into the system state in order to
be estimated.

4.2. Experiments with real data

The custom build sample collector UAV was used to perform experiments with real data. In
experiments, the quadrotor has been manually radio-controlled to capture data. The data
captured from the GPS, AHRS, and frames from the camera were synchronized and stored in
an ROS data set. The frames with a resolution of 320 � 240 pixels, in gray scale, were captured
at 26 fps. The flights of the quadrotor were conducted in industry-like facilities.

The surface of the field is mainly flat and composed of asphalt, grass, and dirt, but the
experimental environment also included some small structures and other manmade elements.
In average eight to nine GPS, satellites were visible at the same time.

In order to evaluate the estimates obtained with the proposed method, the flight trajectory of
the quadrotor was determined using an independent approach. In this case, the position of the
camera was computed, at each frame, with respect to a known reference composed of four
marks placed on the floor forming a square of known dimensions. The perspective on four-
point (P4P) technique described in [24] was used for this purpose.

As it was explained earlier, an initialization period was used for incorporating GPS readings in
order to set the metric scale of the estimates. After the initialization period, the estimation of
the trajectory of the aerial robot was carried out using only visual information.

The same methodology used with simulated data was employed with real data. Therefore, the
same experimental variants were tested: (i) GPS, (ii) GPS þ camera, (iii) camera (GPS only
during the initialization period). All the results were obtained averaging 10 experimental out-
comes. Figure 9 shows the evolution of the estimated flight trajectory along the time, which
was obtained with each experimental variant. Table 1 shows a summary of the above experi-
mental results. In this case, in order to compute the error in position, the trajectory computed
with the P4P technique was used as ground truth.

It worthwhile to note that analyzing the above results, it can be verified similar conclusions
that they were obtained with simulations: The use of GPS exclusively can be unreliable for
determining the vehicle position in the case of fine maneuvers. In flight trajectories near to the
initial reference, the error can be slightly low relying only on visual information.

Regarding the application of the proposed method in a real-time context, the number of
features that are maintained in the system state is considerably below an upper bound that
should allow a real-time performance, for instance by implementing the algorithm in C or
Cþþ languages. In particular, since early works in monocular SLAM as Davison [25], it was
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Figure 9. Flight trajectory estimated with: (i) P4P visual reference, (ii) camera, (iii) camera þ GPS, and (iv) GPS. The
position is expressed in north coordinates (upper plot), east coordinates (middle plot), and altitude coordinates (lower
plot). In every case, an initialization period of 5 s was considered with GPS availability.

Method NOF aMAE

GPS – 1.70 � 0.77σ

Camera þ GPS 56.4 � 10.2σ 0.21 � 0.11σ

Camera 57.9 � 9.3σ 0.20 � 0.09σ

NOF stands for the average number of visual features contained within the stochastic map. The aMAE is the average
mean absolute error in position (in meters).

Table 1. Summary of results with real data.
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shown the feasibility of real-time operation for EKF-based methods for maps composed of up
to 100 features.

5. Conclusions

An industrial system to automatize the water sampling processes on outdoor basins in a
wastewater treatment plant has been proposed, with novel research to solve the localization
for navigation problem under unreliable GPS. The architecture of the whole system has been
described, while specifications at the hardware level have been presented for those elements
designed completely, including the sample collector UAV, and the proposed localization tech-
nique has been described and validate with experiments performed over simulated and real
data. The localization technique presented can be described as a vision-based navigation and
mapping system applied to UAV.

The proposed estimation scheme is similar to a pure monocular SLAM system, where a single
camera is used for estimating concurrently both the position of the camera and a map of visual
features. In this case, a monocular camera equipped in the aerial robot, which is pointing to the
ground, is used as the main sensory source. On the other hand, in the proposed scheme
additional sensors, which are commonly available in this kind of robotic platforms, are used
for solving the typical technical difficulties which are related to purely monocular systems.

One of the most important challenges, regarding the use of monocular vision in SLAM, is the
difficulty in estimating the depth information of visual features. In this case, a method based
on a stochastic technique of triangulation is proposed for this purpose.

Perhaps the other most relevant challenge, regarding the use of monocular vision, has to do
with the difficulty of retrieving the metric scale of estimates. In this work, it is assumed that the
GPS signal is available during an initial period of time which is used for set the metric scale of
the estimates. After the initialization period, the proposed system is able to estimate the
position of the flying vehicle using only visual information.

For some scenarios, it was seen that the exclusive used of filtered GPS data can be unreliable
for performing fine maneuvers. This is due to the noise implicit in GPS measurements. In this
context, the following conclusions were found based on the experiments with real data as well
as with simulations:

1. Even the use of very noisy GPS data, during an initial short period of time, can be enough
for set the metric scale of the estimates obtained by a monocular SLAM system.

2. The integration of GPS measurements can be avoided for flight trajectories near to the
origin of the navigation frame.
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Abstract

With advancements in low-energy-consumption multi/many core embedded-computing 
devices, a logical transition for robotic systems is Supercomputing, formally known as 
high performance computing (HPC), a tool currently used for solving the most complex 
problems for humankind such as the origin of the universe, the finding of deceases’ cures, 
etc. As such, HPC has always been focused on scientific inquires. However, its scope 
can be widening up to include missions carried out with robots. Since a robot could be 
embedded with computing devices, a set of robots could be set as a cluster of computers, 
the most reliable HPC infrastructure. The advantages of setting up such an infrastructure 
are many, from speeding up on-board computation up to providing a multi-robot system 
with robustness, scalability, user transparency, etc., all key features in supercomputing. 
This chapter presents a middleware technology for the enabling of high performance 
computing in multi-robot systems, in particular for aerial robots. The technology can 
be used for the automatic deployment of cluster computing in multi-robot systems, the 
utilization of standard HPC technologies, and the development of HPC applications in 
multiple fields such as precision agriculture, military, civilian, search and rescue, etc.

Keywords: high performance computing (HPC), cluster of computers, multi-robot 
systems, HPC-ROS, ubiquitous supercomputing, unmanned aerial system (UAS), 
unmanned aerial vehicle (UAV), HPC cluster of robots

1. Introduction

High performance computing (HPC) can be thought as a tool for allowing or speeding up the 
solving of problems that either cannot be solved in a regular desktop computer or it would 
take too much time to do it. Within the scope of robotics, for example in missions carried 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



with unmanned aerial systems (UASs), HPC approaches and technologies could be used for 
distributed on-board computing, in order to maximize efficiency.

Among many existing HPC infrastructures, a cluster of computers is perhaps the most com-
mon. The idea consists on integrating multiple computing units (e.g., CPUs, GPUs, desktop 
computers, servers, etc.) into a single platform where software can use the entire resources 
acting as one, therefore, facilitating a timely execution. To do so, the software must be written 
with specific parallel or distributed software libraries in order to exploit the resources among 
which it is being executed. For example, parallel software on-board robots could exploit 
embedded CPU cards with multiple cores, etc., even among independent robots acting as a 
cluster of computers.

To sustain the objective of speeding up computation, given the fact that a cluster of com-
puters is build up out of multiple independent computing units, certain features must be 
provided by the platform itself. Such features are scalability, failure tolerance, robustness, 
reliability, and user transparency. For the rest of this document, these features are referred as 
HPC features.

Scalability refers to the idea of adding or subtracting computing units to the cluster (nodes), 
without compromising the entire system. In the context of robotic systems performing real-
world missions, scalability can be used to adapt the mission objectives to the available robots, 
providing the capability of adding or subtracting new robots if needed.

Failure tolerance refers to the capacity of recovering in case of failures such as those occur-
ring in nodes, software, etc. Given the changing environment conditions, in which real-world 
robotic missions are carried out, different sources of failures are expected. Tolerance to such 
failures, as in load redistribution, for example, is a much desired feature for robotic systems.

Robustness refers to the capacity of adaptation to possible errors that might occur during 
software execution, where the probability of such occurrence is higher, in comparison with 
sequential (in a single computing unit) execution.

Reliability relates to the results obtained by a software execution. This is, software output, 
obtained through distributed/parallel approaches must be the same as it would be in a 
sequential approach. Both robustness and reliability are much desired for software embed-
ded on robotic systems.

User transparency refers to the fact that the user interacting with the HPC infrastructure does 
not need to understand the complexity necessary to set a single computing facility built up 
of distributed independent computing units. This offers a whole set of options to robotic sys-
tems. For example, a parallel application could be developed to pilot all robots at once.

Furthermore, time efficiency and task distribution can also be considered as HPC features.

The HPC features are provided by the platform itself and by parallel software libraries such as 
message passing interface (MPI) [1]. The platform is depicted as a set of specific software lay-
ers with particular functions and multiple open-source and privative software solutions (for 
each layer)–HPC software layers. These layers are operating system, user system/file system, 
batch system, and applications.
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Figure 1 depicts the organization of the HPC software layers in a traditional cluster of com-
puters (a) and the proposal for replication of such layers in a cluster of computers built with 
robots (b), in this case UASs, as presented in the following sections.

As it can be seen in Figure 1, nodes in an HPC cluster can be classified as master and slaves. 
The master node represents the machine in charge of managing the entire infrastructure, 
monitor it, control it, and serving as an access point for the users. The slaves nodes are the 
ones in charge of performing computation.

Theoretically, any type of computing unit could potentially be part of an HPC cluster of com-
puters, provided that such software layers can be deployed over it. Such idea extends to robots.

While, nowadays, the computing capability of a common HPC node far exceeds those of a 
robot, the idea of splitting a software task and performing a parallel/distributed approach 
holds. Moreover, the tasks being performed by a robot are not as complex as it would be a task 
performed by a common HPC node.

And since an operating system can be installed in computing cards that can be implemented 
on robotic infrastructures, theoretically, an HPC cluster of computers could be deployed with 
multiple robots.

Attempts to do so have been done in the past. Holland et al. [2] proposed the UltraSwarm sys-
tem, with the objective of providing an unmanned aerial vehicle (UAV) swarm with a single 
controlling intelligence based on HPC.

The UltraSwarm system is a combination of swarm intelligence and wireless cluster comput-
ing based on Linux and Bluetooth communications. However, the authors did not implement 
the HPC cluster computing software layers, which ultimately leads to not being able of offer-
ing user transparency, scalability, failure tolerance, robustness and reliability, in the sense of 
classical cluster computing.

Marjovi et al. [3] proposed the concept of robotic cluster and defined as: A robotic cluster is 
a group of individual robots, which are able to share their processing resources among the 
group in order to quickly solve computationally hard problems.
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The authors implemented a software platform that resembles the one here presented, specifi-
cally to what they called the middleware layer. In their case, the HPC libraries MPI, which 
allows software to run in parallel and offers certain features to handle communication among 
distributed processes.

As for the concept of middleware, as a software layer, between two software layers (for this 
case: the operating system and the parallel applications layer) and with the objective of seeing 
the cluster's computing units as a single one, it is valid to consider MPI as such. However, it 
is perhaps more adequate to consider the batch system (Figure 1) as the HPC cluster middle-
ware and allocate MPI libraries to the applications layer, as it is, in the traditional concept 
of an HPC cluster of computers. Moreover, the authors Marjovi et al. [3] did not implement 
the user system/file system layer, which is the one providing an HPC cluster with the ability 
of replicating data among the independent computing units and to set a multipurpose/mul-
tiuser infrastructure.

Moreover, a single robot (e.g., an UAS) could be considered as an HPC infrastructure in itself. 
Multiple and different types of computing boards (e.g., CPUs, GPUs, FPGAs) could be embed-
ded on it, giving the robot the ability of locally processing data and even doing it using paral-
lelism (e.g., open MP [4], open MPI [5] or compute unified device architecture–CUDA [6]). This 
could reduce the dependency on data links, favoring therefore mission real-time decisions.

Salamí et al. [7] implemented two applications: a parallel hot spot detection algorithm and a 
jellyfish detection algorithm on board unmanned aerial system (UAS) for fast response using 
and comparing three different computing cards (EPIA N700-15 VIA C7-1.5, Pandaboard with 
OMAP 4430 integrated CPU, INTEL T7500 on GENE-9655 motherboard and TilenCore-Gx 
board with TILE-Gx36). The results showed that performing on-board parallel computing 
provides faster response time for critical missions.

Multiple companies provide nowadays multi-core light-weight low-energy-consumption 
computing cards for embedded robotic systems (e.g., Intel, NVIDIA, Texas Instruments, 
Raspberry PI Foundation, Qualcomm, Parallela, etc.), ranging from dual core CPU cards like 
the Intel Edison architecture [8] up to the 256 NVIDIA CUDA cores Jetson TX1 [9].

With advancements in energy consumption decreasing, GPUs represent an important tech-
nology for robotic-embedded parallel computing. Jeon et al. [10] presented a real-time vision-
guided control algorithm (detection and tracking) for an UAV using CUDA-enabled GPU 
cards. Cocchioni et al. [11] also showed the implementation of visual-based landing for an 
unmanned quadrotor using a NVIDIA Tegra Jetson K1.

Furthermore, a cluster of computers can be set up in a single robot as well, as Ribeiro et al. 
[12] proposed by designing a robotic flying crane with an embedded cluster of computers 
composed of ODROID-x2 processors [13], Linux Ubuntu and sun grid engine (SGE) [14] as 
batch system.

Considering multiple robots, an HPC cluster of computers could be set up among them. 
However, most studies on multi-robot systems are based on swarming approaches focusing 

Aerial Robots - Aerodynamics, Control and Applications150



The authors implemented a software platform that resembles the one here presented, specifi-
cally to what they called the middleware layer. In their case, the HPC libraries MPI, which 
allows software to run in parallel and offers certain features to handle communication among 
distributed processes.

As for the concept of middleware, as a software layer, between two software layers (for this 
case: the operating system and the parallel applications layer) and with the objective of seeing 
the cluster's computing units as a single one, it is valid to consider MPI as such. However, it 
is perhaps more adequate to consider the batch system (Figure 1) as the HPC cluster middle-
ware and allocate MPI libraries to the applications layer, as it is, in the traditional concept 
of an HPC cluster of computers. Moreover, the authors Marjovi et al. [3] did not implement 
the user system/file system layer, which is the one providing an HPC cluster with the ability 
of replicating data among the independent computing units and to set a multipurpose/mul-
tiuser infrastructure.

Moreover, a single robot (e.g., an UAS) could be considered as an HPC infrastructure in itself. 
Multiple and different types of computing boards (e.g., CPUs, GPUs, FPGAs) could be embed-
ded on it, giving the robot the ability of locally processing data and even doing it using paral-
lelism (e.g., open MP [4], open MPI [5] or compute unified device architecture–CUDA [6]). This 
could reduce the dependency on data links, favoring therefore mission real-time decisions.

Salamí et al. [7] implemented two applications: a parallel hot spot detection algorithm and a 
jellyfish detection algorithm on board unmanned aerial system (UAS) for fast response using 
and comparing three different computing cards (EPIA N700-15 VIA C7-1.5, Pandaboard with 
OMAP 4430 integrated CPU, INTEL T7500 on GENE-9655 motherboard and TilenCore-Gx 
board with TILE-Gx36). The results showed that performing on-board parallel computing 
provides faster response time for critical missions.

Multiple companies provide nowadays multi-core light-weight low-energy-consumption 
computing cards for embedded robotic systems (e.g., Intel, NVIDIA, Texas Instruments, 
Raspberry PI Foundation, Qualcomm, Parallela, etc.), ranging from dual core CPU cards like 
the Intel Edison architecture [8] up to the 256 NVIDIA CUDA cores Jetson TX1 [9].

With advancements in energy consumption decreasing, GPUs represent an important tech-
nology for robotic-embedded parallel computing. Jeon et al. [10] presented a real-time vision-
guided control algorithm (detection and tracking) for an UAV using CUDA-enabled GPU 
cards. Cocchioni et al. [11] also showed the implementation of visual-based landing for an 
unmanned quadrotor using a NVIDIA Tegra Jetson K1.

Furthermore, a cluster of computers can be set up in a single robot as well, as Ribeiro et al. 
[12] proposed by designing a robotic flying crane with an embedded cluster of computers 
composed of ODROID-x2 processors [13], Linux Ubuntu and sun grid engine (SGE) [14] as 
batch system.

Considering multiple robots, an HPC cluster of computers could be set up among them. 
However, most studies on multi-robot systems are based on swarming approaches focusing 

Aerial Robots - Aerodynamics, Control and Applications150

mainly on collision avoidance, motion coordination, flying formation, etc., all applications 
that could be allocated to the applications layer of the HPC cluster of computers platform.

Multiple research has been done using robot operating system (ROS) [15] for robot swarming 
[16–22] but not setting up an HPC cluster of computers (HPC software layers). It is our belief 
that by setting up a cluster of computers with a multi-robot (e.g., UAS) system (HPC cluster 
of robots), several advantages appear in comparison with using a single UAS. The following 
lists such advantages, relating them with the HPC features (S = scalability, FT = failure toler-
ance, RO = robustness, RE = reliability, UT = user transparency, TE = time efficiency, TD = task 
distribution) and the HPC software layers:

1. Cooperative/distributed on-board mission execution (TE, TD) (e.g., mission on-board soft-
ware). Some mission examples are tracking and target recognition, vegetation health anal-
ysis, hot-spot detection and extinction, surveillance and intelligence, etc. This is managed 
by the applications and the batch system layers.

2. Distribution of mission area to multiple UASs (i.e., each UAS is assigned with a mission 
subarea) (TE, TD). This is managed by the applications and the batch system layers.

3. Single access point (UT). The master node, in a cluster of computers, acts as user frontend. 
In this sense, once a user is logged in, the master can access the entire infrastructure, as it 
would be a single computing unit made up of multiple computing units. For example, a 
parallel multi-UAS autopilot could be developed or even a pilot could control the entire 
system by controlling only the master.

4. Multipurpose/multiuser systems. A cluster of computers is designed to allow multiple users 
execute multiple purposes software and doing it so efficiently. This is one of the specific ob-
jectives of the batch system and its interaction with the user and file system.

5. Lower system implementation costs (S, FT). Deploying a single UAS with high computing 
power will require higher costs that several UASs with little computing power acting as a 
cluster of computers.

6. No single point of failure (FT). In case of a single UAS, a failure could compromise the 
entire system.

7. Node addition in case of need (S). This is managed by the batch system.

8. Workload reassignment in case of software failure, node failure, or even robot destruction 
(intentionally or unintentionally) (S, FT, RO). This is managed by the batch system.

High performance computing has been used, traditionally, as a tool for solving the most com-
plex problems known to humankind. However, recently, the emergence of the ideas behind 
big data expands HPC scope from sciences to commercial applications. The infrastructure 
underneath big data software is in fact a supercomputer with similar layers as the HPC soft-
ware layers. The same applies for cloud computing, grid computing, and opportunistic com-
puting. In this sense, supercomputing is everywhere, except in robots yet.
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With regard to the proposed definition of robotic cluster [3], it is clear that the driver of imple-
menting HPC infrastructures remains as the capacity of quickly processing computationally 
hard problems (computing efficiency), according to the authors. In fact, it is fair to say that 
HPC has always been targeted as a tool for such purpose.

However, in this work, it is proposed to put such main driver aside and focus on the HPC fea-
tures used to provide it. By exploiting such features, the potential of developing and creating 
complex applications is enormous. Applications running over multiple independent computing 
units, acting as one (an abstraction of user transparency) and enjoying high computing efficiency. 

To do so, it is proposed the development of an HPC enabler, a platform middleware tech-
nology to bring HPC features everywhere—Ubiquitous supercomputing. Not only to common 
HPC cluster nodes or robots but also to any device capable of supporting it.

Such enabler should allow (HPC enabler features):

1. The automatic deployment (installation and configuration) of the HPC software layers.

2. The use of standard HPC software applications for each layer.

3. Serve as a middleware where users and researchers can develop software applications 
to be deployed on the HPC applications layer (uppermost) relying on scalable subjacent 
software layers, and;

4. Adaptation to the specific conditions of the devices and the missions carried out by such 
devices. For example, the nodes in an HPC cluster of computers are normally connected 
through high-speed high-bandwidth low-latency communication technologies. Such con-
ditions are not available for robotic applications nowadays.

In this work, it is presented as the high-performance computing/robot operating system 
(HPC-ROS) package, an enabler technology for ubiquitous supercomputing.

Robot operating system (ROS) is a middleware to facilitate robotics systems development, 
easing technology reutilization, and research cooperation via packages. As far as we can tell, 
there is neither a single available package in the current ROS version (KINETIC) nor the pre-
vious versions package repositories, that provides the features proposed by the HPC-ROS 
package presented here.

Following, Section 2 introduces a novel conceptual description to implement HPC robotic 
applications in the future. In Section 3, the HPC-ROS package is presented and Section 4 
depicts current conclusions.

2. Conceptual description

In this section, it introduced a conceptual description (ontology) to facilitate the design of mis-
sions carried out with HPC cluster of robots.
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Considering the idea of a robot as a software container, a mission can be understood as a set 
of software executed in the robots and in ground stations. This software could be of two types: 
control and mission. Control refers to the software used for the management of the robot, and 
it is classified in three types, as:

• Operation: e.g., flying (telemetry, autopilot, etc.).

• Payload: Sensor, actuators management software.

• Awareness: Software for the interaction with the environment and other actors e.g., Air 
traffic management (ATM).

Mission refers to the embedded software used for the carrying of the mission.

Under these ideas, the concept of HPC job is presented. An HPC job is a set of software that 
requires a set of hardware resources for its execution (e.g., quantity of CPUs, RAM, GPUs, 
disk space, etc.) during a time window known as walltime.

The conceptual description, here presented, serves two purposes:

1. Facilitate the design of scalable missions carried out by HPC cluster of robots

2. Mapping of a mission into HPC jobs.

The following terms are introduced within the scope of this conceptual description.

A system is a set of independent heterogeneous or homogeneous nodes (e.g., robots, ground 
stations, computers, etc.) performing a set of missions distributively and/or cooperatively.

A mission is a set of HPC jobs running on an infrastructure.

An infrastructure is the system's subset of nodes assigned to a mission.

The following features are part of this conceptual description:

1. A system is composed of 1 up to N missions.

2. A mission is composed of 1 up to M Jobs (HPC Jobs) and an infrastructure.

3. A job is composed of 1 up to X software applications.

4. Software is classified as payload or operation.

5. Each software has a required amount of resources (e.g., CPU cores, GPU cores, RAM, etc.) 
and a walltime (estimated time of completion).

6. An infrastructure is an HPC cluster, and therefore, it implements all the HPC layers and at 
least a master node and a set of slave nodes.

7. Each system, mission, job, software, infrastructure, cluster, node has a cost, that can be used 
for inter (multi-system) or intra (mission-wise, cluster-wise, job-wise, etc.) system negotiation.
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Moreover, the nodes within a system are classified, according to the robot role description 
(RRD) concept introduced here, as:

1. Master: This is the HPC cluster (infrastructure) master, the machine in charge of imple-
menting the server-side of each HPC software layer. The master node acts as the frontend, 
to which users interact via HPC jobs submitted to the server-side of the batch system. Nor-
mally, though not necessarily, the master node does not perform computation, and there-
fore, it does not require implementing powerful computing resources such as CPUs, etc.

2. Shadow master: In case of master failure, a shadow master configured as AP (Active/Pas-
sive) or AA (Active/Active–load balancing) is set in an HPC cluster.

3. Slave: The slave nodes are the ones in charge of performing computation. The client-side 
of each HPC software layer is set upon slave nodes.

4. Cluster operator: Considering the autonomy level of a robot, some nodes might require a 
human operator, pilot, etc. However, relying on the HPC software layers, software in the 
applications layer could be deployed to operate the entire cluster. This node is the pilot/
cluster interface. This is, the pilot interacts with the cluster operator, which in turn com-
mands the entire cluster. A complete scheme can be devised using the file system to handle 
multiple user profiles and node operators.

5. Mission controller: This is the node, which controls the mission. It is the node, where a soft-
ware application, in the applications layer, is deployed to do so. In this sense, this node be-
longs to the infrastructure assigned to the mission. This is a node whose scope is intra-cluster.

6. System controller: This is the node, which controls the system. It is the node, where a soft-
ware application, in the applications layer, is deployed to do so. In this sense, this node 
could belong to the infrastructure of a particular mission or be an independent node. This 
is a node whose scope is inter-cluster.

7. User-defined roles: To support all type of missions, a node can be assigned a user-defined 
role e.g., fire-detector, fire-extinguisher, etc.

The RRD allows for the combination of multiple roles in a single node. For example, the 
master node of mission infrastructure could act as mission or system controller. However, a 
system controller and a mission controller must exist in every system no matter the amount 
of nodes, missions, etc.

Moreover, an HPC cluster of computers can be set up in a single node, considering that mul-
tiple computing cards or even complete computers could be embedded in a robot. This way, 
using multiple embedded computers, multiple roles could be assigned to a single node.

The batch system is a very configurable software layer that can be used to set up and man-
age computing or noncomputing resources, with different computing queues (e.g., queue for 
nodes with GPUs, queue for nodes with FPGAs, etc.), priorities (per user-profile, per-group, 
per-user, per-job-type, etc.), simple (e.g., FIFO), or complex prioritization schemes such as 
allowing a second-priority job to run first if the required resources for the first-priority job 
are not available and only during the time such resources are busy. By combining the RRD 
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and the batch system and subjacent layers, it is possible to devise very complex and efficient 
systems, encouraging all type of imaginable missions.

To clarify these ideas, it is introduced the following example. Consider a system called Mars 
rover/UAS cluster of robots.

The system is a set of two UASs and two Mars Rovers, whose objective is to perform in-situ 
analysis of Martian ground. Both UASs are not necessarily homogeneous in regards of hard-
ware (computing cards, sensors, actuators, etc.) or software (in the application layers). Same 
applies for the two rovers. However, all four robots have Ubuntu as operating system installed 
in their computing cards. The system is composed of two missions:

1. Air: This mission consists of one HPC job; aid the rovers to move efficiently and safely. To 
do so, on-board software for 3D mapping is executed. The infrastructure for this mission is 
the set of UASs.

2. Ground: This mission consists of HPC parallel jobs for analysis of Martian ground samples. 
The infrastructure for this mission is the set of rovers.

Following RRD for this system is presented. This is one of many possible configurations.

RRD per mission is

1. Air mission: There is an UAS master and two UAS slaves. The master acts as slave. There is 
no cluster operator. A human operator controls each UAS. The slave acts as shadow master 
in AP mode.

2. Ground mission: There is a rover master and two rover slaves. The master acts as slave. There 
is no cluster operator. A human operator controls each rover. The slave acts as shadow master 
in AP mode.

RRD per system is:

1. System controller: Earth ground station. A node is not necessarily a robot. These ideas are 
extensible to all sorts of devices.

2. Mission controller (Air and Ground): Mission masters.

Some features of this system are:

1. The system controller (Earth ground station) interacts with the missions' controllers

2. The missions' controllers (master UAS and master rover) interact with each other to share 
the results of the cluster's HPC jobs. The UAS's cluster calculates the location to which the 
rover's cluster must move. The UAS master shares this information with the rover master, 
which shares it with the slave rover.

3. The rovers, once knowing the location to which they should move, are directed there, take 
the ground samples and process them with its computing cards using parallel algorithms 
(executed on both rovers at the same time).
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All the previous information relates to the first purpose of this conceptual description: 
Facilitate the design of scalable missions carried out by HPC cluster of robots. Regarding the 
second purpose: Mapping of a mission into HPC jobs, Figure 2 depicts such mapping.

According to the ontology here presented, a mission is described as a workflow composed of 
HPC jobs, where each HPC job is a workflow of software applications, executed into the mis-
sion infrastructure (cluster of robots).

Each job is executed by a user (U), it has a priority (P), and an order (O). The priority is used 
by the batch system to decide which job to execute first in the infrastructure. The order is 
used to describe parallel jobs, jobs that must be executed at the same time. In the case of soft-
ware applications (SW), order and priority also applies, plus each one has a set of required 
resources (RR) and a walltime (W). This information is introduced in an XML file.

Following Section 3 introduces the HPC-ROS package, an enabler technology for ubiquitous 
supercomputing.

3. Design and implementation details

This section introduces the HPC-ROS package, a technology based on the conceptual descrip-
tion described in Section 2. The HPC-ROS package is a Ubiquitous Supercomputing enabler 
that can be used to set up HPC cluster of computers in all types of devices (e.g., robots, 

Figure 2. Mission workflow to HPC job mapping.
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computers, ground stations, augmented reality devices, etc.) that can be installed with a 
Linux operating system, Ubuntu for the moment.

The HPC-ROS packages allow (features), as proposed in Section 2:

1. The automatic deployment (installation and configuration) of the HPC software layers: 
Setting up a cluster of computers specifically the HPC software layers is a complex process 
that requires deep knowledge of Linux operating systems and HPC in general. Easing its 
deployment facilitates the robotics community to focus only on the robotics application to 
be executed on the applications layer of the cluster of computers.

2. The use of standard HPC software applications for each layer: By using standard HPC 
software applications, normally open-source, an HPC cluster of robots could interact with 
standard cluster of computers, for example, for missions requiring computing power not 
available in the robots.

3. Serving as a middleware where users and researchers can develop software applications to 
be deployed on the HPC applications layer (uppermost) relying on scalable subjacent soft-
ware layers: Once a HPC cluster of robots is set, researchers could write mission software 
exploiting parallelism provided by the subjacent layers, and

4. The adaptation to the specific conditions of the devices and the missions are carried out 
by such devices. For example, the nodes in an HPC cluster of computers are normally 
connected through high-speed high-bandwidth low-latency communication technolo-
gies. Such conditions are not available for robotic applications nowadays: In a traditional 
cluster of computers, it is imperative that the connectivity between master and slaves is 
maintained during the execution of a specific software, since all the server side of all HPC 
software layers is confined to the master node. A common strategy is the deployment 
of a shadow master. In the case of mobile robots, operating in outdoor environments, a 
solution to maintain the master-slaves connectivity must be devised. Strategies for such 
purpose are being currently studied as part of this research work. However, they are not 
discussed in this chapter.

Moreover, ROS has been widely adopted by the robotics community. It is our belief that 
developing a ROS package, for the automatic deployment of HPC cluster of robots, is an 
important contribution that could be used for the development of very complex robotics sys-
tems by a community that keeps embracing ROS, more and more as a standard. Nevertheless, 
the HPC features of the package can be decoupled from ROS easily if the specific robotic 
system does not use ROS.

The HPC-ROS package, first version (1.0.0) consists of two software components: HPC deployer 
component and System management component.

3.1. HPC deployer component

This component relates to features 1, 2, and 3 of the HPC-ROS package. Using this compo-
nent, the HPC-ROS package installs and configures all software layers in a device installed 
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Figure 3. HPC-ROS package–HPC deployer component.

with Ubuntu. It is currently tested in Ubuntu 14.04, 16.04, MATE, and with ROS Jade version, 
upon virtual machines and Raspberry PI 3 model B [23].

Figure 3 shows the software architecture of the HPC deployer component. The python scripts 
(ROS nodes [24]) Commander and Deployer are used to set different roles in a particular device.

Four options are available for deployment in the current version: setDefault, setMaster, setSlave, 
and testCluster.

• The option setDefault installs and configures base software for high performance com-
puting in Ubuntu, required by all HPC software layers. With this option deployed over a 
device, the node is capable of performing parallel computing.

• The option setMaster installs and configures the server-side of each HPC software layer 
configuring therefore a master node.

• The option setSlave installs and configures the client-side of each HPC software layer con-
figuring therefore a slave node.

• Finally, the option testCluster executes a parallel software (MPI) test over the configured 
cluster.

• All options, except test Cluster, install and configure standard HPC software in each layer.

Figure 4 shows the use of the HPC deployer component for automatic cluster computing 
setup. Setting up and administrating a cluster of computers is a complex task that requires 
deep knowledge of Linux OS, networking, information security, parallelization approaches, 
software architecture, etc. This component facilitates this process so the users or researchers 
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can focus on the specific software applications (e.g., for robotics) to be implemented upon the 
applications layer (feature 3 of the HPC-ROS package).

3.2. System management component

This component relates to features 3 and 4 of the HPC-ROS package. This component is cur-
rently in design phase. Figure 5 presents the system management component.

In the current design stage of this component, three subcomponents are foreseen: dynamic 
HPC, mission controller, and system controller. The three subcomponents serve two purposes:

1. Act as ROS nodes

2. Provide a set of libraries that can be used by software applications to be deployed upon 
the application layers

Dynamic HPC—This subcomponent is associated to the HPC features: scalability and failure 
tolerance. Given the conditions of missions to be carried out by an HPC cluster of robots, 
where constant connectivity is not granted, four options are available for this subcomponent: 
Node addition, Node removal, Cluster connection, and Leader selector.

• The option node addition allows a system to include a node into a specific mission infra-
structure. To do so, the dynamic HPC subcomponent interacts with the HPC deployer 
component.

Figure 4. Automatic cluster computing setup.
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• The option node removal allows the removal of a node in case of detected failure, lack of 
connectivity, etc.

• The option cluster connection facilitates the interaction between HPC software layers in 
different clusters belonging to the same system or different systems (multi-system level).

• The option leader selector allows selecting a new master node (leader) in case of master 
and/or shadow master failure.

Mission controller—This subcomponent is to be deployed upon the mission controller node 
(RRD). It provides three options: HPCMissionParser, Resource Allocator, and Mission middleware.

• The option HPCMissionParser allows mapping of missions into HPC jobs, in order to 
request transparently (without user-interaction) resources to the batch system. This ap-
plies at mission level (intra-cluster)

• The option Resource Allocator facilitates to allocate or reallocate (node adding, node 
removal) resources to mission jobs.

• The option Mission middleware offers a set of features for message exchange, coopera-
tion, load distribution, etc., between nodes belonging to the same cluster. It relies on the 
dynamic HPC subcomponent–option cluster connection.

Figure 5. HPC-ROS package–System management component.
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System controller—This subcomponent is to be deployed upon the system controller node 
(RRD). It provides three options: HPCSystemParser, System middleware, and Negotiator–SLAs.

• The option HPCSystemParser allows mapping of a system into HPC jobs, in order to  
request transparently (without user-interaction) resources to the batch system of each in-
frastructure within the system. This applies at system or multi-system level.

• The option System middleware offers a set of features for message exchange, cooperation, 
load distribution, etc., between clusters belonging to the same system or different systems. 
It relies on the dynamic HPC subcomponent–option cluster connection.

• The option Negotiator–SLAs allows to negotiate adding of nodes to specific infrastruc-
tures, using an infrastructure for the execution of particular jobs, use of resources belong-
ing to a node, a cluster, etc.

This negotiation is based on a cost function, which considers aspects such as: computing 
capacity (e.g., floating operations per second–FLOPS, quantity of cores, etc.), max endurance 
(e.g., for the UASs), max range, weight, energy consumption, price, etc.

Each system, mission, job, software, infrastructure, cluster, or node has a cost that can be used 
for inter (multi-system) or intra (mission-wise, cluster-wise, job-wise, etc.) negotiation.

Using this option, a whole new range of missions could emerge from the use of robotic sys-
tems belonging to different companies, organizations, etc. by the implantation of service level 
agreements (SLAs).

4. Conclusions

The conceptual description presented in Section 2 and the HPC-ROS package in Section 3 
could be used to build very complex systems, carrying out missions with multiple heteroge-
neous components such as UASs, UGSs (rovers), Internet of things devices, sensors, etc., act-
ing as a single distributed collective entity, as a cluster of computers is (collection of multiple 
heterogeneous computing units).

Two aspects are being addressed with the development of the HPC-ROS package. Quickly 
and easily deploying a HPC cluster of robots and maintaining its virtual existence (master-
slaves connectivity) during the execution of a mission.

Deploying a cluster of computers is not an impossible task but it requires deep knowledge of 
Linux operating systems, understanding of the ideas behind HPC and ultimately time effort. 
In this sense, the HPC-ROS package HPC deployer component facilitates this task by automat-
ing the deployment (installation and default configuration) of a cluster of computers. It can 
do so in any computing cards installed with Ubuntu.

Current communications technologies prevent a fully operating standard cluster of comput-
ers (high bandwidth, low latency, constant connectivity, etc.) to be deployed with multiple 
robots operating outdoors (e.g., outside a Wi-Fi area). Locally (e.g., in one UAS), cluster com-
puting could be easily implemented (e.g., multiple computing cards embedded on an UAS).

On-Board High-Performance Computing For Multi-Robot Aerial Systems
http://dx.doi.org/10.5772/intechopen.69443

161



However, the HPC-ROS package aims at multi-robot systems, and it is our belief that in 
the following years, communication technologies will be ready for mobile embedded HPC. 
Nevertheless, the HPC-ROS package System management component looks for adapting to now-
adays communication technologies. We are exploring strategies to maintain the master-slaves 
connection, at all time, during the execution of a mission like bioinspired models facilitating, 
therefore, HPC cluster of robots operating outdoors.
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Abstract

Nowadays the proliferation of small unmanned aerial systems or vehicles (UAS/
Vs), formerly known as drones, coupled with an increasing interest in tools for envi-
ronmental monitoring, have led to an exponential use of these unmanned aerial 
platforms for many applications in the most diverse fields of science. In particular, 
ecologists require data collected at appropriate spatial and temporal resolutions to 
describe ecological processes. For these reasons, we are witnessing the proliferation of 
UAV-based remote sensing techniques because they provide new perspectives on eco-
logical phenomena that would otherwise be difficult to study. Therefore, we propose 
a brief review regarding the emerging applications of low-cost aerial platforms in the 
field of environmental sciences such as assessment of vegetation dynamics and forests 
biodiversity, wildlife research and management, map changes in freshwater marshes, 
river habitat mapping, and conservation and monitoring programs. In addition, we 
describe two applications of habitat mapping from UAS-based imagery, along the 
Central Mediterranean coasts, as study cases: (1) The upper limit of a Posidonia oce-
anica meadow was mapped to detect impacted areas, (2) high-resolution orthomosaic 
was used for supporting underwater visual census data in order to visualize juvenile 
fish densities and microhabitat use in four shallow coastal nurseries.

Keywords: UAVs, UASs, drones, environmental monitoring, coastal habitats, mapping, 
aerial photography, photogrammetry, image classification, remote sensing, Posidonia 
oceanica, Diplodus sargus, juvenile sparid fish, Mediterranean Sea, Giglio Island
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1. Introduction

Mankind has always been fascinated by the dream of flight, in fact in many ancient cul-
tures, myths and legends depicted deities with the extraordinary ability to fly like birds. It 
should be sufficient to recall the Egyptian winged goddess Isis or the Greek myth of Icarus; 
even Christian iconography preserves and recovers the figures of winged beings as inter-
mediaries between man and God, reinterpreting them as angels. From those ancient times, 
passing through the Renaissance intuitions of Leonardo Da Vinci, to the first balloon flights 
of the Montgolfier brothers in 1783, we came to the early twentieth century which wit-
nessed the first sustained and controlled flight of a powered, heavier-than-air machine with 
a pilot aboard. Just over a hundred of years have passed since that fateful day—December 
17, 1903, that is since the Wright Flyer took off near Kill Devil Hills, about four miles south 
of Kitty Hawk, North Carolina, USA. Nowadays the beauty of flying characterizes our daily 
lives, becoming an indispensable tool to move people and things in few hours in all parts 
of the world. We can state that the ability of flight has strongly changed the perspective on 
our vision of the world.

Long before this first powered flight of Wright brothers, one of the first recorded usages 
of unmanned aircraft systems (UAS) was by Austrians on August 22, 1849. They launched 
200 pilotless balloons, carrying 33 pounds of explosives and armed with half-hour time 
fuses, against the city of Venice. On May 6, 1896, Samuel P. Langley’s Aërodrome No. 5, 
a steam-powered pilotless model was flown successfully along the Potomac River near 
Washington. During World War I and World War II, radio-controlled aircrafts were used 
extensively for aerial surveillance, for training antiaircraft gunners, and they also served 
as aerial torpedoes (e.g. in 1917, the Hewitt Sperry Automated Airplane, developed by 
Elmer Sperry, was the early version of today’s aerial torpedo). During Cold War, the drone 
was seen as a viable surveillance platform able to capture intelligence in denied areas. 
Reconnaissance UASs were first deployed on a large scale in the Vietnam War. By the 
dawn of the twenty-first century, unmanned aircraft systems were used more and more 
frequently for a variety of missions especially since the war on terror, becoming a lethal 
hunter-killer. Due to these historical aspects the public perception of most of the UAV 
applications is still mainly associated with military use, but nowadays the drone concept is 
refashioned as a new promise for citizen-led applications having several functions, ranging 
from monitoring climate change to carrying out search operations after natural disasters, 
photography, filming, and ecological research.

The interpretation of photos from airborne and satellite-based imagery has become one of 
the most popular tools for mapping vast surfaces, playing a pivotal role in habitat map-
ping, measuring, and counting performed in ecological research, as well as to perform 
environmental monitoring concerning land-use change [1]. However, both satellite and 
airborne imagery techniques have some disadvantages. For example, the limitations of 
piloted aircrafts must be considered in regard to their reliance on weather conditions, 
flight altitude, and speed that can affect the possibility to use such method [1]. In addi-
tion, satellite high-resolution data might not be accessible for many developing-country 
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researchers due to financial constraints. Furthermore, some areas such as humid biotopes 
and tropic coasts are often obscured by a persistent cloud cover, mostly making cloud-free 
satellite images unavailable for a specific time period and location; moreover the tempo-
ral resolution is limited by the availability of aircraft platforms and orbit characteristics 
of satellites [2]. In addition, the highest spatial resolution data, available from satellites 
and manned aircraft, is typically in the range of 30–50 cm/pixel. Indeed, for the purpose 
of monitoring highly dynamic and heterogeneous environments, or for real-time moni-
toring of land-use change in sensitive habitats, satellite sensors are often limited due to 
unfavorable revisit times (e.g. 18 days for Landsat) and spatial resolution (e.g. Landsat 
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Pleiades-1A, IKONOS, GeoEye-1, WorldView-3) have become operational over the past 
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logical studies, but hurdles such as high cost per scene, temporal coverage, and cloud 
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However, a more detailed classification can be made according to size, operating range, oper-
ational flight altitude, and duration (Table 1). For additional information regarding the clas-
sification of UAVs, please refer to Refs. [4–6].

Size Nomenclature Specifics Operational 
requirements

Application areas Examples

Very large 
(3–8 tons)

HALE (High 
Altitude, Long 
Endurance)

Fly at the highest 
altitude (> 20 
Km) with huge 
operating range 
that extend 
thousands of km, 
long flight time 
(over 2 days), very 
heavy payload 
capacity (more 
than 900 kg in 
under-wing pods)

Prohibitively expensive 
for most users (high 
maintenance, sensors, 
crew training costs), 
long runway for takeoff 
and landing, ground-
station support, 
and continuous 
air-traffic control 
issues, challenging 
deployment/recovery 
and transport

Assessments of 
climate variable 
impacts at 
global scales, 
remote sensing 
collection, 
and earth/
atmospheric 
science 
investigations

Global Hawk, 
Qinetiq 
Zephyr, NASA 
PathFinder
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In this brief review and in our case studies, we only discuss and illustrate the use of small and 
mini UAVs because these portable and cost-effective platforms have shown a great potential 
to deliver high-quality spatial data to a range of science end users.

Size Nomenclature Specifics Operational 
requirements

Application areas Examples

Large (1–3 
tons)

MALE 
(Medium 
Altitude, Long 
Endurance)

Medium altitude 
(3–9 Km), over 12 
h flight time with 
broad operating 
range (> 500 km), 
heavy payload 
capacity (~100 
kg internally, 
external loads of 
45 up to 900 kg)

Similar requirements 
as for HALE but with 
reduced overall costs

Near-real-time 
wildfire mapping 
and surveillance, 
investigation 
of storm 
electrical activity 
and storm 
morphology, 
remote sensing 
and atmospheric 
sampling, 
arctic surveys, 
atmospheric 
composition and 
chemistry

NASA Altus II, 
NASA Altair, 
NASA Ikhana, 
MQ-9 Reaper 
(Predator B), 
Heron 2, NASA 
SIERRA

Medium 
(25–150 kg)

LALE (Low 
Altitude, Long 
Endurance), 
LASE (Low 
Altitude, Short 
Endurance)

Fly at moderate 
altitude (1–3 Km) 
with operating 
ranges that 
extend from 5 to 
150 km), flight 
time (over 10 
hours), moderate 
payload capacity 
(10–50 kg)

Reduced costs and 
requirements for 
takeoff and landing 
compared to MALE 
(hand-launched 
platforms and catapult-
launch platforms), 
simplified ground-
control stations

Remote sensing, 
mapping, 
surveillance 
and security, 
land cover 
characterization, 
agriculture 
and ecosystem 
assessment, 
disaster response 
and assessment

ScanEagle, Heron 
1, RQ-11 Raven, 
RQ-2 Pionee, 
RQ-14 Dragon 
Eye, NASA 
J-FLiC, Arcturus 
T-20

Small, mini, 
and nano 
(Less than 25 
kg for small 
AUVs, up to 
5 Kg for mini 
and less than 
5 Kg for nano)

MAV (Micro) 
or NAV (Nano) 
Air Vehicles

Fly at low 
altitude (< 300 
m), with short 
duration of flight 
(5–30 min) and 
range (< 10 Km), 
small payload 
capacity (< 5 kg)

Low costs and 
minimal take off/
landing requirements 
(Hand-launched), often 
are accompanied by 
ground-control stations 
consisting of laptop 
computers, flown 
by flight planning 
software or by direct 
RC (Visual Line Of 
Sight or Beyond Visual 
Line Of Sight when 
allowed), usually fixed-
wing (small AUVs) and 
copter-type (mini and 
nano AUVs)

Aerial 
photography 
and video, 
remote sensing, 
vegetation 
dynamics, 
disaster response 
and assessment, 
precision 
agriculture, 
forestry 
monitoring, 
geophysical 
surveying, 
photogrammetry, 
archeological 
research, 
environmental 
monitoring

AR-Parrot, 
BAT-3, SenseFly 
eBee, DJI Inspire 
3, DJI Phantom 
4, Draganflyer 
X6, Walkera 
Voyager 4

Table 1. Summary of f UAVs’ classes with examples.
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2. Some recent ecological applications of lightweight UASs

Although lightweight UASs represent only a small fraction of the full list of unmanned sys-
tems capable of performing the so-called “three Ds” (i.e. dull, dirty, or dangerous missions), 
they have been used in a broad range of ecological studies.

2.1. Forest monitoring and vegetation dynamics

Tropical forests play a critical role in the global carbon cycle and harbor around two-thirds of 
all known species [7]. Tropical deforestation is a major contributor to biodiversity loss, so an 
urgent challenge for conservationists is to be able to accurately assess and monitor changes in 
forests, including near real-time mapping of land cover, monitoring of illegal forest activities, 
and surveying species distributions and population dynamics [2].

Koh and Wich [2] provided with a simple RC fixed-wing UAV (Hobbyking Bixler 2) help-
ful data for the monitoring of tropical forests of Gunung Leuser National Park in Sumatra, 
Indonesia. In fact, the acquired images allowed the detection of different land uses, including 
oil palm plantations, maize fields, logged areas, and forest trails.

UAVs have also been used for the successful monitoring of streams and riparian restoration 
projects in inaccessible areas on Chalk Creek near Coalville (Utah), as well as to perform non-
destructive, nonobtrusive sampling of Dwarf bear claw poppy (Arctomecon humilis), a short-
lived perennial herb of crust community which is very sensitive to off-road vehicle (ORV) 
traffic [8]. A fixed-wing (eBee, senseFly ) and a quadcopter (Phantom 2 Vision+, DJI) were 
used [9] to acquire high-spatial resolution photos of an impounded freshwater marsh, dem-
onstrating that UAVs can provide a time-sensitive, flexible, and affordable option to capture 
dynamic seasonal changes in wetlands, in order to collect effective data for determining per-
cent cover of floating and emergent vegetation.

Dryland ecosystems provide ecosystem services (e.g. food, but also water and biofuel) that 
directly support 2.4 billion people, covering 40% of the terrestrial area, they characteristically 
have distinct vegetation structures that are strongly linked to their function [10, 11]. For these 
reasons, Cunliffe et al. [10] acquired aerial photographs using a 3D Robotics Y6 hexacopter 
equipped with a global navigation satellite system (GNSS) receiver and consumer-grade digital 
camera (Canon S100). Later, they processed these images using structure-from-motion (SfM) 
photogrammetry in order to produce three-dimensional models, describing the vegetation 
structure of these semi-arid ecosystems. This approach yielded ultrafine (<1 cm2) spatial resolu-
tion canopy height models over landscape-levels (10 ha). This study demonstrated how ecosys-
tem biotic structures can be efficiently characterized at cm scales to process aerial photographs 
captured from inexpensive lightweight UAS, providing an appreciable advance in the tools 
available to ecologists. Getzin et al. [12] demonstrated how fine spatial resolution photography 
(7-cm pixel size) of canopy gaps, acquired with the fixed-wing UAV ‘Carolo P200,’ can be used 
to assess floristic biodiversity of the forest understory. Also in riparian contexts, UAS technol-
ogy provides a useful tool to quantify riparian terrain, to characterize riparian vegetation, and 
to identify standing dead wood and canopy mortality, as demonstrated by Dunford et al. [13].
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2.2. Wildlife research

Often population ecology requires time-series and accurate spatial information regarding 
habitats and species distribution. UASs can provide an effective means of obtaining such 
kind of information. Jones et al. [14] used a 1.5-m wingspan UAV equipped with autonomous 
control system to capture high-quality, progressive-scan video of a number of landscapes 
and wildlife species (e.g. Eudocimus albus, Alligator mississippiensis, Trichechus manatus). Israel 
[15] dealt with the problem of mortally injured roe deer fawns (Capreolus capreolus) by mow-
ing machinery, and demonstrated a technical sophisticated ‘detection and carry away’ solu-
tion to avoid these accidents. In fact, he presented a UAV-based (octocopter Falcon-8 from 
Ascending Technologies) remote sensing system via thermal imaging for the detection of 
fawns in the meadows.

Considering that in butterflies, imagoes and their larvae often demand specific and diverg-
ing microhabitat structures and resources, Habel et al. [16] took high-resolution aerial 
images using a DJI Phantom 2 equipped with a H4-3D Zenmuse gimbal and a lightweight 
digital action camera (GoPro HERO 4). These aerial pictures, coupled with the information 
on the larvae´s habitat preference from field observations, were used to develop a habitat 
suitability model to identify preferential microhabitat of two butterfly larvae inhabiting cal-
careous grassland.

Moreover, UAVs may offer advantages to study marine mammals, in fact Koski et al. [17] 
used the Insight A-20 equipped with an Alticam 400 (a camera model developed for the 
ScanEagle UAV) to successfully detect simulated Whale-Like targets, demonstrating the 
values of such methodology for performing marine ecological surveys. In a similar man-
ner, Hodgson et al. [18] captured 6243 aerial images in Shark Bay (western Australia) with 
a ScanEagle UVS, equipped with a digital SLR camera, in which 627 containing dugongs, 
underlying that UAS systems may not be limited by sea state conditions in the same manner 
as sightings from manned surveys. Whitehead et al. [19] described efforts to map the annual 
sockeye salmon run along the Adam’s River in southern British Columbia, providing an 
overview of salmon locations through high-resolution images acquired with a lightweight 
fixed-wing UAV.

3. Case studies along temperate Mediterranean coasts

Although over the past decade there has been an increasing interest in tools for ecological 
applications such as ultrahigh-resolution imagery acquired by small UAVs, few have been 
used for environmental monitoring and classification of marine coastal habitats. Indeed, in 
this section we outline two case studies regarding the application of a small UAV for mapping 
coastal habitats. These applications represent a cross section of the types of applications for 
which small UAVs are well-suited, especially when one considers the ecological aspect related 
to marine species biology and habitat monitoring. Despite the fact that there are a number 
of advanced sensors that have been developed and many proposed applications for small 
UASs, here we carried out our studies using a commercially available and low-cost camera. 
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As such, it can be considered a simple, inexpensive, and replicable tool that can be easily 
implemented in future research which could also be carried out by nonexperts in the field of 
UASs technologies.

For each survey we used a modified rotary-wing Platform (Quanum Nova CX-20, Figure  1), 
which included an integrated autopilot system (APM v2.5) based on the ‘ArduPilot Mega’ 
(APM, http://www.ardupilot.co.uk/), which has been developed by an online community 
(diydrones.com). The APM includes a computer processor, geographic positioning system 
module (Ublox Neo-6 Gps), data logger with an inertial measurement unit (IMU), pressure 
and temperature sensor, airspeed sensor, triple-axis gyro, and accelerometer (Figure 2). 
This quadcopter is relatively inexpensive (<$500) and lightweight (~1.5 Kg). The cameras 
used to acquire the imagery was a consumer-grade RGB, FULL-HD action camera (Gopro 
Hero 3 Black Edition, sensor: Complementary Metal-Oxide-Semiconductor; sensor size: 
1/2.3″ (6.17 × 4.55 mm), pixel size: 1.55 μm; focal length: 2.77 mm). In addition, a brushless 
3-Axis Camera Gimbal (Quanum Q-3D) was installed, to ensure a good stabilization on 
acquired images, avoiding motion blur. Both drone and gimbal were powered by a ZIPPY 
4000 mAh (14.8 V) 4S 25C Lipo battery which allowed a maximum flying time of about 13 
min or less, depending on wind. In addition, by combining the APM with the open-source 
mission planner software (APM Planner), the drone can perform autonomous fly paths and 
survey grids.

Figure 1.  The Quanum Nova CX-20 Quadcopter ready to fly just before a coastal mapping mission.
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3.1. Case study 1: mapping of the upper limit of a Posidonia oceanica meadow for the 
detection of impacted areas

The marine phanerogam P. oceanica (L.) Delile is the most widespread seagrass in the 
Mediterranean Sea [20]. It plays a pivotal role in the ecosystems of shallow coastal waters 
in several ways by (i) providing habitat for juvenile stages of commercially important spe-
cies [21]; (ii) significantly reducing coastal erosion, promoting the deposition of particles with 
dense leaf canopy and thick root-rhizome (‘matte’) [22]; and (iii) offering a nursery area for 
many fish and invertebrate species [23, 24]. Although known to be a reef-building organism 
capable of long-term sediment retention, P. oceanica meadows are however experiencing a 
steep decline throughout the Mediterranean Sea [25, 26]. Along the Mediterranean coasts, 
the decline of seagrasses on a large spatial scale has been attributed to anthropogenic dis-
turbances such as illegal trawling [27], fish farming [28], construction of marinas [29], and 
sewage discharge and pollution [30]. On contrast, on a smaller spatial scale, particularly in 
coastal areas subjected to intense recreational activity, seagrasses are impacted by mechanical 
damage caused by boat anchoring or moorings [20, 31]. Major damage to seagrasses seems to 
be caused by dragging anchors and scraping anchor chains along the bottom, as boats swing 
back and forth, generally resulting in dislodgement of plant rhizomes or leaves [20]. In most 
published works the mapping of P. oceanica meadows has been based on satellite, airborne 
imagery, multibeam bathymetry, and side-scan sonar mosaics [32]. Remote sensing data from 
satellites and piloted aircraft can be used to map large areas, but they either do not have 
adequate spatial resolution or are too expensive to map fine-scale features, otherwise small 
UAVs are particularly well-suited to mapping the upper limits of meadows at a smaller spatial 
scale (i.e. 1–5 Km).

Figure 2.  The integrated navigation and autopilot systems (APM 2.5).
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The case study for this application was carried out along a sandy cove (Arenella bay) with 
a well-established P. oceanica meadow, approximately 2 km north of Giglio Porto (Giglio 
Island, Tuscany, IT), in late November 2016. Our goals were to show the high level of detail 
that can be reached with UAV-based imagery, to respect other free-available remote sensing 
techniques, and to detect impacted areas of the meadow. In fact, in this study site, there are 
two principal sources of disturbance: a direct adverse effect on meadow due to boat anchor-
ing during summer seasons, and the presence of a granite quarry that in the past (no longer 
operational) may have caused an increase in sedimentation rates, resulting in a reduction of 
cover and shoot density.

We set the GoPro Hero 3 camera to take photos every 2 s (time lapse mode) in Medium Field 
of View (M FOV: 7 Megapixel format, 3000 × 2250 pixels), and we set the camera pointing 
90° downward with auto white balance. Flight speeds were maintained between 5 and 7 m/s 
to allow for 75% in-track overlap. The drone was programmed to fly at 30 m above mean 
sea level in order to get a Ground Sampling Distance (GSD) of ~2.5 cm per pixel, according 
to the formula :

   GSD  cm/pix   =   
 SW  mm    *FH  m  

 ___________   FL  mm    * IMW  pix  
   *100  (1)

where GSD is the ground sample distance (i.e. photo resolution on the ground), SW is the sensor 
width, FH is the flight height, FL is the focal length of the camera, and IMW is the image width. By 
multiplying the GSD by image size (width and height) the resulting photo footprint was 66 × 50 m.

The bay (1.96 ha) was flown in 16 strips with a total flight duration of 6.34 min. In total, the 
survey yielded 184 images, which were processed in Adobe Photoshop Lightroom 5.0 (Adobe 
Systems Incorporated, San Jose, California, USA) using the lens correction algorithm for the 
GoPro HERO 3 Black Edition camera, in order to remove lens distortion (fish-eye effect). 
Since for this application, high-spatial accuracy was not required, five ground-control points 
(GCPs) were placed at accessible locations along the coast (with easily recognizable natural 
features such as rocks), and they were surveyed with a handheld GPS + GLONASS receiver 
(Garmin Etrex 30), leading to horizontal errors of ±5 m. Successively, the images where used 
to produce a high-resolution orthoimage mosaic in Agisoft Photoscan 1.0 (www.Agisoft.
com). This structure from motion (SfM) package allows a high degree of automation, and 
makes it possible for nonspecialists to produce accurate orthophoto mosaics in less time than 
what it would take using conventional photogrammetric software [19].

Figure  3 shows how high-spatial resolution of RGB imagery acquired from UAV has allowed 
us to detect the impacted areas of the meadow. In particular, we identified 1.437 m2 of dead 
‘matte’ by analyzing satellite imagery (Google Earth), 1.686 m2 with Bing Aerial orthophotos 
and 1.711 m2 with UAV-based orthomosaic. In fact, due to the higher spatial resolution of 
UAS imagery, we were able to detect even the smallest areas where dead ‘matte’ was exposed, 
due to meadow degradation (Figure  3).

The imagery acquired provides a new perspective on P. oceanica mapping and clearly shows 
how comparative measurements and low-cost monitoring can be made in shallow coastal 
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areas. In fact, in this kind of environment, anthropogenic drivers such as boat mooring and 
creation of coastal dumping areas are significantly affecting ecosystem structure and func-
tion. In addition, considering that drone surveying is relatively not expensive, regular time-
series monitoring can be adopted to assess the evolution of coastal meadows.

3.2. Case study 2: integration of underwater visual census (UVC) data with UAV-based 
aerial maps for the characterization of juvenile fish nursery habitats

Most demersal fishes have complex life cycles, in which the adult life-stage takes place in 
open deeper waters, while juvenile life-stages occur in benthic inshore habitats [33, 34]. The 
presence of suitable habitats becomes an essential requirement during the settlement of juve-
nile stages. In fact, these habitats are the key to success for the conclusion of early life phases, 
providing shelter from predators and abundance of trophic resources. As a result of this site-
attachment, juveniles exhibit systematic patterns of distribution, influenced by the availability 
of microhabitats [33–35]. Habitat identification has been generally achieved by human under-
water visual censuses (UVC) techniques [36]. The latter has been considerably improved in 
recent years with visual underwater video technologies [35]. However, these studies require 
a deep knowledge of the environment in addition to considerable efforts in terms of time and 
experienced staff [35]. Small UASs potentially offer a low-cost support to conventional UVC 
techniques, providing a time-saving tool aimed at improving data from underwater surveys. 
Indeed, our aim is to couple UVC data (e.g. number of juvenile fish) with remote sensing data 
(high-resolution UAV-based imagery), to extrapolate habitat features from image analysis, 
allowing a considerable saving of both time and efforts, especially for underwater operators.

The case study for this application involved the same UAS used in the previous example, an 
underwater observer, and was focused on a common coastal fish species: the white seabream 

Figure 3.  The bay of Arenella (Giglio Island, scale 1:500) with impacted Posidonia oceanica meadow (dead P. oceanica 
‘matte’ is enclosed by orange polygons) mapped using three different free/low- cost remote sensing techniques: (a) 
Google Earth Satellite image; (b) Bing aerial orthoimage; and (c) UAV-based orthomosaic. The enclosed area highlighted 
by the red box is shown at greater scale (1:100) in order to visualize the increasing level of detail. In (c), red dots represent 
the position of GCPs.
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(Diplodus sargus, L.). D. sargus is abundant in the Mediterranean and dominates fish assem-
blages in shallow rocky infralittoral habitats. It inhabits rocky bottoms and P. oceanica beds, 
from the surface to a depth of 50 m. In common with other sparid fishes, it is an economically 
important species of interest for fisheries and aquaculture.

Between early May and late June 2016, juvenile white seabream (D. sargus, L.) were censused 
from Cannelle Beach to Cape Marino, along a rocky shoreline (~1.5 km long) south of Giglio 
Porto (Giglio Island, IT). Counts of fish were obtained from two visual census surveys per 
month: the diver swam slowly along the shoreline (from 0 to 6 m depth) and recorded the num-
bers of individuals encountered while snorkeling. When juvenile fish or shoals of settlers (size 
range 10–55 mm) were observed, the abundance and size of each species were recorded on a 
plastic slate. In addition, the diver towed a rigid marker buoy with a handheld GPS unit with 
WAAS correction (GpsMap 62stc) in order to accurately record the position of each shoal of fish.

Two mapping missions were successfully carried out in late July 2016, along the same shore-
line, in order to produce a high-resolution aerial map of the coast (Figure  4).

The quadcopter flew at 40 m, yielding a ground resolution of ~2.5 cm/pix. The two surveys cov-
ered 1446 m of shoreline and took approximately 16 min, resulting in 204 images. Since many 
stretches of the coast were inaccessible areas, where GCPs cannot be physically measured on 

Figure 4.  The high-resolution (2.5 cm/pix) mosaic representing the rocky coast (~1.5 Km) south of Cannelle Beach (Giglio 
Island, Italy), derived from two mapping mission (204 images) of Quanum Nova CX-20.
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the ground, we used a direct georeferencing approach. The GPS coordinates of the cameras are 
determined using the UAV onboard GPS receiver, so that the GPS position at the moment of 
shot can be written to the EXIF header information for each image, after estimating time offset 
with Mission Planner (v.1.3.3 or higher) geotagging images tool (for better results preflight syn-
chronization of the camera’s internal clock with GPS time is recommended). In addition, these 
measured values (from onboard GPS) may be useful to estimate the camera’s approximate 
external orientation parameters to speed up photogrammetric workflow (bundle adjustment) 
in Agisoft Photoscan. However, since they are typically captured at relatively low accuracy in 
the case of UAVs’ consumer-grade GPS, we also registered the final orthomosaics, by importing 
it as raster image (TIFF format) into Arcmap 10.1 [37]. We aligned the raster with an already 
existing 1:5000 scale aerial orthophoto by 8 control points in order to perform a 2nd order 
polynomial transformation. Afterward, the control points were used to check the reliability of 
image transformations. The total error was computed by taking the root mean square sum of 
all the residuals to compute the RMS error (RMSE). This value described how consistent the 
transformation was between the different control points. The RMSE achieved was 0.15 pixels 
which was well under the conventional requirements of less than 1 pixel [38]. The successful 
geo-registration allowed a direct visualization on the map of UVC data (i.e. lat/long coordi-
nates of fish shoals) after downloading GPS eXchange (.gpx) information from GPS unit. These 
GPS data were imported as point shapefile in ArcMap using DNRGPS 6.1.0.6 application [39].

As all juvenile fish positions, with their relative abundances (number of fish per shoal), are 
now available in a GIS environment, it is a straightforward process to model them with inter-
polation  methods, which is, for example, available in ArcMap. The point data, measured 
from irregularly spaced locations, were converted into continuous surfaces using an inverse 
distance weighting (IDW) method and then rasterized into a grid format. We used local inter-
polators of inverse distance weighting because the concept of computation (i.e. it assumes 
that each point has a local influence that diminishes with distance [40]) is relevant for juvenile 
fish, where closer points are thought to be similar as a result of the habitat characteristics. 
Figures 5 and 6 show the spatial distribution of D. sargus juvenile density collected through 
underwater visual census after IDW interpolation. GIS data integration allowed us to iden-
tify two important aspects: (1) four areas (a–d) with high densities of juveniles were clearly 
visible, suggesting that such zones serve as nursery grounds for juvenile white seabreams 
(Figure  5) and (2) as the juveniles grew larger in size (> 40 mm) a dispersal out of the nursery 
areas was evident and the preference for a given habitat type decreased leading to an increase 
in the number of shoals but with lower densities within shoals (Figure  6).

These four nurseries were investigated through image analysis (Figure  7a–d): we performed a 
Maximum Likelihood Classification algorithm followed by both postprocessing workflow [41] 
and manual polygons editing for edge refinement in order to highlight the most important 
habitat feature such as substrata type and extent (Table 2). In fact, due to high site-attachment 
of juvenile fish, the presence of specific habitats play a key role in the development of early 
life-stages, hence the fine characterization of these environments becomes an important aspect 
regarding ecological studies focused on juvenile fish. However, underwater data collection 
by SCUBA operators require a large effort to acquire such detailed information, therefore 
UASs-based remote sensing techniques become useful, reliable, and feasible tools for map-
ping coastal fish habitats and for supporting ecological investigations.
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Figure 5.  Spatial distribution of small-sized (10–40 mm) juvenile D. sargus. IDW-interpolated fish density after UVC 
data collection in May 2016. The four areas (a–d) with the highest densities of juvenile are highlighted by red circles.

Figure 6.  Spatial distribution of large-sized (41–55 mm) juvenile D. sargus. IDW-interpolated density after UVC data 
collection in late June 2016.
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Figure 7.  Thematic maps of the four nursery areas (a–d) derived from Maximum likelihood classification and manual 
editing. Different colors represent main habitat types.

Nursery Substrata type Habitat description Habitat 
cover (m2)

Percent 
cover (%)

Depth (m) Total extent 
(m2)

Sandy cove (a) Sand Granite coarse sand 243.9 36.2 0–3 674.4

Rock Large- (mean ± SD 
diameter: 3.4 ± 16) and 
medium-sized (mean ± SD 
diameter: 0.9 ± 0.3) boulders 
with photophilic algae 
biocenosis

382.5 56.7

Posidonia 
oceanica

Small patches on sand 48 7.1
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4. Conclusions

In this brief review we have provided an overview of ecological studies carried out with small 
drones. Through study cases we demonstrated how UAV-acquired imagery has a substantial 
potential to revolutionize the study of coastal ecosystem dynamics. The future of UASs applica-
tions looks very promising due to the relative low cost with respect to the benefits obtained [42]. 
In fact, the field of ecology is severely hindered by the difficulties of acquiring appropriate data, 
and particularly data at fine spatial and temporal resolutions, at reasonable costs [4]. As dem-
onstrated in this study, unmanned aerial vehicles offer ecologists new opportunities for scale-
appropriate measurements of ecological phenomena providing land cover information with a 
very high, user-specified resolution, allowing for fine mapping and characterization of coastal 
habitats. Although the camera equipment used herein only captures three color (RGB) channels 
with relatively low resolution (max 16 megapixel), it was possible to distinguish impacted areas 
in sensitive habitat types, as well as preferred sites for juvenile fish species. Moreover, high-spatial 
resolution data derived from UAVs combined with traditional underwater visual census tech-
niques enable the direct visualization of field data into geographic space bringing spatial ecology 
toward new perspectives. High-resolution aerial mosaics allow rapid detection of key habitats, 

Nursery Substrata type Habitat description Habitat 
cover (m2)

Percent 
cover (%)

Depth (m) Total extent 
(m2)

Rocky cove (b) Sand Granite coarse sand 11.6 3.7 0–3.5 317.8

Rock Small-sized (mean ± 
SD diameter: 0.6 ± 0.2) 
blocks and pebbles with 
photophilic algae biocenosis

306.2 96.3

Small port (c) Sand Fine sand and mud 218.7 23.8 0–2.8 918.3

Rock Cranny rock semisciaphilic 
algae and isolated boulders 
on soft sediment

402.2 43.8

Debris Dead P. oceanica leaves on 
mud

297.4 32.4

Rocky/sandy 
cove (d)

Sand Sandy patches 129.1 5.1 0–5.5 2521.2

Gravel and 
pebbles

Small- and medium-sized 
pebbles on sand

25.2 1

Rock Cranny rock with 
photophilic algae biocenosis 
and isolated boulders

1698.9 67.4

Posidonia 
oceanica

Posidonia meadow and 
‘matte’

621 24.6

Debris Dead P. oceanica leaves on 
sand

47 1.9

Measures are derived from high-resolution mosaics image analysis in Arcmap 10.1.

Table 2. Main habitat features characterizing the four nursery areas (a–d).
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and thus can be used to identify areas of high relevance for species protection and areas where 
management action should be implemented to improve or maintain habitat quality [16]. UASs 
are potentially useful to investigate population trends and habitat use patterns, and to assess 
the effect of human activities (e.g. tourism, pollution) on abundance, particularly in coastal and 
shallow habitats, where visibility enables animal detection from the surface, as demonstrated for 
elasmobranch species in coral reef habitats [44]. Finally, although the flexibility of UASs will be 
able to revolutionize the way we address and solve ecological problems [9], we must consider 
government approval navigational stipulations and social implications that impose restrictions 
on the use of UASs before undertaking research projects involving the use of UASs [43–45].
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