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Cave investigation is one of the most interesting research field in natural and earth 
sciences, showing a rapid development with technological progress. It coincides with a 
number of scientific disciplines to address the early human histrory, habitats of living 
lives and specimens. This book will be useful to students and researchers as well as to 
earth scientists, archeologist, biologist, natural sciences, and other experts in a other 
related of disciplines. The volume consists of three sections sorted thematically, each 

focusing on a certain aspect.  The book presents results on the determination and 
definition of caves discussed by means of geographic, geophysical, and geological 

applications. Geomorphometric analysis using GIS and laser scanning, the importance 
of electric tomography method in cave detection, the use of groundwater sources in 

agricultural areas, and the habitats of bats and species are studied on several cave studies.
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Preface

What is a cave? [1] Walker (2008) defined caves as: "Imagine a place that‘s dark and cool. That
icy air chills your body on a hot summer day. A river flows out of rock. Stone icicles drip wa‐
ter. A group of bats suddenly appears. All of these things can happen in a cave."

Caves are natural underground holes finding openings on the surface. Almost every country
in the world has caves. Most caves are small and form in karsts taking long time. They have
many chambers, entrances, and interconnecting passages. The largest single cave passage was
discovered in Vietnam, the Son Doong Cave, with a length of 80 meters and a depth of 4.5
kilometer.

"Speleology" is the scientific discipline used for cave investigation. The first cave studies were
undertaken by French archeologists, which later on spread worldwide. Cave studies that find
scientific exploration by using different disciplines are first applied on determining habitats of
early humanity and afterward focused on their archeological and biological properties.
Throughout time, a lot of effort was spent on cave art. Besides, the use of subterranean rivers
in caverns and their importance as roost sites for bats and species are focused as primary re‐
search studies. Caves have become tourist destinations because of their natural and cultural
heritage, while the unique fauna and flora in caves are required to be managed and protected.
Its chemical, physical, and biological effects are important for the living entities, for instance,
inhabitants of colonies of bats or species.

Today, evidence of past cultures can be found in caves by means of artworks and archeologi‐
cal remains around the world. The size, elongation, and the width/length of caves began to be
determined by archeologists and speleagloists through excavation and the use of lasermeter.
Each year, several teams of scientists undertake major expeditions to discover new caves,
while the formation of caves serves scientific problems that need to be clarified.

Nowadays, the past environment can also be explored by series of geophysical measurements
in order to study the stability of galleries, foundations, structures, etc. Most common methods
of direct measurements are known as probing, sounding, excavation, test pits, and trenches.
These methods are destructive and costly and provide information depending on the subsur‐
face conditions over large areas. On the other hand, geophysical techniques are nondestructive
and may be applied to mapping sinkholes, fractures, and continuations of caves with high ac‐
curacy and efficiency.

This volume provides references of the results of methods and extensive case studies applied
on important caves in Europe and Asia carried out by several researchers. The results will
help many researchers in geoscience, archeology, climatology, and biology. In this volume,
three sections discuss the following topics: (1) Geomorphometric Analysis of 3D Cave Map‐
ping, (2) Bats in Caves, and (3) Geophysical Application for Cave Detection and Geoecological
Assessments of Water Chemistry in Karst Aquifers. A brief information of each research given
in this volume is provided below.

The geometric parameters of cave morphology using terrestrial laser scanning (TLS) were ap‐
plied on Gomantong Cave in Malaysia Borne in the chapter "Characterization of Macro and



Micro-Geomorphology of Cave Channel from High Resolution 3D Laser Scanning Survey:
Case Study of Gomantong Cave in Sabah, Malaysia" by Idrees and Pradhan. The identification
of macromorphological and micromorphological features of the Gomantong Cave was ach‐
ieved by 3D models.

In the study "Aspects of Cave Data Use in a GIS" by G. Albert, the geographic information
system (GIS) was used to analyze cave survey data on how to work with archive and new
survey data and how to handle maps, scans, and sampling data. The chapter focused on the
importance of procedures of data management, quality control, and automation of cave sur‐
vey data.

Caves as hibernacula and the effect of temperature and bat hibernation are discussed in the
study "Bats and Caves : Activity and Ecology of Bats Wintering in Caves" by J. Zukal, H. Ber‐
ková, H. Banďouchová, V. Kováčová, and J Pikula. The authors showed the importance of the
flight activity at the cave entrance and the bat movement activity inside the cave.

In the study "Important Caves in Turkish Thrace for Bats: Dupnisa Cave System and Koyun‐
baba Cave," by S. Paksuz, two important caves in Turkish Thrace showing different microcli‐
mate characteristics were discussed as a result of the species composition, colony structure,
seasonal population dynamics, roosting habits, and roosting requirements of bats. It indicated
that the protection of Dupnisa Cave System and Koyunbaba Cave is very important for the
future of bat populations in the region.

A review was present of the results from various investigations on drainage, rivers, sinkholes,
and ground water in the agricultural area of North Lithuania karst region in the study "Inves‐
tigation of Water Quality in the Agricultural Area of Lithuanian Karst Region" by A. Rudzian‐
skaitė. It showed that chemical composition of research water depended on the type of soil,
meteorological conditions, and land use.

In the study "ERT and the Location of Mining Cavities in Anisotropic Media: A Field Exam‐
ple," by M. Matias and F. Almeida, a field study was applied on an old mining area to demon‐
strate that 2D resistivity data—Electrical Resistivity Tomography (ERT)—can be strongly
affected by local anisotropy that masks the presence of cavities in ERT data modeling. The
authors addressed the importance of the field survey design.
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Chapter 1

Characterization of Macro- and Micro-Geomorphology

of Cave Channel from High-Resolution 3D Laser

Scanning Survey: Case Study of Gomantong Cave in

Sabah, Malaysia

Mohammed Oludare Idrees and Biswajeet Pradhan

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.69084

Abstract

Three-dimensional documentation of hypogene cave morphology is one of the major 
applications of laser scanning survey. This chapter presents applications of terrestrial 
laser scanning (TLS) survey for analyzing endogenic cave passage geomorphologic 
structure and morphometry using 3D meshing, high-resolution 3D texture modeling for 
geovisualization, and its potential for cave art documentation. To achieve this, multi-
scale resolution 3D models were generated; one using the mesh model for macro-mor-
phological analysis and the other with the full-resolution scan to produce high quality 
3D texture model for identification of micro-morphological features. The mesh model 
of the cave makes it possible to analyze the general shape, distinguish phreatic tube 
from post-speleogenetic modified conduits and carry out morphometric measurements 
including the cave volume and channel surface area. The 3D texture model provides true 
to live visualization of the cave with exceptionally high level of accuracy and details that 
would be impossible to obtain with direct observation by visiting the site or from the 
mesh model. The model allows discerning different speleogenetic phases, karstification 
processes and micro-morphologies such as wall and ceiling seepage, hanging rocks, frac-
tures, scallops, ceiling flush dome, pockets, bell-hole and avens. Also, the texture model 
permits identifying cave arts and engravings along the passages

Keywords: virtual geomorphology, texture model, cave, passage failure, terrestrial laser 
scanning, Gomantong cave

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



1. Introduction

Caves are natural resources of complex dimensions that require intelligent planning and 
management for sustainability. They are naturally formed caverns that have played diverse 
roles for the human and animal communities. Investigations have revealed primordial use 
of caves on a short- or long-term basis depending on the nature of activities they are used 
for or the circumstances that necessitate the usage [1]. Caves have been used by man as 
shelter and for protection during wars. In many cultures, people bury their dead ones in 
caves occasionally, with their belongings and gift to help them in their spiritual journey. Man 
has used and continued to use caves for ritual and religious functions till this present time. 
Studies have also confirmed that caves were used for industrial purposes. For example, relict 
ceramic and metal deposits found in the French Bronze Age cave, Les Fraux, indicate that the 
ancient bronze workers used the cave as “industrial” workshop [2]. It is also on record that 
Bedeilhac cave, in the French Pyreness, was used as aircraft factory during the post-Industrial 
Revolution [1].

Human beings are rarely the first to explore caves. Caves are favourite natural habitat for 
varieties of animals, such as pigs, primates, elephants, hornbills, bats, birds, reptiles, amphib-
ians and other organisms, some of which are endangered. Evidence of visitation of animals 
to some caves has been found in their dung and bones. For example, skeleton of a young 
elephant was found in a cave in Pahang, Malaysia [3]. Likewise in Kitum caves, Kenya [3] 
reported the regular visits of elephants to eat minerals from the rocks. For over 600 years, the 
Great Niah and Gomantong caves in Sarawak and Sabah, Malaysia Borneo, have been famous 
for sheltering large colonies of bats and swiftlet birds [4].

This age-long interaction of man and animals in caves has resulted in enormous treasures 
within the confinement of the environment, albeit, it has also endangered the delicate cave 
ecosystem. In the interest of exploration, exploitation and preservation of the cave environ-
ment, man has devised several methods of surveying cave and tracking the resources therein 
in line with advances in technology of surveying instrumentation. Historically, earliest cave 
explorers used sketches to communicate or report their observations and findings in the cave. 
As time passed by, traditional instruments such as compass, clinometers and theodolites 
progressively became handy for cave mapping. By the turn of 1961, light amplification by 
stimulated emission of radiation (laser) began appearing on commercial markets for medi-
cal application and ranging. Subsequently, rangefinder and total station emerged with laser-
ranging capability, collecting single-point xy(z) data at a time. Then, cave mapping became 
much easier and accurate than with compass and inclinometer; however, cave maps were still 
delivered in 2D space.

Today, sophisticated light-scanning (or laser-scanning) sensors that are capable of collect-
ing several thousands to million points per seconds have taken over from the traditional 
methods, delivering caves in their true 3D geometry at unprecedented level of accuracy [5]. 
Terrestrial laser scanning (TLS) survey has proven positive results in different applications 
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such as archaeological investigations, 3D modelling and visualization, geomorphological 
analysis, passage stability and risk assessment, biological inventory and so on. A comprehen-
sive review of the journey of laser scanning to caves including method, progress in hardware 
and software development for data collection and processing can be found in Ref. [6].

Awareness of the wealth of information conveyed in laser-scanning data and the significant 
role high-resolution 3D documentation can play in deepening the complete understanding of 
the cave motivates this present investigation. We propose that 3D texture model can offer an 
excellent platform for geomorphological investigations with high level of accuracy through 
virtual cave tour. So, building on the foundation of Ref. [7], this study experiments virtual geo-
morphological analysis with laser-scanning data collected in the less-accessible Simud Putih. 
The aim is to generate multi-scale resolution 3D models. One, using the 3D mesh model for 
macro-morphological analysis and the other, with the full-resolution scan to produce texture 
model for identification of micro-morphological features. The investigation revolves around 
three applications with the following objectives:

• Modelling the cave in 3D space at different resolution scales for analysing endogenic pas-
sage geomorphologic structure and morphometry.

• Identification of micro-geomorphological features of the floor, wall and roof through 
virtual cave exploration with high-resolution 3D texture model and its potential for cave 
art documentation.

On this note, this chapter on “Characterization of macro and micro-geomorphology of cave 
channel from high-resolution 3D laser scanning survey: a case study of Gomantong cave, Sabah 
(Malaysia)” presents the approach employed for the multi-scale resolution 3D modelling of 
Simud Putih and the different applications they were used for. The structure of the chapter is 
organized thus: following this introduction, the second part describes the location of the cave 
with emphasis on the geographic location, geology and speleogenesis. In the third part, the 
general methodology with terrestrial laser scanning, including (i) planning, (ii) 3D laser scan-
ning survey and (iii) point cloud processing, is sequentially articulated. Other specific data-
processing tasks for the target applications will be done within the context of the individual 
subsection. The fourth part outlines and discusses the results of the case study and their appli-
cations. The last part is the concluding remarks and the future research outlook.

2. Geological setting and study area

Geographically, Gomantong cave is located in a tower-like limestone outcrop that projects 
approximately 300 m above a floodplain on longitude 118° 04’ E and latitude 5°32’ N within 
the Sabah forest reserve [7]. Travelling by road, the hill lies some 31.4 km south of Sandakan 
and about the same distance to the east of Kota Kinabatangan, the state capital of Sabah, 
Malaysia (Figure 1).

Characterization of Macro- and Micro-Geomorphology of Cave Channel from High-Resolution 3D Laser...
http://dx.doi.org/10.5772/intechopen.69084
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From geological point of view, the limestone contains dense lithic fragments of grey sedi-
mentary rock rich in organic matters deposited in laterally thin and well-defined layers that 
lie uncomfortably on the underlying Labang bedrock [8]. The layers alternate with bed of 
thin grey-green fossil and sometimes intercalated by sandstones and shales of the Oligocene 
Labang formation. Evidence from nanofossil dating of samples taken from marls, mudstones 
and on benthic foraminifera across the region estimates the formation age at about 23 mil-
lion years ago—between late Oligocene and early Miocene [8, 9]. The detritus particles are 
believed to have recrystallized during the Oligocene sediment formation, resulting in varying 
sizes of the crystal structure in the uplifted rock.

In terms of speleogenesis, the cave is believed to have started immediately after the uplift, com-
pression and folding of the rock during the early Pliocene which was followed by dissolution 
of soluble rocks along bedding planes and joints [7, 9]. Gomantong cave system consists of two 
major passages, one above the other [10]. The lower cave, locally referred to as Simud Hitam, 
provides entrance along one of the major faults that opens to the base of the hill and coincides 
with the ground level of the bank of a small stream nearby. But, for the upper level cave (Simud 
Putih), the access is situated some 85 m above the floor of the opening to the lower cave [10].

Like every other cave, this one is dark and humid, providing an excellent microclimate habitat 
that is suitable for swiftlet birds and bats in their millions to share [11, 12]. In addition, the 

Figure 1. Location of Gomantong cave in (a) Borneo Island, (b) ASTER-GDEM of the state of Sabah (Malaysia Borneo) 
and (c) Google Earth image of Gomantong forest reserve with the hill at the centre.
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cave provides naturally confined speleogenetic setting that makes it particularly attractive. 
Swiftlet birds and bats contribute significantly to ecosystem engineering, tourism and econ-
omy of the state of Sabah [13]. However, there are indications of threat of potential collapse of 
the cave due to natural and anthropogenic causes [7].

The danger posed by over-exploitation to the survival of the Gomantong cave system requires 
holistic approach to confront the multifaceted challenges resulting from the activities of man, 
animals and nature combined. For example, the cave passage of Simud Hitam has been 
extremely affected by biogenic corrosion. Equally, the cave wall and roof are frequently 
hacked to provide support for hanging ladders through which edible nests are reached. All 
these, in addition to natural geologic processes, weaken the structure and thereby accelerate 
the rate of deformation in the cave. Since the last six centuries, the cave has been one of the 
focal references to edible bird-nest (EBN) harvesting in southeast Asia [7]. While the business 
flourishes, enriching the economy of the state and her indigenous residents, the survival of 
the cave itself for life-long production of this lucrative commodity has been largely neglected, 
though unintentionally [4], despite the vicious impact of biologically induced alteration of the 
cave passage. In this regard, provision of adequate information about the internal structure 
of the cave will be of paramount assistance to decision makers and cave managers on the best 
way to protect the cave and its resources.

Recent investigations by Refs. [7, 10] show that little is known about the cave structure, and 
particularly the geomorphology, thereby throwing an open challenge to the research com-
munity on the urgent need for deeper exploration. Nevertheless, stakeholders were suffi-
ciently alerted on the danger of continuous deformation of the cave cavity should biogenic 
decay persist [7]. However, the message could not be clearly conveyed with respect to the 
cave geometry to the stakeholders who, mostly, are non-technical professionals. The reason 
being that the data were collected using traditional survey method, and the information pre-
sented in 2D, making it impossible to visualize the enormity of the biogenic activities in the 
cave.

Another concern is that the foregoing investigation was carried out in Simuh Hitam (lower 
cave), near the entrance where daylight penetrates to illuminate the cave. Thus, the inter-
nal geomorphology including the ongoing deformations of the cave cannot be described. 
Moreover, the distance of the cave roof from the floor is far and barely visible to an observer 
from the latter. The second study [10] utilized 3D scanning; nonetheless, only the basic 
quantitative measurements (length, area and volume) were extracted. The lower cave has 
always been given more priority in terms of research mainly because of its ease of access. This 
accounts for why most of the studies about the cave system have focussed on the lower sec-
tion while the upper cave chamber has not been widely explored. For that, this present study 
centres entirely on the upper cave.

3. Materials and method

The overall methodological workflow used in this study is presented in Figure 2.
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3.1. Terrestrial laser scanning survey

The procedure presented here follows the established workflow for point data collection and 
processing: planning, field work and point cloud processing [6]. In July 2014, FARO Focus3D 
was used to scan Simud Putih to complement the 2012 scanning expedition in Simud Hitam 
[14]. The scanner employs the phase-shift scanning technology with exceptional distance accu-
racy up to a scanning range of 120 m. Like every other scanner, Focus3D measures distance to 
a target by comparing the difference in pulses of emitted and reflected wavelengths. The use 
of this particular scanner was evaluated on the basis of its technical suitability (Table 1). In the 
market today, Focus3D is the lightest and smallest high-speed scanner designed for outdoor 
and indoor applications [6]. The size and weight (∼5 kg) of Focus3D, high accuracy, rapid rate 
of data collection and extended battery life of 4.5 h make it a suitable choice for high-precision 
survey in caves.

Planning is necessary to increase the efficiency of data collection and processing manoeu-
vrings for high-quality point cloud and 3D reconstruction [15]. Therefore, ahead of the field 
work, the cave was visited during which scanning positions were strategically predetermined 
to achieve good overlapping areas. Sufficient overlap between adjacent scans increases the 
quality of registration process and also provides complete data coverage. Moreover, distance 
between scanning positions and between the cave wall and the instrument was kept roughly 
at regular intervals to ensure consistent scan resolution.

During the data collection, a total number of eight spherical targets were used to support scan 
registration process. The targets were placed around the scanner field of view such that at 
least three or more can be visible in two adjacent scans for high-quality registration. Where 

Figure 2. Data processing and analysis workflow.
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reference to national or global coordinate system is required, the target positions are mea-
sured accurately using theodolite, total station or a combination of GPS and total station [16, 
17]. Advances in hardware and software development have provided alternative scan regis-
tration procedures such as cloud-to-cloud and automated registration in target-less mode. 
Nevertheless, the need for target-based scan matching cannot be overlooked particularly in 
cave interior that is characterized by irregular formation, difficult access and unfavourable 
working environment. On each station, scanning was done at one-fourth scan resolution 
mode which provides 244,000 points/seconds and x-y point cloud spacing of 12.5 ± 2-mm 
ranging error at a distance of 20 m [14]. Overall, a total number of 203 scans were collected 
during the two weeks’ field work that resulted in over 6.09 billion points of ∼38.0 GB. Out of 
203 scans, only 99 scans that represent the main passages of the upper-level cave were further 
processed and used for this study.

3.2. Point cloud processing

Since the scans were collected from different positions, it was necessary to align the individ-
ual scan into one set of point cloud. This was done using the proprietary SCENE-5.5 software 
(www2.faro.com/downloads/training/Software). For high-quality registration, semi-automatic 
target-based point correspondence utilizing the reference sphere placed within scan areas was 
used. The method employs the iterative closest point (ICP) [18] algorithm which automatically 
detects at least three artificial target points that are visible in successive adjacent scans to com-
pute accurate transformation parameters. The process was further improved by activating auxil-
iary sensors (inclinometer, compass and altimeter) to speed up the correlation of the individual 
scans. The emerging trend in the new generation of scanners such as Focus3D x330, x130 and 
Z+F Imager 5010X is the evolution of multi-sensor scanning hardware including GPS receiv-
ers, inclinometers, inertial measurement unit (IMU), compass, powerful imaging cameras and 
height compensator that enhances the quality and accuracy of data collection and processing.

This particular study does not require reference to national or global coordinate system; 
hence, the scanner’s local Cartesian system was sufficient. Usually, the first scan station 

Feature Specification

Manufacturer FARO

Model FARO Focus3D

Range 0.6–120 m indoor or outdoor with low ambient light and normal incidence to a 90% 
reflective surface

Ranging error2 ±2 mm

Measurement speed 122,000/244,000/488,000/976,000 points/s

Field of view Vertical/horizontal: 305/360°

Weight 5.0 kg

Size 240 × 200 × 100 mm3

Table 1. Technical specifications of FARO Focus3D terrestrial laser scanner.
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is taken as the origin where the instrument’s plumb line provides the z-axis [15], and the 
horizontal line is defined by the scanner’s internal compass which facilitates aligning scans 
to geographic direction. The registration quality produced root mean square error of 0.0044 
RMSE, equivalent to 4.4 mm. The registered point clouds were exported from SCENE soft-
ware as an individual file in ASTM E57 file format for 3D imaging data exchange [19] and 
PTX file format, respectively. The E57 file format offers efficient storage and data compres-
sion that facilitates ease of 3D data transfer across different platforms better than ASCII-
based point cloud exchange format like PTX. PTX file preserves all of the information from 
the original scan (scanner location) plus additional registration information (transforma-
tion matrices). The drawback of PTX is that it requires large memory space to keep the 
information. The aligned scan yielded point spacing of < 6 mm in both the horizontal and 
vertical axis.

For 3D reconstruction and rock structural analysis, processing the full-resolution scan is 
not computationally efficient [5]. Therefore, the E57 format point cloud dedicated for these 
applications was decimated by sampling every seventh point to optimize processing time 
based on the suggestion of Ref. [5]. In CloudCompare [20], a free and open source software, 
the decimated scans were merged to provide a single discontinuous point cloud of the cave. 
Thereafter, the matched point cloud was filtered to eliminate noise, while other points belong-
ing to features outside the cave were manually deleted. Finally, the cleaned point cloud was 
spatially sub-sampled using horizontal and vertical distance spacing of 5 cm between points 
for efficient mesh generation. Further, application-based data processing and analysis using 
either the decimated or full-resolution scan point cloud are discussed in section 3.3.

3.3. Application‐specific data processing

3.3.1. 3D Meshing and passage geomorphology

The sub-sampled point cloud in Section 3.2 was used for the 3D surface reconstruction. Point 
cloud comprises a set of dense 3D xyz points of the surface, but, in reality, the discrete point 
data do not offer sufficient description of the cave structure. 3D mesh generation was done in 
MeshLab 1.3.4BETA [21] to reconstruct the cave in its true 3D geometry. MeshLab is an open 
source package for point cloud processing, advance mesh generation and editing. A num-
ber of surface reconstruction approaches are available in the software but the widely used 
Poisson surface reconstruction approach was applied in this present chapter. The algorithm 
utilizes the sampled points from the surface and the gradient of the indicator function (a 
normal field) to build surface. The gradient of indicator function was derived by computing 
normals for the point sets using 10-point neighbourhood kernel. The procedure converts the 
point normal into a solid 3D surface by defining a scalar function that best matches the vector 
field to build a fitting isosurface [22, 23]. The 3D meshed surface was achieved with octree 
depth of 10 comprising 825,451 vertices and 1,650,604 faces. Octree depth parameter sets the 
depth of the octree used for extracting the final surface. Increasing the octree depth parameter 
increases the precision and level of details (faces and vertices) of the surface; however, com-
promise had to be made among level of details, visual reality and real-time interaction with 
the model. The final mesh model was used for analysing the general cave passage structural 
morphology and morphometry and also for the sectional drawing.

Cave Investigation10
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3.3.2. Textured 3D modelling for detail micro‐morphologic and cave art identification

Documenting micro-morphological features requires high-resolution textured 3D model. 
Advances in computational efficiency of point cloud processing software like Autodesk 
ReCap and its textural 3D rendering capability will rapidly revolutionize cave investigation. 
Despite the tremendous success achieved with TLS survey in many notable caves around the 
world, photo-realistic 3D rendering of cave has remained unattainable. Besides the limitation 
of the existing point cloud processing software in handling large volume of data, overcoming 
the problem of total darkness has been a subject of intensive research [24–27]. Today, archaeo-
logical documentation using 3D scanning is considered the best method; nevertheless, the 
use of two independent sensors, laser scanning and digital photos throws up additional chal-
lenge. The difficulties include managing illumination variation, finding exact match between 
the images and geometric model and handling the volume of data acquired [27]. Besides, 
processing the data involves several manual operations.

As an alternative approach to RGB (red, blue and green) photos, the laser intensity value 
attached to each point was used as a substitute for the texture-based virtual reality rendering. 
In this study, we used Autodesk ReCap360 student licence package (http://www.autodesk.
com) [28]. ReCap360 is one of the families of Autodesk products specifically designed for han-
dling massive cloud point and photo dataset. It is innovative 3D modelling and reality cap-
ture software that create complex 3D model with real-world visualization by combining laser 
scans and photos. The package supports a number 3D file formats including CL3 (Topcon), 
E57, FLS (Faro), LAS, PCG, PTG (Leica), PTS, PTX, RCS, TXT, XYZ and ZFS (Zoller+Fröhlich). 
Moreover, it computationally optimizes input files by indexing to its native RCP file format 
for efficient processing, modelling and interactive visualization. The model allows complete 
natural feel of the rock such that all details of the irregular surfaces including rock engraving 
and artworks in their true 3D geometry are captured.

Understanding cave use, especially in the past, requires detailed true-to-life perception of 
the space in all dimensions including the morphogenesis of the floor, ceiling and wall caused 
by geological and, at times, biological factors. For Gomantong cave, no reference is found in 
the literature indicating cultural utilization of the subterranean space in the past outside nest 
harvesting. This aspect of our study aims at identifying micro-morphologic features and relict 
antiquity from the high-resolution 3D texture model that could provide insight into factors 
that influenced passage modification and enhances our knowledge of probable age-long use 
of the cave.

4. Discussion

4.1. Cave passage network structure

One of the main objectives of this study is to provide interactive digital representation that 
permits visualizing the entire cave network morphology in 3D space, and also, to allow 
extraction of features in their geometrically correct dimension without visiting the cave. 
The dipping limestone produced a particular style of cave that can only be comprehended 
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in digital model. Meshing produced cave surface that provides exact representation of the 
arrangement, structure and irregularities (Figure 3). The cavity comprises connected passages 
geographically oriented to different directions. For specific description of cave channels and 
their morphological characteristics, the passages are classified into six segments (entry, cham-
ber, hall and shafts 1, 2 and 3) according to their global orientation.

Meshing provides the structural construct of the pattern of the cave network. Externally, the 
plan view of the cave (Figure 3b) presents a system of network connectivity that bears a resem-
blance to typical Uzi Galil sniper rifle with each component (handle, butt, trunk, magazine 
and precision telescope) forming different channels, for example, entry passage, chamber, main 
hall, shafts 1 and 2 and shaft 3 in that order. The primary passage to the main hall starts off 
vertically downward to about 29 m at a very steep slope and then trends east-west, parallel to 
the main chamber, to join the hall. The chamber also connects the main hall at the upper-most 
end in the northern side through an orifice that dips west-east. This main hall is a large cavern 
that runs NE-SW, connecting the SE-NW trending shafts (1 and 2) and the inclined N-S shaft 3 
(Figure 3).

The model allows cave interior visualization at the coarse level, while also permitting the 
extraction of dimensional data with detailed geometric definition and precise graphic descrip-
tion of the cavities (Figure 4). 3D mesh gives a feel of the general complex morphogenetic 

Figure 3. 3D model of the upper level cave (Simud Putih) produced in MeshLab with ≈ 28.3 million points at an octree 
depth of 10.
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characteristics of the karstic landform. Precisely, the model shows that the passages mostly 
still retain their original phreatic tube except for shaft 3 and the bourgeoning section of shaft 2. 
Although there is no active stream flowing in it, there is evidence of flooding during heavy pre-
cipitation particularly within the secondary chamber that connects shafts 1 and 2 to the termi-
nal section of the hall which forms the lowest elevation of the cave. The floor also appears more 
solidly intact except with some isolated rock piles but is a relatively gentle undulating surface 
of interchanging concave and convex arc that cambers to each side creating shallow erosional 
bench at the edges (Figure 4a–4c and 4f). Figure 5e and 5g depicts roof patterns that may have 
originated from lateral strike slip and fault-controlled attritions. The wall largely comprises 
tri-oval conduit arm, buttress, vertical and semi-circular walls holding the dome roof.

4.2. Cave morphometry

An overview of the shape characteristics of each segment is shown in Figure 5. The sectional 
drawing improves the understanding of the internal outline of conduits at the roof and floor 
sections. It can be seen that the cave passages vary in height and width, which implies that the 
cavities either respond differently to denudation or are developed across different timelines. 
The shapes of the passages vary from simple flute morphologies to rather complex features with 
overhang, pillars, horn-like extension and step-tile cathedral interior formations (Figure 5).

Figure 4. Graphic description of the cave cavities: (a) main chamber viewed W-E, (b) the horn-shaped entry passage 
viewed W-E, (c) secondary chamber where shaft 1 (d) and shaft 2 (e) are connected, (f) main hall viewed from N-E to 
S-W at the centre of the hall and (g) shaft 3 viewed towards the north direction.
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Dimensionally, the cave extends linearly from sub-metre openings to impressive passage 
width of up to 65 m, varying heights and several metres’ penetration depth developed along 
major tectonic features like faults, fold cores and bedding contact. All the passages descend 
to the more distant part to converge at a central area down south of the main hall that forms 
the lowest part of the cave network. The floor at this minimum elevation is relatively flat 
(Figure 5c and 5e) and filled with sediments, pebbles and flowstone. The impact and degree 
of weathering activities are more pronounced at the cave ceiling with exciting irregular 
shapes that provoke closer examination particularly in shafts 2 and 3. In general, the mesh 
model facilitates quantitative measure with better accuracy (Table 2).

The entrance to the cave is located in vertical rock walls of about 29-m depth from the top 
of hill and continues deeper along a steep rock wall down the hillslope to the main hall 
(Figure 5a). The cavity becomes wider as it advances towards the hall, forming a horn-shaped 
hollow and terrace outline at the roof. Entry passage and chamber connect the large lofty hall 
that constitutes the primary trunk of the cave system. The chamber (Figure 5b) has a high-
domed formation that looks like the hard-upper shell of tortoise (carapace) but at the base, a 

Figure 5. Side and cross-sectional view highlighting passage outline of (a) entry channel, (b) chamber, (c) main hall, (d) 
shaft 2, (e) shaft 1 and (f) shaft 3.
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convex silhouette slopes to the foot of the wall at both sides. The hall has a rectangular shape 
of about 50–70-m width, a buggy-top roof of up to 30-m height and a basin morphology land-
form at the floor (Figure 5c).

Passage layout of shaft 1 (Figure 5e) is unique; the conduit forms a long tubular flute-shape 
passage with oval outline in cross section along the entire length of the strait. Like the entry 
passage, the conduit has erosional contact with the surface but at a relatively gentle gradient 
that allows a steady slipping down of rainwater and eroded materials along the slope. It is 
probably the youngest passage because it exhibits undisturbed early stage phreatic tube for-
mation with scallops freshly sculptured in the roof and wall of the tube.

In contrast, shafts 2 and 3 show completely different morphologies especially at the roof. 
The former is a boot-shaped twine passage lying 30-m apart and is linked by a narrow ver-
tical channel of approximately 42-m height (Figure 5d). The right passage which is about 
60-m long terminates at a dead end while the other “leg” extends to about 123 m and joins a 
small chamber through a narrow opening that connects it with shaft 1. The two have similar 
morphologies that take the shape of a wellington boot. Shaft 3 (Figure 5f) produces a typical 
cathedral morphology with step-tiles roof. The interior has been severely weathered, thus 
creating different karstic formations including enormous cavern resulting from breakdown 
chamber, multi-storey passages, avens and epikarstic seepage.

As a conclusion, the mesh model provides adequate information to describe the general 
cave network, internally and externally, which has never been done. Furthermore, we were 
able to produce the cross section and obtain accurate morphometrics of the model (Table 2). 
However, the coarse nature of the source point cloud and lack of texture information limit the 
amount of details that can be extracted from the model.

4.3. Identification of micro‐morphological features

Intensity-based texture model shows all the fine geometric details that bring true-to-life vir-
tual caving with complete representation of the interior “infrastructure” (Figure 6). In contrast 
to the mesh model, the texture model reveals all the signs of epigenetic speleogenesis in addi-
tion to identification of fine detailed morphological features. Apart from these, dimensional 
measurements of sub-millimetre accuracy can be obtained. Certainly, the challenge of visual-
izing cave interiors due to lack of illumination is solved with this approach.

Generally, it can be noticed from the texture model that all the passages, except shafts 2 and 
3, have scallops on their wall and roof, indicating the extent to which the original phreatic 

Total length (m) 1,043.05

Total floor area (m2) 38,575.00

Passage surface area (m2) 155,414.00

Passage volume (m3) 735,226.00

Table 2. Summary of basic geometric properties of the model.
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tube is preserved. The rate of passage modification seems to be at slow pace in the older 
passages. For example, within the chamber and main hall, scar of recent deformation can be 
found. Tonner variation distinguishes recently developed surfaces from the older ones. It can 

Figure 6. Intensity-based texture model of Simud Putih—topmost plate shows (a) the main entrance viewed from the 
base of the collapse sinkhole and (b) E-W direction towards the hall; plate (c) is the chamber viewed W-E, (d) shaft 1 
viewing the entrance from inside, (e) main hall viewed to the southern end, (f) shaft 2 viewed northward; plate (g) views 
shaft 3 from the hall where the passage opens to it while (h) shows a section within shaft 3.
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be observed that the inner section of the entry passage, main hall, chamber and shaft 3 cavern 
belongs to the old formations. The old formations are discernible with much stable appear-
ance, particularly at the roof which appears to form the base of harder rock strata. Those parts 
of the cave are favourable roosting locations for swiftlet birds in large numbers. Interestingly, 
bats and swiftlet birds can be differentiated from the texture model.

It is very clear that the development of the cave started from inside and, over time, eroded to 
the surface to provide entrances (see Figure 6a and 6d). Similar imminent contact with surface 
is observed in shaft 3 which currently provides daylight openings along fractured zones that 
extend to about 118 m in length at the roof. The fault joins series of rock discontinuities (fault 
and fracture on the wall) that extend to the cave floor (see Figure 7a and 7c). The roof around 
the daylight opening may eventually become collapse doline.

The floor of the cave is made up of fine mud sediments, rock debris, rock piles, plastic bottles, 
dendritic sediments, plates and polythene bags washed into the cave or abandoned by cavers. 
In the more weathered passages, a pile of rocks that broke away from the cave roof can be 
found on the floor. A stream of pebbles can be seen at the base of the sinkhole that form the 
entrance and also along shaft 1 passage which are transported into the cave and deposited 
along the passage floor. The occurrence of the cave passages and the pattern of post-speleoge-
netic decay have been largely influenced by the deformation characteristics of the rock rather 
than biogenic modifications because no perforated cave walls are observed in Simud Hitam.

Apart from shaft 3, the cave walls are solidly intact (Figure 6). Few base undercuts and wall 
notches are present at lower end of each passage where the eroded rocks have direct contact 
with the wall. Further, vestiges of fluted bay can be seen in shaft 3 though not as pronounced 
as those found in Simud Hitam. Other interesting wall morphologies include semi-circular 
pillar, cliff and hanging wall (Figure 7b and 7d). A number of semi-circular pillars of varying 
diameters were identified on the wall of shaft 3. These pillars are made up of accumulated 
calcites dissolved in dripping waters from the cave roof. Evidence of this can be seen in the 
evolving shining glossy formations like stalactite (STT) and stalagmite (STM) approaching 
each other to form an unbroken pillar. All the pillars extend from the roof to the cave floor, 
measuring up to 20 m in height. We also identified other features such as cliffs and hanging 
walls (Figure 7b) within shafts 2 and 3. These features are certainly remnants of collapse 
blocks that are resistant weathering.

Generally, no lace-like or overtly perforated ceiling surface was observed; swiftlets take 
advantage of rock discontinuities within the more secured sections of the cave as niches to 
roost. The common morphological features identified in the cave roof include scallops, bell 
holes, ceiling pockets, roof avens, ceiling flush dome, seepage and hanging rocks (Figure 8). 
Except for the last three, the origin and development of these features have been well dis-
cussed in the literature [29, 30]. Scallops are predominantly retained in the more recently 
developed younger surfaces while traces of it are apparent in the older hard rock surfaces, but 
roof avens are common to weak rock surfaces. On the other hand, ceiling and conch pockets 
and bell holes are conventional outcomes of passive weathering on the older surfaces (cham-
ber, hall, shaft 3 corridor and entry passages).

Ceiling flush dome is similar to semi-spherical flush mounted ceiling light, but unlike the 
bell-hole, the base flushes with the cave roof measuring between 20 and 80 cm in diameter, 
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Figure 8. Cave roof morphologies: (a) scallops, (b) ceiling flush dome, (c) hanging rocks and fractures, (d) ceiling pockets 
and bell-hole, (e) ceiling aven of about 9 m in diameter and 5 m deep into the roof and (f) seepage.

Figure 7. Rock surfaces: (a) daylight opening in the roof, (b) cliff, (c) fault and fractured wall and (d) semi-circular wall 
pillar (PL), including stalactite and stalagmite.
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suspended 30 cm from it. This particular roof feature is found in shaft 3. The feature may 
have originated from accumulation of calcite dissolved by water infiltration through carbon-
ate rock. Another feature identified on the roof is the mass of rocks hanging on the roof, 
we call this hanging rock. This feature exists within unfavourable discontinuities especially 
where such fractures form follicular dendritic network that partitions weak rocks into loosely 
fragmented components. If the fracture reaches the surface, water may penetrate into the cave 
to create seepage. Seepage is a catalyst to cave deformation because it weakens the rock and 
speeds up the rate of weathering. A number of these features were identified in the roof and 
wall of the cave at different locations. Identification of seepage is important because it can 
help in predicting direction of future passage development and potential inlets.

4.4. Cave art visualization

Lack of efficient tools to combine geometric data and images has long made the process of 
producing virtual reality models from 3D scanning and texture information a difficult exer-
cise. But with the emergence of new sensors and processing tools, the time and efforts needed 
to generate this product have been efficiently optimized, and the result obtained is so accurate 
that objects of sub-millimetre dimension can be detected and measured. As evidenced from 
virtual tour of the cave, people have been registering their presence in the cave by penning 
down ideas in written inscriptions and rock carvings over the years by striking directly on the 
rock surface (Figure 9).

One of the significances of the study is the demonstration of the ability of the high-resolution 3D 
texture model to detect carved rock and paintings on the wall and roof of the cave at sub-mil-
limetre resolution. This result is novel and provides potential economic opportunities through 
tourism if well harnessed. A collection of archaeological treasures including pictographs, petro-
glyphs and inscriptions is found on the walls of the cave passages. The age of these engravings 
is not known, and no record is given about them. So, we believe they have no link with medi-
eval traditional, spiritual or cultural use. It can be seen that some of the carvings are undergoing 
surface erosion and deterioration, and such can be quantitatively measured from the digital 
model. Identified litters in the floor of the cave are also bottles, plastics and disposable serving 
plates that are products of modern-day industries.

Exploiting the full potentials of this approach may play a significant role in geo-archaeological 
studies in the near future. Particularly, with the increasing availability of new high-quality dig-
ital sensors for data collection and efficient tools for data processing and analysis, qualitative 
recording, documentation and assessment of cave art are within the reach of archaeologists. 
The principal limiting factors to the adoption of this approach are the costs of acquiring the 
equipment and the considerable time and efforts required to train the users. While the added 
value to 3D documentation might not justify the investment, the multifunctional value of the 
data collected is far-reaching. A case in point is the increasing multidisciplinary perspective of 
cave research that has brought closer cooperation among archaeologists, geomatic engineers, 
geologists and other non-technical professionals [2]. This type of collaboration is required to 
offset cost implications through shared responsibilities without compromising precise docu-
mentation that yields better results.
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5. Conclusion

Experience from this experimental work with intensity-based 3D texture model indicates a 
promising future for refined exploration of cave interiors at exceptionally high level of accu-
racy and details in areas that would challenge even the most adventurous caver. It is a para-
digm shift from the era in which darkness in cave was seen as a major obstacle to visualization 
and information extraction. Given the versatility of laser-scanning data as demonstrated in this 
chapter, it is plausible to submit that further research will be required to  adequately  harness 

Figure 9. Cave arts on the wall—(a) paintings in shaft 1 (b, c), a picture of a goat head, and painting in shaft 3 and (d) 
cave engravings in the chamber and (e, f) cave inscriptions in entry passage.
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the invaluable information therein embedded. This we believe is necessary to enhance further 
cave research and development. It is expected that as processing capabilities improve along 
with powerful sensor development, more applications are expected to emerge. The design of 
powerful modelling packages like ReCap 360 which performs parallel computing for 3D mod-
elling and texturing bypasses the usually time-consuming matching of laser scans and photos 
and the associated manual editing. Similarly, increasing availability of other third-party point 
cloud oriented application software (open source and commercial) is broadening the sphere 
of possibilities with laser-scanning data. This development would change the phase of cave 
investigation across the different professional interest groups.

In terms of details, the full-scan model offers incredible clarity; objects as small as giant spiders 
and millipedes can be detected and measured. This is why it was evaluated for archaeologi-
cal documentation. In the future, transmission of this information on the web can multiply its 
values and enhance knowledge sharing across platforms and agencies. The limitation of this 
approach is that it has no spatial analysis capability. Again, the problem of poor illumination 
still persists with natural RGB colour images, although it has little to do with geomorphological 
and geological applications such as those presented in this chapter.
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Abstract

This paper gives an overview about the theoretical and technical aspects of a geographic 
information system (GIS), which can provide a framework for scientific (hydrological, mor-
phological, geological, etc.) analysis of cave survey data. It is emphasized that a GIS contain-
ing archive cave data is important because the information often is irreplaceable (the cave 
environment has changed), or the resurveying may harm the cave. Thus, it is proposed that a 
GIS of cave data be multidisciplinary to avoid unnecessary resurveying of caves. To produce 
such a system, one has to bear in mind many aspects, which is not always evident for the 
practicing scientists. Cave surveys produce spatial data, either it was measured with mea-
sure tape and compass or with a LiDAR station. It is a major issue in cave data processing 
that the spatial data produced in various surveys do not fit together due to the different 
methods and coordinate systems, or because of the various data types, which make it hard 
to syllabize the similarities between different sets of data. The paper focus on how to work 
with archive and new survey data, and how to handle maps, scans, and sampling data in 
one information system. From the aspect of data transfer, three main functionalities of a GIS 
are distinguished: processing, storing, and representation of the information. Discussing the 
theoretical and practical backgrounds of these functionalities, the paper presents the best 
practices of building a GIS from archive and newly measured data, emphasizing the impor-
tance of procedures like data management, quality control, and automation. The paper shed 
lights to the various data types that are usually related to cave surveys, to help cave scientist 
to control the data management and understand (and apply) the automatisms. Also, the 
probable technical parameters of future cave surveillance systems are discussed.

Keywords: cave surveying, GIS, archive data, cave data management, GIScience

1. Introduction

Cave survey data is collected for several reasons. Cave maps, 3D models, and parametric data 
for many disciplines of science can be created and extracted from the raw measurements. The 
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amount of the collected data during a cave survey is much larger today than it was decades 
ago, thanks to the evolution of surveying tools and methods [1]. Such amount of data is created 
and handled in several ways depending on the skills and intents of the surveyor/processing 
staff or the scientists involved, and sometimes due to the lack of geographic information sys-
tem (GIS) experience, the aims cannot be fully achieved [2]. However, the resolution of the 
collected information does not always match with the aims of the project, and this also may 
cause improper conclusions in a scientific project or inaccurate cave maps [3, 4]. In the classic 
times of speleological surveys—using measure tape and compass—the collected data was 
rather insufficient for scientific purpose and now with the use of terrestrial laser scanning 
(TLS) stations, it is rather too numerous to efficiently work with for many users [5].

Methodological papers about the analysis of cave data concentrate usually on the theoreti-
cal and not the practical aspects of data processing. For example, in the case of a new cave 
survey, the comparison of the newly collected data and the archive data is reported in several 
studies [3, 4], but the details of how the different data packages were incorporated in one sys-
tem remain in the background. For several spelunkers—however—these details are possible 
sources for errors due to the lack of experience with coordinate transformations or manage-
ment of data files, and programs, which are involved in this process. Such comparisons are 
often used to illustrate the higher accuracy of the new surveying methods, and while this 
is reasonable, the archive data often preserves notes and observations, which bear scientific 
importance (e.g., locations of bat colonies, archeological specimens, water sampling, etc.). 
Moreover, archive data often preserved cave conditions that have changed since the time of 
the survey. In an optimally built GIS, both the new and the archive data are positioned cor-
rectly and the database of the surveys can be queried simultaneously.

The aim of this paper is to highlight the cave data processing from the aspect of a geographic 
information system (GIS), and to demonstrate that such information system can be used to help 
scientific projects to combine newly measured and archived data. Using a GIS means using 
database tables, data transformation tools, statistical and spatial analysis, filtering and extract-
ing certain parameters from the raw data, and finally (but not necessarily) visualizing the 
results in 2D or 3D. To do this efficiently, one must possess knowledge about such processes, 
and the know-how is so complex that it has become an advancing discipline: the GIScience.

2. The nature of cave survey data

All cave survey project starts with a plan to do something for a certain purpose. At this point, 
the surveyors’ knowledge and the available instruments will determine the quality of their 
future data. Although, contemporary surveyors have already upgraded their instruments, 
still there are lots of data from the predigital times. Most of the caves in the world were sur-
veyed (at least partially) with measure tape and compass, by speleologists progressing in the 
cave passages from station to target points [6]. The data consists of several records containing 
an array of distance, dip, and azimuth measurements making a 2–10 m long spatial vector 
from each record. The sequentially joining vectors form a 3D network (Figure 1), and each 
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still there are lots of data from the predigital times. Most of the caves in the world were sur-
veyed (at least partially) with measure tape and compass, by speleologists progressing in the 
cave passages from station to target points [6]. The data consists of several records containing 
an array of distance, dip, and azimuth measurements making a 2–10 m long spatial vector 
from each record. The sequentially joining vectors form a 3D network (Figure 1), and each 
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node of this network can be represented with x, y, z coordinates. Although, the survey pro-
duces its own coordinate system, where the origin is the survey base point (entrance station), 
the whole set can be inserted in real geographic position defined in a Euclidian geodetic refer-
ence system (X, Y, Z) if the cave entrance was measured with geodetic instruments (i.e., total 
station or GPS). Additionally, the width and height of the cave passage can also be measured 
at each station to provide data for 3D cave models [7, 8]. The punctuality of the measure-
ments can be enhanced if the network is measured backwards too (back to the original sta-
tion), or if loops are present in the cave where the closing point of the loop is identical to one 
of the previously measured stations. This latter measuring sequence in the loop may also be 
measured reversely, and the average error can be distributed among the stations of the loop 
[3, 6]. This method (loop closure), however, was not always followed by the surveyors in the 
past due to several reasons. Most often, the backward measurements are missing, and the 
whole passage system was probably measured in different times by different people, which 
means that the condition of the data is varying. Usually, the most problematic part of creating 
a consistent GIS is the harmonization of several unit systems, data structures, content types, 
and coordinate systems.

3. Inputs and outputs

The condition of the created survey data will determine how much time is necessary to build 
a working GIS. The GIS is always built to serve as a “tool” to achieve the aims of a certain 

Figure 1. Typical line plot of a survey network from the Pál-völgy Cave (Budapest). The shades (colors) indicate different 
surveys in various times. Alphanumeric characters indicate the identification codes of the measured stations.
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project (even if onward use is also in the hat), so the planning should consider the possible 
sources of the cave survey data. Basically three scenarios are the most frequents: (1) the data 
is to be salvaged from archives, (2) new survey is done, and (3) partly new and partly archive 
data are processed. In all cases the created data will be processed, stored, and visually represented 
in some way.

• The data processing tool is responsible for the digital recording of text (notes, reports), al-
phanumeric and logical (true/false) information, images (photos, scanned documents), and 
vector geometry (line plot maps, sections).

• Data storage devices provide secure data store and availability of alphanumeric and logical 
data, images, and texts in digital or digitized documents. Digital data is located on mass stor-
age devices in its appropriate format and accessed via database and file management tools.

• The tool, which represents the data as a 2D map or a 3D model is a complex application, which 
not only visualize the data, but most often serve as the GIS environment. It makes possible 
to access not only the visual representation of the data, but all the collected information 
from the database.

These main functionalities are accessed through programs directly developed for cave survey 
data management (Compass, Visual Topo, TopoRobot, and Therion), or with well-known 
applications developed for general data management (Excel, ArcGIS, AutoCAD, and many 
other). In either way, the application itself becomes organic part of the information system of 
the survey project with all of its data formats and processing algorithms. In some cases, the 
applications themselves are only applying external programs or scripts [9], increasing the 
complexity of the whole system. Selecting the tools for these functionalities is one of the most 
crucial parts of planning of the GIS. The aspects should include the consideration of the aim 
of the project firstly, but later the usability and the spatial dimensions should also be tackled. 
The more we rely on archive data, the more we should involve noncave mapping applications 
to bring the data into acceptable form.

3.1. Data types of an archive survey

Using only archive data is appropriate in the case when the project cannot afford new surveys 
either because of time or financial limits, or the cave has an endangered environment where 
even the survey may cause serious damages. The spatial resolution of the data is usually suit-
able for morphometric analysis [10, 11], but realistic 3D models cannot be created. Archive 
survey data can be collected from paper-based documentations (reports, notebooks, maps, 
and published papers). In this case, the GIS will be composed of the digitalized forms of these 
documents, and will always incorporate the following components: database, digital map, 
original documents (scanned), and the tools (programs). In a general purpose GIS, the main 
characteristics of these components are the followings:

1. The database is to be built from the notebook records. Although, the temptation is usually 
great to skip seemingly the irrelevant information (e.g., the condition of measuring) during 
digitization, it is always useful to fill the database with attributes like “CONDITION”, or at 
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least put such remarks in a “NOTE”. The database usually contains the following attributes: 
date of survey, station-id, target-id, distance between station and target, dip, azimuth (angle 
from the north in clockwise rotation), width and height of the passage at the station. If the 
entrance points are measured with GPS, the database can be completed with the latitude, 
longitude, and elevation of each point using Euclidian geometry and the vector data.

2. The digital map is created from scanned paper maps usually to provide additional informa-
tion about the morphology of the cave. Maps contain the outlines of the passage levels indi-
cating the characteristic morphology of the walls and the main artifacts. Additionally point-
like objects, names, transversal, and longitudinal sections are also displayed (Figure 2). The 
maps which are suitable for morphological analysis have usually large scale (>1:1000), but 
rarely contain geographic or geodesic coordinates, so the first step is the “georeferencing”, 
which means that identifiable points (e.g., the marked stations) on the map are associated 
with their geographic coordinates. These coordinates can be calculated from the base point. 
The map processing starts with the determination of the data types, which are selected to be 
digitized. Each map data types (points, texts, lines, polygons) will be stored as a graphical 
element associated in one or more files. The processing tool will determine if the created 

Figure 2. Part of a typical cave map indicating transversal sections. The map [12] shows a small part of the Pál-völgy 
Cave System (Budapest).
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files are suitable for GIS, thus, it is most appropriate to use a GIS program directly (e.g., 
ArcGIS, MAPINFO, or QGIS). These programs are also suitable to do the “georeferencing” 
with the help of the previously processed database.

3. The digital archiving of the original data is advised in the case of the notebooks and neces-
sary in the case of the maps. The scanned documents are usually in pdf or jpg format, and 
obviously stored on a hard drive. However, the location of the archived data is highly 
relevant from the aspect of the GIS, because the map processing tools will record the name 
and the source (folder) of the map file during the digitization process, so it will cause prob-
lems if the folder structure or the file name is changed after the process has started. This 
is also true for the created files at the end of the digitization: we will face with file access 
problems if their location or name is changed.

4. The preferred tool can be one of the cave surveying programs, but depending on the condi-
tion of the recorded measurements other processing tools can also be appropriate. If the re-
cords are accurate (all the previously listed attributes are present), the surveying program 
can produce a representation too and calculates most of the morphometric parameters. In 
this case, the maps and vertical sections—if digitized in convenient format—can refine the 
results. If the records are incomplete (e.g., the passage width and height data are missing), 
the maps and sections can be used to complete them. This is more easily achieved in a 
standard GIS program (e.g., QGIS).

The program and the file-folder structure, will be a part of the information system. If more 
programs and people are involved in the data processing, a unified nomenclature of files and 
thoughtful folder structure can help to avoid file access failures. The reliability of the resulting 
data depends mainly on the quality of the original survey, but due to the manual acquisition 
of data and sketching of passage morphology, it is always biased compared to the new meth-
ods [13]. Furthermore, the digitization of archive data is also prone to transcription errors.

3.2. Data types of new surveys

New surveys are still carried out mostly with the station-target approach, but with modern 
(fast and accurate) instrumentation. The accuracy and resolution of the collected data is usu-
ally much larger1 compared to the traditional methods,2 but still requires human expertise 
both in the data collecting and the processing phase. The most widespread surveying tool 
today is the DistoX, which is based on the combination of a laser measuring tool and a hand-
held computer [15]. The two devices are connected via Bluetooth, and the mapping program 
on the mobile device (PDA, tablet, or a smartphone) handles the database of the measure-
ments providing graphical user interface for the on-site map compilation too. The software—
running on the handheld computer—automatically handles the loop closures if new survey 
tracks are measured, modifying the coordinates of the existing stations too. The method is 
based on the algebraic minimization of the root mean squares (rms) of the differences.

1Precision of the Leica DistoX is 2 mm within 10 m range, with an angular error of 0.5° RMS [14].
2The spatial accuracy of the traditional measuring method is 1% of the distance from the entrance point in good condi-
tions, but it can be even 10% [6].
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Although, this mapping system is a GIS application in itself, it is not designed for the post-
survey processes (e.g., map making or morphometry analysis). For these purposes, several 
external component programs are used that can import the surveying program’s output file 
types. The output formats are the common vector graphics (e.g., dxf—a simple text type file 
describing shapes and geometry in a well-documented syntax [16]), and the text-type data-
base with rows and columns are compatible with the usual cave survey managing programs. 
In the case of a DistoX survey, the raw data structure is quite similar to the previously intro-
duced traditional database (Figure 3), having the advantage of being in digital form natively.

In contemporary surveys, the ultimate aim is to increase the speed and accuracy of the mea-
surements using digital data. With DistoX, the transcription errors can be bypassed by direct 
recording in the handheld device [15], but there are still biases: (1) shooting the laser beam 
to a few selected points in the spelunker’s field of view and (2) the manual generalization of 
the cave morphology by drawing the map on-site. Although, the process can be enhanced—
shooting more and more targets—the resolution of the survey will always be lower than the 
surveys’ done with a TLS.

The use of static terrestrial LiDAR instruments—despite of their impractical nature in harsh 
environments—is on the rise [5, 18, 19]. These tools produce thousands of range and angular 
data in few minutes measured from the station’s location. The target points—similarly to the 
DistoX—are measured with one laser beam, but in this case the instrument repeatedly shots 
the beam to new targets swaying almost the whole field of view during one session. The point 
cloud of a scanning session at one station consists of nonoverlapping points forming a grid 
when using 3D polar coordinates (yaw, pitch, and range) or a data table when using Cartesian 
(x, y, z) coordinates [20, 21]. The former one is considered as a raster type data and can be eas-
ily fitted with panoramic photos shot from the same position. To do this, the scanning instru-
ment should be equipped with an optical camera too. However, it is more common to export 
the scanned data with x, y, z coordinates in binary.las files [21]. Although, other formats are 
also exist, most of the point cloud processing programs (e.g., MeshLab, ReCap, Microstation, 
and CloudCompare) are able to import and export las-files.

Figure 3. The screenshots of the Pocket Topo program, which handles the data received from the DistoX tool [17]. 
The table view on the right shows the records of each measurement, the middle image is a map view displaying the 
connected stations, and the right one demonstrates the sketching options and the survey shots initiated from the stations.
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Concerning the coordinates, the point cloud data is in a local reference system relative to the 
station. Data from multiple stations can be combined if the scanned surfaces overlap with 
each other, and if artificial backsight targets (i.e., regular-shaped objects) are placed into the 
common field of view of the subsequent scans. This process is done either automatically or 
manually within a desktop application after downloading the data from the TLS instrument. 
Both processes are based on “best fitting” approximations defined mathematically in the algo-
rithms of the processing tools. The error of the fitting depends on the method we choose in the 
fitting approximation—usually the least-squares method—and the range of error is usually 
documented in the programs’ description, although it also depends on several other factors. 
According to Lichti and Gordon [22], there are five error types which are distinguishable in a 
TLS survey: (i) the placement of the survey stations and the backsight target object; (ii) instru-
ment leveling and centring; (iii) backsight target centring; (iv) raw scanner observation noise; 
and (v) laser beamwidth.

The precision parameters for the instrument, and the method can be obtained from the docu-
mentation if we know the range of the shots (beamwith of the laser beam is calculated) and 
the magnitude of the de-noise algorithm (removing outliers from the point cloud) relative to 
the range. Yet, at least two of the above listed errors are not independent from the human fac-
tor during the survey: the placing and the leveling of the instrument. However, attempts to 
reduce the chance of human errors are already made in the TLS procedure too; some LiDAR 
tools do not require manual fitting of backsight target objects to position themselves at the 
subsequent stations, and the precise leveling of the instrument is also done with automatic 
sensors and motors. Sometimes, though, this is quite problematic because of the size of the 
TLS instrument and the positioning is still the decision of the surveyor (Figure 4).

If the fitted sequence of the survey sessions contain at least one (but rather two: entrance and 
exit) positions where the geographic coordinates are measured with GPS (or other geodetic 
instruments), the whole survey can be transferred from a local (x, y, z) to a geodetic coor-
dinate reference system (X, Y, Z) and can be referenced to other data (i.e., maps) surveyed 
previously (Figure 5).

Leaving behind the station-target method, techniques of high-resolution mobile mapping—
such as the Zebedee—are also emerging [4]. Two data types are generated from this approach: 
a point cloud and a trajectory. The point cloud data is a huge list of x, y, z coordinates enriched 
with a set of attributes (the intensity of the reflecting beam or the precision of the calculated 
coordinate) associated to each of the points. The trajectory data is a much smaller set of coordi-
nates in a strict sequence, defining the movement of the surveyor in the Euclidian space. This 
data is quite similar to the polygon network of the archive surveys—with the distinction that 
the vectors of the trajectory do not necessarily join in one single node at the branching points 
of the passages. The instrument is a lightweight handheld LiDAR station combined with an 
inertial measurement unit (IMU), which provides measurements of angular velocities and 
linear accelerations. The IMU also contains a three-axis magnetometer. Based on the incom-
ing data from the measuring instruments, a portable computer calculates the trajectory of the 
surveyor and the position of the point cloud relative to this trajectory. With this instrument, 
several thousands of point data are collected within seconds; and obviously, the method, 
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Figure 4. A TLS station positioned as close, as possible to the cave wall to “see” into a vertical chimney. The white 
spheres are the artificial backsight targets kept in position till the next session is measured from a subsequent station.

Figure 5. Archive map (left) and TLS survey image (right) in a common reference system. The map is oriented to the 
North. Green arrow indicates the position of the TLS station pointing toward the line of sight of the intensity image 
shown in the right panel. Geodetic coordinates of the station and the cursor position is displayed. The figure is created 
with a web viewer, which was designed to explore the TLS data beforehand thorough data processing [20].
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which estimates the trajectory may produce errors. To correct these errors, the comparison of 
the overlapping areas helps—like the loop closure method in traditional cave surveying—to 
minimize the differences. The software uses best fitting algorithms to automatically localize 
similar patches of scanned cave parts [23]. The point cloud data—similarly to the data types 
of a TLS—is a .las-file or a zip-compressed .laz-file.

3.3. Combined data types of archive and new surveys

When new survey is done with modern instrumentation, usually the subject is a cave, where spe-
lunkers worked previously and produced several kinds of archive data. The newly measured and 
the archive data both provide valuable information for scientist, thus, they should be integrated 
with each other. The two datasets can be paired along well defined spatial constraints—like iden-
tifiable morphology or artifacts (Table 1). For example, if some points of the archive survey are 
marked permanently in the cave, the installed artifacts can be identified on the LiDAR point cloud 
as regular-shaped objects. If the markings are too small, more apparent objects can be mounted 
temporarily on the cave wall, where old markings are found (e.g., uniform-sized disks).

In some cases, the structure of the archive dataset (i.e., column sequence in the data table) may 
have similar characteristics to the new one, but the reference systems of them are different. 
To avoid errors in later phases, the two sets should be checked at overlapping parts before 
unifying the two databases.

Archive data is not necessarily old data. Point clouds of several TLS survey sometimes are given 
to scientists to process the data and extract new information from it, but the surveys may come 
from different groups, who worked with different instruments. It is also possible that the point 
cloud data (las-files) are not accessible, only the 3D model of the cave—derived from the point 
cloud. Such models can be created in several ways—basically using stochastic methods—and the 

Archive data New data Action

Map Survey database Identify station locations on the archive map

Survey database Survey database Match the data structure; harmonize the coordinate system 
(check the validity on overlapping areas)

Map Point cloud Identify characteristic points on the archive map (based on 
morphology, or permanent markings on the cave wall)

Survey database Point cloud Identify the possible locations of the archive stations—based 
on notes, and/or permanent markings

3D model Point cloud Compare the locations of the base stations; check the point 
cloud processing methods if only the mesh (3D model) is 
available

Documentation Survey database Depending on the type of the document: matching 
descriptions with the new survey, photo localization, section 
orientation

Table 1. Typical setting of various types of archive and new data types, and the necessary actions to put them into one 
data system.
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on notes, and/or permanent markings

3D model Point cloud Compare the locations of the base stations; check the point 
cloud processing methods if only the mesh (3D model) is 
available

Documentation Survey database Depending on the type of the document: matching 
descriptions with the new survey, photo localization, section 
orientation

Table 1. Typical setting of various types of archive and new data types, and the necessary actions to put them into one 
data system.
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generalization of the surface (i.e., the level of details) mainly depends on the used method. If the 
method is unknown for some reason, the relation of the 3D model and the original point cloud 
data has an uncertainty, and in practice, the correct position of the model can be achieved only 
if overlapping cave parts are present in both the model and in the newly measured point cloud.

Various documents may exist if a cave is well known for a long time, and the overarching aim of 
a GIS is to integrate these data into a common spatial context. Depending on the type of the archive 
data, the integration takes different amount of time. The process involves the same methodol-
ogy, what is described in the case of the archive data (i.e., scanning and structuring), but it can 
reach better results due to the presence of the new survey. The most challenging task, however, 
is the positioning of archive photos, which requires deep knowledge of the subject cave. The 
archive photos can usually be located simply to one spatial position, but in some cases, both 
the subject’s and the photographer’s position can be reconstructed. This information is stored 
in a separate data table, or in the header of the image file, which can be extracted with a photo-
editing program. Using this information, the photo can be draped on the cave surface model.

Not only archive photos are the subjects of the systematic process of cave-related tasks. Close-
ranged photogrammetry is an emerging method of cave modeling besides TLS or combined 
with it [19]. While TLS is preferable if the morphology of a cave is the subject of the survey, 
while in the case of an archeological site, the texture of the cave wall is the prior aim of docu-
mentation. Even 3D models can be created simply from the images, if abundant overlapping 
photos are taken with the same interior parameters (focal length, distortion parameters). This is 
achieved with programs (e.g., Photoscan), which can reconstruct the relative spatial positions 
of the photographer via the comparison of the texture of the images.

4. The structure of a survey database

The GIS works effectively if the links between the different subsystems are well defined, and 
the users understand these definitions enough to maintain the links. The regulations should be 
built in the programs as deeply as possible (error handling) and be documented in manuals. 
The subsystems can be connected into a data system if:

• The data transfer is well established (documented).

• The quantitative data sets are in the same unit system.

• The qualitative data sets are defined on the same contextual basis.

The data transfers occur in those cases when the user attempts to work with data, which was 
created or stored in different program from which she/he uses momentarily. The most basic 
act of data transfer is opening a file with a program. If the file has improper syntax, this simple 
act may result in only error messages. Obviously, one can prepare for this by saving the sur-
vey data in proper file format, but what is “proper” depends on the software used as the com-
ponent of the system. Ideally, the whole sequence of the processes is planned prior the survey, 
but it should be documented in written format at least during work; otherwise, the process is 

Aspects of Cave Data Use in a GIS
http://dx.doi.org/10.5772/intechopen.68833

35



not reproducible. These documentations contain the list of the system components (component 
programs (CP)), the connections between the components (input-output (IO)—formats) and the 
location and the naming system of the files (Table 2).

In some cases—at least partially—the component program itself creates the documentation, 
which can be in various forms (e.g., text, rtf, and xml). In a component program equipped with 
GIS functionality, the user connects the different data types in a workspace, and the connec-
tions are saved in workspace (ws) file. In a general purpose GIS workspace such as the QGIS, 
an xml-type file is created containing the <datasource> tag (Figure 6). If the data-source file is 
renamed or moved, the data will not be loaded into the workspace, unless the user redefines the 
connection. This ws-file also contains the coordinate system, the querying, and the visualization 
parameters of the data source. Alternatively, the user can create log files, where one can track 
the changes made in the different system components—providing more control over the whole 
process—however, this requires great self-discipline, and such logs are very rarely published.

From the technical aspects, a well-written documentation is usually more valuable than the 
published result of the survey (i.e., a map or a 3D model of the cave) because it contains the 
stepwise methods, providing the benefit of reproducibility of the results. But writing a thor-
ough description of the methodology not only benefits third party readers, but the scientist 
too who actually work on the project, because the documentation itself may also form the 
basis of scientific publications. In the process of reconstructing the results of an archive sur-
vey, the logs are also quite valuable.

4.1. Database management

Due to the modularity of the GIS, the survey database is neither a homogenous table (i.e., an 
Excel worksheet), nor a uniform file, although the data modules may take such common forms. 

Scope of the documentation Description

1 Database management Definition of database structures (RDB andxml), queries, 
connections, table/file names, attribute types, etc. Handling 
the different conceptual categories in qualitative data types 
(i.e., different nomenclature in source data). Handling 
the various measuring systems, units and calibrations in 
quantitative data types

2 Processing sequences Sequence of the actions of the work (from measuring the data 
to publishing the results), and naming the programs, which 
were involved

3 Automated processes List of scripts and programs that perform automatic processes, 
indicating certain actions they involve. Logic and syntax of file 
and folder naming for input and output files

4 Quality control Description of the possible errors of each action (both manual 
and automatic), and the definition of the acceptable error 
range. Description of the possible validation methods

Table 2. Main contents and scopes of a GIS documentation describing the data structure of the system.
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Original form of the data modules are differentiated into raster, vector, and alphanumeric attri-
bute types. If the original data is assigned into a workspace file, where the different types of 
data are linked, a GIS database is created despite of the diversity of original forms.

Database management involves the structuring, the maintenance, and the querying of the 
data through one or more user interface (program component) such as a GIS application 
(Figure 7). In a GIS, it is very rarely a linear sequence of tasks, but rather an iterative process. 
The iteration involves mainly the positioning of the data: if new measurements are available, 
the calculated coordinates of the existing—processed—data may change due to the fitting 
methods. Also, the quantity of the processed archive data may increase. To avoid discrepan-
cies in the database, the relations of the different data modules should contain links pointing 
to each other. These links allow one to manage the system without changing the database 
records manually. This is usually done automatically within the program component that 
manages the different data types (e.g., closing a loop in Therion will modify the passage 
geometry of the whole cave map [3]).

The data physically is stored on a hard drive, and it is evident that the data access must be 
ensured throughout the managing procedures. To ensure this, the folder structure is recorded 
in the workspace file, but it is also important to notice that the component programs—installed 
on the computer—have their own logic in storing the data. For example, the default file sav-
ing path of a GIS program can be the same where the file settings were installed, and when 
the program is uninstalled or reinstalled with a new version, this folder can be overwritten 
or removed. These folders are the system folders, which belong to the component programs 
together with those folders where the executables are installed. To avoid loss of data, one 
should not store or save acquired data or workspace files in system folders.

4.2. Processing sequences

The well-documented sequence of actions in the work (from measuring the data to publishing 
the results), naming the programs which were involved, is like a cookbook: one can achieve the 
results without it with experience, but for those, who are not familiar with the whole procedure, 

Figure 6. Part of the xml-type QGIS workspace file (.qms) showing the syntax of the data-source definition (the relative 
folder route from the workspace file and the name of the data-source file are in bold).
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the stepwise aid is necessary. The processing sequences are the main components of a technical 
documentation. Basically, two scenarios can be distinguished:

• The data acquisition is already done and the GIS is aimed to incorporate the available in-
formation into a coherent system.

• The data is yet to be acquired, and the project can identify core components of the GIS, 
which are planned.

In the first case, the project obviously involves archive data even if the data is not so old, and 
the main task is to revise the different sources. The processing sequence describes what and 
how we modify the data to incorporate it in a GIS program. However, the data quality—in 
this case—cannot be truly modified, by filtering out the unmarked records or outliers, it can be 
enhanced. Modifications are done in the qualitative and quantitative categorization of the data 
(measure units, coordinate system, and nomenclature). The definition of qualitative categories 
may also be different in the data (e.g., what is considered as the minimum size of a conduit?).

In the second case, the planning should include the preparation of templates (e.g., tables), and 
user guides. Moreover, the incoming data should be error-checked, prior to passing it to the 
subsequent phase of the work.

Figure 7. Flowchart of the database management in a GIS. The structuring is done when the acquired data is organized 
into different types of databases; the management includes the definition of the common spatial context, and the links 
between the databases. The querying tackles spatial, logical, topological, and temporal relations.
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4.3. Automated processes

In most cases, the automatic processes help the users in time consuming, repeatedly occurring 
tasks, such as recalculating the spatial positions of the survey stations after loop closure [3]. 
Not so long ago, the cave maps have had to be updated manually after a new survey track 
was added to the existing system, even if the loop closure was calculated by the software. 
Fortunately, this task is also automatized in some of the cave surveying programs [3]. The 
automatic methods in cave data processing are developed in three main areas:

(1) location determination

(2) modeling

(3) data management

Determining the spatial position is one of the most challenging tasks even in contemporary 
surveys. The polygon network ideally has to be connected to two distinct surface points 
(entrances or wells) to fit the lower order stations in between them, but the two way measur-
ing can also improve the quality of the data. The fitting (calculation of the station’s position) 
is done by linear algebraic equations and automatized in the surveying program. The logic is 
the same if we work with LiDAR.

Modeling of the cave is done for several reasons, but the aim is usually to create an irregular 
shape in the virtual space. Subsequently, one can calculate the parameters of it, or simply use 
it as a visualization of the hardly accessible location. The models thus, are parametric or realistic 
ones. Parametric models can automatically be generated from the survey records extruding 
2D geometrical shapes along the station-target vectors [10, 11]. The visual representation of 
such a model is schematic compared to a realistic one (Figure 8). To produce a parametric 

Figure 8. Volumetric model of the Szemlő-hegy Cave (Hungary) with regular-sized control objects (cubes). Such cubes 
can be used as references to calculate the relative proportion of the macro-porosity (passages) within a certain volume of 
the incorporating rock using statistical methods [11]. North is parallel with the y axis.

Aspects of Cave Data Use in a GIS
http://dx.doi.org/10.5772/intechopen.68833

39



model, one must not even have to visualize the model to obtain the results, which are num-
bers indicating the volume, surface, and rate of void in the incorporating rock.

Creating realistic models—however—is a more common aim among cavers. Besides the table-, 
and the map view, the cave surveying programs provide 3D visual representation of survey 
results for a long time (helping the cavers to understand the passage structure more easily). In 
the popular surveying programs, the modeling is also based on the extrusion of a geometrical 
object along the station-target vector, but to enhance the model resolution the vertex number 
is increased in the surveys regarding the transversal sections. Instead of just 4 (LRUD method), 
6 or 12 equally distributed radial vectors are measured around a station perpendicular to the 
station-target vector [7]. The sections are placed along the polyline network, and the more the 
vertices are measured, the better the realistic model will be. The edges of the adjoining shapes 
are also smoothed automatically using tangential curves and radial base functions.

When working with a LiDAR data, the automatic methods help fitting the point clouds of dif-
ferent stations to each other. The fitting result is described with statistical parameters and in 
some cases with a new attribute of each of the points showing the quality (quality map).

Automatic processes in data management are responsible mainly for the data loading and 
updating. This automatism occurs when the database is located on a server, while the GIS inter-
face is on a client computer. If a working GIS is established and the database connections are 
defined, SQL scripts can update the client side regularly querying the database server. The data 
upload process is also automatized in this case: the data logged in a survey management pro-
gram (or just in an Excel sheet) is written in a certain file format, which can be data-mined with 
scripts (primitive programs developed for repeatedly occurring tasks). The script code can work 
with any type of data (raster, vector, or alphanumeric). It extracts the data from the structured 
file and uploads it to the server-side database. The data mining scripts only work well if the files 
are located on the predefined path/folder; otherwise, the data is not loaded in the main database.

4.4. Quality control

One of the most crucial issues of archive data processing is the estimation of errors, which 
are present in the sources. Errors mostly affect the spatial positioning of the base data, thus, 
it is important to find ways to compare the existing data to something we can surely decide 
whether it can be trusted. It is also important to know how the errors were originally put into 
the data. The QC of the archive data is usually based on new (control) measurements.

For example, if loop correction was done with survey management software, the geographic 
position of the passages might have changed drastically. On the printed editions of the map, 
this was not always fully tracked. The farther in the past we go back, the bigger is the chance 
we find cave maps with uncorrected parts edited manually after new survey sequences. In 
fact, most of the result maps of archive surveys inevitably bear such kind of inhomogeneous 
errors distributed over the whole area.

This produces many possibilities for subsequent misinterpretation and first of all, we have to 
obtain a consistent database of the archive survey tracks to calculate loop closures. Though, this 
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task is only a matter of digitization of the field notes in most cases, it is quite problematic if the 
survey database (records of the measurements) is not available. In the latter case, the polygonal 
network of the survey has to be reconstructed from the maps, and there is no way to tell what 
the error of the survey is, until conducting a new one. However, it is observed that the estimated 
error is not less than 1%, but sometimes reaches 5–10% of the distance from the base station [6].

Correcting the geometry of an archive cave map is often a first step toward building the 
GIS. Regarding the inhomogeneity of the spatial errors over the mapped area, the correcting 
method must also apply to spatially varying functions to modify the misplaced parts of the 
map. The simplest—and most adequate—method for this is based on the irregular network 
of triangles among ground control points (GCPs). The GCPs are usually the stations of the 
archive survey and can—ideally—be identified on both the scanned archive map and the 
line plot map, which is created from the survey database. The two maps make two differing 
geometric manifestations of each triangle in the network, although the corner points (stations) 
are literally the same. The comparison of the triangle pairs—using the Euclidian coordinates 
as variables—results a first order 2D function of transformation, which can be applied on 
all points within the area of the triangle (including the nodes). Usually the line plot map is 
accepted as the base and the scanned paper map is the one to be modified triangle-by-triangle. 
This method is also referred as the “rubber sheet” method. The absolute difference between the 
two positions of the triangle’s points can be expressed as an attribute in the database making it 
possible to compile 2D “error maps” as quality indicator of the archive map.

After correcting it, even an archive map can be used to extract enough spatial parameters 
for 3D cave modeling. The volumetric parameters of the cave model can be calculated from 
the transversal and longitudinal sections. The error is estimated from the comparison of the 
archive section and a newly measured one. For this comparison, basically the geometrical 
parameters (perimeter, area) are used. The experienced rate of difference depends on the reso-
lution of the source material (the lager, the better) and the shape of the passage profile. This 
implies a very important thing in cave data processing, which is the uniqueness of each cave.

In the case of new surveys, the QC is usually maintained largely by the processing programs 
by logging the accuracy of TLS measurements and the surface fitting parameters. However, the 
user must consciously handle these logs (often presented as a simple message after finishing a 
work phase) to track and report the confidence of the created model. In this case, the user cre-
ated logs and documentation of the data processing can be the proper form of having a control 
on the quality.

5. Uniqueness of cave investigation

Caves are unique systems which evolved in unique geological, morphological, and climatic 
circumstances. Although following the processing sequences and using automatism may help 
one to process and analyze the data quickly, people have to keep it in their minds that the 
certain cave may be different from the previously processed one. The uniqueness on one hand 
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comes from the differing aims, but it also originates from the specialities of the surveillance 
techniques. Concerning the surveying part of the investigation, the position of the cave rela-
tive to the groundwater level is the most influencing factor followed by the passage geometry. 
The surveying can be extremely difficult in subaquatic caves, where the water is muddy and 
easy in dry and comfortably wide passages with box-shaped transversal sections.

During the last decade, the TLS surveying technology has evolved to a level of flexibility 
that makes it adaptable to suit different geometric conditions in caves [24]. There also exist 
several well-documented projects, which provide the necessary stepwise help in combining 
photo documentation with TLS survey data. The uniqueness of the geological settings and the 
hydrogeological history of the area however, is still an issue in interpreting the data. Thus, 
purely mathematical approaches extrapolating throughout whole regions must be handled 
with caution because they may lead to false results. It was shown by several authors that on 
regional scale, the regularities of the cave distribution in the karst depends on variables like 
the thickness and dipping of beds [25], presence/abundance of tectonic fractures [26], the rate 
and direction of vertical movements [27], and the hydrological settings (hypogenic/epigenic 
conditions [28]).

6. Related sciences (convergence in scientific approaches)

GIScience in the context of cave investigations represents a convergence of surveying (geodesy), 
modeling (mathematics), and application of the results (different disciplines of sciences). The 
disciplines include mainly natural sciences (geology, hydrogeology, karstology, climatology, 
morphology, etc.), but archeology may also be involved if the cave contains cultural heritage. 
This highly varying scope of possible surveyors of caves brings up concerns about the reusabil-
ity of the surveyed data. A spelunker should bear it in mind that the collected data will affect 
the cave in longer terms either positively or negatively. If the collected data is disclosed or unor-
ganized, scientists of different disciplines may have to survey the cave over and over impact-
ing the environment with each attempt. The importance of reworking the archives comes into 
front light especially in those cases when the cave environment has changed drastically (due to 
opening parts of it to public), but also in those cases when the environmental impact of a new 
survey is high.

In a case study of the Buda Thermal Karst System (Hungary), Albert et al. [11] demonstrated 
how to use a GIS to obtain new scientific results from archive data. This project aimed to 
estimate the macro- and meso-scale conduit porosity within the limestone and marl sequence 
incorporating the cave. The archive documentation included survey records, maps, transver-
sal, and longitudinal sections. A method was worked out to create 3D passage models from the 
survey database using Visual Basic scripts and a GIS capable mapping application (AutoCAD), 
and subsequently extract volumetric data from the models. The database has to be prepared 
prior to the modeling, and the scripts provided the automation for the process of making 3D 
shapes from database records. In this case, the data information system included the original 
survey records but without properly measured LRUD (left-right, up-down) data. The missing 
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shapes from database records. In this case, the data information system included the original 
survey records but without properly measured LRUD (left-right, up-down) data. The missing 

Cave Investigation42

information was collected mainly from analog maps. The study processed three caves of the 
Karst System and managed to estimate the unmapped size of the caves, concluding that one of 
the studied caves can be the largest of the country with 2/3 of its passages yet to be explored. A 
few years after the modeling was done when the prediction was confirmed [29]. The study was 
based on archive data without disturbing the protected cave environments with a new survey.

Caves attract not only scholars and explorers, but tourist as well. The caves are important 
sites for the public, and the stakeholders—when deciding about cave management—should 
rely on an information system that incorporates multidisciplinary observations [30]. In all 
cases, the aim is to minimize the damage in the caves and maximize the benefits of a survey. 
This can be achieved with a GIS afterwards, but a thorough planning of the survey is also 
important [31, 32].

7. The future of survey data processing

Technologies and methods that may be an integrated part of cave surveying in the future, have 
root in the present. The surveying techniques are changing fast, but the caves are still places 
where both the surveyor and the surveying instrument are challenged. The technological 
and ergonomic characteristics, the price and the handling of a new tool all should be optimal 
to reach a breakthrough and become widespread in cave surveying. As the DixtoX became 
popular a decade ago, and the TLS during the last decade, the emerging technologies like the 
LiDAR-based mobile mapping system [4], combined with close-range photogrammetry may 
take the place of the “most popular cave surveying” in the future.

Although, the mobile mapping systems are expensive and still unavailable for most cavers, 
technical requirements of close-range photogrammetry become affordable for wide public in 
the last decade. Even a mobile phone can be used to create a photorealistic 3D model of an 
irregularly shaped object, like a rock surface [33]. However, whole caves are not always suit-
able for photo documentation because of the casted shades of artificial lighting, contrasts and 
greatly varying distances. Archeological sites though are documented in several cases using the 
combined technology of TLS, a photogrammetry [19, 34]. From the aspects of Earth sciences, 
geophysical methods are also at hand to map the cavities and the lithology in the rock body 
that encloses a cave [35].

The seeds of the autonomous or semi-autonomous surveillance systems (robots and remotely 
controlled probes), which can combine the laser scanning technology along with other sen-
sor types (magnetic, infra, sonar, gravimetric, etc.), are also present [36]. The tendency is 
toward the higher precision and the larger data size, and obviously the data management 
and the processing methods will also have to change to keep up with the higher demands. 
The increasing amount of data will demand for lager storage sizes if continuous recording 
is expected for hours, and the multiplication of sensors will demand for more power and 
space. Moreover, the system has to be ruggedized making it even larger. Contemporary 
fully  autonomous systems—capable to navigate without GNSS (Global Navigation Satellite 
System)—are the size of a larger suite case and works only for a few hours. It is still a long 
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time before these surveillance robots will autonomously do the caving instead of spelunkers. 
A rather probable option is the combination of semi-autonomous systems with the recent 
technologies. Using TLS for broad passages and drone swarms equipped with active sensors 
for high and tight passages will require human assistance, in positioning beacons for the 
swarm. Still these systems are in not even in planning phase at the moment.

8. Summary

This chapter gives an overview of the aims, benefits, and the possible issues of creating a GIS 
from cave survey data focusing on the data types on both the input (surveying) and output 
(modeling) side. The most widespread data types are listed and explained along with the 
functionalities of the system components. The here presented approach highlights that in cave 
investigations one does not use simply one program to process the data, but many of them 
(worksheet editors, map editors, and modeling tools). Although, in strict sense, not all of the 
used component programs have GIS capabilities, using them in a common project connects 
them into an information system which has to fulfill three functionalities: processing, storing, 
and representation. This chapter explains how these functionalities are handled in the case of 
new and archive data processing.

It is very crucial, and the chapter emphasize it in several ways that the archive data is pre-
cious despite of its poorer quality in spatial resolution compared to the data of recent sur-
veys. The huge amount of archive data is lost if it is not processed and incorporated into 
a common information framework of the GIS. One should not forget the environmental 
impact of a scientific study when deciding about a new survey instead of data-mining the 
archives. In some cases, the type of cave management may also has changed since the time 
of an archive survey (e.g., the cave has been opened to the public), and some parts of the 
cave cannot be surveyed any more in its original, natural form. Without building such an 
information system from the archives, modeling and the related studies must rely only on 
the contemporary data.

The chapter can help cave investigations in two ways: for those who are already familiar with 
surveying it draws attention to the importance of procedures like data management, quality 
control, or automation; and for those who work with the data as beginner users, the paper can 
shed lights to the various tasks related to cave surveys.
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Abstract

Temperate regions of the world undergo a marked range of seasonal variation, most 
becoming extremely cold during the winter. Bats are the only group of vertebrates that 
have successfully exploited caves as permanent shelter. Although bats may use caves 
throughout all year, their most important role in ecology of temperate bats is as hibernac‐
ula. Here, we summarize various aspects of bat hibernation ecology, including variation 
in flight activity at the cave entrance; patterns of bat hibernation behaviour; site selection 
in hibernacula, including the importance of temperature during hibernation; and level 
of bat movement activity inside the cave. In addition, we review present knowledge on 
white‐nose syndrome, one of the most important threats to cave‐dwelling bats.

Keywords: Chiroptera, hibernation, flight activity, seasonal use, white‐nose syndrome

1. Introduction

When one thinks about caves, the first image that comes to mind is that of a dark place full 
of stalactites and stalagmites, with lots of bats hanging on the walls. Bats are mysterious and 
scary creatures for most people but extremely interesting and enigmatic animals for zoolo‐
gists. Not only their night activity, longevity, underground roosting, and active flight make 
them a fascinating species to study but the actual methods used to study them are also of 
interest [1]. Up to the 1990s, almost all bat research was closely associated with their roosts 
[2]; animals being captured at the roost entrances, measured, and marked. As bats have high 
roost fidelity, they can be here caught and recorded repeatedly [3]. Recent developments in 
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ultrasound detectors and miniaturized telemetry, however, have significantly expanded the 
range of possible bat research topics to include subjects as time of foraging activity [1].

While microchiropteran bats are able to use a wide range of natural and mad‐made structures 
as roosts, roost availability and presence of an abundant food supply are often the main limit‐
ing factors for bats, particularly in temperate zone. Roost availability can influence species 
distribution, foraging behaviour, social and mating behaviours, population size, diversity, 
and even bat morphology or physiology [4]. While providing many benefits (e.g. protection 
against bad weather and predators, effective thermoregulation, higher probability of mating 
and rearing young, lower foraging costs or information transfer), roosts also represent a major 
evolutionary pressure regarding the survival and reproductive success of each individual bats.

Bats spend a significant proportion of their life hidden in roosts, though their requirements 
may differ through the year or even at different times of the day. As such, the diversity of bat 
roosts is very high, ranging from short‐term ephemeral to long‐term permanent sites. Almost 
half of the approximately 1200 species of living bats, including all European bats, use per‐
manent roost sites such as buildings, caves, mines, tunnels, tree hollows, or rock crevices [5]. 
Caves and similar underground spaces offer temperate bats long‐term roost sites with specific 
microclimatic conditions that fulfil two crucial factors: a relatively stable above‐freezing tem‐
perature (close to the mean annual surface temperature for the area) and high humidity [6].

In this review, we focus on the ecology of temperate zone bats roosting in caves of the 
Moravian Karst, Czech Republic (Figure 1), habitats that supply many of the bats’ needs and 
that can be used year‐round. In doing so we summarize the results of our research on various 
aspects of bat ecology over winter, including variation in flight activity at the cave entrance, 
factors affecting site selection within hibernacula, and level of bat movement activity inside 
the cave. In addition, we summarize present knowledge on white‐nose syndrome (WNS). The 

Figure 1. Map of Europe with the location of the Czech Republic indicated. The circle within the inset map indicates the 
location of the Moravian Karst.

Cave Investigation52



ultrasound detectors and miniaturized telemetry, however, have significantly expanded the 
range of possible bat research topics to include subjects as time of foraging activity [1].

While microchiropteran bats are able to use a wide range of natural and mad‐made structures 
as roosts, roost availability and presence of an abundant food supply are often the main limit‐
ing factors for bats, particularly in temperate zone. Roost availability can influence species 
distribution, foraging behaviour, social and mating behaviours, population size, diversity, 
and even bat morphology or physiology [4]. While providing many benefits (e.g. protection 
against bad weather and predators, effective thermoregulation, higher probability of mating 
and rearing young, lower foraging costs or information transfer), roosts also represent a major 
evolutionary pressure regarding the survival and reproductive success of each individual bats.

Bats spend a significant proportion of their life hidden in roosts, though their requirements 
may differ through the year or even at different times of the day. As such, the diversity of bat 
roosts is very high, ranging from short‐term ephemeral to long‐term permanent sites. Almost 
half of the approximately 1200 species of living bats, including all European bats, use per‐
manent roost sites such as buildings, caves, mines, tunnels, tree hollows, or rock crevices [5]. 
Caves and similar underground spaces offer temperate bats long‐term roost sites with specific 
microclimatic conditions that fulfil two crucial factors: a relatively stable above‐freezing tem‐
perature (close to the mean annual surface temperature for the area) and high humidity [6].

In this review, we focus on the ecology of temperate zone bats roosting in caves of the 
Moravian Karst, Czech Republic (Figure 1), habitats that supply many of the bats’ needs and 
that can be used year‐round. In doing so we summarize the results of our research on various 
aspects of bat ecology over winter, including variation in flight activity at the cave entrance, 
factors affecting site selection within hibernacula, and level of bat movement activity inside 
the cave. In addition, we summarize present knowledge on white‐nose syndrome (WNS). The 

Figure 1. Map of Europe with the location of the Czech Republic indicated. The circle within the inset map indicates the 
location of the Moravian Karst.

Cave Investigation52

study of these factors, along with a general understanding of bat hibernation, are essential 
prerequisites to understanding the impact of disturbance on hibernating bat populations and 
for providing focus to future conservation efforts [7].

2. Variability in cave use by bats (flight activity at the cave entrance)

The ecology and behaviour of temperate zone bats are fundamentally affected by seasonal 
changes in day length and other associated climatic variables [8], the effect of which become 
more pronounced at increasing latitudes. In order to remain nocturnal, therefore, bats must 
display behavioural flexibility in circadian and circannual activity patterns. We have been 
investigating nightly and seasonal changes in bat flight activity at the entrance of a natural 
karstic cave (Kateřinská cave, Czech Republic), an important hibernaculum monitored for 
hibernating bats since 1970 [9, 10]. Activity was recorded using a double infrared‐light (IR) 
automatic logging system that allows discrimination between bats leaving the cave and those 
entering. Recently, automatic loggers capable of collecting large quantities of data over long 
periods are increasingly being used to monitor activity at European hibernacula, e.g. in the 
Netherlands, Denmark and Germany (e.g. [11–13]). The use of such IR automatic loggers has 
been shown to provide a reliable index of activity levels [14, 15] and, unlike netting, they have 
the advantage of not disturbing or interfering with the bats’ normal activity. Their main draw‐
back, however, is that they are unable to distinguish between individual bats or bat species 
[16, 14]. If the study is focused on the activity of the bat assemblage as whole, however, this 
is a minor problem. Connection of an IR logging system to a camera can help in later species 
identification, though the use of flashlight will affect natural bat behaviour. Note, however, 
that some authors (e.g. [15]) state that species identification using this method can be unreli‐
able. Ultrasound bat detectors can also be connected to IR logging systems and these have 
been used to monitor activity of a single species (e.g. the lesser horseshoe bat Rhinolophus 
hipposideros [17], the greater horseshoe bat Rhinolophus ferrumequinum [18]) or overall activity 
of all species in a locality (e.g. [14, 15, 19]). Unfortunately, this method is not very reliable at 
distinguishing echolocation calls of individual Myotis species [20].

The level of bat activity (at the cave entrance) varies seasonally and five periods have been 
defined (Figure 2), all showing a non‐random temporal distribution with flight activity con‐
centrated around a specific time [21]. In each case, activity level is influenced by a range of 
climatic factors, the effect and contribution of which change nightly and over the year [22].

(1) Hibernation period (mid‐November–early March). Bats show very low or almost no activity 
and departures from the cave are very rare. Interruption of lethargy in these bats is most 
often caused by (i) changes in ambient conditions outside cave, (ii) changes in the physiologi‐
cal state of the hibernating bat (e.g. dehydration), or (iii) direct disturbance [23, 24]. During 
hibernation, average temperature and daily temperature range (i.e. the difference between 
daily maximum and minimum temperatures) are key factors predicting the general level of 
flight activity [16, 18, 22]. As temperature increases, so the percentage of nights with bat activ‐
ity also increases. Similarly, an increase in temperature fluctuation during the day will also 
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result in bat arousals and increased flight activity. Note, however, that bat activity at the cave 
entrance has been recorded at temperatures as low as −13.2°C (cf. [25]). Daily recordings were 
positive at maximum daily temperature exceeding 6.2°C, when some bat species are able to 
forage [16]. The activity within defined temperature groups [22] was significantly lower dur‐
ing deep hibernation period than during late hibernation (Figure 3). Opinions on the level of 
activity desynchronization at sunset and loss of nocturnality during hibernation differ and 
the results of research are inconsistent, some supporting desynchronization and others not 
(e.g. [18, 26–28]). Our own data [22] clearly indicate that activity at the cave entrance is syn‐
chronized with sunset, even in winter, and that a concentration of activity occurs between 3 
and 3.5 h after sunset. No change in activity patterns has been recorded following the emer‐
gence of white‐nose syndrome (WNS) in Europe, suggesting that the hibernation behaviour 
model described, including changes in activity, could represent a behavioural adaptation that 
has prevented fatal impact of the disease observed in North America [29].

(2) Late hibernation period (March–mid‐April), with intensive departure activity during the first 
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result in bat arousals and increased flight activity. Note, however, that bat activity at the cave 
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 probably already preparing themselves for departure from the hibernaculum [30]. Flight activ‐
ity is positively affected by average daily temperature, and negatively so by minimum tem‐
perature during the preceding day. Bats react very quickly to temperature changes from day 
to day, with activity decreasing or increasing if temperatures drop or rise by more than 2°C. 
Such rapid changes in activity level become feasible as the bats move towards the hibernacu‐
lum entrance, enabling them to register fluctuations in ambient temperature [19, 30] and, as a 
consequence, potential changes in insect abundance. Bats are capable of foraging at very 
low temperatures, e.g. Daubenton’s bat Myotis daubentonii at temperatures as low as −3.3°C 
[31]. In some  species, the activity increases during late hibernation period, presumably, as food 
availability is already higher and foraging effectively compensates for any energy loss [32].

(3) Spring migration (mid‐April–early June), a period of relatively high activity. At this time, the 
cave may serve as a transitional roost during the spring migration and, from around May, 
as a temporary roost for males as females already start to form summer colonies. Emergence 
activity in the first quarter of the night is high, and a small number of bats may re‐enter the 
cave in the last part of the night. Average daily temperature and average daily atmospheric 
pressure at this time has a significant positive influence on overall flight activity. The degree 
of variability in activity explained by such climatic factors is the lowest during this period, 
however, suggesting that either temperature is no longer a limiting factor, or that endogenous 
rhythms have a strong influence on departure from the hibernaculum [11, 22]. However, the 
use of underground roosts including caves in the spring may be species specific; it may differ 
by region, and can also depend on roost structure [6, 18, 33].

Figure 3. Activity levels (median values ± interquartile range) in individual temperature group during hibernation (15 
November–4 March) and late hibernation (5 March–14 April). The percentage of nights on which activity occurred in 
individual temperature groups is indicated by the grey area for the hibernation period and the dashed line denotes late 
hibernation. Source: [22].
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(4) Summer period (mid‐June–end of July). During this period, the cave is used only sporadically 
(Figure 2), though the bats visiting the roost stay the whole night, i.e. they enter before mid‐
night and leave after midnight. This type of activity suggests that, during this period, the cave 
may be being used as a night roost between peaks in foraging activity or as a transitional day 
roost [11, 18]. At this time, the cave entrance is visited almost exclusively by males [34, 35] as 
adult females occupy maternity roosts during lactation and return to these between foraging 
bouts, night roosts being used sporadically and for brief periods [36, 37].

Flight activity at the night roost entrance is influenced by fluctuation in ambient temperature, 
rather than any absolute temperature threshold, the higher the difference between maximum 
and minimum daily temperature, the higher the activity level. This corresponds with a model 
proposing that activity changes in temperate insectivorous bats reflect changes in insect activ‐
ity [8], i.e. if day‐insect abundance is high due to warmer nights, bat foraging activity may 
continue overnight with no visits registered at the cave entrance (low activity). On the other 
hand, when nights are cooler and the daily temperatures range is higher, bats will tend to 
spend more time in the night roost. Foraging activity is highest at dusk and just before dawn, 
after which the bats return to the day roost [36]. This model is also supported by the influence 
of rainfall, with flight activity at the cave entrance increasing as rainfall increases whether the 
nights are warm or cold.

(5) Autumn migration or swarming period (late July–mid‐November). This period is typified by 
very high general activity and an increasing number of bats entering the cave. With the break‐
up of the summer breeding colonies, activity at the cave entrance gradually increases as adult 
females and juveniles arrive [9, 38], often in small groups of 2–12. The majority of bats does 
not roost in the cave and probably arrive after the first foraging period; hence, peak activ‐
ity tends to occur around midnight. Activity around the cave entrances in autumn probably 
enables juveniles to recognize potential hibernacula and to meet individuals of the opposite 
sex, which live separately during summer (e.g. [15]). Activity level is positively related to 
average daily temperature, atmospheric pressure and rainfall. Thus, when nights are warm 
and insect activity is high (high atmospheric pressure), the bats will quickly catch enough 
prey and will search for the cave entrances (swarming sites) in order to mate or obtain shelter 
it be raining [14, 22].

3. Caves as hibernacula

Hibernation, an optimal adaptation to a prolonged fall in temperature and reduction in prey 
availability, is a characteristic of the annual cycle of insectivorous temperate zone bats [16]. 
Selection of a suitable hibernation site is crucial for overwinter survival and, in temperate 
zone, caves and mines tend to be the most common hibernacula. Caves can be divided into 
three basic types based on microclimate and use by bats: (1) warm caves used during the 
summer, including maternity colonies, (2) relatively cold hibernacula with a stable micro‐
climate and (3) caves used during the autumn swarming [6]. Of course, both warm caves 
and hibernacula can also be used during the spring and autumn migrations too. At higher 

Cave Investigation56



(4) Summer period (mid‐June–end of July). During this period, the cave is used only sporadically 
(Figure 2), though the bats visiting the roost stay the whole night, i.e. they enter before mid‐
night and leave after midnight. This type of activity suggests that, during this period, the cave 
may be being used as a night roost between peaks in foraging activity or as a transitional day 
roost [11, 18]. At this time, the cave entrance is visited almost exclusively by males [34, 35] as 
adult females occupy maternity roosts during lactation and return to these between foraging 
bouts, night roosts being used sporadically and for brief periods [36, 37].

Flight activity at the night roost entrance is influenced by fluctuation in ambient temperature, 
rather than any absolute temperature threshold, the higher the difference between maximum 
and minimum daily temperature, the higher the activity level. This corresponds with a model 
proposing that activity changes in temperate insectivorous bats reflect changes in insect activ‐
ity [8], i.e. if day‐insect abundance is high due to warmer nights, bat foraging activity may 
continue overnight with no visits registered at the cave entrance (low activity). On the other 
hand, when nights are cooler and the daily temperatures range is higher, bats will tend to 
spend more time in the night roost. Foraging activity is highest at dusk and just before dawn, 
after which the bats return to the day roost [36]. This model is also supported by the influence 
of rainfall, with flight activity at the cave entrance increasing as rainfall increases whether the 
nights are warm or cold.

(5) Autumn migration or swarming period (late July–mid‐November). This period is typified by 
very high general activity and an increasing number of bats entering the cave. With the break‐
up of the summer breeding colonies, activity at the cave entrance gradually increases as adult 
females and juveniles arrive [9, 38], often in small groups of 2–12. The majority of bats does 
not roost in the cave and probably arrive after the first foraging period; hence, peak activ‐
ity tends to occur around midnight. Activity around the cave entrances in autumn probably 
enables juveniles to recognize potential hibernacula and to meet individuals of the opposite 
sex, which live separately during summer (e.g. [15]). Activity level is positively related to 
average daily temperature, atmospheric pressure and rainfall. Thus, when nights are warm 
and insect activity is high (high atmospheric pressure), the bats will quickly catch enough 
prey and will search for the cave entrances (swarming sites) in order to mate or obtain shelter 
it be raining [14, 22].

3. Caves as hibernacula

Hibernation, an optimal adaptation to a prolonged fall in temperature and reduction in prey 
availability, is a characteristic of the annual cycle of insectivorous temperate zone bats [16]. 
Selection of a suitable hibernation site is crucial for overwinter survival and, in temperate 
zone, caves and mines tend to be the most common hibernacula. Caves can be divided into 
three basic types based on microclimate and use by bats: (1) warm caves used during the 
summer, including maternity colonies, (2) relatively cold hibernacula with a stable micro‐
climate and (3) caves used during the autumn swarming [6]. Of course, both warm caves 
and hibernacula can also be used during the spring and autumn migrations too. At higher 

Cave Investigation56

latitudes, cave temperatures are too low and they tend to be used mainly during torpor and 
hibernation. Note, however, that while thousands of bats can hibernate at such sites, those 
sites with lower numbers may be very important locally and their overall contribution to bat 
population great [7].

More than 1200 caves are located in the Moravian and Javoříčský Karst regions of the Czech 
Republic, many of which host significant and regularly monitored bat hibernacula (Figure 4). 
Three of these cave systems (Javoříčské, Sloupsko‐šošůvské and Býčí skála) represent the 
largest bat hibernacula in the Czech Republic [39], with 17 bat species registered during hiber‐
nation, including rare species such as Rhinolophus ferrumequinum, the northern bat Eptesicus 
nilssonii, and the pond bat Myotis dasycneme. A similarly rich bat fauna has only been found in 
caves in the Slovak Karst and the Muránská Planina [40], both of which are also located along 
the northern distribution border of some bat species (e.g. Geoffroy’s bat Myotis emarginatus or 
the lesser mouse‐eared bat Myotis blythii).

Both of these karst systems have a long history of bat research, beginning with speleologi‐
cal research of caves made by Dr. Friedrich Anton Kolenati in the second half of nineteenth 
century [41]. Modern bat research in the region was initiated by Prof. RNDr. Jiří Gaisler in 
the 1950s and it continues, including our long‐term research of bat hibernation, to the pres‐
ent day. As a result, some of these hibernacula have been monitored for almost 50 years [42].

Figure 4. Main entrance of Sloupsko‐šosůvské cave representing one of the largest bat hibernacula in the Czech Republic. 
Photo by Leos Stefka.
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As one of the main requirements of our own research was to avoid any disturbance to 
hibernating bats, we used visual censuses only (including night censuses using Pathfinder 
2000s night‐vision scope) with no handling or marking [10, 29]. Thermal profiles were also 
undertaken to evaluate physiological condition. Fur surface body temperature, which is 
correlated with core body temperature, was measured using a Raynger MX2 non‐contact 
IR thermometer (Raytek Corporation, USA). Two major model species were regularly moni‐
tored in the caves, the greater mouse‐eared bat (Myotis myotis) and the lesser horseshoe bat 
(R. hipposideros) (Figure 5), these being typical members of the bat community hibernating 
in the Moravian Karst [9, 10, 43].

3.1. Model of bat hibernation in natural caves

In late summer and early autumn, bats undergo a preparation phase for hibernation dur‐
ing which they rapidly accumulate body fat deposits [44] needed for surviving the torpor 
period. The fat is accumulated by energy savings achieved through increasingly longer 
daily torpor bouts during the diurnal resting period. Hibernation is usually interrupted 
by periodic arousals [45, 46], usually related to drinking, feeding (in mild periods) or 
even mating [23, 35]. As part of the fat deposits must be metabolized for torpid individu‐
als to become physiologically active during winter, such arousals are energetically costly 
[47, 48].

These arousals, and any subsequent activity, will be mirrored in ecological parameters such 
as community structure, bat population abundance, shelter selection or total movement activ‐
ity. Monitoring of hibernating bats in the Moravian Karst has confirmed that the ratio of 
‘visible’ bats changes through the winter, i.e. bats may move from inaccessible shelters to 
places where they can be monitored by investigators [9, 49]. The total number of hibernating 
bats grows continuously from October, with highest abundances occurring in February or 

Figure 5. Hibernating clusters of two bat species regularly monitored in the Moravian Karst. (A) The greater mouse‐
eared bat (Myotis myotis) (body length of 6.5–8 cm) and (B) the lesser horseshoe bat (Rhinolophus hipposideros) (body 
length of 3.5–4.5 cm).
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March, depending on community structure. Any increase in abundance will be influenced 
by immigration of newcomers during the pre‐hibernation period only (mid‐November–mid‐
December). Switching of hibernation sites during the deep hibernation period (i.e. leaving 
the hibernaculum) has only been registered exceptionally [21]. In April, there is a gradual 
but relatively rapid emergence from the hibernation sites (approximately 3 weeks), with bat 
abundance in cave decreasing to a minimum.

Movement activity of bats inside the hibernaculum, expressed as the percentage of new find‐
ings during a visit, is registered throughout the winter, with levels fluctuating in our spe‐
cies‐specific models. Hibernation activity of R. hipposideros, for example, could be divided into 
three distinct periods reflecting early, deep, and late hibernation; while M. myotis movement 
activity remained relatively high throughout the season [30]. A continuous arrival of bats 
at the hibernaculum means that R. hipposideros abundance increased gradually over the 6–8 
weeks leading to mid‐December, and decreased again from mid‐March as they gradually left 
(Figure 6). The deep hibernation period was characterized by low movement activity in the 
cave and minimal changes in abundance, as also confirmed by detection of ultrasound sig‐
nals [17, 27]. Even in the middle of winter, when the conditions outside were suitable, some 
awakened R. hipposideros became aroused and left the cave, shortly to return again [17, 50]. 

Figure 6. Changes in abundance of two model species during hibernation period 2011/2012. Data presented in 2‐week 
periods.
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Abundance of M. myotis, on the other hand, increased continuously throughout the winter, 
eventually dominating the bat community by the end of hibernation period. In comparison, 
this species leave the hibernacula rapidly, all bats having disappeared over a period of just 3 
weeks [49, 51].

Our two model species accounted for more than 80% of all bat observations in the caves. Bat 
netting at the cave entrances during spring and autumn migrations, however, confirmed a 
much higher diversity than during hibernation, with other bat species showing a higher dom‐
inance. Small species of genus Myotis, such as M. emarginatus, M. daubentonii, Natterer’s bat 
Myotis nattereri, and Bechstein’s bat Myotis bechsteinii, are often underestimated during winter 
monitoring [9] as they tend to use more or less inaccessible roost sites (e.g. deep crevices) [34], 
depending on the local microclimate, species‐specific requirements, season or weather. We 
found that around 20% of all bats hibernating in natural caves need to be monitored during 
winter as the cumulative number of bats entering the cave (calculated using a double IR‐light 
logging system) was much higher (Figure 7).

3.2. Shelter selection during hibernation

As roost site characteristics can play an important role in bat thermoregulation, choice of 
site will undoubtedly influence bat fitness and survival. Ransome [52] classified caves used 

Figure 7. Cumulative number of bats entering the cave (winter season 2000/2001) recorded by the automatic IR‐light 
logging system (area) and the numbers of bats hibernating inside the cave monitored during winter counts (bars).
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as hibernation sites into three basic types depending on temperature fluctuation: (1) caves 
displaying a constant temperature regime, (2) caves with dynamic temperatures and (3) caves 
with fluctuating low temperatures. Note, however, that numerous factors affect the climate 
of individual caves; and that each cave will be unique in its geomorphologic and microcli‐
matic parameters [6]. Caves with more or less constant temperatures over the year (averaging 
between 6 and 10°C) usually have just one entrance and temperature fluctuation tends to 
occur in the outer entrance parts only due to high air flow. Thermally dynamic caves are char‐
acterized by large passages with different temperatures. Such caves tend to have two or more 
entrances, their mutual positions influencing internal temperature conditions. As any two 
caves will differ significantly, therefore, it will be difficult to specify an average annual tem‐
perature. In general, average annual temperature will be in the range of 3–14°C. Hibernating 
bat communities sheltering in such caves tend to show the most stable abundances. The third 
cave type always tends to display fluctuating temperatures, despite usually having just one 
entrance. During winter, air temperature will decrease significantly due to cold air flowing in 
from the cave entrance [53, 54].

Survival of hibernating bats will be influenced not only by the selection of a suitable hibernac‐
ulum but also by the specific microhabitat conditions within. The correct choice will be crucial 
for the efficient use of stored energy and for the appropriate timing of flight activity. Indeed, 
studies have shown that bats are able to regulate length and depth of torpor by selecting 
favourable sites [46]. During our own monitoring of hibernating bats, we monitored a range of 
parameters including site type (exposed, semi‐exposed and hidden), relative height above the 
floor and position in the cave [30]. During hibernation, R. hipposideros, a thermophilic species, 
were registered in practically all parts of the caves under study (Kateřinská and Sloupsko‐
šošůvské), with the exception of the entrances, which have more dynamic microclimates [30, 
49]. The bats tended to prefer low shelters (under 3 m from the floor) and always hibernates 
hanging free in open unprotected sites, regardless of season or hibernaculum type. The sites 
selected by R. hipposideros had stable temperature and humidity conditions with minimal 
air flow and, as a result, the species showed very low movement activity levels during deep 
hibernation. The pre‐ and post‐hibernation periods, on the other hand, are typified by high 
movement activity. Changes in shelter types during winter corresponded to phases in the 
annual cycle and the physiological status and behaviour of bats only and not to any changes 
in the environment, there being no temperature fluctuation in the deep cave sections used by  
R. hipposideros [16, 55]. Despite hibernating next to a footpath frequently used by tourists or spe‐
leotherapy patients, we failed to register any vulnerability of R. hipposideros to human activity.

Euryvalent M. myotis, on the other hand, were registered throughout the cave systems during 
hibernation, using all shelter types indiscriminately (exposed and hidden, ceiling and walls) 
and showing high seasonal dynamics. During deep hibernation (mid‐December–early April), 
these bats are continuously moving into the outer parts of the cave where they select specific 
sites for the formation of clusters (Figure 8). Over 80% of all M. myotis hibernating in the 
Sloupsko‐šošůvské caves, for example, were found in one specific area during late hiberna‐
tion [49]. A shift towards the cave entrance has also been reported in other European hiber‐
nacula [56, 57]. Movement activity of M. myotis was relatively high in hibernacula throughout 
the hibernation period and could not be divided into specific periods [30]. In the absence of 
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food, M. myotis select sites with a constant temperature for deep hibernation in order to maxi‐
mize energy savings. On the other hand, the bats most likely shift to sites with more dynamic 
temperature regimes during the late hibernation period as the changes in ambient tempera‐
ture help bats synchronize arousals with actual weather conditions. In doing so, aroused bats 
are able to couple emergence activity with favourable climatic conditions for foraging.

It is apparent that neither all individuals nor all populations have the same model of hiberna‐
tion [58]. Our studies suggest that M. myotis, at least at population level, may not follow the 
same hibernation model and that a range of hibernation strategies (i.e. level of movement 
activity, preference for different shelter types) may be used depending on the prevalent dif‐
ferent microclimate profile (i.e. dynamic or stable). Populations in different hibernacula will 
exhibit responses tuned to that environment, while individuals of the same species may vary 
in the strategy used to survive hibernation. In this way, the bats optimize their depletion 
of energy reserves and improve their chances of surviving in the winter [59]. High fidelity 
to particular underground shelters also suggests that the adopted hibernation strategy may 
limit bats to repeated use of particular hibernacula [60].

3.3. Cave temperature and bat hibernation

The length of time that temperate bats can survive without feeding will be dictated by the 
temperature, at which they hibernate. In general, by hibernating in caves where temperatures 
are low but above freezing (i.e. between 2 and 5°C), the bat’s metabolism rate is maintained 
at an efficient level. While the actual temperatures at which different bats hibernate is species 

Figure 8. Percentage of the greater mouse‐eared bats Myotis myotis hibernating in the Kateřinská cave entrance during 
winter 1992/1993. Data presented in 2‐week periods.

Cave Investigation62



food, M. myotis select sites with a constant temperature for deep hibernation in order to maxi‐
mize energy savings. On the other hand, the bats most likely shift to sites with more dynamic 
temperature regimes during the late hibernation period as the changes in ambient tempera‐
ture help bats synchronize arousals with actual weather conditions. In doing so, aroused bats 
are able to couple emergence activity with favourable climatic conditions for foraging.

It is apparent that neither all individuals nor all populations have the same model of hiberna‐
tion [58]. Our studies suggest that M. myotis, at least at population level, may not follow the 
same hibernation model and that a range of hibernation strategies (i.e. level of movement 
activity, preference for different shelter types) may be used depending on the prevalent dif‐
ferent microclimate profile (i.e. dynamic or stable). Populations in different hibernacula will 
exhibit responses tuned to that environment, while individuals of the same species may vary 
in the strategy used to survive hibernation. In this way, the bats optimize their depletion 
of energy reserves and improve their chances of surviving in the winter [59]. High fidelity 
to particular underground shelters also suggests that the adopted hibernation strategy may 
limit bats to repeated use of particular hibernacula [60].

3.3. Cave temperature and bat hibernation

The length of time that temperate bats can survive without feeding will be dictated by the 
temperature, at which they hibernate. In general, by hibernating in caves where temperatures 
are low but above freezing (i.e. between 2 and 5°C), the bat’s metabolism rate is maintained 
at an efficient level. While the actual temperatures at which different bats hibernate is species 

Figure 8. Percentage of the greater mouse‐eared bats Myotis myotis hibernating in the Kateřinská cave entrance during 
winter 1992/1993. Data presented in 2‐week periods.

Cave Investigation62

specific [61, 62], the interspecific differences are very small due to the low metabolism and 
small body mass of temperate bats. Such species‐specific differences vary seasonally, being 
somewhat smaller during deep hibernation and greater during the pre‐ and late hibernation 
periods. Bats also display intraspecific variations in preferred temperature, as individuals will 
select locations based on their energy reserves [63].

Bat arousal may occur as a result of temperature changes in hibernacula, following which 
the bats may move to a more suitable location [64]. In general, bats prefer to start hibernation 
at sites with higher temperatures as those with low temperatures may reach freezing point 
over the coldest months. An optimizing strategy of such type has been observed in M. myotis  
in natural karstic caves (Figure 9). As bats often return to the same sites year‐after‐year, this 
could suggest the use of prior experience, learning from others, and/or olfactory clues in 
microhabitat selection. Arousals are also temperature dependent, with the length and fre‐
quency of bat arousals increasing with temperature increases over 10°C [46].

During hibernation, bat body temperature falls to within 1–2°C of ambient temperature and meta‐
bolic processes slowdown, thereby reducing energy requirements. As a result, hibernation incurs 
physiological costs, including the build‐up of metabolic wastes, dehydration, reduced motor func‐
tion, altered immune response, and sleep deprivation [65]. Hibernation may also impose ecologi‐
cal costs such as decreased detection and response to predators [66] and an increased likelihood 
of freezing [67]. At the cellular level, cold stress changes cellular membrane lipid composition and 
suppresses the rate at which protein synthesis and cell  proliferation takes place [68]. We examined 

Figure 9. Changes in greater mouse‐eared bat Myotis myotis body temperature and shelter temperature during the 
winter of 2002/2003. Explanations: box = interquartile range; middle point = median; whiskers = non‐outlier range; circles 
= outliers; stars = extremes; continuous line = average shelter temperature.
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the ability of primary skin fibroblast cells from the flying membrane of a hibernating M. myotis 
to proliferate under torpor and euthermia. After loosening the tissue mechanically (without pro‐
teases), the cells were identified as fibroblasts based on their spindle shape, positive staining for 
the vimentin mesenchymal marker, and the presence of typical stress‐fibre organization in the 
actin cytoskeleton. Cell numbers for the assay started with 20,000 cells per well and these were 
incubated at 9 or 37° C for 6 days in a 5% CO2 humidified environment for the experiment. Cells 
were detached from the cultivation wells and recalculated daily with 30 times repetition. While bat 
fibroblasts cultured at 37°C were elongated reached high numbers in 6 days, and attached success‐
fully to the well substrate; those cultured at 9°C were spherical, reduced in number and took time 
to attach (Figure 10). Extrapolation from this cellular in vitro model suggests that bat fibroblasts 
have some proliferative capacity at the temperature conditions prevalent during torpor, though 
wound healing capacity would be much slower than in euthermic animals. Such a physiological 
response of bat cells may help explain the movements registered in M. myotis at low fur tempera‐
tures (Tflow < 5°C) [69], which would allow bats to save energy long‐term and prolong torpor bouts. 
All Tflow events were recorded during late hibernation, when bats are faced with an acute shortage 
of energetic reserves and enormous metabolic requirements. In most cases, Tflow events were rep‐
resented by slow displacements between clusters of bats, though departure or arrival to and from 
clusters was also recorded with no elevation in body temperature (Figure 11). Repeat appearances 
suggest that Tflow movements may represent a regular part of bat hibernation tactics.

Figure 10. Numbers of primary cell (fibroblast) cultured at two different temperatures showing some proliferative 
capacity at the temperature conditions prevalent during torpor.
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4. White‐nose syndrome: a threat to bat populations hibernating in caves

Bats are threatened by a range of both natural and anthropogenic stressors, including preda‐
tion, lack of food, pathogenic agents, climate change, habitat loss, ecological disasters, illegal 
trade, chemical and light pollution, roosts and hibernacula disturbance, and wind turbine 
construction. Considering their economic importance to agriculture, the general decline in 
bat populations documented around the world is of some importance [70]. Recently, a novel 
threat to insectivorous bat species hibernating in caves and mines has been recognized in 
North America [71, 72]. White‐nose syndrome (WNS), a fungal infection characterized by 
fungal growth on the bat’s muzzle (Figure 12A), has caused a dramatic decline in American 
bat populations. Pseudogymnoascus destructans, the causative agent, is a psychrophilic fungus 
[73] that thrives at the body temperatures displayed by bats in torpor [74].

Despite intensive research, the origin of the pathogenic agent associated with this disease 
remains unknown and it is still not known why the disease appeared so suddenly [75]. The 
disease was first registered as a point‐source epidemic at Howe’s Cave, Albany, New York, 
in 2006 [71], since when it has spread westward at approx. 200–900 km annually [76]. Based 
on the ‘novel pathogen hypothesis’, Europe was initially thought to be the source of the agent 
which the following findings tending to suggest that WNS did indeed originate in Europe: (1) 
a single P. destructans genotype was identified in North American hibernating bats [77]; (2) the 
WNS fungal agent was also found in bats in European bats [78]; (3) no mass  mortality events 

Figure 11. Examples of low body temperature movements, showing the bat moving between clusters from left to 
right. The upper thermal images correspond with lower images from photo‐traps recorded simultaneously (a–c). The 
rectangles in the lower photo‐trap images indicate the position of the thermal image, while the dotted circles indicate 
the moving bat. Source: [69].
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were reported in European hibernating bats harbouring the causative agent [79–81]; (4) 
 inoculation with European fungus isolates induced WNS in the North American the little 
brown bat Myotis lucifugus [82]; and (5) European P. destructans isolates exhibited higher 
genetic diversity [83, 84]. However, recent findings of both the causative agent and WNS 
infection in Asia have refuted most of the hypothesis arguments and pushed the search for the 
pathogen source to non‐European hibernacula [85, 86]. Likewise, the detection of bat WNS 
in western North America in March of 2016 does not fit the previously documented pattern of  
P. destructans geographic spread [76].

Diagnosis of WNS is based on identification of the fungal agent growing on bats using cul‐
tivation, morphological characteristics (e.g. crescent shaped conidia), and molecular assays 
[73, 87]. One of the most useful diagnostic methods is wing membrane transillumination with 
ultraviolet (UV) light, which reveals fluorescent lesions produced by the infection [88]. The 
method is non‐lethal, can be used under field conditions and, in combination with photogra‐
phy, can be used to estimate infection intensity (Figure 12B) as it is highly sensitive and spe‐
cific for WNS. Histopathology findings of typical cupping erosions (Figure 13) are the gold 
standard of WNS diagnosis [89, 90].

Figure 12. Skin infection with white‐nose syndrome fungus. Greater mouse‐eared bat (Myotis myotis) showing fungal 
growth on the muzzle, ears and forearm photographed in April 2016 (A). Transillumination of the wing membrane by 
ultraviolet light: a technique to visualize and detect wing membrane lesions based on yellow fluorescence of riboflavin 
produced by the white‐nose syndrome agent Pseudogymnoascus destructans in the skin of affected bats (B). The scale is the 
same for both pictures. Photos by Jiri Pikula.
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Surprisingly, the WNS fungal infection is restricted to the skin only, with no evidence of 
systemic fungal invasion in infected bats [71, 89]. Hence, bat mortality is thought to follow 
complex pathophysiological mechanisms, and a multi‐stage WNS model has recently been 
proposed to explain the disease’s progression [91]. Hibernating bats positive for WNS have 
been reported as displaying abnormal behaviour, higher arousal frequency from torpor, ema‐
ciation and fat depletion, dehydration, acidosis and electrolyte disbalance [82, 92–94]. The 
extent of wing pathology in infected bats appears to be directly related to mortality [95]. In 
general, Palearctic bats tend to have a lower disease intensity (measured as the percentage 
of wing membrane area affected by WNS lesions) than Nearctic bat species [96], possibly 
explaining the intercontinental differences in bat mortality.

Riboflavin or vitamin B2 is the main compound responsible for the distinctive orange‐yellow 
fluorescence observed under UV light (Figure 12B) after invasive P. destructans growth has 
replaced living tissues. Pathogenic P. destructans strains produce considerably more ribofla‐
vin than non‐pathogenic Pseudogymnoascus spp. strains. Importantly, high riboflavin concen‐
trations accumulated in WNS skin lesions are toxic to cells under conditions typical for bat 
hibernation and euthermia. As such, riboflavin may act as a key virulence factor for WNS [96].

As P. destructans is a generalist pathogen, all bat species hibernating within contaminated 
caves may be at risk of infection [97]. However, adverse population‐level effects depend on the 
species and appear to differ considerably between North America and Eurasia. Hibernating 
Palearctic bats appear to have evolved infection tolerance mechanisms to cope with the ende‐
micity and extensive spatial distribution of virulent P. destructans in the Palearctic region [86]. 
These mechanisms include behavioural adaptations, such as specific patterns of hibernation 
and shelter selection [29] that ensure low pathogen impact. While our knowledge of this 
threat is growing, there are still numerous unanswered questions that require study, at the 
local and global levels.

Figure 13. Microscopic appearance of white‐nose syndrome infection. Thick‐type skin of the muzzle extensively 
infected with Pseudogymnoascus destructans fungus (black arrow). Greater mouse‐eared bat (Myotis myotis) sampled in 
a hibernaculum (Czech Republic) in May 2016 (A). Thin‐type skin of the wing membrane with a white‐nose syndrome 
pathognomonic cupping erosion that contains densely packed fungal hyphae (black arrows, B). The same bat specimen 
as in (A). Both skin sections stained with periodic acid‐Schiff stain.
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Abstract

Today, caves and some bat populations are declining worldwide because of anthropo-
genic pressures such as habitat use, tourism, quarrying, and guano mining. The pro-
tection of caves is very essential for bat conservation programs because some caves are 
indispensable and specific living areas for many bat populations. In this chapter, the 
species composition, colony structure, seasonal population dynamics, roosting habits, 
and roosting requirements of the bats in Dupnisa Cave System and Koyunbaba Cave in 
Turkish Thrace are discussed. Dupnisa Cave System and Koyunbaba Cave, which have 
different roost characteristics and microclimates, are alternative to each other in terms of 
the season. Therefore, they are inhabited by different bat species for different purposes at 
different levels according to weather conditions changing throughout the year. Dupnisa 
Cave System is mainly used by 18 bat species for hibernating, whereas Koyunbaba Cave 
is mainly used by 11 bat species for breeding and nursing. Due to different roost char-
acteristics and microclimatic conditions, Dupnisa Cave System and Koyunbaba Cave 
are the most important underground habitats for bat populations in Turkish Thrace. 
Therefore, the protection of these caves is very important for the future of bat popula-
tions in the region.

Keywords: bats, caves, conservation, Dupnisa Cave System, Koyunbaba Cave, Turkish 
Thrace

1. Introduction

This chapter summarizes general information about cave ecosystems and bats. In the first part, 
the characteristics and importance of caves and bats will be elaborated for interested readers 
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who are not experts in these subjects. In the following sections, geomorphology and biogeog-
raphy of Turkey and Turkish Thrace are discussed in detail, and the characteristics that make 
the region important are also underlined. In conclusion of the chapter, more detailed data 
about Dupnisa Cave System and Koyunbaba Cave in Turkish Thrace will be presented, and the 
importance of these caves for the future of the bats in the region will be revealed. This chapter 
presents a summary of related previous studies. The aim is to raise awareness about the protec-
tion of bats and caves rather than be a reference for similar topics.

1.1. Cave ecosystems and their characteristics

In simple terms, cave is defined as an underground hollow that is large enough for a person 
to enter; however, cave has various definitions in terminology. Caves are formed as a result of 
the dissolution of carbonated and sulfated rocks with a series of physiochemical processes by 
underground waters. Caves contain the past and current data of the geological, geomorpho-
logical, hydrological, and ecological characteristics of the region where they are located [1]. 
Caves are not only the underground hollows formed in the rocks but also the unique habitats 
that host many organisms and natural values. Caves are important ecosystems in terms of 
both cave-dwelling species, and geological, historical, anthropological, archaeological, eco-
logical, and cultural values.

Caves are very specific and susceptible ecosystems, because they have some extreme features 
that force life such as darkness, low temperature, high humidity, and limited nutrients [2–4]. 
Because of their darkness, caves are devoid of plants, which are the main producers of the 
food chain. For this reason, all the organic materials are brought from the outside into the 
cave in various ways. The main factors that provide nutrient entry into the caves are the air 
flows and the water currents in the caves. Besides these, guano, the main energy source in 
the growth of many organisms, is the most important nutrient in caves [5]. Lack of light, low 
temperature, high humidity, and the restriction of nutrients can be seen as important limiting 
factors in many caves [3, 4]. In the caves, living organisms are resistant or adapted to the scar-
city of nutrients and other limiting factors. The essential condition for organisms to survive 
in the cave is energy saving. For this reason, the cave organisms are as small as possible and 
they move as little as possible.

The most important difference between underground and terrestrial habitats is the stable envi-
ronmental conditions of caves. Unlike terrestrial conditions, caves have an almost constant 
temperature and humidity throughout the year. All these differences and characteristics make 
cave habitats unique and very sensitive. Any changes in the conditions of the cave ecosystems 
threaten the lives of the cave inhabitants. Despite challenging living conditions such as dark-
ness and limited nutrient sources, caves accommodate many species [3, 4]. Because of these 
negative conditions in the cave, the cave dwellers have developed various ways of adaptations 
to survive. For example, the sense of sight of organisms adapted to life in caves has either weak-
ened or completely disappeared in the evolutionary process. On the other hand, most of these 
species have developed their antennas longer than their relatives outside. Similarly, some spe-
cies that adapted to the cave life usually appear white or transparent because they lack pigment.
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Caves are initially creepy, but the mystery of the darkness and the past in caves is the most 
important features that attract people into caves. And also, in the caves formed as a result of a 
very slow and long process, stalactites, stalagmites, and travertines come in various formations, 
which attract people visually. In addition, underground waters, rivers, and lakes within caves are 
another beauty. So, it is possible to see that cave tourism, which is called as alternative tourism, has 
improved all over the world. The visual, sportive, religious, historical, and cultural characteristics 
of the caves provide a potential for tourism. However, it is also known that caves are used for dif-
ferent purposes such as shelter, barn, and storage. For this reason, it is inevitable that underground 
habitats, which are natural habitats of organisms, are damaged by human pressures over time.

Underground habitats around the world are under constant threat due to human pressures 
such as cave tourism, treasure hunting, guano mining, stone quarries, and water dams. The use 
of caves by humans can cause significant harmful effects on caves [6–8]. It should not be forgot-
ten that these natural values, gradually formed in millions of years, will not come back again 
in a short time. For this reason, the identification and investigation of important cave habitats 
are essential for the future of these habitats and organisms living there.

1.2. Bats and their characteristics

Bats (Chiroptera) are among the most diverse and widely distributed groups of mammals and 
can be found in most continents. Bats consist of greater than 1300 species worldwide and com-
prise approximately one quarter of mammalian species richness [9–11]. The order Chiroptera 
is subdivided into the Megachiroptera and the Microchiroptera. The Megachiroptera is rep-
resented by only one family, whereas the Microchiroptera comprise 17 families. Megabats are 
also called as fruit bats. Fruit bats mostly roost in trees and shrubs. Megabats are frugivorous 
and nectarivorous, and they eat fruit or lick nectar from flowers. Microbats are called as insec-
tivorous, and they mostly feed on insects, and use echolocation. Insectivorous bats use a wide 
variety of roosts such as caves, trees, and manmade structures.

Bats are the only flying mammals and they have a wide range of feeding and roosting habits, 
social behaviors, and reproductive strategies. Flying ability made bats become one of the most 
common groups of mammals [6]. Most of bat species use echolocation to navigate and forage. 
Echolocation allowing bats to see their surroundings by sound is actually an adaptation. Bats 
emit calls out to the environment through their nostrils and mouth, and then they find their 
direction by listening to the echoes of the calls returning from the objects around them. Thus, 
bats get information about the location, position, and shape of objects in the surroundings by 
processing these echoes [12, 13]. When food quantity decreases, bats have to make a choice: to 
hibernate or to migrate. Hibernation involves a reduction in metabolic rate that allows bats to 
survive for a long time without food [14]. Many species of bats migrate between summer and 
winter roosts. Some migrations are made to reach for more abundant food sources in warmer 
locations, while others are made to obtain roosts that have optimal microclimate for hibernat-
ing in winter or raising offspring in summer [14, 15].

Bats have acquired a wide variety of characteristics in parallel with the lifestyle they are 
adapted. Although the patterns of feeding, roosting, and reproduction of the bats differ 
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between species, some basic adaptations are similar. Most bat species are nocturnal, and they 
forage during the nights. Bats feed with a wide variety of foods such as insect, fruit, flower 
nectar, small vertebrate, and blood [12, 15]. In the daylight, bats pass into torpor in roosts such 
as foliage, caves, hollows of trees, rock crevices, and various manmade structures. The most 
prominent predators of bats are owls, hawks, snakes, raccoons, and martens [15]. Female 
bats have some strategies that they can control the timing of their pregnancy to give birth at 
an appropriate time [13]. Females generally give birth to one offspring every year, and they 
nurse their young until they get mature to feed on their own [15].

Bats that play a key role in many ecosystems are an important group of mammals with 
species diversity, abundance, and distribution all over the world. Bats have important 
ecological roles that are critical for human and ecosystem health, including the pollina-
tion and dispersal of many plants, and the control of insects [16, 17]. Bats are primary 
predators of insects that are harmful for human health and agriculture. Thus, bats play an 
important role in human health and biological pest control by balancing harmful insect 
and microorganism populations [15]. Guano mined from caves is provided by bats and 
used as a natural fertilizer on agricultural crops. Guano is a primary source of nutrition 
that allows the development of a great diversity of organisms such as arthropod, fungi, 
bacteria, and lichen.

Bats are one of the most sensitive mammal groups to varying weather conditions with their 
peculiarities in physiology, thermoregulation, and life cycle. Bats prefer different roosts 
depending on the season and spend more than half of their lives in roost. Most species of bats 
have specific requirements in terms of roost conditions such as microclimate and environ-
mental stability [18]. Roosts protect bats from bad weather conditions and their predators, so 
roost selection is essential to sustain the life of the bats [13]. Therefore, the presence of suitable 
roost is an important factor affecting the social structure and the distribution of bats [18–20]. 
The identification of these roosts is essential for the protection of bats. Bats have been known 
as cave dwellers for a long time, because caves that provide stable environmental conditions 
and protection throughout the year are pretty suitable roosts for bats. All over the world, 
caves and mines are used as shelter by large bat populations, but particularly sensitive species 
are highly dependent on only a few of these underground shelters [9, 18, 21]. However, most 
caves are used only by a small number of bats. Only a few caves provide convenient condi-
tions to host thousands of bats, especially during hibernating and breeding periods. These 
caves are vital to bat populations [9, 18, 20, 22].

Microclimatic conditions are often particularly important for habitat quality of bats [23]. 
Therefore, the seasonal use of roosts by bats is profoundly associated with its microclimatic 
conditions and these conditions form the assembling patterns of bats. The particular roost 
requirements of bat species restrict the permanent shelters that are used by bats. Thus, the 
environmental stability and protection provided by caves make them highly suitable roost 
for bats throughout the year. Most bat species make use of caves as roost for various purposes 
during some phases of their annual cycle [22].
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Microclimatic requirements of bats show seasonal variations according to their annual life 
cycle. Therefore, the availability of a cave by bats is increased by providing alternative micro-
climatic conditions compared to season. Caves may serve as one of the most adequate roost-
ing sites for bats because of the relatively stable microclimatic characteristics. Therefore, 
natural caves and artificial underground sites are widely used as roosting sites by bats and 
may be occupied by large breeding and/or hibernating populations [9]. The distribution and 
availability of suitable roosting sites is a limited resource for some cave-dwelling bat species 
[20]. Besides, cave-dwelling bats are mostly threatened by visitors and human activities.

The distribution areas of animals depend on their biological requirements and environmental 
conditions. Because of the variety of such conditions, the caves, which are potential roosts for 
bats, can serve as a good model for studying the relationship between the regional settlement 
and the structure of the environment [24]. Bats have to find special periodic roosts according 
to the requirements of hibernation or breeding, so knowing the roosting requirements of bats 
is vital for conservation and management works. Identifying and surveying these sites will 
help to understand the habitat requirements of species [25].

Bats form the largest mammalian assemblages on earth, and one place may be a shelter for a 
significant portion of the total populations of some species [26]. Such places have a great impor-
tance for bats and may be limiting for their population size and distribution. Most bat species 
rely on underground shelters to maintain their lives. Cave disturbance and destruction is one 
of the biggest problems that cause the decline of bat populations all over the world, so the iden-
tification and protection of such important sites has vital importance for the future of bats [8].

1.3. Biogeography and geomorphology of Turkey

When compared to the regional countries, Turkey has a special biogeography due to its large 
surface area, different geomorphologic structure, different climatic conditions, and transition 
position between the continents [27]. As a result of these features, Turkey has a rich biodi-
versity and a variety of ecosystems that almost a continent can have. The geomorphological 
structure of Turkey is one of the main factors in having various biogeographic areas [27].

The soluble karstic rocks such as limestone, gypsum, and dolomite, which are suitable for cave 
formation, constitute approximately 40% of Turkey’s surface area [28]. One of the most impor-
tant formations in the karstic areas of Turkey is caves. Because of the insufficiency of cave explo-
rations, not all of the caves in Turkey have yet been examined; it is not possible to give a definite 
figure about the number of caves in our country. However, it is estimated that more than 20,000 
caves can be found in Turkey according to the size of the area covered by the soluble rocks 
and the ratio of the number of caves detected in these areas [28]. However, many of the caves 
in Turkey are still not identified. In parallel, research on caves in Turkey is extremely inad-
equate. The research carried out until now is mostly focused on the caves in the touristic areas. 
Approximately 3000 of these caves were surveyed by caving associations, clubs, communities, 
and organizations. Until today, 31 caves in Turkey have been opened as tourist attractions [29].
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1.4. Biogeography and geomorphology of Turkish Thrace

Thrace is a geographic region located in southeastern Europe within the territories of Greece, 
Bulgaria, and Turkey. Thrace lies in the northeastern Greece, the southeastern Bulgaria, 
and the European part of Turkey (Figure 1). Turkish Thrace, which constitutes about 3% of 
Turkey’s surface, is not very high (average altitude of 180 m) and only 15% of the region is 
covered by forest in north and south. When evaluated in terms of geological, geographical, 
and tectonic features, it is seen that the Thrace region is different from the other regions of 
Turkey. Karst formation in Turkish Thrace is characterized by Eocene limestone, but a few 
caves developed within the marbles of the Paleozoic metamorphic basement, which is limited 
in the region [30].

Thrace is one of the major biogeographic zones in Turkey and, due to its karst formation, 
more than 50 caves have been formed in the region. Most of these caves, which form horizon-
tally, are fossil-typed caves that have completed development. The caves in Turkish Thrace 
are concentrated at elevations between 150 and 200 m in Yıldız Mountains. The two longest 
caves explored were İkigöz Cave (4816 m) and Dupnisa Cave System (2720 m) in length with 
altitudes of 70 and 345 m, respectively [30, 31].

Despite the presence of thousands of caves in Turkey, there are few studies of the cave fauna, 
and most are old and based on the limited sampling. However, in recent years, the caves in 
Turkish Thrace have been slightly more surveyed in terms of the bats. Bilgin [32] has exam-
ined some of the caves in the region and provided information on the summer population 
sizes and habitat preferences of the bat species. Furman and Özgül [33, 34] have investigated 
the population sizes of bat species in many caves in the region and also stated that they should 
be protected by identifying important underground shelters in the region. In particular, two 
caves in the region, Dupnisa Cave System and Koyunbaba Cave, have been investigated in 

Figure 1. The location map of Thrace, and the positions of Dupnisa Cave System and Koyunbaba Cave in Turkish Thrace.

Cave Investigation82



1.4. Biogeography and geomorphology of Turkish Thrace

Thrace is a geographic region located in southeastern Europe within the territories of Greece, 
Bulgaria, and Turkey. Thrace lies in the northeastern Greece, the southeastern Bulgaria, 
and the European part of Turkey (Figure 1). Turkish Thrace, which constitutes about 3% of 
Turkey’s surface, is not very high (average altitude of 180 m) and only 15% of the region is 
covered by forest in north and south. When evaluated in terms of geological, geographical, 
and tectonic features, it is seen that the Thrace region is different from the other regions of 
Turkey. Karst formation in Turkish Thrace is characterized by Eocene limestone, but a few 
caves developed within the marbles of the Paleozoic metamorphic basement, which is limited 
in the region [30].

Thrace is one of the major biogeographic zones in Turkey and, due to its karst formation, 
more than 50 caves have been formed in the region. Most of these caves, which form horizon-
tally, are fossil-typed caves that have completed development. The caves in Turkish Thrace 
are concentrated at elevations between 150 and 200 m in Yıldız Mountains. The two longest 
caves explored were İkigöz Cave (4816 m) and Dupnisa Cave System (2720 m) in length with 
altitudes of 70 and 345 m, respectively [30, 31].

Despite the presence of thousands of caves in Turkey, there are few studies of the cave fauna, 
and most are old and based on the limited sampling. However, in recent years, the caves in 
Turkish Thrace have been slightly more surveyed in terms of the bats. Bilgin [32] has exam-
ined some of the caves in the region and provided information on the summer population 
sizes and habitat preferences of the bat species. Furman and Özgül [33, 34] have investigated 
the population sizes of bat species in many caves in the region and also stated that they should 
be protected by identifying important underground shelters in the region. In particular, two 
caves in the region, Dupnisa Cave System and Koyunbaba Cave, have been investigated in 

Figure 1. The location map of Thrace, and the positions of Dupnisa Cave System and Koyunbaba Cave in Turkish Thrace.

Cave Investigation82

detail by the author based on regular and long-term monitoring (Figure 1) [35–38]. In recent 
years, many studies have been conducted throughout Turkey to determine other underground 
habitats that are important for bat populations. These studies provide important contributions 
to the identification and conservation of the bat populations and roosts in Turkey [39, 40].

Due to its location and different climatic zones, Turkey has become a homeland and shel-
ter for many species affected by geological and climatic changes in the past. For this reason, 
Turkey, which has a rich biodiversity, is also very rich in terms of bat species. Turkey is the 
country with the highest bat diversity in the region with 39 species identified so far. In Turkish 
Thrace, 27 of these species have been recorded. Dupnisa Cave System, Koyunbaba Cave, and 
Kocakuyu Cave are the most important shelters for bats in the Thrace region of Turkey [32–38].

Besides the lack of suitable shelters, today's rapidly growing urbanization, population 
growth, and the increased interest of humans intended for nature are causing damage and 
gradual decline of natural habitats of bats, and thus bat populations are at risk of extinction. 
Cave-dwelling bats are mostly threatened by visitors and human activities. Treasure hunt-
ing, quarrying, and cave tourism are the main threats to caves in Turkish Thrace. Knowing 
and protecting of roosts are essential to bat conservation. The use of caves by bats is shaped 
by microclimatic, morphological, and ecological conditions provided by the caves, because 
species have specific requirements for roosts in terms of shelter. Roost selection of bats dif-
fers in particular parts of caves and changes according to their annual life cycle. Therefore, 
knowledge about roost requirements and roost switching of the bat species in Turkish Thrace 
is required to any plan of the protection of the bats.

2. Methodology and study area

In this study, Dupnisa Cave System and Koyunbaba Cave in Turkish Thrace were investigated 
based on a long-term monitoring. The data given in this chapter belong to the years 2002–2010 
for Dupnisa Cave System and 2007–2008 for Koyunbaba Cave. The roosts used by bats in both 
the caves were determined. In each survey, the species composition, colony structure, sea-
sonal population numbers, and roosting habits of the bats were recorded. Roost temperature 
and humidity were regularly measured in each survey. Collected data were evaluated in two 
periods as winter/hibernation (November–March) and summer/nursery (April–October). 
Species identifications were done by following the identification keys [41]. Small colonies 
were counted directly and large colonies were counted using photographs. Also, some of 
these data have been previously presented by the author at congresses and articles [36, 38, 42].

2.1. Dupnisa Cave System

Dupnisa Cave System is located south of Sarpdere Village (Kırklareli) in Thrace, the European 
part of Turkey (Figure 1). The cave system lies in the forested Yıldız (Strandja) Mountains. 
Dupnisa Cave System is the second largest cave in Thrace region with a total length of 2720 m 
long. This cave system, which developed as a result of the disintegration of the Pliocene 
relief system in the upper part of the Yıldız Mountains with the Quaternary rivers, has the 
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 polycyclic development feature [31]. The cave system, which has four entrances, has devel-
oped horizontally and its formation process still continues. Dupnisa Cave System is regarded 
as a cave system because it is formed by two floors and three interconnected caves. These 
caves have different features. In this system, the active main gallery through which an under-
ground stream flows is called Sulu Cave, while the totally fossilized ones above are called 
Kuru Cave and Kız Cave (Figure 2) [31].

Sulu Cave has the longest gallery of these caves with a length of 1977 m, and has only one 
entrance and one corridor. The height and width of this corridor are up to 40 and 15 m, 
respectively, and there is a very large hall of 125 m long, 80 m high and 35 m wide in this 
corridor. Kuru Cave, with a total length of 480 m, has two entrances and two corridors. In 
addition, a large hall was formed at the junction of these two corridors. Kuru Cave is con-
nected with Sulu Cave by a narrow corridor. Kız Cave, 263 m in length, has one entrance 
and a small hall after the entrance. Kız Cave, which is covered with a thick fossil layer 
mixed with large blocks, gravel, and sand, is connected to Sulu Cave below at two points 
(Figure 2) [31].

Dupnisa Cave System is the first cave in the Thrace region that was opened to visitors in 
July 2003. This cave is also the first cave in Turkey to be opened to visitors with a program 
and gate construction according to the seasonal use of the cave by bats based on long-term-
monitoring program [38]. Tourist circuits were constructed with the first 200 m of Sulu 
Cave and the first 230 m of Kuru Cave. However, Kız Cave is closed to visitors (Figure 2). 
The cave system has been visited by about 35,000 visitors each year after it was opened to 
visitors. The cave system has four entrances and two of these entrances, which are located 
on the tourist area, are closed to control human entry (Figure 3). Gates are constructed 
with a design of the horizontal angle iron bars that have 200-mm spacing between bars. 
The other entrances of the cave system, outside of the tourist area, where human entry is 
difficult, have been left to the natural state to minimize the negative effects of the two doors 
on the bats (Figure 3) [38].

Figure 2. Dupnisa Cave System: the location of the three main caves, the areas open to tourists, and the gated and 
ungated entrances [38]. Adapted from Ref. [31].
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2.2. Koyunbaba Cave

Koyunbaba Cave is located in the province of Kırklareli in Thrace of Turkey at 155 m altitude 
(Figure 1). Its length is 532 m, horizontally developed, and a fossil cave [31]. Depending on its 
development, the cave consists of different parts with various characteristics. There are seven 
stations used as roost by the bats in Koyunbaba Cave. These stations have different character-
istics in terms of roost type, height, and microclimate (Figure 4).

Koyunbaba Cave developed on a prominent northwest-southeast direction fault line on the 
Eocene limestone. The fractured structure of the limestone resulted in the formation of many 
cavities and recess ledges in the cave. The cave initially developed in the northwest-southeast 
direction and takes the northeast-southwest direction from the middle section. At the inter-
section of these two sections, a large subsidence hall with a width of 50 × 60 m and a ceiling 
height of 30 m has developed (Figure 4). The formation of dripstone in Koyunbaba Cave, 
which has its base covered with a thick fossil layer consisting of soil, gravel, rubble block, and 
guano, is almost inexistent [31].

Koyunbaba Cave has three entrances, which are linked with different characteristics. The main 
entrance is the largest one. It is horizontally formed and its entry is very easy. Koyunbaba 

Figure 3. The gated entrances of Sulu Cave (a) and Kuru Cave (b), used to control the entry of tourists. The ungated 
entrances of Kuru Cave (c) and Kız Cave (d), remained to minimize the negative effects of the gates on the bats.

Important Caves in Turkish Thrace for Bats: Dupnisa Cave System and Koyunbaba Cave
http://dx.doi.org/10.5772/intechopen.68836

85



Figure 5. The three entrances of Koyunbaba Cave: the main entrance (a), the second entrance (b), and the third entrance (c).

Cave is closed to visitors, but this area of the cave is used by local people as an animal shelter 
during the summer. The second and third entrances of the cave are vertical. Because they are 
quite dangerous, these entrances cannot be used by local people (Figure 5). The cave is located in 
a relatively flat area consisting of farmland and pastures. This area is outside the Strandja Forest 
tree line. There are important water resources (Teke stream and Kayalı dam) around the cave.

Figure 4. Koyunbaba Cave: the location of the seasonal roosts used by the bats, the three entrances of the cave. Adapted 
from Ref. [31].
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3. Results

3.1. Microclimate of Dunisa Cave System

Dupnisa Cave System, which has four entrances and three parts with different characteristics, 
provides seasonally different microclimatic conditions in the different parts (Table 1). Paksuz 
et al. [36] stated that the temperature varies between the different parts of the cave system, as 
well as by season. While the winter temperature ranges from −1 to 12°C in Sulu Cave, 8 to 14°C 
in Kuru Cave, and 10 to 14°C in Kız Cave, the summer temperature varies from 9 to 14°C in 
Sulu Cave, 13 to 22°C in Kuru Cave, and 13 to 18°C in Kız Cave. In winter, the mean tempera-
ture of Sulu Cave is significantly lower than from Kuru Cave and Kız Cave. During summer, 
the mean temperature in Kız Cave and Kuru Cave is significantly higher than in Sulu Cave. In 
Sulu Cave, the average temperature in winter is 7.4°C, in summer 10.7°C; in Kuru Cave in win-
ter 11.4°C, in summer 16.3°C; in Kız Cave in winter 11.9°C, in summer 15.9°C. Humidity also 
varies depending on the caves and the seasons. The humidity in Dupnisa Cave System varies 
from 57 to 100%. The mean humidity in winter is similar and higher in Sulu Cave and Kız 
Cave, while it is lower in Kuru Cave. During summer, the humidity is similar in all three caves.

3.2. Bats of Dupnisa Cave System

Up to now, 17 species of bats have been recorded in Dupnisa Cave System, which is the most 
studied cave in Turkey in terms of bats. Five of these species belong to Rhinolophidae family 
(Rhinolophus ferrumequinum, R. hipposideros, R. euryale, R. mehelyi, and R. blasii) and 12 of them 
belong to Vespertilionidae family (Myotis myotis, M. blythii, M. bechsteinii, M. emarginatus, 
M. nattereri, M. mystacinus, M. capaccinii, M. daubentonii, Miniopterus schreibersii, Barbastella bar-
bastellus, Plecotus austriacus, and P. auritus) [34–36, 38]. M. alcathoe, recorded in this study, has 
been newly registered for Dupnisa Cave System. The maximum number of bats recorded in 
Dupnisa Cave System is 54,600 in hibernation, while 11,000 in nursery. Dupnisa Cave System 
is used for hibernating by the majority (83%) of the total number of bats recorded, while it is 
used for breeding and nursing by the minority (17%). The three parts of the cave system were 
used by different species to varying degrees according to the season. Sulu Cave is used only 
for hibernating, while Kız Cave and Kuru Cave are used for both hibernating and nursery 
(Figure 6) [36, 38].

In Dupnisa Cave System, 99% of bat colonies are composed of six species, M. schreibersii 
(78%), M. myotis/blythii (8%), R. euryale (6%), R. ferrumequinum (4%), and M. capaccinii (3%). 

Caves Length (m) Summer temp.  
(°C)

Winter temp.  
(°C)

Summer hum.  
(%)

Winter hum.  
(%)

Sulu Cave 1977 10.7 7.4 84.6 91.5

Kuru Cave 480 16.3 11.4 77.3 80.9

Kız Cave 263 15.9 11.9 80.7 87.6

Table 1. The length measurements and mean microclimate data of Dunisa Cave System.
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The biggest aggregations of the species recorded in a single survey in Dupnisa Cave System 
are M. schreibersii (45,600) in hibernation, M. myotis/blythii (4300) in hibernation, R. euryale 
(3600) in nursery, R. ferrumequinum (2200) in hibernation, M. capaccinii (1800) in hibernation, 
R. mehelyi (300) in nursery, R. blasii (200) in nursery, M. emarginatus (93) in hibernation, R. hip-
posideros (73) in hibernation, M. daubentonii (56) in hibernation, M. mystacinus (19) in hiberna-
tion, M. bechsteinii (six) in hibernation, M. alcathoe (five) in hibernation, M. nattereri (three) in 
hibernation, and P. auritus (one) in hibernation [36, 38].

While Myotis species mainly use Sulu Cave for hibernating, Rhinolophus species use both 
Sulu Cave and Kız Cave. On the other hand, Myotis species only use Kuru Cave for breed-
ing and nursing, while Rhinolophus species use both Kuru Cave and Kız Cave. Although 
M. schreibersii is the most numerous species in Dupnisa Cave System, it does not use the cave 
system for breeding and nursing. However, unbred females and males of the species use 
Kuru Cave and Kız Cave only to spend the summer. Instead, M. schreibersii migrates to other 
suitable underground habitats in the area such as Koyunbaba Cave for breeding and nurs-
ing. In winter roosts, bat colonies are usually formed by one species. However, M. myotis/M. 
blythii and more rarely in smaller colonies M. schreibersii/R. ferrumequinum and R. euryale/ 
R. mehelyi/R. blasii can be seen together in the same roosts (Figure 7). On the other hand, sum-
mer colonies are of multi-species. Only R. hipposideros does not mix in with other species. In 
winter roosts, the two sexes are found together, whereas in summer roosts the two sexes are 
rarely found together.

The observation that the bats in the cave system always formed colonies at the same points 
depending on the seasons led to the belief that the rock characteristics, temperature, and 
humidity are the factors affecting roost selection. Paksuz et al. [36] emphasize that the main 
factor shaping the use of the cave system by the bats at various degrees is the microclimate. 
The temperature of Sulu Cave is low for breeding while the temperature of Kuru Cave is 

Figure 6. The maximum monthly number of bats recorded in a single survey in the three parts of Dupnisa Cave System. 
The data were collected from 2002 to 2010.
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high for wintering. Although the winter temperature is higher in Kız Cave than in Kuru 
Cave, Kız Cave is used for hibernating by the bats. The two entrances of Kuru Cave and its 
connection with Sulu Cave indicate that it may be more affected by temperature fluctua-
tions and airflows, which may be the reason why the cave is preferred less than the other 
caves for hibernating. The humidity in winter is variable in all the three caves, while it is 
similar in summer. The specific roost requirements of bat species limit the use of many caves 
by bats. Thus, providing alternative conditions makes caves pretty appropriate roost for 
bats throughout the year. Therefore, Dupnisa Cave System, which offers alternative micro-
climatic conditions in the different parts, may be an important opportunity for many bats 
because the appropriate roosts will be more limited in the future, as global warming will 
become increasingly prevalent.

In Dupnisa Cave System, a conservation plan is applied for the protection of the bats and 
the cave system according to the seasonal use of the cave system by bats. This protection 
plan includes an appropriate visitor schedule and gate construction. The visitor schedule 
was arranged according to the seasonal use of Dupnisa Cave System by bats. The entrances 
of cave system where tourist circuits placed in were closed with horizontal angle iron gates 
to control the human disturbance. The other entrances of the cave system, outside of the 
tourist area, have been left to the natural state to minimize the negative effects of the two 
doors that can disturb the bats. In addition to these, some arrangements have been made 
for visitors and the use of lighting system. The protection of the caves and the bats will be 
possible only if the precautions that are taken and the suggestion that have been made are 
applied carefully [38].

Paksuz and Özkan [38] stated that the seasonal usage patterns of the parts in Dupnisa Cave 
System by the bats are completely preserved in periods of before and after tourist mobility 
(Figure 8). The authors also emphasized that there is no decrease in the total number of the 
bats in Dupnisa Cave System following the opening period tourist mobility. Moreover, they 
found a statistically significant increase after the tourist mobility only in Kız Cave, which 
is closed to tourism and ungated. This increase may indicate that the bats prefer to use the 
caves which are not visited by humans and tourist mobility. It seems as if Kız Cave, which is 

Figure 7. The hibernation colonies of the bats in Dupnisa Cave System: a mixed colony of species M. schreibersii and R. 
ferrumequinum (a), a large colony of M. schreibersii (b).
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closed to tourism and ungated in Dupnisa Cave System, is a good opportunity to minimize 
the potential negative effects of the tourism activities in Sulu Cave and Kuru Cave on the bats. 
These results show that the protection program prepared for the protection of Dupnisa Cave 
System and bats is sustainable and must be applied meticulously.

3.3. Microclimate of Koyunbaba Cave

Koyunbaba Cave has different microclimatic conditions according to stations and seasons 
(Table 2) [37]. While the summer temperature in Koyunbaba Cave varies from 10 to 24°C, the 
winter temperature varies from 5 to 16°C. In summer, while the highest mean temperature is 
in station 4 (17.1°C), the lowest mean temperature is in station 7 (12.3°C). The highest (15.2°C) 
and lowest (5.2°C) mean temperatures in winter are in station 1. The humidity in Koyunbaba 
Cave varies from 58 to 98% depending on seasons and stations.

Stations Roost location Summer temp.  
(°C)

Winter temp.  
(°C)

Summer hum.  
(%)

Winter hum.  
(%)

1 Hall 17.0 9.3 66.7 68.6

2 Room 15.1 12.8 83.7 89.6

3 Corridor 12.6 8.1 75.9 86.0

4 Hall 17.1 9.4 68.9 76.2

5 Room 13.7 11.4 88.4 95.0

6 Hall 13.8 9.5 91.6 89.6

7 Corridor 12.3 7.9 75.7 80.4

Table 2. The mean microclimate data and location of the roosts in Koyunbaba Cave.

Figure 8. The monthly population sizes of the bats in the periods before and after tourist mobility in Dupnisa Cave 
System.
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3.4. Bats of Koyunbaba Cave

In the studies conducted until now, 11 species of bats have been recorded in Koyunbaba 
Cave. Five of these species belong to Rhinolophidae family (R. ferrumequinum, R. hipposide-
ros, R. euryale, R. mehelyi, and R. blasii) and six of them belong to Vespertilionidae family 
(M. myotis, M. blythii, M. emarginatus, M. capaccinii, M. schreibersii, and P. austriacus) [34, 37]. 
The maximum number of bats recorded in a single survey in Koyunbaba Cave is 29,500 in 
summer, while 600 in winter. Koyunbaba Cave is used by the majority (92%) of the total 
bat numbers for breeding and nursing, while it is used by the minority (8%) for hibernating 
(Figure 9) [37].

Seven species constitute 98% of the bat colonies in Koyunbaba Cave, M. schreibersii (55%), M. 
myotis/blythii (25%), M. capaccinii (7%), R. mehelyi (6%), R. euryale (3%), and R. ferrumequinum 
(2%). The largest aggregations of the species recorded in a single survey in Koyunbaba Cave 
are M. schreibersii (17,710), M. myotis/blythii (7840), M. capaccinii (2230), R. mehelyi (1850), R. 
euryale (859), R. ferrumequinum (788), M. emarginatus (356), R. blasii (176), R. hipposideros (10), 
and P. austriacus (one) [37].

The cave is used by species of R. ferrumequinum, R. mehelyi, and R. hipposideros for both breed-
ing/nursing and hibernating throughout the year, while it is used by species of R. blasii, R. 
euryale, M. myotis/blythii, M. capaccinii, M. emarginatus, and M. schreibersii for breeding/nursing 
in the summer (Figure 10).

The roosts in Koyunbaba Cave are used by bats for various degrees and purposes accord-
ing to species. The rooms and halls of Koyunbaba Cave are used as summer roost, while the 
corridors are used as winter roost. The selection of roost location in the cave by bats differed 
according to the species. R. ferrumequinum, R. hipposideros, R. euryale, R. mehelyi, and M. emar-
ginatus use all roost types, while R. blasii, M. myotis/blythii, M. capaccinii, and M. schreibersii 
mainly use halls [37].

Figure 9. The maximum monthly number of bats recorded in a single survey in Koyunbaba Cave. The data were 
collected from 2007 to 2008.
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These data show that Koyunbaba Cave is an important nursery roost for large populations of 
many bat species in the summer, as it has appropriate microclimatic conditions, large roosts, 
and entrances.

4. Conclusion

Turkish Thrace, located in the north-west of Turkey, served as a bridge between the Balkans, 
Anatolia, and Mediterranean. Thrace is one of the major biogeographic zones in Turkey and, 
due to its karst formation, there are many caves with different characteristics in the region. 
Due to these features, Thrace region, which has been an important glacial refuge for bats in 
the past, still provides a pretty opportunity to be hosted particularly for obligatory cave-
dwelling bats. Turkish Thrace hosts large populations of many bat species [32–38].

Roost selection is essential for bats that spend more than half of their lives in roost [13]. Caves 
may serve as one of the most adequate roosting sites for bats because of the relatively stable 
microclimatic characteristics. Dupnisa Cave System and Koyunbaba Cave are the most impor-
tant underground habitats for bat populations in southeastern Europe [34–38]. The hosting 
of large populations (56,600 hibernating bats and 11,000 breeding/nursing bats) of many bat 
species (18 species) is an indicator that Dupnisa Cave System is the most important shelter in 
the region. In addition to this, Koyunbaba Cave, which is used by a large breeding/nursing 
population (29,500) consisting of 11 bat species, is the most important summer roost in the 
region. Some bat species are listed as Near Threatened in the IUCN Red List, because of their 
declining populations in most of the European countries [43]. However, the populations of 
these species in Balkans and Turkey are stable [43], because Turkish Thrace provides many 
appropriate shelters to use by bats such as Dupnisa Cave System and Koyunbaba Cave.

Many species have very specific microclimatic requirements for roosts [18]. Microclimatic 
requirements of bats show seasonal variations according to their annual life cycle. 
Microclimatic conditions of roost and microclimatic requirements of species may contribute 
to patterns of association of bats [18, 23, 44]. Therefore, cave availability for bats is increased 
by providing alternative microclimatic conditions according to seasons. Most of the caves in 

Figure 10. The breeding/nursing colonies of the bats in Koyunbaba Cave: a mixed colony of species M. schreibersii, M. 
myotis, M. blythii, and M. capaccinii (a), a nursery colony of Rhinolophidae family: grey(light)-colored bats are juveniles, 
brown(dark)-colored bats are adults (b).
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Turkish Thrace are appropriate shelters for winter colonies of bats and also for their nurseries. 
When there are alternative roosts, bats prefer the most appropriate ones to others. Therefore, 
Dupnisa Cave System is mainly used as a winter roost by bats, whereas Koyunbaba Cave is 
mainly used as a summer roost. Dupnisa Cave System and Koyunbaba Cave have different 
roost characteristics and microclimates and are used by different bat species for different pur-
poses at different levels according to seasons. Therefore, they are alternative roosts to each 
other for bat population throughout the year. These caves, which complement each other in 
terms of seasonal use, are a chance for bats that have limited roosts. This makes these caves 
more important for the future of the bats in the region.

Growing urbanization across the world is resulting in negative impacts on bats and their key 
roosting habitats. Disturbance and destruction at caves is a widespread and major threat for 
cave-dwelling bats. Populations of some bat species are threatened globally due to human 
disturbance and roost lost caused by the increase in human population and land use. The 
protection of caves should be the most effective of bat conservation programs because a single 
cave can shelter thousands of bats from various species. Our findings related to these caves 
give some important clues for the population status and roost ecology of the bat species in 
Turkish Thrace. Also, it is very important for the implementation of any plans contributing 
to the protection of the roosts. The conservation of the caves, primarily Dupnisa Cave System 
and Koyunbaba Cave, whose importance for bats and other cave inhabitants was scientifically 
proven, is very important for the future of endangered species. Such preservation actions are 
made obligatory by international agreements including Turkey.
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Abstract

In North Lithuania, karst processes are developing in the formations of the Upper 
Devonian represented by fissured gypsum‐dolomite. The result of these processes on 
surface is the formation of sinkhole. The precipitation infiltrates into the karst aquifer not 
only through Quaternary sediments but also through karst sinkholes. The groundwater 
is extremely vulnerable to pollution in karst region. Agricultural practise is prevailing 
in this region. The objective of chapter is present of the results from various investiga‐
tions on drainage, rivers, sinkholes and ground water quality in the agricultural area 
of Lithuanian karst region. This study was prepared on the basis of scientific publica‐
tion analysis and the generalization methods were used. Based on this result, chemical 
composition of research water is mostly depended on the type of soil, meteorological 
conditions and land used. Higher amount of nitrogen and phosphorus are leached out in 
winter and spring periods.

Keywords: agriculture area, nitrogen compounds, total phosphorus, sinkhole, water 
quality

1. Introduction

The karst phenomena occur in different countries (Central America, North and South China, 
Slovenia, Estonia, Latvia etc.). The water in a karst aquifer is a major water resource in many 
regions of some countries [1].

The karst region is located in North Lithuania. Karst processes occur in carbonate rocks 
(gypsum‐dolomite) forming different surface and underground karst features such as sink‐
holes, caves and caverns. Gypsum is soluble and hence its layers can dissolve and the pro‐
tective cover strata of karst rock become unstable and may subside. In region, gypsum 
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occurs in contact with water and this causes subsidence problems. In agriculture land, these 
phenomena are inconvenient, but in urban area, they constitute a geological hazard that can 
seriously affect development and human safety [2].

The rate of chemical denudation of soluble rocks is one of the main factors determining the 
intensity of karst process. Gypsum denudation is mainly predetermined by water balance, 
which depends on meteorological conditions (precipitation and evaporation). The highest 
intensity of gypsum denudation is during the spring flood and the lowest in the dry period. 
Since 1978, the intensity of karst denudation has been increased by 30% [2, 3].

The main human activities influencing karst development are groundwater extraction and 
agriculture [4, 5].

Karst region is densely populated. The two districts (Biržai and Pasvalys) with more than 
53,000 of inhabitants [6] are located in it. Soils are fertile; agriculture has been a tradi‐
tional activity on these soils. Precipitation water dissolves not only natural salts from soils 
but also nutrient surplus from agriculture areas where unbalanced fertilisation rate was 
applied. Problems are caused by filtration of the water which is rich in salts and which 
pollutes groundwater. The major amount of precipitation infiltrates into the karst aquifer 
through Quaternary sediments, however, infiltration takes place through karst sinkholes 
as well [3, 7]. Karst groundwater becomes polluted frequently and in shorter time periods 
than water in non‐karstic aquifers [1].

The purpose of this chapter is to present a short review of the research finding on water 
(drainage, stream, groundwater and sinkhole) quality in agricultural area of North Lithuanian 
karst region.

2. Geology of the North Lithuanian karst region

The total area of Lithuania is 65,300 km2 and is situated along the south‐eastern shore of the 
Baltic Sea [8]. The karst region is located in North Lithuania (mainly in Biržai and Pasvalys 
administrative districts) and borders with the karst territories of the neighbouring South 
Latvia (Figure 1).

The karst processes highly active are related to Upper Devonian gypsum and dolomites that 
occur beneath the Quaternary cover (Table 1). Mainly of Quaternary deposits consist of loam 
and sandy loam, sand, gravely sand, gravel clay and silt; in some places, karstified rocks are 
overlain by the Pamūšis Formation (dolomitic marl, clay and other) and the Istras Formation 
(dolomite) of Upper Devonian [4, 7, 9].

Karst in the North Lithuania is matured not only at the land surface (sinkholes, karst shafts 
and dolines) but also in the subsurface (cavities and caves). In the region of active gypsum, 
karst (the area of 400 km2) is counted more than 8500 different size and shape sinkholes [4, 7, 9].

The thickness of the cover of the karst rocks in the area varies from parts of the first metre 
up to 70 m and has a common tendency to increase southwards and especially westwards. 
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Figure 1. Location of Lithuanian karst area: (1) Pre‐quaternary carbonates; (2) area of intensive karst in North Lithuania 
(according to literature [2, 3]).

System Series Formation Index Thickness, m Description of 
sediments

Quaternary Q 0–20 Moraine loam

Devonian Upper Pamusis D3pm 15 Clayey marl

Istras D3ys 3–9 Dolomite fissured

Tatula D3ttn 11–15 Gypsum 
interlayers 
with marl and 
dolomite

D3ttk 3–7 Marl clayey

D3ttp 13–24 Gypsum 
interlayers 
with marl and 
dolomite

Pliavinia D3kp 6–12 Dolomite fissured

D3ss 13–18 Dolomite clayey

D3j 2.0–9.9 Dolomite, marl

Sventoji D3sv 90 Sand interlayer 
with siltstone and 
sandstone

Middle Upninkai D2up 70–110 Sand clayey and 
clay

Narva D2nr ∼100 Clayey‐carbonate 
deposits

Table 1. Stratigraphy of the Middle‐Upper Devonian sediments in the North Lithuania [4].
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Sinkholes are located in the areas with the cover thickness less than 25 m. In the areas where 
the cover thickness is up to 5 m, new sinkholes are forming intensively [9, 10].

3. Hydrogeology and hydrology of the North Lithuanian karst region

The North Lithuania karst region is located in the eastern part of the Baltic Artesian Basin. 
The active water change zone is up to 270 m thick and includes aquifers in the Quaternary 
and in the Upper Devonian (the Istras‐Tatula, Kupiskis‐Suosa and Sventoji‐Upninkai) forma‐
tions. This series of aquifers is underlain by the 60–100 m thick regional aquitard of the Narva 
Formation. The main source for recharge of the Istras‐Tatula and Kupiskis‐Suosa aquifers is 
shallow groundwater and surface water. All aquifers are being exploited to a different extent 
for drinking and domestic purposes and for industrial needs in this region [4, 11]. The infiltra‐
tion rate of precipitation influences variations in level and chemical composition of ground‐
water. Ground collapse affects the Quaternary cover and permits ready recharge of surface 
water into the Upper Devonian aquifers. The intensive karst zone is referred to the areas with 
intensive water circulation in open gypsum systems [4, 11, 12]. Water of the aeration zone 
mostly infiltrates through vertical fissures until it reaches either horizontal channels or imper‐
meable soil layer. A large amount of precipitation is collected in the bottom of the sinkholes, 
which are open holes or filled with permeable deposits [7].

In the karst region, most of the sinkholes are dry. Only during spring floods, they collect and 
temporarily retain atmospheric water or groundwater. In the course of time, the newly occur‐
ring sinkhole becomes shallow as a result of sedimentation processes and transforms into 
small bogs. As a result of a very good hydraulic link between the surface and groundwater, 
part of sediments is eliminated with the ground run‐off [3]. Karst lakes and dry sinkholes 
make natural drainage systems through which precipitation, snow melting and overland flow 
access gypsum strata of the Lower Devonian [2, 12].

Karst rivers are recharged mainly through the precipitation. A low part of run‐off is formed 
by the karst groundwater. Many rivers in the region cut upper part of the karst rocks and 
aquifers [4]. The groundwater discharge into the karst rivers of the region makes up from 25 
to 40%, whereas in non‐karst rivers it comprises only 8–16% of the annual run‐off. The run‐off 
of karst rivers in drought periods always exceeds the run‐off of non‐karst rivers [11].

4. Meteorological condition

The climate of the karst region as everywhere in Lithuania is intermediate between the mari‐
time and continental climates. The annual infiltration of precipitation exceeds evaporation [8].

Air temperature observations in the active karst zone were started only in 1924 [12].

According to the data of Biržai Meteorological Station, the long‐term annual averages of the 
main climatic characteristics are as follows: air temperature 6.6°C; precipitation 661 mm. The 
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mean temperature for July, the warmest month of the year, is 18°C, and for January, the cold‐
est month, it is 3.6°C below zero. The rainfall during a warm season, from April to October, 
makes up 80% of precipitation. Long‐term mean monthly amount of precipitation is varying 
from 36 to 81 mm.

Snow appears at the end of November and melts at the end of March. Thickness of snow cover 
reaches 6–44 cm. The mean depth of freezing is varying 17–99 cm.

During the last decades of the twentieth century, winter season temperature particularly near 
ground surface has increased significantly [12]. A distinct increase in air temperature has 
been observed since 1960. In karst region, the average temperature of January and February 
increased in the period 1961–1990 compared with the period 1931–1960 by 0.5°C [13].

The researchers [12] state that mean temperature in summer decreased until 1980 and then 
started to increase. Significant increases in annual, winter and summer temperatures were 
observed in 1994–2004. Increases in air temperature, during both cold and warm seasons, 
influenced other hydrometeorological characteristics and the solubility of gypsum.

5. Water quality

5.1. Agricultural drainage

Agriculture has been a traditional activity on soils of North Lithuania karst zone, whereas 
these soil are comparatively fertile. Agricultural areas in mainly administrative district 
Biržai make up 69% and in Pasvalys it is 79.9%, whereas in Lithuania it makes average 
61.3% [14].

Lithuania is in the zone of surplus humidity, therefore, agricultural areas need soil drainage. 
The total drained land area occupies 47% of the Lithuanian land area and 86% of the agricul‐
tural land area, of which 87% is tile‐drainage [8]. The leaching of nutrients from agricultural 
fields is one of surface and groundwater pollution sources. The most chemical matter con‐
tained in the soil is water‐soluble; therefore, hydrological regime changes in the ecosystem 
are closely related to changes in nutritive leaching. By means of drain, much nitrate (NO3) 
and other elements contaminating the stream (drainage receivers) water are leached out. The 
study results [15, 16] in moraine sandy loam and glacial‐lacustrine clay soil show that the 
drainage water influenced on water quality of streams via drained agricultural areas. As a 
matter of fact, the nitrogen amount leached via drainage, which has impacts on the concentra‐
tion quantity in stream water (Figure 2). NO3 amount leached out by the drain water (deter‐
mination coefficient 0.28–0.89), influence concentration fluctuations of the same compound 
in the stream. In view to phosphorus amount in the stream water, it was the result of other 
sources and factors. It was established [15] that stream water mineralization was greater, and 
its chemical composition depended on soil texture, fertilizers application and intensive land 
use in the drained areas. Mostly higher nitrate concentration was under the conditions of 
run‐off formation after the dry period of the year; higher total phosphorus concentrations 
occurred when higher precipitation amount fall, particularly in summer.
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It is known that the water quality depended on cultivated crops in this area. The highest con‐
centration of nitrate nitrogen (NO3–N) was found when growing potatoes and lower one was 
found when growing perennial grasses (Figure 3). However, concentration of total phospho‐
rus (TP) increases in drainage water when growing perennial grasses [17, 18].

The studies [19] were carried out in spring crop fields (barley with perennial grass under 
crop) in sandy light loam and clay concluded that leaching of nitrate nitrogen and chlorine is 
mostly determined by fertilization rates; the effect of fertilization on leaching of potassium is 
less significant.

For Lithuanian conditions, the potential impact of climate change is associated with altera‐
tions in the precipitation pattern turning from snowfall to rainfall [20]. As a result, tile‐drain‐
age run‐off volume tends to increase in the winter months.

The study [21] of clay and clay loam in the Lithuanian karst zone demonstrated that the aver‐
age air temperature and precipitation from the period 1988 to 1999 exceeded the correspond‐
ing data from the period 1976 to 1987 by 1.3°C and 34 mm, respectively. A significant increase 
in the air temperature was observed in January and February (4.8°C). For this reason, a 3.3 

Figure 2. Dependence of nitrate concentration in the stream water on the drainage function.

Figure 3. Nitrate nitrogen concentration (a) and total phosphorus concentration (b) in sandy soil water.
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times higher drainage run‐off volume was observed in the winter (January–February) and 
1.6 times lower drainage run‐off volume was identified in the spring (March–May) during 
the period 1988–1999 compared with the period 1976–1987. Concerning the changes of drain‐
age hydrological regime in the cold period, the new environmental problems related to the 
increase of the leaching of nutrients were found.

Higher amount of nitrogen and phosphorus are leached out in winter and spring periods [18]. 
The peak concentrations of nitrate nitrogen occurred in winter and spring (due to the higher 
run‐off) and at the onset of run‐off after a dry period (due to the leaching of nitrogen that was 
not used during the dry period) [22].

5.2. River

The convection is mainly affected by transport processes of nutrients in karst region. In the 
first, nutrients with precipitation infiltrate via the aeration zone into the shallow aquifer and 
ending with surface or subsurface flow into the rivers [23].

Run‐off and water quality of rivers are determined by a number of factors such as physi‐
cal geographical conditions of the catchment climatic factors, human economic activity 
[24–26]. Inertia is a characteristic to the inflow of biogenic materials into the rivers. It is 
determined by forestless of the catchment, chemical properties of the soils and humus 
content [27]. In the last decade, the Mūša River catchment (karst region river) has received 
about 87% of the total nitrogen from arable land, waste water treatment, households and 
urban territories—10% and from wooded territories and pastures—3% [28]. Although agri‐
cultural production, use of mineral fertilizers and pesticides has decreased, concentration 
of nitrogen compounds in the rivers of agricultural influence has increased 2.5–3 times 
due to incorrect handling of manure, changes in the structure of agricultural lands and 
agrotechnics [29]. The researchers [30] stated that the stream pollution associated with 
agricultural activity, significantly water purified already at a 1.5 km stretch when stream 
flowing through forest‐covered area. The average nitrogen concentration decreases about 
3.0 times a day during the vegetation period and about 2.6 times a day during cold season 
of the year.

The highest total nitrogen amounts (about 36%) got to the rivers during the winter period 
(January–December), when there is no vegetation processes. In spring (March–April), in the 
period of snow melting, one third or 31% was scoured because of a higher run‐off to the 
researched subcatchment and in the summer (May–August) and autumn seasons (September–
November), 16 and 17% of all nitrogen falling to the subcatchment, respectively [31].

North Lithuania karst zone has specific geomorphological conditions. Here, the sinkholes that 
formed in the course of karst processes create favourable conditions for the interaction of sur‐
face and ground water. For example, direct zone of ground water nutrition is in the watershed 
of the Tatula and Apaščia Rivers. There exist more internal run‐off zones of this kind, where 
most of the surface run‐off gets to the horizons of soluble rocks [32]. Karst phenomena have 
the strongest impact on chemical composition of water in the middle reaches of the Tatula 
River and the lower reaches of the Lėvuo River [33].
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Analysis of investigation results of small rivers of agricultural influence and big rivers of 
state monitored agricultural influence has established that bigger rivers have more intensive 
agitation processes in the flow and receive run‐off from greater areas, while quality of small 
streams is under immediate impact of local factors and distinguished impact of particular 
factors in the catchments [34].

The peculiarities of hydrological regime and pollution were observed in an analysis of data 
from 1996 to 2005 in the rivers (Lėvuo, Tatula and Nemunėlis) of the karst region. Comparative 
analysis of water quality in rivers and stream (the Bėrė, tributary of the Mūša and the G‐1, 
tributary of the Apaščia) is completed [35]. Only agricultural activity is developed in the catch‐
ments of these streams, there are no big settlements or concentrated pollution sources (Table 2).

In the period of investigations, concentration of nitrate nitrogen is up to 2.1 times smaller in 
the rivers than it is in the stream (Table 3). In streams of agricultural influence (the Bėrė and 
the G‐1), cases of good ecological condition (NO3‐N = 1.3–2.3 mg L−1 [36]) make 33–38% of total 
number of measurements. Concentration of ammonium nitrogen (NH4‐N) was similar and 
low in all the investigated rivers. During the period of investigations, the percentage of cases 
of good ecological condition (NH4‐N = 0.10–0.20 mg L−1) varied from 48 to 66.

Lėvuo Tatula Nemunėlis Bėrė G‐1

NO3‐N Minimum 0.04 0.04 0.02 0.12 0.26

Maximum 11.0 11.9 13.0 63.0 10.5

Average 3.08 3.25 2.82 6.01 3.67

NH4‐N Minimum 0.004 0.007 0.007 0.006 0.002

Maximum 4.9 11.0 4.6 4.12 2.93

Average 0.518 0.485 0.364 0.401 0.306

TP Minimum 0.025 0.01 0.024 0.016 0.004‐

Maximum 8.25 1.16 5.35 2.1 0.19

Average 1.139 0.144 0.232 0.122 0.045

Table 3. Nitrate nitrogen (NO3‐N), ammonium nitrogen (NH4‐N) and total phosphorus (TP) concentrations in the river 
and stream water (mg L−1).

River/stream Catchment area (km) Forest (%) Arable land (%) Pasture (%)

Levuo* 1629 29 56 11

Tatula 453 14 73 10

Nemunelis* 1892 15 51 30.6

Bere** 2.02 24 66 8

G‐1** 1.63 14 46 35

*Catchment area in Lithuania country.
**Catchment area to the water quality study site.

Table 2. Description of study catchment of rivers and stream.
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Higher concentrations of total phosphorus are established in the Lėvuo and the Nemunėlis 
Rivers. Catchments of these rivers have more built‐up territories, which may discharge 
various wastewaters. In the Bėrė stream, higher concentrations of total phosphorus might 
be determined by phosphorus content in the soil and rich fertilization.

Correlative analysis has established stronger correlation between concentrations of nitrate 
nitrogen in rivers and concentrations of ammonium nitrogen in streams, which assumes that 
change of these elements has common regularities. Concentrations of total phosphorus have 
very weak correlations, thus the reasons of their occurrence in water of the rivers should be 
different.

5.3. Sinkholes

Sinkhole water quality may worsen due to accumulation of organic materials (increasing 
peat content) or natural changes of environment (abrasion of slopes, overgrowth, etc.), while 
anthropogenic impact is minimal [37]. Sinkholes create favourable conditions for interaction 
of surface and groundwater. Identification of possible sources of sinkholes pollution is very 
important in the solution of groundwater safety problems.

The studies of water quality in sinkholes were carried out in the active karst zone in 2008–2012 
(Figure 4) [38].

The research sinkholes were of different ages and have differently overgrown slopes (Table 4).

In most cases, nitrate nitrogen (0–0.97 mg L−1) and total phosphorus (0.017–0.042 mg L−1) 
concentrations in water of sinkholes were similar to this concentration in precipitation.

Figure 4. Scheme of location of studied sinkholes: (1) studied sinkholes; (2) river; (3) Biržai town; (4) Širvena Lake; (5–8) 
land group (5—first, 6—second, 7—third, 8—fourth).
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Water quality of sinkholes depend on age sinkholes and slopes ground. The higher amounts of 
nitrate nitrogen (0–32.2 mg L−1), total phosphorus (0.36–1.32 mg L−1), sulphate (2.7–172.0 mg L−1) 
and the amount of organic matter according to biochemical oxygen demand (1.91–76.0 mg O2 
L−1) were in water of peat‐filled sinkholes than in water of sinkholes with mineral ground slope 
(young sinkholes) (Table 5). Water of sinkhole that is overgrown with trees and shrubs has 
the highest nitrate nitrogen (up to 32.2 mg L−1) and sulphate (up to 172 mg L−1) concentration.

Sinkhole No Precipitation [22]

1 2 3 4

NO3‐N Minimum 0 0 0 0 0.04

Maximum 0.97 32.2 0.189 0.059 2.21

Average 0.10 11.39 0.02 0.01 0.73

TP Minimum 0.042 0.036 0.017 0.013 0.021

Maximum 1.32 1.03 0.132 0.118 0.301

Average 0.42 0.35 0.05 0.05 0.111

SO4 Minimum 2.7 2.0 1.4 1.2 ‐

Maximum ‐50.0 172.0 42.0 31.0

Average 15.4 82.7 16.4 9.4

BOD Minimum 2.13 1.91 1.56 1.41 ‐

Maximum 32.0 16.90 14.20 11.0

Average 12.61 8.45 4.0 1.41

SO4 – sulphate.
BOD – biochemical oxygen demand.

Table 5. Sinkholes and precipitation water quality (mg L−1).

Sinkhole No Description

1 The sinkhole (area is 0.105 ha) was old age (emerged 100–1000 years ago [39]) and peat‐filled, covered 
with marsh vegetation, it was usually dry in the summer. The sinkhole was surrounded by meadows, 
at 25 m distance from the stream G‐1

2 The sinkhole (few merged sinkholes) was old and peat‐filled, overgrown with trees and shrubs, it is 
dry in the summer. The trees and shrubs covered area was 0.572 ha

3 The sinkhole (area is 0.021 ha) was a new one (emerged in the last 20 years). Water regularly filled 
it about 2 m from the ground surface. Slopes were mineral ground, mostly overgrown with grass 
vegetation, but fast growing shrubs, abrasion going on the slopes. The sinkhole was surrounded by 
meadows

4 The sinkhole (area is 0.057 ha) was young (emerged 20–100 year ago), water filled about 0.5 m above 
the ground surface, the coast was covered with wetland vegetation. In this environment, there were 
many dry and old sinkholes covered with grasses

Table 4. Description of the research sinkhole.
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Analysing [40] the regime of water in four peat‐covered sinkholes and groundwater of their vicin‐
ity, it was determined that during the periods of snow thaw and heavy rains the sinkholes receive 
subsurface and ground water from the vicinity, while during the dry period water accumulated 
in peat media of the sinkholes flows into the vicinity. The water in sinkholes gets abated and the 
sinkholes were draining groundwater intensively during dry period. The investigation [41] in 
the dry period shows that water level of peat‐filled sinkholes was higher and nitrate nitrogen, 
chlorine and sulphate concentration were smaller. In this period, the sinkhole water percolating 
into a stream, it refills and at the same time attenuates stream water and makes its quality better, 
although a larger concentration of ammonium, nitrate and total phosphorus makes it worse.

5.4. Groundwater

Problems are caused by filtration of the water rich in salts, which pollute groundwater. 
Polluted drinking groundwater is dangerous for people’s health. The salt‐saturated water 
becomes more aggressive and intensifies karst process of the rocks lying below, which defi‐
nitely causes a risk to people’s property or event life [42].

The rural dwellers (53% of all rural population in Birzai and 70% in Pasvalys districts) are 
mainly using the ground water from individual dug wells. There are over 19,000 dug wells 
in Biržai district. They can be characterized as wells in which the admissible water pollution 
rates are exceeded two or more times. In 2004, microbiological analyses were carried out in 77 
town and 278 village wells. The analyses showed that drinking water did not correspond to 
the hygienic standard in 28.5% of town and 20.5% of village wells. Town wells had increased 
chemical pollution and village wells had increased microbiological pollution of water [43]. 
The nitrate concentration in wells in the moraine sandy loam was higher than in the glacial 
lacustrine clay and it exceeded the highest allowed value (HAC 50 mg L−1) from 1 to 33 times 
(Figure 5). The highest quantity of organic substances (according to permanganate oxidation) 
were found in the wells of glacial lacustrine clay and shallow wells (moraine sandy loam) [44]. 
The greatest amounts of organic substance were determined when the level of water fluctu‐
ated near to the earth’s surface (could get together with a surface flow) and near to the ground 
of well (the amount of organic substances in the water has increased through ground depos‐
its) [45]. The highest pollution of well water with organic matters is observed in summer [46].

Figure 5. Nitrate concentration (a) and amounts of organic substance (b) in the drinking water wells. Wells 1–5 were 
identified in moraine sandy loam; wells 6 and 7 were identified in glacial lacustrine clay.
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The study [42] shows that the type of soil (mineral and peat) and location of a well in respect of 
sinkholes have impacts on chemical composition of groundwater. Sum of ions (mineralization) 
in water of peat soil was a 1.1–1.2 times larger than in water of mineral soil (Table 6). According 
to the mineralization level and distribution of anions, the groundwater in a sinkhole (well 4) 
contained the largest amounts of hydro‐carbonates (8.5 meq L−1), calcium (5.9 meq L−1), mag‐
nesium (2.9 meq L−1) and potassium (0.26 meq L−1); the distribution of cations was similar to 
the water samples collected from other wells (Ca2+ > Mg2+ > Na+ > K+), but distribution of anions 
was different (HCO3

− > Cl− > SO4
2− > NO3

− that is SO4
2− ions were replaced by Cl−).

Groundwater level fluctuation is influenced by precipitation and melting snow water amount. 
The most distinct fluctuations of groundwater level were observed in mineral soil where the 
difference was 3.2 m and in peat soil groundwater level fluctuations were 1.7 (well 2 installed 
near the stream) and 0.85 m (well 4 installed in a sinkhole).

The hot and dry summers, recurrent droughts, very uneven distribution of rainfall (over the 
year and in the territory) had a negative impact on groundwater resources [47]. Changes of 
groundwater level regime, especially seasonal, will not necessarily be useful for other ele‐
ments of the environment to which groundwater is closely linked [48].

Changes of groundwater mineralization depend on its level fluctuation [42]. A larger ion sum 
results in lower groundwater level. A stronger correlation was determined between ground‐
water levels and chemical compounds (Ca2+, Mg2+, SO4

2− and HCO3
−) concentrations inducing 

groundwater mineralization. During the vegetation period (April–October), when water level 
was raised nearer by ground surface in mineral soil, nitrate concentration was increasing. The 
water levels subside for concentrations amount was insignificant. In peat, the groundwater 
level fluctuation and NO3

− concentration have no connection.

6. Water protection

Based on the geological and hydrogeological studies, the karst area was divided into two 
parts. The first part is territory of active karst development. The second part is karst protection 

Well No K+ Na+ Ca2+ Mg2+ NH4
+ HCO3

− SO4
2− Cl− NO3

− Ion sum

Precipitation

0.03 0.05 0.31 0.25 0.05 0.24 0.32 0.06 0.03 1.34

Groundwater in mineral soil

1 0.05 0.31 5.2 2.4 0.02 6.7 0.62 0.26 0.33 15.9

3 0.04 0.21 5.0 2.1 0.04 6.7 0.21 0.18 0.12 14.6

Groundwater in peat

2 0.11 0.44 5.2 2.4 0.45 8.0 0.16 0.09 0.01 16.8

4 0.16 0.23 5.9 2.9 0.24 8.5 0.20 0.28 0.02 18.4

Table 6. Average chemical composition (meq L−1) of precipitation and groundwater between 1997 and 2002 [42].
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zone [4]. Depending on the degree of vulnerability of the karst terrain (thickness of overlying 
sediments, density of sinkholes, recharge‐discharge characteristics and the amount of ground‐
water pollution), the active karst zone was subdivided into four land groups (Figure 6).

Each of these land groups has a different level of restriction imposed on agricultural activity 
within it [49]. These are land group 1 (from 5 to 20 sinkholes km−2)‐perennial grass should 
compose at least 20% of crops. Fertilizers are limited up to 100 kg ha−1 total nitrogen of mineral 
fertilizer and manure. Land group 2 (from 21 to 50 sinkholes km−2)‐perennial grass should 
compose at least 30% of crops. Fertilizers are limited up to 80 kg ha−1 total nitrogen of mineral 
fertilizer and manure. Land group 3 (from 51 to 80 sinkholes km−2)‐perennial grass and graz‐
ing should compose at least 40% of crops. Fertilizers are limited up to 70 kg ha−1 total nitrogen 
of mineral fertilizer and manure. Land group 4 (>80 sinkholes km−2)—meadows and forest are 
allowed. Melliferous and drug plants should be grown. Fertilize can only use manure.

Figure 6. Scheme of distribution of karst area according to number of sinkholes: (1) state’s border; (2) North Lithuanian 
karst region border; (3–6) land group (3—from 5 to 20 sinkholes km−2; 4—from 21 to 50 sinkholes km−2; 5—from 51 to 80 
sinkholes km−2; 6—>80 sinkholes km−2) (according to the literature [49]).
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In all land groups, a 5 or 10 m (according to the slope of the surface) width protection zone is 
required around each sinkhole.

In an alternative approach, the protection of karst water from pollution in the agriculture area 
is sustainability agriculture practise.

7. Summary

North Lithuanian karst region, as the mostly Lithuanian territory, is used for agricultural 
practise. The leaching of nutrients from agricultural fields is one of surface and groundwa‐
ter pollution sources. Polluted drinking groundwater is dangerous for people’s health. The 
salt‐saturated water becomes more aggressive and intensifies karst process of the rocks lying 
below, which definitely causes a risk to people’s property or event life.

Most chemical matter contained in the soil is water‐soluble; therefore, hydrological regime 
changes in the ecosystem are closely related to changes in nutritive leaching. By means 
of drain, much nitrate nitrogen and other elements contaminating the stream (drainage 
receivers’) water are leached out. The stream water mineralization was determined by soil 
texture, type of land use and fertilizers applied in the areas drained. Higher amount of 
nitrogen and phosphorus are leached out in winter and spring periods and at the onset of 
run‐off after a dry period (due to the leaching of nitrogen that was not used during the dry 
period).

The bigger rivers have more intensive agitation processes in the flow and receive run‐off 
from greater areas, while quality of small streams is under immediate impact of local factors 
and distinguished impact of particular factors in the catchments. The concentration of nitrate 
nitrogen is up to 2.1 times smaller in the rivers than it is in the stream.
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Abstract

Often cave location requires the use of surface indirect techniques, such as geophysical 
methods. In particular, electrical methods have been applied to cavity exploration with 
evident success. However, as any other indirect methods, the use of these techniques 
has advantages and disadvantages. Cavities may be too small, too deep or masked by 
local geology to be detected. Nevertheless, indirect methods provide non-invasive, low 
cost and fast techniques to carry out the reconnaissance of an area where the presence 
of cavities is suspected. Complex geological conditions and formations anisotropy can 
induce strong orientational variation on ground resistivity measurements and, therefore, 
mask the presence of caves. Herein a field study in an old mining area demonstrates that 
2D resistivity data—electrical resistivity tomography (ERT)—can be strongly affected by 
local anisotropy that masks the presence of cavities in ERT data modelling. In these cases, 
specific field strategies must be considered to overcome misleading interpretations and 
modelling, so that, meaningful results are obtained, uncertainty and interpretation ambi-
guity are reduced and the correct diagnosis of caves is accomplished.

Keywords: exploration, cavity, orientation, ERT, anisotropy

1. Introduction

The importance of cavities in engineering, mining, environment, archaeology, tourism, etc. 
has long been acknowledged. Caves have natural origin (lava, karst or other dissolution pro-
cesses) or can originate from anthropic activities, such as mining, engineering excavations 
and archaeological features.

Knowledge of cave location and extension is very important during the construction and main-
tenance of infrastructures (tunnels, highways, railways, sewage systems) and when urban 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



areas extend to old mining areas or karst regions. In fact, risks of collapse and pollutants 
transportation can lead to unwanted and hazardous events. Caves are also used as reservoirs, 
deposits of gas, hazardous and toxic residues and, therefore, cavity monitoring and four-
dimensional (4D) studies must be considered for safety reasons.

Cavity location is often done by surface mapping, documents, local and oral descriptions. 
Therefore, before engaging in expensive and comprehensive exploration programmes, it is 
important to review all the relevant available information. However, often local records are 
difficult to obtain, particularly in old mining areas. It is also possible that no information is 
available in regions with no evidence of caves at the surface or in cases of fast cavity develop-
ment, such as sinkholes.

Often invasive exploration methods (excavation, drilling) are used. These invasive methods 
must be carefully planned to reach the targets at a suitable cost and, furthermore, operations 
must not interfere and damage the caves [1].

Other approach uses indirect investigation techniques from the surface that is geophysical 
exploration methods. However, the efficiency of these methods depends, among other fac-
tors, on the contrast between the physical properties of the cavities and those of the surround-
ing media [2].

Fortunately, in most cases there is a contrast between the velocity of seismic wave propagation, 
density, electrical and magnetic properties of the cavities and those of the rock formations where 
they are installed [3] and, thus, geophysical exploration methods can be used and adapted to 
cavity detection and location [4]. However, the relation between the dimensions of the cavities 
and their depth can also be a major limitation factor for the use of geophysics. In fact, cavities 
can be too small or too deep to be detected in spite of a large contrast in physical properties [5].

Since these limitations are overcome, the main objective of the use of geophysical methods in 
cavity location is to provide information and restrict the area to investigate by direct methods, 
to guide later exploration operations and to diminish costs while preserving the targets [6].

In this contribution, the application of geophysical methods in cavity exploration is focused 
on the use of 2D resistivity methods—electrical resistivity tomography (ERT).

There many examples of the use of 2D and 3D ERT in cavity location [7, 8]. As in any other 
geophysical method, the success of cavity detection by resistivity methods depends on factors 
such as depth, size and contrast between the resistivity of the cavity and that of the surround-
ing media [5]. Cavities can be more conductive or more resistive then the rocks that surround 
them. Cavities filled with water are more conductive then the surrounding media. However, 
when empty they are more resistive as air is not an electricity conductor. Thus, in the first 
case, cavity response to resistivity methods is a conductive anomaly whilst, in the second 
case, the response will be a resistive anomaly.

The nature of the surrounding media is another factor to consider. Usually, resistivity field-
work consists on recording data in one unique direction. Therefore, two-dimensional effects 
arising from local geology such as contacts, schistosity, etc., can induce orientational variation 
on surface resistivity data and complicate cavity detection.

Cave Investigation118



areas extend to old mining areas or karst regions. In fact, risks of collapse and pollutants 
transportation can lead to unwanted and hazardous events. Caves are also used as reservoirs, 
deposits of gas, hazardous and toxic residues and, therefore, cavity monitoring and four-
dimensional (4D) studies must be considered for safety reasons.

Cavity location is often done by surface mapping, documents, local and oral descriptions. 
Therefore, before engaging in expensive and comprehensive exploration programmes, it is 
important to review all the relevant available information. However, often local records are 
difficult to obtain, particularly in old mining areas. It is also possible that no information is 
available in regions with no evidence of caves at the surface or in cases of fast cavity develop-
ment, such as sinkholes.

Often invasive exploration methods (excavation, drilling) are used. These invasive methods 
must be carefully planned to reach the targets at a suitable cost and, furthermore, operations 
must not interfere and damage the caves [1].

Other approach uses indirect investigation techniques from the surface that is geophysical 
exploration methods. However, the efficiency of these methods depends, among other fac-
tors, on the contrast between the physical properties of the cavities and those of the surround-
ing media [2].

Fortunately, in most cases there is a contrast between the velocity of seismic wave propagation, 
density, electrical and magnetic properties of the cavities and those of the rock formations where 
they are installed [3] and, thus, geophysical exploration methods can be used and adapted to 
cavity detection and location [4]. However, the relation between the dimensions of the cavities 
and their depth can also be a major limitation factor for the use of geophysics. In fact, cavities 
can be too small or too deep to be detected in spite of a large contrast in physical properties [5].

Since these limitations are overcome, the main objective of the use of geophysical methods in 
cavity location is to provide information and restrict the area to investigate by direct methods, 
to guide later exploration operations and to diminish costs while preserving the targets [6].

In this contribution, the application of geophysical methods in cavity exploration is focused 
on the use of 2D resistivity methods—electrical resistivity tomography (ERT).

There many examples of the use of 2D and 3D ERT in cavity location [7, 8]. As in any other 
geophysical method, the success of cavity detection by resistivity methods depends on factors 
such as depth, size and contrast between the resistivity of the cavity and that of the surround-
ing media [5]. Cavities can be more conductive or more resistive then the rocks that surround 
them. Cavities filled with water are more conductive then the surrounding media. However, 
when empty they are more resistive as air is not an electricity conductor. Thus, in the first 
case, cavity response to resistivity methods is a conductive anomaly whilst, in the second 
case, the response will be a resistive anomaly.

The nature of the surrounding media is another factor to consider. Usually, resistivity field-
work consists on recording data in one unique direction. Therefore, two-dimensional effects 
arising from local geology such as contacts, schistosity, etc., can induce orientational variation 
on surface resistivity data and complicate cavity detection.

Cave Investigation118

In the past, resistivity fieldwork was a slow operation. Nowadays, the development of auto-
mated equipment allows the fast acquisition of large field data sets. This enables the produc-
tion of high-resolution images of the ground and answers the engineers’ and planners’ needs 
for fast, non-intrusive and high-resolution methods to detect underground targets such as 
cavities.

This work will give a brief introduction to the resistivity methods and to the field techniques 
necessary to carry out an ERT. Then an approach to the resistivity behaviour in anisotropic 
media is presented. Finally, a case study concerning the location of mining cavities in aniso-
tropic regions is discussed. The ambiguity and uncertainty in the ERT interpretation will be 
addressed and field strategies to reduce or overcome those limitations are also presented.

2. Basic theory of resistivity methods

Resistivity measurements are traditional geophysical methods. There are extensive textbooks 
presenting the theory of electrical methods [9] and their use in engineering and environmen-
tal investigations [10].

In broad terms, resistivity methods consist on passing a DC current into the ground using two 
current electrodes and measuring the generated electrical potential between two potential 
electrodes, Figure 1.

In the past, resistivity field operations were slow and tedious but the development of com-
puter controlled multi-electrode resistivity metres and cables, Figure 2, enables fast field 
operations and the recording of large data sets.

Usually, field measurements use four in-line electrode arrays. The commonest in-line elec-
trode arrays are the Wenner (left of Figure 3) and Schlumberger (right of Figure 3).

Figure 1. Resistivity fieldwork; 1, battery; 2, ammeter; 3, voltmeter; 4, current electrodes; 5, potential electrodes; dashed 
lines, current lines in the ground.

ERT and the Location of Mining Cavities in Anisotropic Media: A Field Example
http://dx.doi.org/10.5772/intechopen.68475

119



In the Wenner array, the electrodes are equally spaced, ‘a’, whilst in the Schlumberger array 
the distance AB, between the current electrodes, is larger than the distance between the poten-
tial electrodes MN. Once the potential difference, V, and the current, I, are measured the 
resistivity of the ground, ρ, is

  ρ = 2πa   ΔV ___ I      for the Wenner array  (1)

and

  ρ =   ΔV ___ I   π   
(b + a )

 _____ a      for the Schlumberger array  (2)

The construction of an ERT requires the use of Wenner and Schlumberger arrays of different 
sizes along an acquisition line of electrodes, Figure 4.

Figure 4. Construction of an electrical resistivity tomography—ERT.

Figure 2. Resistivity equipment: left, automated resistivity metre and cables; right, stainless steel electrodes.

Figure 3. Resistivity arrays: left, Wenner; right, Schlumberger.
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As depicted in Figure 4, the first line is obtained by moving the electrode array, using an elec-
trode spacing ‘a’, along the line of electrodes. The measurements are plotted in accordance 
with the centre of the array and the spacing ‘a’ used, first line in Figure 4. The first measure-
ment corresponds to the red dot 1, station 1.

When line 1 is finished, field measurements resume with line 2. Now, the electrode array 
spacing is ‘2a’ and data are plotted against the position of the centre of the array and the new 
spacing ‘2a’. The first measurement corresponds to the red dot 2, station 2.

The procedure continues until reaching the number of lines required to obtain an image—
ERT—of the ground.

To optimize field measurements, it is usual to combine Wenner and Schlumberger arrays. The 
complete procedure is controlled by an automated multi-electrode resistivity metre previ-
ously programmed to carry out the complete sequence of field measurements and to store all 
field information.

Once all data are stored, they can be modelled using appropriate software [11, 12] and detailed 
information about the ground is obtained.

Often cavities are installed in heterogeneous and complex media. In these cases, resistivity 
measurements can vary with the orientation of the line of electrodes, as shown in Figure 4. 
In such cases, the orientational variation of resistivity data can hinder the location of cavities 
and, possibly, mask their presence.

In the presence of anisotropic media, steeply dipping schists are a good approximation, it is 
usual to consider two resistivities: one ρl the longitudinal resistivity, in the direction of the 
strike, and another ρt, transverse resistivity, perpendicular to the strike [13], Figure 5.

As the longitudinal and transverse resistivity values are different, it is possible to define a 
mean resistivity ρm:

   ρ  m   =  √ 
____

  ρ  t    ρ  l      (3)

and an anisotropy coefficient, λ, the square root of the ratio between ρt and ρl:

  λ =  √ 
_____

  ρ  t   /  ρ  l      (4)

Figure 5. Anisotropic medium: ρl, longitudinal resistivity; ρt, transverse resistivity; A, current electrode; M, potential 
electrode; θ, array orientation.
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In the field, resistivity values can vary largely with the orientation θ of the line of electrodes, 
Figure 5, and the coefficient of anisotropy can reach values larger than 2 [9, 13].

The influence of anisotropy on resistivity measurements has been investigated [14, 15] and, 
herein, a case study on the location of old mining cavities in anisotropic media will be pre-
sented [16].

3. Cavity detection in anisotropic regions: a field example

Slates mining in Valongo (41o11’N, 8o30’W, 30 km North of Oporto, North Portugal) started in 
the nineteenth century. Since then many underground works were abandoned and no records 
are left about their whereabouts and extension. Slates of economic value occur in steeply 
dipping Ordovician schists where strong orientation effects of physical properties and anisot-
ropy occur.

Increasing urban development pressure requires information about the position and exten-
sion of mining chambers but, documents about older works are scarce and field interventions 
demand the use of fast and non-invasive methods that is geophysics.

Electrical tomography techniques (ERTs) using the Wenner-Schlumberger array were used 
to investigate the dimensions of an old mining chamber. Today, the only evidence of the 
chamber at the surface is the shaft and the possible lateral limits of the underground works, 
depicted by the dashed line in Figure 6.

Figure 6. Mine chamber and ERT location in Valongo.
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Figure 6 also shows the mine entrance (central gray rectangle), the position of two ERTs, AB 
and CD, and the geological strike. Inspection of the shaft revealed that the mine is flooded 
and the groundwater level is very close to the surface. Thus, a large contrast between the cav-
ity (conductive) and the surrounding rock (resistive) is expected. So a conductive anomaly is 
expected.

Because of access difficulties, a first ERT, AB in Figure 6, was carried out parallel to the geo-
logical strike and, in these conditions, values corresponding to ρl should have been measured. 
Data were inverted using the software RES2Dinv [12], and the model is shown in the left of 
Figure 7.

The model shows a resistive layer overlaying a conductive formation. The boundary, shown 
by the dashed line in the left of Figure 7, is at the same depth of the groundwater in the cham-
ber entrance.

As the ERT orientation is parallel to the strike, the modelled resistivity should correspond to 
the longitudinal resistivity, ρl. Therefore, longitudinal resistivity values must be higher above 
the groundwater level. However, they must decrease sharply below that level as a response 
to the water in the chamber and in the schists’ foliation. Hence, this boundary is interpreted 
as the groundwater level.

Below this boundary, no more relevant information is obtained from the ERT model as only 
a conductive medium is shown.

Thus, tomography AB does not give evidence of the chamber and, if only this ERT was carried 
out, the location of the chamber would have been completely missed.

Therefore, it was decided to conduct a second ERT, CD in Figure 6. Because of access difficul-
ties, CD orientation was at approximate 45° to the geological strike. The same field technique 
was used and model results are depicted in the right of Figure 7. In this case, a conduc-
tive body, bounded by the dashed lines, is clearly shown and stands out from the resistive 
 surrounding rocks.

At shallow depths, a resistive layer is depicted with the same thickness in both ERTs. Bearing 
in mind the previous discussion, this layer corresponds to the resistive ground above the 
groundwater level.

Figure 7. ERT models in Valongo: left, AB (dashed line, groundwater level); right, CD (dashed line, interpreted cavity 
dimensions).
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As the chamber is filled with water, the conductive anomaly should correspond to the mining 
chamber and, in fact, the proposed lateral boundaries match the expected limits of the dashed 
line in Figure 6. The higher resistivity values recorded away from the conductive anomaly 
refer to the schists’ resistivity as measured with this ERT orientation.

Because of the orientation used, modelled resistivity values in CD do not correspond to the 
transverse resistivity of the schists. Therefore, it is not possible to calculate the anisotropy 
coefficient, but an indication of field anisotropy values can still be computed by calculating 
the square root of the ratio between the modelled resistivities for CD and AB.

Thus, a further section was constructed depicting the square root of the ratio between the 
resistivities modelled in the two ERTs.

Figure 8 shows ratio values varying from 1 to more than 3.4. Thus, although this is not the 
anisotropy coefficient, field conditions are highly anisotropic.

The high resistive shallow layer, above the groundwater level, should correspond to ratio 
values close to 1. In this case, resistivity values modelled for AB and CD refer to a ‘dry’ or 
non-saturated area and, thus, should be similar. Hence, the dashed red line in Figure 8 must 
correspond to the groundwater level as shown in Figure 7 and, above this boundary, ratio 
values vary from 1 to 1.4. These values are considered to correspond to a low anisotropic 
medium [13, 17].

The central area of the section displays resistivity ratio values near 1 (or less than 1). This area 
corresponds to the position of the chamber depicted in the right of Figure 7. As the chamber 
is filled with water, resistivity values modelled for AB and CD ERTs should be similar as they 
correspond to data in the conductive chamber region.

It must be noted that ratio values less than 1 are depicted in Figure 8. This behaviour has been 
registered where structural anisotropy prevails [13, 17], such as in the vicinity of interfaces 
separating media with high resistivity contrast. In these circumstances, there is a rotation of 
the anisotropy axis and the so-called oblate anisotropy is observed [13]. This should be the 

Figure 8. Ratio between modelled resistivities in Valongo; dashed line, proposed cavity limits.
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case in the field example as the contact between the conductive chamber and the highly resis-
tive surrounding rock corresponds to an interface separating two media with a very high 
resistivity contrast.

Away from the chamber position, ratio values increase as it should be expected. Therefore, 
one direction—AB—corresponds to the resistivity in the foliation planes (lower values), but 
the other direction—CD—is closer to the transverse resistivity (higher values).

There are many examples of the use of conventional ERT techniques in the location of min-
ing cavities with evident success. However, the influence of formation anisotropy is seldom 
addressed and can mask ERT response. In this case, different field ERT orientations must be 
used to avoid misleading interpretations.

Often field space is restricted and only one ERT can be carried out. In this case, ERT orien-
tation must be rather different from the strike of the geological formations and, in optimal 
conditions, ERT orientation should be perpendicular to the strike.

It is also possible to use electrode arrays that take into account orientation effects and anisot-
ropy. Therefore, sets of linear arrays covering a wide range of directions can be used [14]. 
Alternatively, arrays of different geometry such as the square array have also been proposed 
[13].

However, the use of alternative arrays demands space and easy field access conditions and 
this requirement can be difficult to meet in urban areas.

4. Conclusions

Geophysical methods are a powerful tool for cavity location. They provide fast, economic, 
automated, non-invasive techniques that offer relevant information to restrict areas of 
interest and, thus, to guide more expensive direct exploration methods. As non-invasive 
methods, they do not require excavation or drilling and thus can be adapted to operate in 
urban areas.

These methods are indirect techniques as they measure the difference in physical properties 
between the cavities and surrounding media and not the properties of the cavities themselves. 
Fortunately, most of the times, there is a contrast between the physical properties of the cavi-
ties and those of the surrounding rocks. However, the size and depth of the cavities can be a 
limiting factor for the use of geophysical methods.

The complexity of the geology formations where the cavities are installed can be another limi-
tation factor as demonstrated in this case study. Therefore, orientational effects and formation 
anisotropy can mask cavity response inducing ambiguity and uncertainty in the interpreta-
tion. In this case, field survey design must be carefully planned to overcome or reduce orien-
tational effects in the final interpretation, to avoid misleading interpretations and the use of 
alternative non-linear arrays must be considered.
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