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Preface

Ion implantation is a versatile technique broadly implemented in different areas of science
and technologies. It has been observed as a continuously evolving technology. Ion Implanta‐
tion is a reliable technology due to its accurate control over the dopant compositions and
penetration depth through the choice of the species and the energies of the ions. Indeed,
importance of ion implantation technology has been recognized to produce many commer‐
cial products. However, the development of new devices and materials through this tech‐
nology is still looking for the benefit of human being.

In addition, MeV ion implantation and defects engineering are another new emerging sci‐
ence and technology class where research and innovation are going on. As for as the materi‐
als science concern, defects play an important role in the pattern of properties of materials
that may be tuned according to our needs, whereas defects engineering in biocompatible
materials is a promising technology for enhancing the properties of biomaterials. Surface
modifications of polymers for the improvement in compatibility of the blood and tissue are
few other examples where the ion implantation is playing a vital role.

In this book, there is a detailed overview of the recent ion implantation research and innova‐
tion along with the existing ion implantation technological issues especially in microelec‐
tronics. The book also reviews the basic knowledge of the radiation-induced defects
production during the ion implantation in case of a semiconductor structure for fabrication
and development of the required perfect microelectronic devices. The improvement of the
biocompatibility of biomaterials by ion implantation, which is a hot research topic, has been
summarized in the book as well. Moreover, advanced materials characterization techniques
are also covered in this book to evaluate the ion implantation impact on the materials.

The substantial part of this book concise the influence of ions on the characteristics of the
material in particular semiconductor materials and devices.  The third section of this book
relates MeV ion beam appointment to fabricate devices. The final section of the book delin‐
eates the impact of the ion beam on the properties of biomaterials.

Finally and foremost, I wish to record my sincere appreciation to the researchers who poten‐
tially contributed in this book undertaking: Prof. Dr. Y. G. Fedorenko, Prof. Dr. Heriberto
Márquez, Prof. Dr. Gloria V. Vázquez, Prof. Dr. Eder G. Lizárraga-Medina, Prof. Dr. Raúl
Rangel-Rojo, Prof. Dr. David Salazar, Prof. Dr. Alicia Oliver, Prof. Dr. Xin Zhou, Prof. Dr.
Yiming Zhang, Prof. Dr. Xiaohua Shi, Prof. Dr. Dongli Fan, Prof. Dr. S. Kaschieva, Prof. Dr.
S. N. Dmitriev, Prof. Dr. G. Husnain, Prof. Dr. Morgan Madhuku, Dr. Shehla Honey, and
Ms. Marijana Francetic, Publishing Process Manager.

Ishaq Ahmad
National Centre for Physics

Islamabad, Pakistan
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Introduction





Chapter 1

Introductory Chapter: Introduction to Ion Implantation

Ishaq Ahmad and Waheed Akram

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.68785

1. Introduction

This chapter elucidates the concept of low-energy/high-energy ion implantation and its key 
applications in materials science. Ion implantation is the interaction of energetic ion beam 
with solids. In this ion-solid interaction, ions penetrate through the materials and slow down 
to some extent into the materials due to electronic and nuclear energy loses. From the 1950s to 
a few decades back, ion beam implantation has only been known as a process used for damag-
ing the surface of bulk materials and ion implantation of semiconductors to make p-type or 
n-type materials. However, ion implantation has been proven in recent studies as a reliable 
technique to tune the properties of bulk materials, thin films, nanostructure materials and 
biocompatible materials for specific applications [1–4]. Nevertheless, material properties can 
be altered as per proper selection of ion species, ion energy, substrate temperature, and ion 
fluencies.

Energetic ions usually consider here in this chapter ranging from keV to hundreds of MeV 
are mainly produced from different ion sources. These ions are then accelerated up to 
required energies according to their applications. For surface treatment of solids or ions 
doping in semiconductors, usually low-energy ion implanters in keV ranges are applied. 
Recently developed FIB is categorized as low-energy ion system, which enables heavy ion 
micromachining to fabricate micro and nanodevices. Whereas, medium-energy ions from 
medium energy electrostatic accelerators are used for proton beam writing, synthesis and 
modification of thin films [5, 6]. High-energy protons and Swift’s heavy ions having hun-
dreds of MeV energies are applied for a surface modification and intrinsic physical proper-
ties of thin films [7]. High-energy protons and Swift’s heavy ions can be produced normally 
in electrostatic accelerators or cyclotrons.

For reader’s convenience, further elaboration of the ion energies into three broad categories 
and their impacts on materials is as follows:

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



1.1. Low-energy ion implantation: range ~ 1 to 200 keV

Ion implantation is usually the low-energy process to introduce doping atoms into a semicon-
ductor wafer to form devices and integrated circuits. Low-energy ion implanter is shown in 
Figure 1. In low-energy ion implanter system, ions of materials are generated and accelerated 
through the electric field and then irradiate on samples.

Presently, advanced applications of low-energy ion implanters include modification of the 
physical, chemical, or electrical or magnetic properties of thin films and nanostructure materials 
through doping of atoms as well as defect production. Sometimes, synthesis of doped nano-
structure materials is difficult through chemical methods but ion implantation made it possible 
to dope required atoms. Recently, Ishaq et al. used ion implanter to irradiate carbon nanostruc-
tures with 70 keV H, N, and Ar ions to change the morphology and structure [8]. Moreover, low-
energy ion implanter can be used to weld nanowires, nanotubes, or integrate nanowires to make 
nanodevices, which are a unique application of ion implanter in nanotechnology [9, 10]. Low-
energy ion implanter was utilized to weld carbon nanotubes and  fabricate carbon nanotubes 
network by ion beam irradiation to improve electrical properties as shown in Figure 2 [9, 11]. 
In addition, low-energy ion implanter was utilized to make metal-semiconductor junctions for 
future device fabrication [10]. In low-energy regime, ions interact with nanowires deposit energy 
to target atoms and materials are sputtered. These sputtered atoms deposit on junction positions 
and same time ion beam induced collision cascade effects to weld nanowires/nanotubes.

Recently, a low-energy FIB system has been developed for controlled three-dimensional 
(3D) micromachining and fabricates ultra-modern micro and nanodevices used in different 
 applications [12]. Either this system can be used for precise doping in nanoscale regime or 
implant in few atoms in biological samples for DNA damage studies. Low-energy FIB is also 
used in deposition and ablation of materials. In this FIB system, usually heavy ions such as  

Figure 1. Ion implanter.
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Ga ions hit the target materials and sputter atoms from the target samples due to elastic collision, 
allowing precision milling of the specimen down to a submicrometer or even a nanoscale. More 
applications of low-energy ion implanter are presented in the proceeding chapters of this book.

1.2. Medium-energy ion implantation: range ~ 300 keV to 50 MeV

Medium-energy ions are usually generated and accelerated from medium-energy ion beam 
accelerators such as Van de Graaff or pelletron accelerators. Due to the advancement in accelera-
tor technologies and instrumentations, we can get controlled ion beam with a different spot size 
of the ion beam. Even nowadays, single atom can be accelerated and implanted into the required 
position of samples. In medium-energy ion beam accelerators, one or two types of different ion 
sources are attached, which generate almost all types of ions from hydrogen to uranium. These 
ions are then accelerator through high-energy system as shown in Figure 3. Micro beamline can 
be used for proton beam writing where micro and nanodevices can be fabricated, whereas ion 
implantation beamline can be used for medium-energy ion implantation into the materials.

Medium-energy ion accelerators are versatile and advanced technologies can be applied in 
the different field of sciences. Regarding ion implantation, medium-energy ions are effectively 

Figure 3. Tandem pelletron accelerator.

Figure 2. Welding of carbon nanotubes by keV ion implantation [11].
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utilized for deep ion implantation purpose. It is possible to implant required ion species into 
required depth of samples precisely. High-energy ions have greater penetrating capabilities in 
materials while maintaining a straight path.

During ion implantation, ion beam induced collision cascade effect and induced surround-
ing heat along the path of ions tracks, which should be managed for proper ion implantation 
to prevent damage into the target material. In the case of uncontrolled ion beam irradia-
tion or high current irradiation, induced ion beam produced great defects, which lead the 
target materials to amorphization or phase transformation. Therefore, low implantation 
ion beam current is advised to minimize ion beam induced local heating for prevention of 
amorphization or other phase transformations. Ishaq et al. successfully implanted C-atoms 
into BNNTs using MeV C ions through pelletron accelerator to form boron carbonitride 
nanotubes [13]. Whereas uncontrolled MeV ion beam implantation on crystalline silver 
nanowires lead to form amorphous silver nanowires [14]. Sometimes, high-energy ion 
implantation is required to produce defects into materials for functionalization of materi-
als especially polymer-based materials for biological applications or enhance the absorp-
tion properties of materials [4]. For this purpose, the high current ion beam is required to 
create such defective structures. Additionally, these defective structures are important for 
different applications such as attached functional groups and enhanced sensing proper-
ties of gas sensors etc. These medium-energy ions are also explored new application in 
nanotechnology. Recently, tandem accelerator was employed to weld nanowires or mak-
ing large area welded network of nanowires [15]. High-energy ions produce local heating 
along the path of ion track  and at the same time collision cascade effects make a rearrange-
ment of atoms at the junction point which results in welding of metal nanowires. Recently, 
Shehla et al. weld silver nanowires by medium-energy ion beam implantation [16]. More 
applications of medium-energy ion implanter are well presented in the proceeding chap-
ters of this book.

1.3. High-energy ion irradiation: range ~ 50 MeV to hundreds of MeV

High-energy ions include protons and swift heavy ions (SHI) are usually generated and acceler-
ated from high-energy ion beam accelerators such as a cyclotron or high potential terminal volt-
age tandem electrostatic accelerators, same as shown in Figure 3. Moreover, cyclotron produces 
high-energy ions with high ion currents of the order of a milliamperes, which is useful for many 
applications. High-energy protons, alpha particles, and deuterons are used for radioisotopes 
production from stable elements for medical applications. The application of SHI includes char-
acterization of materials and modification of materials to radioisotopes production for medi-
cal treatments, etc. Atomic displacements caused by SHI irradiation produces collision cascade 
effects which allow the target material to modify its properties. Additionally, SHI also helps to 
produce structural defects in materials to change the chemical, optical, electrical, or magnetic 
properties. Ion beam mixing induced by SHI irradiation is another application where some thin 
film alloys are difficult to fabricate. Through SHI ion beam mixing, such alloys are now possible. 
For example, TiBe alloy thin film is difficult to fabricate through chemical or physical processes. 
In ion beam mixing, just make multilayer Ti and Be films through thin film coating system and 
irradiate SHI to mix atoms. TiBe alloy will perfectly fabricate due to collision cascade effects, 
electronic excitation, and ion beam induced local heating along the ion track.
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This book covered various topics regarding the use of different ion energies, ion beam accelera-
tors, and impacts of ions application in materials science studies. The impact of these ions on 
materials is characterized using long range of advanced analytical techniques, such as nuclear 
reaction analysis (NRA), elastic recoil detection analysis (ERDA), Rutherford backscattering 
spectrometry (RBS), RBS/channeling, high-resolution X-ray diffraction (HRXRD), XRD, alternat-
ing gradient magnetometer (AGM), SQUID magnetometer, positron annihilation spectroscopy 
(PAS), positron annihilation–induced Auger electron spectroscopy (PAES), electron spin reso-
nance spectroscopy, low-high frequency CV measurements, deep level transient spectroscopy 
(DLTS), internal photoemission spectroscopy (IPE), prism coupling technique for refractive index 
measurement, thermally stimulated current (TSCM), soft X-ray emission spectroscopy (SXES), 
Fourier transform infrared spectroscopy (FTIR), scanning electron microscope (SEM), X-ray 
photoelectron spectroscopy (XPS), zeta potential analyzer, atomic-force microscopy (AFM), and 
environment control scanning probe microscope.
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Abstract

MOCVD-grown GaN n-type epilayers were implanted with 150keV Co+ and Cr+ ions at 
different fluences at room temperature. Co+ was implanted at 3x1016 and 5×1016 ions/cm2 
and samples rapid-thermal-annealed at 700, 800 and 900°C for 5 minutes, while Cr+ was 
implanted at 3x1016 ions/cm2 and annealed at 800 and 900°C for 2 minutes. Diffraction 
patterns of implanted samples showed satellite peaks at the lower side of the main GaN 
(0002) reflection and these were assigned to implantation induced-damage and the for-
mation of Ga1−xCoxN or Ga1−xCrxN phases. The coercivity (Hc) at 5K from SQUID for Co+ 
implanted GaN at 3x1016 ions/cm2 was 275 Oe and that at 5x1016 ions/cm2 was 600 Oe. 
For Cr+ implanted GaN at 3x1016 ions/cm2, Hc was 175 Oe. At the same dose of Cr+ and 
Co+ implanted ions, the saturation magnetization (Ms) values were almost similar. But 
after annealing at 900°C, the Ms value of Cr+ implanted GaN was higher than that of Co+ 
implanted at 5K. For Co+ implanted GaN, magnetization was retained up to 370K while 
in Cr+ implanted GaN, magnetization was retained above 380K. These findings are the 
highest reported Curie temperatures for Co+ and Cr+ implanted GaN diluted magnetic 
semiconductors.

Keywords: GaN, quaternary alloys, microstructure, ion implantation, dilute magnetic 
semiconductors

1. Introduction

III-Nitrides are currently finding applications in conventional devices, such as UV-Vis 
laser diodes, ultra-bright LEDs, UV detectors, high temperature electronics, high-den-
sity optical data storage, aerospace and automobiles technologies [1]. Furthermore, 
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III-nitrides, when doped with magnetic impurities, have plentiful possibilities of being 
used in diluted magnetic semiconductors (DMSs) for spintronic device applications. 
Most of the above-mentioned devices require well-organized, controlled and targeted 
area doping. Even though materials can be doped during growth, ion implantation pres-
ents various advantages, which are not achievable by doping during growth in III–V 
nitrides. The low solubility of transition metals in III–V nitrides (<1018cm–3) has restricted 
their doping to produce a range of magnetic semiconducting materials. Major changes 
in magnetic properties of these materials are not expected because of limit in solubility 
since there is a direct relationship between magnetic effects and concentration of mag-
netic impurities.

Ion implantation has a number of advantages [2], some of which are that any dopant atom 
can be introduced at any desired depth and concentration above solid solubility limit in 
a material and that doping can be done on a precisely defined area [3]. Moreover, ion 
implantation offers other advantages such as electrical isolation, dry etching, quantum 
well intermixing and ion cut [4]. However, ion implantation has its own drawbacks such 
as lattice damage and generation of new defects [5]. An entrenched solution to get rid of 
implantation-induced damage is thermal annealing. Moreover, dopants can be optically, 
electrically and magnetically activated through thermal annealing. However, annealing 
conditions (time, temperature and atmosphere), sample thickness, cap layers and implan-
tation parameters have to be considered to successfully optimize thermal annealing to 
recover the lattice.

Considerable progress has been made in micro-electronics since the time discrete circuit ele-
ments were replaced by integrated circuits. Scientists have shown keen interest to harness the 
spin of electrons so as to further improve the functionality of devices [6]. Currently, charge-
flow is used to carry information between microelectronic devices; however, spin move-
ment can also be employed to carry information [7]. This has provided prospects of utilizing 
charge and spin degrees of freedom concurrently to bring about a new generation of elec-
tronic devices known as spin-electronics or spintronics. Spintronics is a multidisciplinary field 
covering physics, chemistry and engineering in which electronic, opto-electronic and mag-
neto-electronic features can be integrated on a single chip [8]. The search for new spintronics 
materials as well as ways to improve existing materials is still on-going. Diluted magnetic 
semiconductors (DMSs), which are a class of materials in which a small quantity of magnetic 
ions is introduced into normal semiconductors, have been found to be suitable for spintronic 
device applications [9].

Recent II–VI and III–V DMS doped with magnetic ions such as Mn, Fe, Co and Ni are (CdMn)
Te, (GaMn)As, (InMn)As, (GaMn)Sb, (ZnMn)O and (TiMn)O2 [10]. The most studied DMS are 
(GaMn)As and (InMn)As but these are limited by Curie temperature and are unsuitable in 
practical spintronic devices [11]. In 2000, Dietl et al. predicted that a Curie temperature above 
room temperature in GaN-based DMS was possible and this has rejuvenated DMS research 
[12]. The successful applications of III-V nitrides in electronic and photonic devices have 
energized researchers to explore the potential of these materials in spintronics. The search is 
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still on-going, since the announcement of new DMS materials is continuously being seen in 
research journals and others.

Group III–V semiconducting materials, especially GaN, has attracted momentous attention 
because of the prediction of a TC higher than room temperature [12] for (Ga,Mn)N doped with 
Mn (5 at.%). Many studies have observed ferromagnetic-like behaviour close to or higher than 
room temperature for (Ga,Mn)N [13, 14] and as high as 940 K by Sonoda et al. [15]. Theoretical 
calculations, based on local spin-density approximation, which assumed that Ga atoms were 
randomly substituted by magnetic atoms, have predicted diverse magnetic properties extend-
ing from spin-glass-like to ferromagnetic-like behaviour for GaN together with various con-
centrations of Cr, Co, Fe, Mn, Ni and V [16].

Nevertheless, GaN-based DMS with other transition metals such as Cr, Co and Ni have not 
been adequately investigated. Above room temperature, ferromagnetism has been observed 
in TiO [17] and ZnO [18] doped with cobalt ions. The implantation of various semiconductors 
with magnetic ions in the search for possible DMS systems has been found to be effective [19]. 
A few recent studies on electrical, magnetic and optical properties of cobalt ion-implanted 
GaN [20, 21] and ZnO [22, 23] films have been reported. However, there are not many reported 
experimental studies on Co+ implanted GaN as a function of annealing temperature in the 
literature.

Transition metal (TM)-doped III-nitride semiconductor films are important in the emerg-
ing spintronic applications due to the observed room-temperature ferromagnetic proper-
ties [24–26]. Doping with transition metal ions also appears to be an interesting way of 
producing high-resistivity buffer layers in emerging III-nitride-based high electron mobil-
ity (HEMTs) transistors [27–29]. Transition metals can be introduced into group III-nitride 
films during growth by metal organic chemical vapour deposition (MOCVD) [30, 31]. The 
influence of transition metal (TM) impurities on the electrical properties of both n-GaN 
and p-GaN has been reported [32–34]. Hashimoto et al. [35] have grown epitaxial GaCrN 
films by electron-cyclotron-resonance molecular beam epitaxy (MBE). The films showed 
ferromagnetic behaviour with a Tc higher than 400 K. To the best of our knowledge, there 
is currently no information on the magnetization of Cr-implanted GaN, at high fluences, in 
the literature.

In this chapter, we present magnetic and structural properties of Co+ and Cr+ implanted GaN 
as a function of annealing temperature. Here, n-type GaN epilayers were grown on sap-
phire by metal organic chemical vapour deposition (MOCVD) and subsequently implanted 
with Co+ and Cr+ metal ions. The properties of Co+ and Cr+ implanted GaN epilayers were 
investigated by structural and magnetic techniques. Section 2 discusses ion implantation 
in  semiconductors, listing some of the advantages of ion implantation compared to doping 
during growth; thermal annealing after ion implantation and introduces the structural and 
magnetic techniques used to characterize the ion implanted GaN epilayers. Section 3 briefly 
describes the methods and materials used and Section 4 describes, in detail, cobalt and chro-
mium implantation in GaN epilayers.
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2. Ion implantation in semiconductors

Ion implantation is a conventional doping technique for device applications. In comparison 
with some modern techniques for thin film growth such as MBE, the implantation process 
can readily be used for making selected-area contact regions for injection of spin-polarized 
current into device structure. The incorporation of desired atoms into semiconductor materi-
als by ion implantation was first introduced by William Shockley. This technique was pat-
ented in U. S. in 1957 and the first commercial Ion-implanter was released on the market 
in the 1970s. Figure 1 shows suitable elements in the Periodic table for implantation into 
semiconductors [36].

Through ion implantation, impurity ions are projected into the target material to modify its 
structural, optical and electronic properties. Ion implantation is a relatively simple process 
to introduce ions into semiconductors for doping, electrical isolation of active regions and 
device applications. Some of the advantages of doping by ion implantation over doping dur-
ing growth are listed hereunder.

• It is a rapid means of achieving the needed fluence.

• Species of most types of ions can be introduced into essentially any host material.

• Ions can be projected to the required depth by controlling the implantation energy.

Figure 1. Periodic table elements used for ion implantation [16].
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• A proper mask system can be used to implant ions into the desired areas of the sample.

• Desired concentrations of dopants can be implanted into the material by monitoring im-
plantation dose which is measured by the ion current.

• Ion species can be introduced over the solid solubility limits.

• It is insensitive to the properties of the host material like sample geometry, lattice structure, 
lattice defects and so on.

• Doping by ion implantation is a low temperature process.

An ion implanter consists of an ion source, a mass spectrometer, high voltage accelerators, a 
scanning system and a target chamber. The desired implant species are usually in the form of 
a gas. However, vapour from a heated solid can also be used. To generate electrons, an electric 
potential close to 100 V is applied across the body of the chamber and the filament and the 
electrons emitted from the filament ionize gas atoms by impact. The exit slit is put to a poten-
tial of about –25 kV and hence positive ions are accelerated towards it. They then enter the 
mass spectrometer which selects ions according to their masses and charge states and allow 
desired ion species to pass through the exit slit of the spectrometer.

The selected ions are then accelerated by passing through the accelerating columns at high 
voltages. These ions pass through the pair of X and Y plates of a scanner system to produce a 
beam for uniform dose implantation. The scanned beam then enters the defining aperture and 
is projected onto the material to be implanted. Electrical contact between the target and holder 
allows the flow of electrons to neutralize the dopants received by the target, which are counted 
by the charge integrator by measuring the time averaged swept beam current according to the 
relation,

  Q =   ∫  
 0
  

    t

    I ____ nqA   dt  (1)

where ‘A’ is the target area, ‘n’ is the charge state of the ion beam and ‘I’ is the beam current 
summed over the duration of implantation. A small positive potential is used to bias the 
target to reduce errors from secondary electrons. The energy of ions accelerated towards the 
target depends on the applied electrostatic potential and is known as the implantation energy. 
The implantation energy is normally in the range 1–2000 keV, depending on the implanter 
set-up. The number of ions received by the target per unit area (ions cm−2) is known as dose or 
fluence and is measured electronically by a charge integrator.

During Coulombic interactions with target atoms, the incident ion beam loses its energy 
through scattering. If the complications of many-body interactions are disregarded, the 
supposition of binary collisions can be used as a suitable approximation. The implanted 
ion collides with a target atom, which in turn recoils and collides with other lattice atoms 
to start a collision cascade. The penetrating ion beam will encounter point defects (vacancy, 
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interstitial, substitutional, anti-site, etc.) in its path. The mechanisms through which an 
ion beam loses energy can be described in two ways, which are elastic or nuclear energy 
loss (Coulomb interaction) and inelastic or electronic energy loss (electron-electron energy 
transfer, excitation and ionization phenomenon) [1]. The total distance travelled by the inci-
dent ion normal to the target surface before coming to rest is called range. It is generally 
expressed by symbol R and is given by

  R =  ∫  
 0
  

    E
    dE _____ NS(E )    (2)

where N is the atomic density, dE is the ion energy loss and S(E) is the stopping cross-section. 
The projected range is an important parameter and calculated by the penetration depth of the 
ions below the target surface. This is denoted by RP and it is smaller than the actual distance 
R travelled by ions. The relationship between R and RP is approximated as

   R  P   ≈   R _____ 
1 +   

 m  2   ____ 3  m  1  
  
    (3)

where m1 and m2 are the masses of incident and target atoms, respectively. Lateral range is 
described as the distance travelled by the ions along the normal to the incidence direction 
and is denoted by R┴, while the spread in R caused by energy loss mechanism fluctuations 
is known as straggling. Ions stop at different depths in the target, and hence to find the dis-
tribution around RP standard deviation or straggling (usually denoted by ΔRP) is used [37]. 
The Lindhard, Scharff and Schiott (LSS) theory [38] describes the range and distribution of 
implanted ions into the target. According to the LSS theory, the distribution of implanted ions 
follows a Gaussian function. The concentration of implanted ions at a certain depth x can be 
expressed as

  N(x ) =  N  max    e   −  
 (x− R  P  )   2 

 ______ 2V R  P  2    ,  (4)

where Nmax is the peak concentration of implanted ions and is given by

   N  max   =   Φ ______ 
 √ 

___
 2π   V  R  P  

   ≈   0.4Φ ____ V  R  P    ,  (5)

where Φ is the ion dose in ion cm−2, using this value of Nmax we can find N(x) as

  N(x ) =   Φ ______ 
 √ 

___
 2π   V  R  P  

    e   −  
 (x− R  P  )   2 

 ______ 2V R  P  2      (6)

Computer simulation is an accurate and fast method of finding the range, distribution and 
damage caused by implanted ions into a target. Transport and range of ions in matter (TRIM) 
is an extensive Monte Carlo binary collision computer simulation code based on full quantum 
mechanical treatment of ion-atom collisions [37]. TRIM can provide ion distribution together 
with all kinetic occurrences associated with the ion’s energy loss (target damage, sputtering, 
ionization and phonon production) in multi-layered complex target materials.

Although Gaussian distribution is a logical estimation for the depth profile of dopants, it 
applies almost entirely for amorphous targets. Semiconductor crystals are highly crystalline, 
therefore, incident ions, if and when implanted parallel to crystal axes, move through crystal 
planes without experiencing any collision and are extremely likely to channel into the sub-
strate. Therefore, to prevent channelling effects during implantation, the target crystal is tilted 
7o of the direction of incident beam.
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2.1. Thermal annealing

The implantation of energetic ions into semiconductors produces defects, damages the lattice 
and creates local amorphous regions and disordered crystalline structures. Notwithstanding 
several benefits, ion implantation can damage the lattice, which can cause quenching of lumi-
nescence, band filling, narrowing of band gap and band tailing effects. These effects acutely 
alter electrical and optical properties of devices. It is therefore necessary to anneal the samples 
after implantation to recover the lattice and at the same time move the implanted ions to suitable 
locations for electrical, optical and magnetic activation of the dopants. The implanted samples 
can be heated through rapid thermal annealing (RTA) up to 1000°C or even higher for a number 
of seconds in a controllable way. RTA offers very quick heating rates (1000°C per minute) and 
short time processing and this is its leverage over conventional furnace annealing (which takes 
several minutes or hours). Moreover, RTA provides relatively high security, taking into account 
sample decomposition, since the sample is exposed to high temperatures for a very short dura-
tion. High temperature annealing of III-nitrides is mostly carried out in a nitrogen atmosphere 
to prevent loss of nitrogen from the surface of the samples. RTA has been found as an efficient 
method to improve crystal quality and repair implantation-induced damage in III-nitrides.

The three major components of an RTA processor are RTA chamber, a heating system and 
a temperature sensor. RTA was carried out in an RTP-300 rapid thermal processor with 13 
tungsten halogen lamps (1250 W each) as the source of heat and ambient nitrogen gas flow. 
A K-type thermocouple embedded in the sample stage was used as a temperature sensor. The 
samples to be annealed were placed upside down on another GaN wafer placed on a 4-inch 
silicon wafer positioned on a sliding sample holder inside the RTA chamber. After placing 
the sample holder inside the chamber, the window was tightly closed using screws and then 
RTA programmed for the required temperature and duration. Semiconductors are usually 
annealed up to a temperature as high as 2/3 of the melting point of bulk material. Hence, an 
annealing temperature of about 1800°C would be required for GaN whose melting point is 
2791oC. However, 1800°C is higher than the growth temperature of epitaxial semiconductors 
and this would make the material decompose and deteriorate. Therefore, annealing tempera-
tures and time need careful optimization to balance lattice recovery and sample degradation. 
A number of trial runs were performed using different annealing conditions in the search for 
optimized values of time and temperature. Here, a maximum annealing temperature of 900°C 
was used for a duration of 2–5 min.

2.2. Analysis techniques

2.2.1. X‐ray diffraction

XRD is a very valuable technique to analyse the structure of crystalline materials. It provides 
an effective means of identifying crystal structures and investigates lattice modifications in 
the implanted/annealed samples. The X-ray diffractometer uses X-rays produced from the 
material due to shell-shell transitions as probes for analysis. These rays are produced when 
high energy electrons bombard on a copper target and give out a monochromatic beam of 
Cu-Kα radiation. When X-rays hit a crystalline material they are diffracted by the planes of 
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Figure 2. Principle and schematic diagram of diffractometer.

the crystal. From Bragg’s law, a diffraction peak is obtained only when the distance travelled 
by the rays after reflection from successive crystal planes differs by an integral multiple of 
wavelengths, in accordance with Bragg’s equation:

  2d sin θ = nλ  (7)

where d is inter-planer spacing, θ is the incident angle, λ is the wavelength of incident X-rays 
and n is the order of diffraction. The principle schematic diagram of an X-ray diffractometer is 
shown in Figure 2. A strong reflection or XRD peak is obtained by changing the angle θ so that 
the Bragg conditions are satisfied. Variation of angular positions with intensities of diffracted 
peaks produces a pattern peculiar to the material. Peak positions recorded in an XRD spec-
trogram are correlated with the peaks of known materials for phase analysis of the samples.

XRD analysis of the samples was performed using a Cu-Kα source of X-rays at room tem-
perature by a Philips X’Pert data collector X-ray diffractometer. The crystallinity of the GaN 
samples was investigated in detail by carrying out ω/2θ scans using double and triple axes 
diffraction. Moreover, peak broadening, tilt and twist characteristics were investigated 
by measuring FWHM from ω-scans of high resolution XRD. Powder diffraction XRD was 
carried out in 2θ ranges of 20–80o for phase analysis and detection of secondary phases in 
implanted samples.

Ion Implantation - Research and Application18
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2.2.2. High‐resolution X‐ray diffraction (HR‐XRD)

High resolution X-ray diffraction (HR-XRD) has long been used in the compound semicon-
ductor industry for the characterization of epitaxial layers. The schematic diagram of HR-
XRD is given in Figure 3.

Conventionally, HR-XRD has been employed to determine thickness and composition of epi-
layers, but of late the technique has progressed to enable the determination of strain and 
relaxation within a given layer on a multilayer structure. Typical HR-XRD symmetric reflec-
tions from a single layer on a bulk substrate are presented next.

A scan is taken by scanning sample and detector in 1:2 ratios. The substrate peak is normally 
the sharpest and most intense feature in the scan, also shown in Figure 4. The position of the 
Bragg peak is determined from Bragg’s law. In this example, (Figure 4), a layer peak can be 
observed on the left-hand side of the substrate peak. This means that the lattice parameter 
of the layer is larger than that of the substrate since, from Bragg’s law, it diffracts at smaller 
angles than the substrate. The differences in the positions of the peaks are related to the differ-
ences in lattice parameters, which can be due to composition, strain or relaxation of the layer. 
On both sides of the layer peak, there are interference fringes resulting from interferences of 
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Figure 3. Principle and schematic diagram of HR-XRD.
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Figure 5. Principle of synchrotron radiation.

called magnetic bremsstrahlung or synchrotron radiation. If the energy of electrons and the 
magnetic field are high enough, X-rays can be produced.

2.2.3. Rutherford backscattering spectrometry (RBS)

Rutherford backscattering spectrometry (RBS) is an extensively used nuclear technique for near 
surface layer analysis of materials. Ions with energy in the MeV range (typically 0.5–4 MeV) bom-

Figure 4. HR-XRD reflections from a single layer on a bulk substrate.
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bard a target and backscatters. The energy of the backscattered ions is recorded by an energy 
sensitive detector, usually a solid-state detector. RBS permits the quantitative determination of 
material composition and a depth profile of individual elements is possible. It is quantitative with-
out using reference samples, non-destructive and its depth resolution is good. The analysed depth 
is about 2 and 20 μm for He-ions and protons, respectively. The drawback of RBS is that its sen-
sitivity for light elements is low, and this frequently requires complementing with other nuclear 
techniques such as nuclear reaction analysis (NRA) or elastic recoil detection analysis (ERDA).

The RBS technique is named after Sir Ernest Rutherford who, in 1911, used the backscattering 
of alpha particles from a gold foil to determine the fine structure of the atom, and this resulted 
in the discovery of the atomic nucleus. However, RBS as a materials analysis technique was first 
described in 1957 by Rubin et al. [39]. The book by Tesmer et al. [40] is highly recommended for 
further reading on modern applications of the RBS technique. RBS encompasses all forms of elas-
tic ion scattering at incident ion energies ranging from about 500 keV to several MeV. Normally, 
protons, alpha particles and sometimes lithium ions are used as projectiles at backscattering 
angles of between 150 and 170o. There are special cases where different angles or projectiles are 
used. When inelastic scattering and nuclear reactions are used, the method is called nuclear reac-
tion analysis (NRA), while detection of recoils at forward angles is called elastic recoil detection 
analysis (ERD or ERDA). Due to the long history of RBS, there have been many and sometimes 
uncontrolled growth of acronyms and a list of recommended ones can be found in Amsel [41].

2.2.3.1. Scattering geometry and kinematics

Figure 6 shows the most commonly used scattering geometries. If the incoming beam, outgo-
ing beam and the surface normal to the sample are in the same plane, then we get the IBM 
geometry. And the relationship between the incident angle α, exit angle β and scattering angle 
θ is given by

  α + β + θ =    180   o ,  (8)

while in the Cornell configuration, the incoming beam, outgoing beam and the sample rota-
tion axis are in the same plane, and

  cos (β ) = − cos (α ) cos (θ ) .  (9)

The advantage of the Cornell geometry is that it combines a large angle of scattering, which 
is advisable for better mass resolution, and grazing incident and exit angles, which improves 
depth resolution. If a projectile with incident energy E0 and mass M1 backscatters from a tar-
get, its energy E1 after scattering is given in the laboratory system by

   E  1   = K  E  0  ,  (10)

where the kinematic factor K is given by
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Figure 7. Kinematic factor K at a scattering angle θ = 165° as a function of target mass M2.

where θ is the scattering angle and M2 is the mass of the target nucleus, initially at rest. The 
plus sign in above equation applies when M1 < M2. If M1 > M2 then the equation has two solu-
tions, and the maximum possible scattering angle θmax is given by

   θ  max   = arcsin   (    
 M  2   _  M  1  

   )     (12)

Figure 7 shows the relationship between the kinematic factor and target mass for various 
incident ion beams.

The RBS technique uses the Rutherford scattering principle. If a high energy helium ion beam 
(4He+) is backscattered from a target, then the collision probability of the incident alpha par-
ticles with atoms of the target is determined by the Rutherford cross-section. If there is elastic 

Figure 6. Left: IBM geometry; right: Cornell geometry. Incident angle α, exit angle β and scattering angle θ.
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collision between incident alpha particles and target atoms then the energy ratio of the particles 
pre- and post-collision is equal to the ratio of the masses of both particles. Information on the 
atoms from which the alpha particles have been backscattered can be inferred from the energy 
of the backscattered alpha particles. According to the single scattering theory, an alpha particle 
faces only one large angle scattering before reaching the detector. The principle and schematic 
diagram of the RBS technique is shown in Figure 8. This approximation helps to convert the 
energy scale into the depth scale of the sample within the energy resolution of the detector. The 
lower the energy of the backscattered alpha particles, the deeper the detected atoms.

In this study, an alpha beam of energy 2 MeV with a diameter of 1 mm was used. The samples 
were mounted on a two axis goniometer, which can align the sample with the incident beam 
at any angle required. There are two silicon detectors in the target chamber. One detector 
is used to measure particles backscattered at angles near the incident beam and the second 
detector is for particles backscattered at glancing angles to the sample surface. The second 
detector, set at 165o relative to incident beam direction and 80 mm away from the sample, has 
a resolution of 18 keV and an aperture diameter of 5 mm. The RBS data was analysed using 
RUMP simulation.

2.2.4. AGM and SQUID

To manipulate magnetic materials, it is very important to know their magnetic moments and 
this can be measured with the alternating gradient magnetometer (AGM). Although AGM is 
extremely sensitive, it cannot measure single magnetic markers directly. Alternatively, the aver-
age magnetic moment for a single bead is calculated from measurements of several millions of 
markers. Additionally, the number of measured magnetic markers cannot be counted exactly, but 
only estimated by the given dilution. The magnetic moment at a small outer field (∼100 Oe), not 
the moment for saturated magnetic beads, is interesting for bond-force measurements. Apart from 
that only the mean magnetic moment of the beads should be known, more problems were found 
during measurements. Although the beads are superparamagnetic, some of them show remanent 
magnetization. This could be due to clustering of the beads, not fully oxidized magnetite (Fe3O4) 
particles inside the beads or a few very big beads. In order to prevent clustering, the magnetic 
markers are pipette spotted onto a heated Si-wafer (∼100). Clustering could not have been the sole 
reason for ferromagnetic behaviour since the effect remained. Furthermore, the magnetic moment 

Figure 8. Principle and schematic diagram of RBS.
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Figure 9. Schematic diagram of a typical SQUID magnetometer [42].

shows dependency on bead concentrations, which cannot be neglected (six different concentra-
tions were tested for every bead type). All of this has to be considered when calculating the mag-
netic moment at a small outer magnetic field.

SQUID magnetometry is a very sensitive technique for magnetic characterization of materi-
als. A SQUID can detect magnetic ordering by tracking temperature dependency on mag-
netization (MT), field-dependent magnetization (MH) and very weak magnetic moments. A 
SQUID works on the principle of electron-pair wave coherence and Josephson effect, which 
can be defined as the flow of current (called Josephson’s current) across two superconduc-
tors separated by an insulated layer. A Josephson’s junction comprises two superconducting 
coils separated by a very thin insulating barrier to enable electrons to pass through it. A 
SQUID magnetometer is made of a superconducting ring into which two Josephson’s junc-
tions are placed in parallel in a magnetic field. A current flows through the superconduct-
ing loop if a magnetic field is applied. The magnetic flux of a ferromagnetic sample placed 
between the superconductors in the presence of an applied field will change accordingly. 
This magnetic flux change will induce a current which changes the initial current circulating 
through the coil. The variation in the current helps to detect the magnetic moment of the 
material.

Figure 9 shows the principle of SQUID magnetometry. A SQUID magnetometer was used 
to investigate MT and MH characteristics of metal ion-implanted GaN samples. During MH 
analysis, the hysteresis loops of ion-implanted and unimplanted samples were recorded at 
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100 and 300 K, respectively. For MT measurements, the sample was first cooled down to 5 K 
with no applied magnetic field. A 500 Oe magnetic field was then applied and a scan collected 
up to 350 K to obtain a zero field cooled (ZFC) trace. Secondly, the sample was cooled down 
to 5 K in the 500 Oe field and magnetization measured to get the field cooled (FC) trace. The 
surface of the sample was kept parallel to the applied magnetic field during magnetization 
measurements.

3. Methodology and materials

Epitaxial layers of GaN (n-type) about 2 μm thick were grown on sapphire (Al2O3) by metal 
organic chemical vapour deposition (MOCVD). The structure and crystal quality of the 
GaN epilayers were analysed by Rutherford backscattering and channelling spectrometry 
(RBS/C) prior to ion implantation. A He+ ion beam, with energy 2.0 MeV, was used for RBS/C 
analysis. Sample mounting and detector specifications and configurations have already been 
explained in Section 2.2. The ˂0001˃ normal axis was chosen to investigate the quality of 
GaN. The channelling minimum yield was found to be around 1.3%, indicating that the qual-
ity of the epitaxial GaN material was high. Co+ ions of energy 150 keV were implanted into 
the GaN epilayers at room temperatures at doses of 3 × 1016 and 5 × 1016 ions cm−2, making the 
wafer to self-heat at such high doses. This is advantageous since it causes ‘dynamic anneal-
ing', that is, annealing during implantation. The concentration of cobalt was calculated to 
be around 3–5% from SRIM 2008 [37]. The estimated range of Co+ ions in the sample was 
approximately 150 nm. The implanted samples were annealed at 700, 800 and 900°C for 5 
min using rapid thermal annealing (RTA) in an ambient N2 atmosphere to remove implanta-
tion damage and recrystallize them. Similarly, Cr+ ions of energy 150 keV were implanted 
into the GaN epilayer at room temperature to a dose of 3 × 1016 ions cm−2 at a tilted angle of 
7o of the direction of incident beam to avoid implantation channelling effects. The chromium 
concentration was estimated to be about 3% as calculated from SRIM 2008 and also con-
firmed by simulation of random spectra using RUMP. The projected range of the Cr+ ions in 
the samples was about 150 nm. The implanted samples were annealed at 800 and 900°C for 2 
min using rapid thermal annealing (RTA) in ambient N2 to re-crystallize the samples and to 
remove implantation damage.

X-ray diffraction (XRD, Philips X’Pert Data Collector) was used for structural analysis 
of ion-implanted samples, using Cu Kα radiations. High resolution X-ray diffraction (HR-
XRD, BEPCII-2.5 GeV) was performed at Beijing synchrotron radiation facility (BSRF) and at 
Shanghai synchrotron radiation facility (SSRF). Alternating gradient magnetometry (AGM, 
PMC 2900-04C) was used for measuring magnetization at room temperature and a supercon-
ducting quantum interference device magnetometer (MPMS-XL Quantum Design) was used 
to investigate magnetic properties at 5 K. A magnetic field was applied parallel to the sample 
surface during magnetization measurements.
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4. Metal ion implantation into GaN

Cobalt ions were implanted into GaN at doses of 3 × 1016 and 5 × 1016 ions cm−2 and chromium 
ions were implanted at a dose of 3 × 1016 ions cm−2.

4.1. Cobalt implantation into GaN

4.1.1. X‐ray diffraction (XRD)

Typical XRD spectra of GaN for as-grown and all the implanted samples annealed at 700, 800 
and 900°C are given in Figures 10 and 11. Figures 10 and 11 show typical XRD profiles of Co+ 
implanted GaN at 3 × 1016 and 5 × 1016 ions cm−2 and subsequently annealed at 700, 800 and 
900°C. In the as-grown sample, three main peaks appeared corresponding to the expected 
diffraction from the GaN epilayer and sapphire substrate structure.

Comparison of the XRD patterns of the as-grown with the implanted samples at different 
doses, it can be observed that no secondary phases or metal-related peaks were detected in 
the as-implanted samples and annealed samples. The diffraction patterns show peaks cor-
responding to the GaN layer and the substrate structure only. However, the presence of 
sufficiently small cobalt nanoscale precipitates, which cannot be detected by XRD due to its 
insensitivity on the nanoscale [43, 44], is possible.

HR-XRD (θ − 2θ) spectra showing the (0002) peak of GaN for the as-grown and selected 
implanted samples at doses 3 × 1016 and 5 ×1016 ions cm−2 and annealed at 900°C are given 
in Figures 12 and 13. In Figure 12, the diffraction pattern of the implanted sample, a typical 
satellite peak appears at lower side of the main GaN (0002) reflection. Ion implantation into 
crystalline GaN introduces lattice disorder which is a side effect of implantation [4]. As a 
result, in addition to GaN peak, new peak/peaks, representing the damaged part of lattice, 
appear on the low angle side of the main GaN peak in the XRD spectra of implanted GaN as 
reported by many researchers [45–49].

The shape, position and number of such new peaks were found to differ for different ions 
implanted into GaN. Most of the authors attributed such new XRD peaks to the implanta-
tion induced strain and the expansion of GaN lattice in the implanted portion of the material 
[45–48]. Another group of researchers suggested that these peaks were related to the formation 
of new phases [49]. Liu et al. presented a comparative XRD study of Ca- and Ar-implanted 
GaN and observed larger lattice expansion for Ar implantation. They assigned the observed 
phenomenon to the inability of inert gas ions to occupy substitutional sites in the lattce [45]. 
Inert gases, due to their very low solubility in solids, are reported to produce small gas-vacancy 
clusters that lead to the formation of gas-filled cavities called bubbles [50]. The formation of 
such inert gas cavities was also observed in several other materials such as Si [51], GaAs [52], 
SiC [53] and InP [54]. These empty cavities, due to their negative curvatures, contain high 
density of dangling bonds that exhibit high affinity for metallic contaminants and can act as 
impurity gettering sites [55]. Gettering of oxygen impurity atoms and structural defects in GaN 
by helium implantation has been reported [55–57].
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Figure 10. Typical XRD pattern of Co+ implanted at dose 3 × 1016 cm−2 [66].

Figure 11. Typical XRD pattern of Co+ implanted at dose 5 × 1016 cm−2 [67].
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Figure 13. HR-XRD pattern of Co+ implanted at 5 × 1016 ions cm−2 [67].

Figure 12. HR-XRD pattern of Co+ implanted at 3 × 1016 ions cm−2 [66].
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Figure 12. HR-XRD pattern of Co+ implanted at 3 × 1016 ions cm−2 [66].
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The presence of similar peaks has previously been observed in the XRD spectra of GaN 
implanted with different ions and is thought to be due to lattice expansion along the c-axis 
of GaN [45, 46]. The new peak from HR-XRD measurements is attributed to implantation-
induced damage and also to the formation of Ga1-xCoxN on the part of the sample which 
was implanted. A shoulder peak observed on the left side of the GaN peak on XRD scans of 
MBE grown samples has been attributed to the GaMnN phase by Cui and Li [58]. The lattice 
constant of (Ga,Co)N varies with cobalt incorporation, implying that the position of the new 
peak is related to the amount of cobalt in the material. Hence, the introduction of cobalt at 
interstitial and substitutional sites in GaN is expected to cause lattice expansion to produce 
a new XRD peak on the left side of the GaN peak [59]. The shifting of additional peaks to 
the right with annealing, presented in both Figures 12 and 13, points to lattice recovery and 
improvement in the uniformity of GaCoN which may be due to increase in the substitution 
probability of cobalt atoms.

4.1.2. RBS channelling

The RBS channelling spectrum of the as-grown GaN/sapphire (0001) together with the 
corresponding minimum channelling yield χmin = 1.3%, indicating high crystalline quality 
[60, 61], is shown in Figure 14.

Figure 14. RBS/C of as-grown sample along with the backscattering geometry [66].
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Figure 15. RBS/C of Co+ implanted GaN at 3 × 1016 ions cm−2 and annealed samples at different temperatures [66].

A random spectrum simulation was carried out using the RUMP program [62]. Channelling 
spectra are presented in Figures 15 and 16 for Co+ implanted GaN sample at doses of 3 × 1016 
and 5 × 1016 ions cm−2 and subsequently annealed samples at 700, 800 and 900°C along with 
the corresponding minimum channelling yields χmin. Figures 15 and 16 present minimum 
channelling yields χmin calculated for the maximum at around 1.64 MeV and is related to the 
random spectrum of virgin (upper spectrum) GaN.

The random spectrum of the as-implanted GaN is not shown here due to minor differences 
with the random spectrum of as-grown GaN. Co+ implanted GaN sample at doses 3 × 1016 and 
5 × 1016 ions cm−2 and subsequently annealed at 900°C showed better recovery of implantation 
damage. From our measurements, annealing at 900°C is the most suitable annealing tempera-
ture to re-crystallize the samples.

4.1.3. AGM and SQUID

Magnetization against magnetic field (M-H) curves from AGM measurements at room tem-
perature for the samples implanted at doses of 3 × 1016 and 5 × 1016 ions cm−2 and subsequently 
annealed at 700, 800 and 900°C are shown in Figures 17 and 18, where the signal from the 
sapphire substrate (diamagnetic) was extracted. The magnetic field was applied parallel to 
the sample plane. Well-defined hysteresis loops were observed even at 300 K. The satura-
tion field was about 4000 Oe and the coercivity Hc was about 100 Oe for the implanted and 
annealed samples. These results confirm that the samples were ferromagnetic even at room 
temperature.
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Figure 16. RBS/C of Co+ implanted GaN at 5 × 1016 ions cm−2 and annealed samples at different temperatures [67].

Figure 17. M-H loops at 300 K of sample implanted at dose 3 × 1016 ions cm−2 and annealed [66].
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Figure 18. M-H loops at 300 K of sample implanted at dose 5 × 1016 ions cm−2 and annealed [67].

Figure 19. M-H loops at 5 K of sample implanted at dose 3 × 1016 ions cm−2 and annealed [66].

Similarly, a well-defined hysteresis loop, measured using a SQUID magnetometer, at 5 K 
was also observed from samples implanted at a dose of 3 × 1016 ions cm−2 and subsequently 
annealed at 700, 800 and 900°C as shown in Figure 19. The saturation field was about 4000 Oe 
and the coercivity Hc was about 180 Oe for implanted and annealed samples at 700 and 800°C 
and the coercivity was observed around 270 Oe for the sample annealed at 900°C. Also, a 
well-defined hysteresis loop at 5 K from SQUID was also observed for the samples implanted 
at a dose of 5 ×1016 ions cm−2 and subsequently annealed at 700, 800 and 900°C as shown in 
Figure 20. The saturation field was about 4000 Oe and the coercivity Hc was about 270 Oe for 
implanted and annealed samples at 700 and 800°C and the coercivity was observed around 
600 Oe for the sample annealed at 900°C.
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Magnetization as a function of temperature for selected samples is plotted in Figures 21 and 
22. The variation of magnetization with temperature indicates multiple exchange interactions, 

Figure 20. M-H loops at 5 K of sample implanted at dose 5 × 1016 ions cm−2 and annealed [67].

Figure 21. FC/ZFC measurements of sample implanted at a dose of 3 × 1016 ions cm−2 and annealed at 900°C [66].

Metal Ions Implantation‐Induced Effects in GaN Thin Films
http://dx.doi.org/10.5772/68042

33



Figure 22. FC/ZFC measurements of sample implanted at a dose of 5 × 1016 ions cm−2 and annealed at 900°C [67].

indicating that its decay cannot be easily fit to classical description of ferromagnetism, again 
in agreement with current theories concerning DMS systems with low carrier concentrations. 
Co+ implanted GaN at doses of 3 × 1016 and 5 × 1016 ions cm−2 and annealed at 900°C showed 
magnetic moment at lower temperatures and retained magnetization up to 370 K. There 
were indications of the possible presence of multiple complex exchange interactions for Co+ 
implanted GaN. The same phenomenon has been observed on Cr+ implanted GaN.

All samples exhibited well-saturated MH loops (Figures 17–20) with finite coercivity, elimi-
nating the likelihood of both paramagnetism and superparamagnetism [63]. Analysing hys-
teresis loops of the implanted samples assists in the investigation of the magnetic properties 
of the material. Lateral shifting of hysteresis loop was not observed, and this eliminates spin 
glass behaviour [64]. These observations imply that there was ferromagnetic ordering in 
implanted samples at room temperature. No extra peaks were observed on the XRD spectra 
of the implanted samples (Figures 10 and 11), reducing the contributions of secondary phases 
(CoxNy, CoGa, etc.) to the observed ferromagnetism. FC and ZFC measurements were per-
formed on a representative sample, together with magnetization as a function of temperature, 
and the data did not show any blocking temperature that can be related to superparamagnetic 
behaviour arising from undetected magnetic secondary phase clusters.

4.2. Chromium implantation into GaN

4.2.1. X‐ray diffraction (XRD)

Typical XRD spectra of GaN for the as-grown and Cr+ implanted at a dose of 3 ×1016 ions cm−2 
and subsequently annealed at 800 and 900°C are given in Figure 23. In the as-grown sample, 
the three main peaks correspond to the expected diffraction from the GaN epilayer and sap-
phire substrate structure.
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XRD did not show any secondary phases or metal-related peaks on the as-implanted samples 
and annealed samples, when compared with the as-grown sample. Only peaks correspond-
ing to the GaN layer and the substrate structure could be observed on the diffraction pattern. 
However, the presence of sufficiently small chromium nanoscale precipitates, which cannot 
be measured by typical XRD due to its insensitivity on the nanoscale [43, 44], is not excluded. 
HR-XRD spectra of GaN for implanted samples at a dose of 3 × 1016 ions cm−2 and annealed 
at 900°C are given in Figure 24. In the diffraction pattern of the implanted sample, a typical 
satellite peak appears at the lower side of the main GaN (0002) reflection.

Figure 23. Typical XRD pattern for the as-grown, implanted and annealed samples at different temperatures.

Figure 24. 2 HR-XRD spectra for Cr+ implanted GaN and subsequently annealed at 900°C [68].
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Figure 25. RBS/C of as-implanted sample at 3 × 1016 ions cm–2 and annealed at 800 and 900°C [68].

The shape, position and number of such new peaks were found different as observed in Co+ 
implanted GaN epilayers. The new peak in the XRD scans is assigned to implantation-induced 
damage as well as the formation of Ga1−xCrxN in the implanted part of the sample. The lattice 
constant of (Ga,Cr)N changes due the presence of chromium, implying that the position of 
the new peak is related to the concentration of chromium in the material. Hence, the intro-
duction of chromium at interstitial and substitutional sites in GaN is expected to cause lattice 
expansion to produce a new XRD peak on the left side of the GaN peak [59]. The shifting of 
additional peaks to the right with annealing, presented in Figure 24, points to lattice recovery 
and improvement in the uniformity of GaCrN which may be due to increase in the substitu-
tion probability of chromium atoms.

4.2.2. RBS channelling

Channelling spectra are presented in Figure 25 for Cr+ implanted GaN sample at dose 3 ×1016 ions 
cm−2 and subsequently annealed at 800 and 900°C along with the corresponding minimum chan-
nelling yield χmin. A minimum channelling yield χmin was calculated for the maximum at around 
1.65 MeV and is related to the random spectrum of the as-implanted sample (upper spectrum). 
Cr+ implanted GaN sample at dose 3 ×1016 ions cm−2 and annealed at 800 and 900°C showed the 
recovery of implantation damage. If we compare these results with Co+ implanted samples at 
same dose, we observe that there is less recovery of implantation damage by annealing using 
RTA for Cr+ implanted samples. This may have been due to shorter annealing time (2 min).
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4.2.3. AGM and SQUID

Magnetization versus magnetic field (M-H) curves from AGM measurements at room tempera-
ture for the sample implanted to a dose of 3 ×1016 ions cm−2 and annealed at 800 and 900°C are 
shown in Figure 26, where the signal from the sapphire substrate (diamagnetic) was extracted. 
The magnetic field was applied parallel to the sample plane. At 300 K, a well-defined hysteresis 
loop was observed, which provides evidence for the presence of ferromagnetic interactions at 
room temperature. The saturation field was about 4000 Oe and the coercivity Hc was about 100 
Oe for the implanted and subsequently annealed samples. These results confirm that the samples 
were ferromagnetic even at room temperature. Comparison with same dose for Co+ implanted 
samples shows that the saturation magnetization Ms values are almost the same in all samples.

Similarly, a well-defined hysteresis loop at 5 K from SQUID was also observed for the implanted 
and subsequently annealed samples at 800 and 900°C, as shown in Figure 27. The saturation 
field is about 4000 Oe and the coercivity Hc is about 175 Oe for implanted and annealed sam-
ples. If we compare the results at 5 K with the same dose of Co+ implanted samples we find that 
the saturation magnetization Ms values are almost similar for the sample annealed at 800°C. 
But the Ms value for Cr+ implanted sample annealed at 900°C is 10.7 (×10-5 emug–1) while for 
the Co+ implanted it is about 4.5 (×10–5 emug–1). A higher value of Ms for Cr+ implanted GaN 
epilayer annealed at 900°C suggests that samples implanted with Cr+ ions may perform better 
for dilute magnetic semiconductors (DMSs) compared to Co+ implanted. Also higher values of 
Ms for implanted samples may suggest that 900°C is a suitable annealing temperature for the 
activation of dopants.

Figure 26. M-H loops at 300 K of sample implanted at dose 3 × 1016 ions cm−2 and annealed [68].
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Figure 27. M-H loops at 5K of sample implanted at dose 3 × 1016 ions cm−2 and annealed [68].

Figure 28 shows magnetization as a function of temperature for Cr+ implanted GaN at 3 ×1016 
ions cm−2, with multiple exchange interactions indicating that its decay cannot be easily fit to 
classical description of ferromagnetism, again in agreement with current theories concerning 
DMS systems with low carrier concentrations. The Cr+ implanted GaN at 3 ×1016 ions cm−2 and 
annealed at 900°C showed magnetic moment at lower temperatures, retaining magnetization 
above the measured temperature of 380 K. This observation is consistent with the epitaxial 
prepared (Ga,Cr)N magnetic properties observed by Hashimoto et al. who have reported TC 
higher than 400 K [35]. The value of Ms was higher for the sample annealed at 900°C com-
pared to the sample annealed at 800°C. This increase is assumed to be due to the increase in 
Cr concentration on Ga sites. These observations suggest that annealing at 900°C is suitable 
for proper activation of Cr in GaN, which is also supported by the observations reported by 
Hwang et al. [65].

Well-saturated MH loops were observed in all samples (Figures 26 and 27) with finite coer-
civity, eliminating the likelihood of both paramagnetism and superparamagnetism [63]. 
Analysing hysteresis loops of the implanted samples assists in the investigation of the mag-
netic properties of the material. Lateral shifting of hysteresis loop was not observed, and 
this eliminates spin glass behaviour [64]. These observations imply that there was ferromag-
netic ordering in implanted samples at room temperature. No extra peaks were observed 
on the XRD spectra of the implanted samples (Figures 23), reducing the contributions of 
secondary phases (CrxNy, CrGa, etc.) to the observed ferromagnetism. Along with magneti-
zation as a function of temperature measurements, FC and ZFC measurements were made 
on a representative sample and the data did not indicate any blocking temperature that 
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can be associated with superparamagnetic behaviour arising from undetected magnetic 
secondary phase clusters. Figure 29 presents FC-ZFC measurements for Co+ and Cr+ ions 
implanted with the same dose and annealed at 900°C, which also suggests that Cr+ ions are 
much suitable for the fabrication of dilute magnetic semiconductors (DMS).

Figure 28. FC/ZFC measurements of the sample implanted at 3 × 1016 ions cm−2 and annealed at 900°C [68].

Figure 29. FC-ZFC of Co+ and Cr+ implanted samples at 3 × 1016 ions cm−2 and annealed at 900°C.
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5. Conclusion

1. RBS/C measurements on the as-grown GaN samples showed good crystalline quality 
(χmin = 1.3%) and ion-implanted samples showed recovery of lattice damage after anneal-
ing by RTA at different temperatures.

2. Typical XRD profiles were taken for Co+ implanted GaN at doses 3 ×1016 and 5 ×1016 ions 
cm−2 and subsequently annealed at 700, 800 and 900°C and for Cr+ implanted GaN at a dose 
of 3 × 1016 ions cm−2 and subsequently annealed at 800 and 900°C. In the as-grown sam-
ples, three main peaks appeared, corresponding to the expected diffraction from the GaN 
epilayer and sapphire substrate structure. Comparison of as-grown with the implanted 
samples at different doses showed that no secondary phase or metal-related peaks were 
detected in the as-implanted samples and annealed samples from typical XRD spectra. The 
diffraction patterns only showed the presence of peaks corresponding to the GaN layer 
and the substrate structure.

3. On diffraction patterns from HR-XRD scans of implanted samples, typical satellite peaks 
appear at lower side of the main GaN (0002) reflection. The new peaks on the HR-XRD 
scans are assigned to implantation-induced damage as well as the formation of Ga1−xCoxN 
or Ga1−xCrxN in the implanted part of the samples. The lattice constants of (Ga,Co)N and 
(Ga,Cr)N change due to the presence of Co and Cr, respectively, suggesting that the loca-
tions of the new peaks depend on the cobalt or chromium content in the material. The shift 
of additional peaks towards the high angle side with annealing points to lattice recovery 
and improvement in the uniformity of GaCoN or GaCrN which may be due to increase in 
the substitution probability of cobalt or chromium atoms, respectively.

4. Well-defined hysteresis loops were observed even at room temperature by AGM in all 
implanted and subsequently annealed samples at different temperatures, eliminating the 
possibility of paramagnetism and superparamagnetism. The analysis of hysteresis loops 
for the implanted samples helps us to explore the magnetic properties of the material. 
No lateral shift of hysteresis loops was observed, which, therefore, exclude spin glass 
 behaviour. These findings suggest the presence of ferromagnetic ordering in our implant-
ed samples at room temperature. The room temperature coercivity Hc measured by AGM 
was about 100 Oe for all implanted and subsequently annealed samples.

5. The coercivity (Hc) at 5 K measured by SQUID for Co+ implanted at 3 × 1016 ions cm−2 and 
subsequently annealed GaN samples were observed up to 275 Oe and that at 5 × 1016 ions 
cm−2 and subsequently annealed samples were observed up to 600 Oe. For Cr+ implanted 
at 3 ×1016 ions cm−2 and subsequently annealed samples, the coercivity was observed up to 
175 Oe.

6. Comparing Cr+ implanted and Co+ implanted samples at the same amount of dose, we 
observe that saturation magnetization Ms values are almost the same in all samples at 
room temperature. But at 5 K, the saturation magnetization Ms values are almost similar 
only for the samples annealed at 800oC. The Ms value for Cr+ implanted and subsequently 
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annealed sample at 900°C is 10.7 (× 10−5 emug–1) while that for Co+ implanted sample is 
about 4.5 (× 10–5 emug–1). A higher value of Ms for Cr+ implanted GaN and annealed at 
900°C suggests that samples implanted with Cr+ ions may perform better for dilute mag-
netic semiconductors (DMSs) compared to Co+ implanted. Also higher values of Ms for 
implanted samples may suggest again that 900°C is a suitable annealing temperature for 
the activation of dopants.

7. FC and ZFC measurements by SQUID were made on Co+ and Cr+ implanted represent-
ative samples subsequently annealed at 900°C. The data did not indicate any blocking 
 temperature that can be associated with superparamagnetic behaviour arising from 
 undetected magnetic secondary phase clusters. Magnetization as a function of tempera-
ture showed the highest reported Curie temperature TC ∼ 370 K for Co+ implanted GaN 
and highest reported TC above the measured temperature (380 K) for Cr+ implanted GaN. 
These findings are the highest reported Curie temperatures (TC) for Co+ and Cr+ implanted 
GaN diluted magnetic semiconductors (DMSs).
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Abstract

The effect of (10–25) MeV electron irradiation on Si‐SiO2 structures implanted with different 
ions (Ar, Si, O, B, and P) has been investigated by different methods, such as deep‐level tran‐
sient spectroscopy (DLTS), thermo‐stimulated current (TSCM), Rutherford backscattering 
(RBS), and soft X‐ray emission spectroscopy (SXES). It has been shown that in double‐treated 
Si‐SiO2 structures, the defect generation by high‐energy electrons depends significantly on 
the location of preliminary implanted ions relative to the Si‐SiO2 interface as well as on the 
type (n‐ or p‐Si) of silicon wafer. SiO2 surface roughness changes, induced by ion implanta‐
tion and high‐energy electron irradiation of Si‐SiO2 structures, are observed by the atomic 
force microscopy (AFM). Si nanoclusters in SiO2 of ion‐implanted Si‐SiO2 structures gener‐
ated by MeV electron irradiation is also discussed.

Keywords: Si‐SiO2 structures, ion implantation, MeV electron irradiation, radiation 
defects, Si nanoclusters

1. Introduction

The method of ion implantation is being extensively used to create a controlled distribution 
of impurity concentration in a definite region of the semiconductor (in particular Si) hetero‐
structures and integrated circuits. Advantages of the method include precise control of the 
implanted species depth and profile. A disadvantage of the method is the creation of a large 
number of defects due to the breaking of bonds between atoms in the SiO2‐Si interface and 
in a thin Si surface layer. Although the ion implantation of the semiconductor's structures is 
an essential part of microelectronics device technology, some of its shortcomings, such as the 
accompanying substantial radiation‐induced defects, are still a matter of concern.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Today, the use of radiation, in particular high‐energy (MeV) irradiation, has become a valu‐
able laboratory tool enabling researchers to study the generation, evolution, and annealing 
of the radiation‐induced defects in semiconductor devices. Special attention is devoted to the 
radiation defects generated by ion implantation and by subsequent high‐energy (MeV) elec‐
tron irradiation. The results are a product of the collaboration between the Institute of Solid 
State Physics (Bulgarian Academy of Sciences) and the Joint Institute for Nuclear Research 
(JINR) (Dubna), Russia.

2. MeV electron irradiation of B+ ion‐implanted Si‐SiO2 structures

The effect of a 12 MeV electron irradiation on Si‐SiO2 structures implanted with 50 keV boron 
ions (at 1.5 × 1012 cm−2) is studied by deep‐level transient spectroscopy (DLTS) measurements. 
Metal Oxide Semiconductor (MOS) structures with oxide thickness 16.5 nm are used. B+ ions 
with energy of 50 keV and a dose of 1.5 × 1012 ions/cm2 were implanted through an SiO2 layer. 
The ion energy induced the maximum damage well into the silicon matrix, about 120 nm 
away from the Si‐SiO2 interface. Al gate electrodes were then deposited using the photolithog‐
raphy technique. On the rear side (Ohm), Al contacts were deposited by thermal evaporation 
to form an MOS structure. The bombardment with 12 MeV electrons was completed from 
the gate side of the wafers. The irradiation was carried out on the MT‐25 Microtron of the 
Flerov Laboratory of Nuclear Reactions at the JINR in Dubna, Russia. Each of the samples was 
irradiated for 10 or 60 s with a beam current from 5 to 6 μA. The sample holder was cooled 
during electron irradiation. Figure 1 shows the DLTS spectra for MOS structures implanted 
with 50 keV boron ions (at 1.5 x 1012 ions/cm2) before and after the irradiation with 12 MeV 
electrons. The DLTS signal as a function of the sample temperature during the measurement 
is shown for different electron doses. Figure 1(a) corresponds to the as‐implanted sample; 

Figure 1. DLTS spectra for an Si‐SiO2 structure implanted with 50 keV B+ before (a) and after irradiation with 12 MeV 
electrons for 10 (b) and 60 s (c).
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Figure 1(b) and (c) corresponds to the implanted wafers, which were post‐irradiated with 
electrons for 10 and 60 s, respectively.

Additional shallow levels are found in the spectra after high‐energy electron irradiation and the 
peak intensity being dependent on the irradiation dose. The parameters as activation energy of 
the defects, the density of traps, and the electron‐capture cross‐sections are evaluated.

According to Figure 1(a), one kind of defects can be associated with the ion implantation, with 
a corresponding peak in the spectrum at about 320 K. In Figure 1(b) and (c) curves, this maxi‐
mum increased along with two more peaks, located close to 135 K and 230 K. High‐energy 
electrons create three different defect levels at Ec−0.21, Ec−0.32, and Ec−0.40, which correspond 
to three distinct peaks of the DLTS spectra. The peak at Ec−0.40 coincides with that of the DLTS 
spectrum for the as‐implanted sample (Figure 1a). The density of all defects increases with the 
increase in electron irradiation doses. The trap density of the damage related to the implanta‐
tion also increases after the electron bombardment. The concentration of the two new types of 
defects is increased lower than the increase in the concentration of those associated with ion 
implantation only.

The DLTS characteristic demonstrates that 50 keV boron ion implantation (at a dose of 1.2 × 1012 
ions/cm2) creates mainly one kind of defect in the Metal Oxide Semiconductor (MOS) structures 
considered. These defects are located near the maximum of the ion‐depth distribution, away 
from the Si‐SiO2 interface. High‐energy irradiation by electrons enhances the contribution of 
such defects in the Si substrate and creates two additional states that are shallower on the 
energy scale. The DLTS measurements at different biases show that all states are most probably 
located at the Si‐SiO2 interface. The main level at Ec−0.40 eV in the Si forbidden gap band can be 
attributed to the phosphorus‐vacancy pair (P‐V) or E center. Ec−0.21 eV is related to di‐vacan‐
cies and there are not enough data to relate the Ec−0.32 eV level well enough to a specific type 
of defect [1].

The result suggests that the high‐energy electrons generate the electrically active defects at the 
Si‐SiO2 interface of MOS structures more efficiently than in the silicon wafer.

3. MeV electron irradiation of O+‐, P+‐, or Si+‐implanted Si‐SiO2 structures

In this work, we used Rutherford backscattering spectroscopy (RBS) in combination with chan‐
neling backscattering spectrometry (RBS/C). O+ or P+ and Si+ ion‐implanted Si‐SiO2 structures 
irradiated with high‐energy electrons have been studied.

n‐type Si <100> oriented wafers oxidized at 1050°C in dry O2 + 8% HCl ambient up to 22 nm 
were used. The Si‐SiO2 structures were implanted by P+ or O+ ions with an energy of 15 keV 
and a dose of 1012 cm−2. An ion beam energy of 15 keV was chosen so that the maximum num‐
ber of implanted ions would be deposited close to or at the Si‐SiO2 interface. After implanta‐
tion, both groups of implanted samples (with P+ or O+) were irradiated with different doses 
of 20 MeV electrons at a flux of about 1013 el/cm2.s at room temperature. Three sets of samples 
were prepared from each of the two groups. The first set of Si‐SiO2 samples was implanted 
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by P+ or O+ ions, the second set of samples was implanted and then irradiated with 20 MeV 
electrons with a dose of 2.5 × 1013 el/cm2, and the third set was implanted and then irradiated 
with a dose of 1 × 1015 el/cm2.

Figure 2 shows that after both doses of electron irradiation, no significant changes in the RBS 
spectra of the samples are observed. The first peak of the RBS/C spectrum presents the oxygen 
concentration and the second one, the silicon concentration at the Si‐SiO2 interface of the sample. 
It is obvious that the two peaks appearing after the electron irradiation almost repeat the cor‐
responding peaks of the as‐implanted sample. Obviously, the silicon and oxygen distribution 
at the Si‐SiO2 interface in phosphorus‐implanted Si‐SiO2 samples does not change after the elec‐
tron irradiation. It is assumed that the low dose (1012 cm−2) and the type of ion implantation 
(phosphorus) are the reasons for these negligible changes in the Si and O's peak height.

The RBS/C spectra of oxygen‐implanted and electron‐irradiated Si‐SiO2 samples are sum‐
marized in Figure 3. It shows that the silicon and oxygen peaks in the RBS/C spectrum of 
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the  oxygen‐ implanted samples increase after an MeV electron irradiation with a dose of 
2.5 × 1013 el/cm2 (curve 2). This increase is also observed after the second electron irradiation 
with a dose of 1 × 1015 el/cm2 (curve 3). The increase of oxygen and silicon peaks’ height (after 
high‐energy electron irradiation) reveals an increase of silicon and oxygen concentrations in 
samples implanted with a low dose (1012 cm−2) of oxygen ions.

The results demonstrate that the same doses of electron irradiation result in an increase of 
both oxygen and silicon concentrations at the Si‐SiO2 interface of oxygen‐implanted samples. 
Comparing the silicon peak's increase with that of the oxygen peak in the RBS/C spectra, one 
can conclude that the amount of silicon accumulated is larger than that of oxygen. It has been 
assumed that, along with the generation of radiation defects during electron irradiation, oxygen 
diffusion to the silicon substrate also takes place.

RBS spectra demonstrate that the MeV electron irradiation increases the oxygen and silicon 
concentrations in Si‐SiO2 samples implanted by O+ ions only [2].

4. MeV electron irradiation of Si+‐implanted (with different doses)  
Si‐SiO2 structures

n‐type Si <100> oriented wafers with a resistivity of 4.2 Ω cm were oxidized at 1000°C up to 
36 nm. The samples were implanted with Si+ ions with an energy of 15 keV and a dose of 
1012 cm−2 or 1016 cm−2. The energy of 15 keV was chosen so that the maximum number of the 
implanted ions would be deposited at the Si‐SiO2 interface. Both groups were irradiated with 
20 MeV electrons for different durations (60 or 120 s). After the electron irradiation for 60 s, the 
RBS spectra of the sample remain unchanged. After 120 s of electron irradiation, the Si peak 
becomes wider to the left, and the peak corresponding to O atoms increases in the same way 
(about 11–12 A). We assumed that the ion implantation defects, whose maximum is located 
close to the Si‐SiO2 interface, generate a thin layer of amorphous silicon at the silicon surface, 
close to the Si‐SiO2 interface. The subsequent electron irradiation generates additional radia‐
tion defects, which is the reason for the radiation‐enhanced diffusion of oxygen and an insig‐
nificant increase of the amorphous layer's depth. Since after the electron irradiation both peaks 
of the RBS/C spectra (oxygen and silicon) widen in the same way, we can assume that during 
electron irradiation, the diffused oxygen penetrates the entire depth of the new amorphous 
silicon layer created by the additional electron irradiation.

RBS/C spectra of Si‐SiO2 samples implanted with Si+ ions with an energy of 15 keV and a dose of 
1012 cm−2 (curve Β), which are electron irradiated for 60 (curves •) and 120 s (curves ■) are pre‐
sented in Figure 4a. RBS/C spectra of Si‐SiO2 samples implanted with silicon ions at an energy 
of 15 keV and a dose of 1016 cm−2 (curve Β), which are electron irradiated for 60 (curves •) and 
120 s (curves ■) and for 120 min (curve 0) are presented in Figure 4b.

The as‐implanted sample exhibits an RBS spectrum similar to that in Figure 5. We assume 
that the amorphous silicon layer created by ion implantation appears only after the electron 
irradiation. The width increases as the ion implantation dose increases (1016 cm−2). The 60 or 
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120 s electron irradiation leads to the appearance of a new peak in the spectra. The creation 
of an additional amorphous silicon layer under the SiO2 layer as a result of electron irradia‐
tion (6 × 1015 cm−2) is observed. After a 120‐min electron irradiation, an additional widening 
of the main silicon peak in the RBS spectrum is observed to the left. The height of the oxy‐
gen peak decreases insignificantly, which means that an insignificant decrease of the oxygen 
concentration takes place. It is demonstrated that the amount of oxygen accumulated at the 
Si‐SiO2 interface is proportional to the decrease of the oxygen peak in the RBS/C spectrum. 
Along with the generation of radiation defects, oxygen diffusion to the amorphous layer is 
also observed during MeV electron irradiation. One can conclude that the widening of the 
amorphous layer is larger (about 47 A) than the increase of the oxygen diffusion depth (which 
is about 12–13 A). This indicates that during electron irradiation, only a fraction of the oxygen 
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is able to reach the amorphous silicon layer and remain there. Obviously, the defects created 
by electron radiation stimulate oxygen radiation‐enhanced diffusion from the surface to the 
sample depth. We assume that only a part of the new amorphous layer created by electrons 
is a result of this diffusion. It is assumed that the shift of the oxygen peak in the RBS/C spec‐
trum by one or two channels is demonstrated. The dramatic change in the Si profile after 
high‐energy electron irradiation for 60 s is observed at the RBS/C spectra. This profile does not 
change significantly after the electron irradiation with twice as high a dose (after 120 s of irra‐
diation). A small dose of electron irradiation is sufficient to create additional radiation defects 
and increase the amorphous silicon layer created by ion implantation. Obviously, the radia‐
tion defects created by the additional electron irradiation are not able to significantly increase 
this amorphous layer. We believe that the radiation defects induced by high‐energy electron 
irradiation interact with those already created by a previous high dose of Si ion implantation, 
thus creating suitable conditions for an increase of the amorphous layer. The increase of the 
amorphous silicon layer is a result of the structural changes at the silicon surface created by 
the subsequent 20 MeV electron irradiation. We assume that a low dose of electron radiation 
is sufficient to create favorable conditions for an additional amorphization of the silicon sur‐
faces. An additional increase of electron irradiation (up to 120 min) induces additional break‐
ing of the strained bonds at the silicon surface. But the substantial energy deposited cannot 
significantly promote the amorphization process of the silicon wafer. In this case, the results 
show that the amorphization process depends more effectively on the Si implantation dose 
than on the electron irradiation dose [3].

5. MeV electron irradiation of Ar+‐implanted Si‐SiO2 structures studied 
by TSC

The influence of 23 MeV electron irradiation (with doses of 1.2 × 1016 el/cm2, 2.4 × 1016 el/cm2, and 
6.0 × 1016 el/cm2 on the interface states of argon‐implanted thin oxide Si‐SiO2 samples) has been 
studied by the thermally stimulated current (TSC) method. The samples are fabricated on n‐Si 
wafers. The thermal oxidation is performed at 950°C to produce an oxide thickness of 18 nm. 
The samples are cooled in oxygen. Oxide thickness is measured by the ellipsometry method. 
Some of the Si‐SiO2 samples are implanted through the dioxide by 20 keV Ar+ ions with a dose 
of 5 × 1012 cm−2. Energy of 20 keV is chosen so that the ions could penetrate through the oxide 
with a maximum damage production close to the Si‐SiO2 interface. Al gate electrodes are photo‐
lithographically defined. MOS capacitors are performed. The samples are simultaneously irra‐
diated with 23 MeV electrons at a flux of about 2 × 1013 el/cm2s. Samples are irradiated at room 
temperature with doses of 1.2 × 1016 el/cm2, 2.4 × 1016 el/cm2, and 6.0 × 1016 el/cm2, respectively.

The spectra reveal four peaks (at 120, 160, 195, and 260 K) corresponding to four kinds of 
energy states located at the Si‐SiO2 interface. Parameters of these interface states are deter‐
mined by the initial rise plot and Grossweiner's methods. The interface states are associated 
with four discrete energy states in the Si band gap. Activation energy of traps is evaluated 
as: Ec−0.22 eV, Ec−0.26 eV, Ec−0.32 eV, and Ec−0.45 eV. The nature of defects corresponding 
to these traps is determined. There is a difference in the behavior of the first peak (which 
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reduces its height significantly) and the rest of the ones (which increase) during electron 
irradiation.

A decrease in height and area enclosed by the first peak is observed which means that the 
density of the defect (similar to acceptor level of the di‐vacancies) decreases from 5.7 to 
1.1×1012 cm−2 during irradiation. The area enclosed by deeper levels in the Si forbidden gap 
(Ec−0.26 eV, Ec−0.32 eV, and Ec−0.45 eV) increases with increasing electron dosage. The area 
enclosed by the last peak increases significantly from 3.9 up to 24 × 1012 cm−2. This peak of the 
spectra corresponding to the level Ec−0.45 eV is associated with defects similar to vacancy‐
impurity complexes. They are the major kind of defects created by MeV electrons in silicon 
MOS structures.

The results show that Ar+ implantation generates more kinds of defects at the Si‐SiO2 interface 
of MOS structures as compared to the defects generated by high‐energy electron irradiation 
only.

Typical TSC curves for Ar+ ion‐implanted structures (curve 0), which are electron irradi‐
ated (curves 1–3), are shown in Figure 6. The spectra (which shift slightly to lower tem‐
peratures) are located at the temperature interval 80–200 K. Curve 0 presents as‐implanted 
samples with 20 keV Ar+ and a dose of 5 × 1012 cm−2. Ar+ ions were used because inert gas 
ions have a low diffusion coefficient in the implanted layer and do not interact with Si. 
Ar ions form hard radiation defects only there, where (Si‐SiO2 interface in this case) they 
are located. Ion‐implanted and electron‐irradiated MOS samples with doses of 1.2 × 1016  
el/cm2, 2.4 × 1016 el/cm2, and 6.0 × 1016 el/cm2 are presented by curves 1, 2, and 3, respectively. 
Thermal and field “cleaning” of the spectra is used. The last two peaks in the spectra of Ar‐
implanted samples (located at about 160 and 190 K) are clearly revealed after the electron 
irradiation. Energy positions of the five levels are determined by the initial rise plot and 
Grossweiner's methods. Curves 1–3 demonstrate that additional high‐energy electron irra‐
diation creates interface states, giving priority to deeper levels in the concentration which 
increases three to four times after irradiation. A considerable part of defects, induced by 
ion implantation, increase their concentration after increasing the electron  radiation dose. 
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reduces its height significantly) and the rest of the ones (which increase) during electron 
irradiation.

A decrease in height and area enclosed by the first peak is observed which means that the 
density of the defect (similar to acceptor level of the di‐vacancies) decreases from 5.7 to 
1.1×1012 cm−2 during irradiation. The area enclosed by deeper levels in the Si forbidden gap 
(Ec−0.26 eV, Ec−0.32 eV, and Ec−0.45 eV) increases with increasing electron dosage. The area 
enclosed by the last peak increases significantly from 3.9 up to 24 × 1012 cm−2. This peak of the 
spectra corresponding to the level Ec−0.45 eV is associated with defects similar to vacancy‐
impurity complexes. They are the major kind of defects created by MeV electrons in silicon 
MOS structures.

The results show that Ar+ implantation generates more kinds of defects at the Si‐SiO2 interface 
of MOS structures as compared to the defects generated by high‐energy electron irradiation 
only.

Typical TSC curves for Ar+ ion‐implanted structures (curve 0), which are electron irradi‐
ated (curves 1–3), are shown in Figure 6. The spectra (which shift slightly to lower tem‐
peratures) are located at the temperature interval 80–200 K. Curve 0 presents as‐implanted 
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When Ar ion‐implanted structures are irradiated with the same doses of MeV electrons, the 
defects due to this irradiation interact in a different way with defects previously created 
by Ar ions. The concentration of defects like vacancy‐oxygen and di‐vacancy decreases 
slightly, and the concentration of vacancy‐impurity complexes increases as the electron 
irradiation dose increases. We connect the shallow‐level density decrease and deeper‐lev‐
els density increase with the regrouping of collected simpler defects into more complicated 
ones. These results showed that the defects, which contain the basic impurity of a sili‐
con wafer, determine the radiation defect generation at the Si‐SiO2 interface during high‐
energy electron irradiation. As a result of interaction between MeV electrons and an Ar 
ion‐implanted MOS structure, the concentration of radiation defects (located at the Si‐SiO2 
interface) changes in a different way (depending on their energy position in the Si band 
gap or on their nature). The concentration of shallow traps decreases slightly after the MeV 
electron irradiation. The concentration of deeper traps increases with electron irradiation's 
dose increasing.

The defects (generated by high‐energy MeV electron irradiation), which contain the basic 
impurity of the Si wafer of MOS structures, determine the radiation defect concentration 
at the Si‐SiO2 interface (the best sensitivity part of the silicon MOS structure to the radia‐
tion) [4].

6. High‐energy electron irradiation of ion‐implanted Si‐SiO2 structures 
with different oxide thicknesses

The effects of 11 MeV electron irradiation of boron ion‐implanted Si‐SiO2 structures with 
different oxide thicknesses have been investigated by the thermally stimulated charge (TSC) 
method. n‐type <100> Si wafer samples are oxidized to different thicknesses of 11, 25, 54, 68, 
105, and 120 nm and are implanted by 20 keV boron ions with a dose of 1.2 × 1012 cm−2. The 
ion energy and the oxide thickness of the samples are chosen so as to produce the maxi‐
mum ion damage deep in the silicon substrate (for thinner oxide thickness), at the Si‐SiO2 
interface (54 and 68 nm) and in the SiO2 (for thicker oxides); Al gates are deposited onto 
the implanted surface of the wafers to form MOS structures. Thermally stimulated charge 
characteristics before and after the ion implantation or electron irradiation are measured in 
order to determine the parameters of the centers, induced by both treatments.

TSC spectra of 20 keV B+ implanted samples with different oxide thicknesses irradiated 
with 11 MeV electrons are shown in Figure 7. When ions are located deep in the Si matrix, 
mostly one kind of defect is induced and a peak at 175 K is observed. The energy positions 
of the corresponding traps are determined by the slope of the initial part of the peak and by 
the Grossweiner's method. They are in good agreement. Ec−0.40 eV is the activation energy 
of these defects in the silicon forbidden gap. This center is attributed to the implantation. 
It is a lattice vacancy trapped at a substitutional phosphorus atom or phosphorus‐vacancy 
pair (P‐V) or “E” center. High‐energy electron irradiation increases the density of these 
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defects created by ion implantation (Ec−0.40 eV) and additionally generates two more kinds 
of defects. They are shallower on the energy scale in the Si forbidden gap: Ec−0.21 eV and 
Ec−0.31 eV (curves 3). The density of each of them increases as the electron irradiation dose 
increases.

When the maximum density of boron‐implanted ions is located close to the Si‐SiO2 interface 
of the samples, several kinds of defects are created as can be seen in Figure 7b. The trap ener‐
gies are determined by the initial rise method. They are Ec−0.16 eV, Ec−0.21 eV, Ec−0.25 eV, 
Ec−0.31 eV, and Ec−0.40 eV. The nature of these defects is also determinate: shallow‐level 
Ec−0.16 eV has been attributed to a vacancy trapped by an interstitial oxygen atom or “A” cen‐
ter. The next two levels Ec−0.21 eV and Ec−0.25 eV are correlated with double acceptor levels of 
di‐vacancies. Ec−0.31 eV and Ec−0.40 eV—the last two kinds of traps—have already been dis‐
cussed. In this case, the density of all levels related to the ion implantation increases with the 
following electron irradiation dose increasing. The density of the peaks located at 95 and 175 
K (the dominant defects) increases more intensively. High‐energy electron irradiation creates 
defects which can be associated mainly with vacancy‐oxygen (A center) and vacancy‐phos‐
phorus (E center) complexes. The easier creation of interstitial atoms and vacancies near the 
ion‐implantation complex defects are possible explanations of the intensive increase of their 
trap density. The process of radiation‐induced defect formation as a result of both treatments 
is most active just in the surface region as the Si‐SiO2 interface is also a source of defect. In 
this case (Figure 6b, curves 3–4), the total density of the induced defects at the Si‐SiO2 inter‐
face (after the electron irradiation) is larger than in the case of first group samples, when the 
maximum damage as a result of the implanted ions is deep in the Si wafers (Figure 6a, curves 
3–4) and in the case of third group samples (Figure 6c, curves 3–4), when the maximum of the 
implanted ions is in the SiO2.

MeV electron irradiation of 20 keV boron ion‐implanted structures generates defects, with 
a trap spectrum, which locates in the same temperature range as the spectrum of the as‐
implanted samples. After MeV electron irradiation, the density of radiation‐induced interface 
traps depends on the disposition of the maximum of the previously implanted boron ions 
with respect to the Si‐SiO2 interface. The density of all levels related to the ion implantation 
increases uniformly with a dose increase of the following electron irradiation, in this case, 
when the maximum of the implantation‐induced defects is located in the SiO2 bulk.
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Figure 7. TSC spectra of 20 keV B+ ion‐implanted samples with different oxide thicknesses (11 nm—a, 68 nm—b, and 105 
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defects which can be associated mainly with vacancy‐oxygen (A center) and vacancy‐phos‐
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is most active just in the surface region as the Si‐SiO2 interface is also a source of defect. In 
this case (Figure 6b, curves 3–4), the total density of the induced defects at the Si‐SiO2 inter‐
face (after the electron irradiation) is larger than in the case of first group samples, when the 
maximum damage as a result of the implanted ions is deep in the Si wafers (Figure 6a, curves 
3–4) and in the case of third group samples (Figure 6c, curves 3–4), when the maximum of the 
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implanted samples. After MeV electron irradiation, the density of radiation‐induced interface 
traps depends on the disposition of the maximum of the previously implanted boron ions 
with respect to the Si‐SiO2 interface. The density of all levels related to the ion implantation 
increases uniformly with a dose increase of the following electron irradiation, in this case, 
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Figure 7. TSC spectra of 20 keV B+ ion‐implanted samples with different oxide thicknesses (11 nm—a, 68 nm—b, and 105 
nm—c) irradiated with 11 MeV electrons. As‐implanted sample with a dose of 1.2 × 1012 cm−2— curve 1—(o). Implanted 
and high‐energy electron irradiated samples for 15, 30, and 60 s are represented by curves 2 (coinciding with curves 
1—o), 3 (*), and 4 (Δ), respectively.
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It can be concluded that in the double treatment (B+ implantation plus MeV electron irra‐
diation) of the Si‐SiO2 structures, the defect generation with high‐energy electron irradiation 
significantly depends on the location of the preliminary implanted ions relative to the Si‐SiO2 
interface [5].

7. A soft X‐ray emission spectroscopy study of SiO2/Si‐implanted 
structures irradiated with MeV electrons

The investigations were carried out with two series of samples—n‐Si and p‐Si wafers—cut 
along the <100> crystallographic plane. Oxide layers with a thickness of 150 nm (for both 
series) were grown in dry oxygen at 1100°C. After oxidation, the samples were cooled at a 
rate of about 25°C/min, in the same ambient in which the oxidation is carried out. Then, some 
of the samples were implanted through the dioxide with Si+ ions, at an energy of 65 keV and 
a dose of 1.25 × 1012 cm−2.

Prior to implantation, half of each wafer was covered with a screen and was used for control 
measurements to compare its properties with those of the samples exposed to ion implan‐
tation or electron irradiation or both. After implantation, both series were irradiated with 
20 MeV electrons at a flux of about 1013 el/cm2·s, for different durations from 15 to 120 s. The Si 
L2,3 X‐ray emission spectra were measured using an ultrasoft X‐ray spectrometer of high spa‐
tial (ΔS · 0.4 μm) and energy (ΔE · 0.4 eV) resolution. An electron beam with an energy varying 
from 2 to 8 keV excited the spectra. The anode current was about 130 nA. The Si L2,3 X‐ray 
emission spectra of SiO2 (150 nm)/p‐Si and (150 nm)/n‐Si samples implanted with Si+ ions and 
then irradiated by 20 MeV electrons are shown in Figure 8. The spectra obtained at electron 
excitation energies of 2 and 4 keV are very similar to those of SiO2. The spectra measured at 
6 and 8 keV can be represented by a superposition of those of the reference specimens, SiO2 
and crystalline silicon (c‐Si). The contributions of c‐Si and SiO2 to the 6 keV spectra are also 
shown in Figure 8.

Irradiation with 20 MeV electrons for 120 s leads to small increases in the SiO2 contributions to 
the 6‐ and 8 keV spectra. The increase in the SiO2 contribution is more pronounced for speci‐
mens prepared on n‐type silicon wafers. This means that the high‐energy electron irradiation 
leads to the oxidation of the SO2/Si samples. This oxidation effect is more prominent for the 
n‐type Si samples. Preliminary implantation of the samples (with 65 keV Si+ ions) blocks the 
oxidation of the structures, as can be seen in Figure 9.

One can suggest that the oxide growth occurs due to additional number of oxygen atoms 
located at, or close to, the SiO2/Si interface in the Si substrate. After irradiation, Si‐Si bonds 
are broken. The number of oxygen atoms also increases. We show that the effect of radia‐
tion‐stimulated oxidation (as a result of high‐energy electron irradiation) is not strong for the 
SiO2/Si samples cooled in the oxygen ambient after their thermal oxidation. We believe that a 
saturation of dangling bonds at the SiO2/Si interface occurs during the post‐oxidation cooling 
in the same ambient in which the thermal oxidation of samples was carried out. Saturation of 
the dangling bonds may be the reason for the increase in radiation hardness of the samples 
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Figure 8. Si L2,3 X‐ray emission spectra measured at 2, 4, 6, and 8 keV for samples of the structure SiO2 (150 nm)/p‐Si 
and/n‐Si as implanted (a) and (c) and after irradiation with 20 MeV electrons for 120 s (b) and (d), respectively.
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investigated in the present work. It was found that the effect of radiation‐stimulated oxidation 
depends on the type of Si substrate. Our results demonstrate that the previous ion implanta‐
tion blocks the oxidation process of the Si substrates, which takes place during MeV electron 
irradiation. This effect depends on the type of the silicon substrate, and it is more pronounced 
for samples prepared on n‐type silicon substrates and it also depends on the post‐oxidation 
treatment of the samples [6].

8. Si nanoclusters’ generation in SiO2 of ion‐implanted Si‐SiO2 structures 
by MeV electron irradiation

SiO2 surface roughness changes induced by high‐energy electron irradiation of ion‐implanted 
Si‐SiO2 structures are observed by atomic‐force microscopy (AFM) measurements.

Here, amorphous SiO2 transformation into crystalline Si is demonstrated. It is shown that sili‐
con accumulation is observed and silicon nanocrystals are formed at the SiO2 surface after high‐
energy electron irradiation. Silicon nanocrystals generated by MeV electron irradiation are 
observed in the SiO2 matrix of Si‐SiO2 structures, implanted with different doses of silicon ions.

n‐type CZ Si <100> wafers are cleaned and then oxidized in dry O2 at 950°C to an oxide thick‐
ness of 20 nm. The oxide thickness is determined by the ellipsometry technique. After oxida‐
tion, the Si‐SiO2 samples are implanted through the oxide by 15 keV silicon ions with a dose 
of 1.5 × 1012 and 1.0 × 1016 cm−2. The ion energy is chosen so as to produce maximum ion dam‐
age at the Si‐SiO2 interface. The implanted samples are simultaneously exposed to 20 MeV 
electrons perpendicular to the SiO2 surface. Electron irradiation with a flux of 1.2 × 1015 el/cm2 
is carried out in a Microtron MT‐25, in the Flerov Laboratory of Nuclear Reactions of JINR, 
Dubna, Russia.

Figure 9. Si L2,3 X‐ray emission spectra for SiO2 (150 nm)/n‐Si specimens as implanted (shaded region), after 20 MeV 
electron irradiation for 120 s (dots), and after 65 keV Si+ implantation and irradiation with electrons for 120 s (open 
symbols). The spectra were measured at an excitation energy of 6 keV. The spectrum of SiO2 is presented as the solid line.
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Microscopic morphologies of SiO2 surfaces of the implanted and irradiated Si‐SiO2 structures 
are observed by atomic force microscope (AFM). The AFM method is used as a measurement 
technique to study the changes observed in the dynamic properties of a vibrating tip that 
interacts with surface samples. This method allows one to resolve atomic‐scale surface defects 
in ultra‐high vacuum also. AFM images are taken over areas of 1 × 1 μm on the surface of the 
SiO2‐Si structures before and after the MeV electron irradiation of each of the samples.

Figure 10 presents AFM measurements of the implanted samples with doses of 1012 cm−2 Si 
ions (a), which is irradiated with 20 MeV electrons (b) and (c) for samples implanted with a 

Figure 10. Surface morphology of silicon‐implanted ions, Si‐SiO2 sample, before (a) and after electron irradiation 
(b) and (c).
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dose of 1016cm−2 Si ions and then irradiated with the same dose of MeV electrons. The AFM 
observation shows that the amorphous Si precipitations exist in the SiO2 matrix after the 
ion implantation. Implanted Si atoms migrated and formed small precursor precipitations 
because implanted ions and implantation‐induced damages were in some activated state. But 
it is obvious that these doses of 1.5 × 1012 and 1.0 × 1016 cm−2 for Si‐implanted ions are not 
enough to create nanostructures in the oxide. Following 20 MeV electron irradiation (with a 
flux of 1.2 × 1015 el/cm2) generates new silicon nanostructures in SiO2 with a different appear‐
ance and mode depending on the previous implanted dose.

We suppose that the radiation defects (created by MeV electron irradiation) appear as a source 
for Si nanostructure generation in the SiO2. We assume that these nanostructures are silicon 
nanocrystals generated in SiO2 by MeV electrons. AFM observation showed that the nano‐
crystal size is different depending on the dose of the previous implanted ions in SiO2. The 
variation of the nanocrystal size can be related to the reduction of the oxygen ion concentra‐
tion at the oxide surface. The nanocrystals are bigger for samples implanted with bigger doses 
(1 × 1016 cm−2) but their number at cm−2 is lower as can be seen in Figure 1(c) and in Table 1. 
The parameters of silicon nanocrystals created by MeV electrons in the Si‐SiO2 samples previ‐
ously implanted with different doses of silicon ions are presented in Table 1. Obviously, the 
mean silicon crystal high and the mean silicon crystal length are higher for the crystals created 
in the samples previously implanted with higher doses of (1016 cm−2) silicon ions.

The ion implantation breaks many of the Si‐O bonds and also may knock atoms from their 
sites. However, most of the atoms, silicon or oxygen, bond again shortly after being dislodged. 
In this way, one can explain the bigger size of the nanocrystals observed after electron irradia‐
tion in silicon‐implanted samples (dose 1016 cm−2) demonstrated in Figure 9(c).

MeV electron irradiation effects of surface morphology of Si‐SiO2 structures implanted with 
different doses of silicon ions (doses of 1.5 × 1012 or 1.0 × 1016 cm−2) have been characterized 
by AFM observations. It has been demonstrated that MeV electrons (a flux of 1 × 1015 cm−2) 
created Si nanocrystals in SiO2 films in both groups of silicon‐implanted samples. A form and 
a density of the formed Si nanocrystals depend significantly on the previously implanted sili‐
con ion dose. The SiO2 surface morphology has shown that Si nanocrystals are created in SiO2 
films after electron irradiation only [7].

Silicon nanocrystals generated by MeV electron irradiation in silicon ion‐implanted Si‐SiO2 
structures are compared with those in the SiO2 matrix of Si‐SiO2 structures, implanted with 
oxygen ions (with a dose of 1.5 × 1012 cm−2).

Sample lmean [nm] hmean [nm] lmax [nm] hmax [nm]

Si+1012 + 20 MeV 50 2.3–4.2 50–124 4.2

Si+1016 + 20 MeV 35 9–16 190 16

Table 1. Si crystal high and Si crystal length for the nanocrystals created by MeV electrons.
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n‐type Si <100> wafers are oxidized up to the oxide thickness of 20 nm. The Si‐SiO2 sam‐
ples were implanted through the oxide by 15 keV Si+ or 10 keV O+ ions with a same dose 
of 1.5 × 1012 cm−2. The ion energy was chosen so as to produce maximum ion damage at the 
Si‐SiO2 interface. The implanted samples and non‐implanted samples were simultaneously 
exposed to 20 MeV electrons perpendicular to the SiO2 surface. Electron irradiation with a 
flux of 1.2 × 1015 el/cm2 is carried out in a Microtron MT‐25 in the Flerov Laboratory of Nuclear 
Reactions of Joint Institute for Nuclear Research (FLNR, JINR) Dubna, Russia. The micro‐
scopic morphologies of reference sample SiO2 surfaces, implanted or irradiated Si‐SiO2 struc‐
tures were observed by the atomic force microscope (AFM) technique.

AFM images of the non‐implanted sample before (a) and after 20 MeV electron irradiation 
(b) are demonstrated in Figure 11. Accumulation of nanostructures at the SiO2 surfaces is 
observed only after MeV electron irradiation. Radiation defect creation by MeV electron acts 
as a source for Si nanostructures’ generation in the SiO2.

AFM images of Si‐ and O‐implanted samples (a), and such samples irradiated by 20 MeV 
electrons (b), are presented in Figures 10 and 11, respectively. Energy (of 10–15 keV) and a 
dose (of 1.5 × 1012 cm−2) for the implanted ions are not sufficient to create nanostructures in 
the oxide. Structural modifications on the SiO2 surface are observed after the ion implanta‐
tion. 20 MeV electron irradiation (with a flux of 1.2 × 1015 el/cm2) generates a new silicon 
nanostructure in SiO2 with a different appearance and mode. These nanostructures are silicon 
nanocrystals generated by MeV electrons in SiO2. The nanocrystal sizes are different depend‐
ing on the ions implanted in SiO2.

Table 1 presents the lateral size and height of the silicon nanocrystals generated by MeV 
electrons in ion‐implanted structures. The nanocrystal size depends on the implantation dose. 

Figure 11. Surface morphology of Si‐SiO2 sample before (a) and after electron irradiation (b).
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The nanocrystal size variation can be related to the reduction of the oxygen ion concentration 
at the SiO2 oxide surface. The larger nanocrystals with lower densities are in silicon‐implanted 
samples. The nanocrystals in oxygen‐implanted samples (Figure 12) are narrower but with a 
higher density. The ion implantation rearranges the Si‐O‐Si groups in a different form. Many 
of the Si‐O bonds break during the implantation. It also knocks down some of atoms from 
their sites. But, most of the atoms (after being dislodged) bond again shortly.

An insignificant decrease of the oxygen concentrations and slight increase of silicon concentra‐
tions are observed after high‐energy MeV electron irradiation. The amorphous layer's thickness 
on the surface of the implanted Si‐SiO2 samples also increases after MeV electron irradiation. 
Accumulation of silicon at the SiO2 surface after high‐energy electron irradiation is one of the 
reasons for silicon nanocrystals’ form. MeV electron irradiation breaks Si‐O bonds and free 
oxygen is generated. As a result, radiation‐stimulated motion through defects takes place.

The surface of the implanted Si‐SiO2 before and after high‐energy electron irradiation is 
presented in Figure 12. The effects of MeV electron irradiation on the surface morphology 
of Si‐SiO2 structures (implanted with silicon or oxygen ions) are studied by AFM. After 
implantation, MeV electron irradiation generates additional radiation defects in the entire 
Si‐SiO2 structure. It is supposed that radiation‐enhanced diffusion of oxygen takes place. 

Figure 12. Si‐SiO2 sample implanted with O+ ions (dose of 1012 cm−2) before (a) and after (b) MeV electron irradiation.
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This can be the reason for the creation of Si nanocrystals in the SiO2 oxide of the implanted 
samples. The shape and density of Si nanocrystals depend on the type of implanted ions. 
Si nanocrystals are created in SiO2 of the implanted Si‐SiO2 structure after MeV electron 
irradiation only [8, 9].

Our investigation into the effect of the secondary MeV electron irradiation of pre‐implanted 
silicon heterostructures shows a variety of processes depending on post‐irradiation, its energy, 
and doses, as well as on the ion implantation parameters. In particular, MeV electron irradia‐
tion (which when carried out at room temperature) simulates two high‐temperature processes 
(radiation‐stimulated oxidation and radiation defects annealing) in silicon heterostructures.
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Abstract

Ion implantation is a nonequilibrium doping technique, which introduces impurity
atoms into a solid regardless of thermodynamic considerations. The formation of meta-
stable alloys above the solubility limit, minimized contribution of lateral diffusion pro-
cesses in device fabrication, and possibility to reach high concentrations of doping
impurities can be considered as distinct advantages of ion implantation. Due to excellent
controllability, uniformity, and the dose insensitive relative accuracy ion implantation
has grown to be the principal doping technology used in the manufacturing of inte-
grated circuits. Originally developed from particle accelerator technology, ion implanters
operate in the energy range from tens eV to several MeV (corresponding to a few nms to
several microns in depth range). Ion implantation introduces point defects in solids.
Very minute concentrations of defects and impurities in semiconductors drastically alter
their electrical and optical properties. This chapter presents methods of defect spectros-
copy to study the defect origin and characterize the defect density of states in thin film
and semiconductor interfaces. The methods considered are positron annihilation spec-
troscopy, electron spin resonance, and approaches for electrical characterization of semi-
conductor devices.

Keywords: ion beam implantation, defects, metal-oxide-semiconductor (MOS) devices,
interfaces, diffusion

1. Introduction

Applications of ion implantation require an understanding of the lattice defects, which largely
control the optical and electrical properties of semiconductors. Characterization techniques
such as secondary ion mass spectrometry, spreading resistance, carrier and mobility profiling,

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Rutherford backscattering, ion channeling, and transmission electron microscopy with exam-
ples of using these techniques to investigate the dopant distribution in the implanted samples,
characterize dopants that are electrically active, examine accumulation of the ion beam
induced defects, and resolve their structure have been reviewed in the literature [1]. As the
main feature of ion implantation is the formation of point defects in the energetic ion collisions,
it is natural to present additional methods employed in semiconductor research to study
atomic origin and electrical activity of technologically relevant imperfections. The prime atten-
tion will be given to characterization techniques invented in technological development of the
Si/SiO2 system, though examples of other materials systems, which can be studied by applica-
tion of positron annihilation spectroscopy, electron spin resonance spectroscopy, and (photo)
electrical methods are provided.

2. Positron annihilation spectroscopy

Positron annihilation spectroscopy (PAS) is now a well-established tool to characterize elec-
tronic and defect properties of bulk solids, thin films, and surfaces. PAS allows studying the
electronic structure of defects in solids. The imperfections are represented by small volume
defects such as vacancies, vacancy clusters, and free volume defects. Positron beams can be
applied to study defects in metals, semiconductors, composite materials, and thin film systems
of different crystalline structure and chemical bonding. Methodologically, PAS mainly con-
siders the three experimentally accessible dependences schematically indicated in Figure 1: (i)
the time-dependent distribution of annihilating photons; (ii) the angular distribution of anni-
hilating photons; and (iii) the Doppler broadening of the 0.511 MeVannihilation line. While the
time-dependent distribution of photons bears information on the electron density in the vicin-
ity of the annihilation event, the latter two photon characteristics provide information on the
electron momentum distribution. The positron lifetime gives more integral information than
the momentummeasurements regarding the region fromwhich the positron annihilates. In the
case of a defect-containing sample, the average electron density at a defect site can be rather
defect-specific. This suggests position lifetime measurements are suitable for investigating
vacancy-clustering processes in rapidly quenched or (ion) irradiated materials. The momen-
tum measurements can also yield detailed defect-specific information. The positron energy
may vary allowing examination of the depth distribution of defects in solids and interfaces.
Other direct experimental methods including transmission electron microscopy and atomic
diffusion are less capable in detecting open volume defects located at interfaces and surfaces.
The threshold defects concentration ensured by PAS is 1014 to 1015cm�3.

The physics of positron annihilation spectroscopy has been explained in textbooks [2, 3] and
research articles [4, 5]. A positron injected into a solid becomes thermalized within a few picosec-
onds by ionizing collisions, plasmon and electron-hole excitations, and phonon interactions. If
lattice defects are present in the material, the positron can be trapped by these imperfections.
Lattice imperfections (vacancies, vacancy clusters, or dislocations), open volumes, nanoclusters,
and the surface states can serve as potential wells, which effectively trap positrons. Within hun-
dreds of picoseconds, a positron in a solid annihilates with an electron yielding two gamma rays.
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The distribution of the Δt values for a number of these events, measured in a PAS lifetime
experiment, provides the total electron density in the region of positron-electron annihilation. The
positron annihilation rate λ is the reciprocal of the positron lifetime and can be described by the
overlap integral of the electron ρ�ðrÞ and positron ρþðrÞ densities [4]:

λ ¼ πr20c∭ ρ�ðrÞρþðrÞd3 r, ð1Þ

where r0 is the classical electron radius and c is the velocity of light.

Because energy and momentum are conserved in the annihilation process, the two gamma
rays resulting from the electron-positron pair annihilation each have energy equal to the rest-
mass energy of an electron or positron (mc2 = 511 keV) and � an energy increment ΔE; the two
gamma rays propagate in opposite directions with some deviation θ. Since the thermal ener-
gies of the positions are about kT, the values of ΔE and θ correspond only to the momenta of
the annihilating crystal electrons. The similarity of information available from Doppler-
broadening spectra P(ΔE) and angular-correlation curves N(θ) can be inferred by comparing
the expressions for N(θ) and P(ΔE) in terms of the independent-particle-model (IPM) proba-
bility, R(p), that positron-electron annihilation yields 2γ-emission with total momentum p:

RðpÞ ¼ πr20c
X

k
nkj∭ e�ipr ΨþðrÞΨ�ðrÞj2d3 r, ð2Þ

whereΨþðrÞ andΨ�ðrÞ are the positron and electronwave functions, respectively, nk is the Fermi
function, and k represents both the electron wave vector k and the band index. The expression for

Figure 1. Schematic representation of positron annihilation indicating the basis for the three experimental techniques of
positron annihilation spectroscopy: lifetime, angular correlation, and Doppler broadening.
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NðθÞ and PðΔEÞ is represented as NðθzÞ ¼ ʃʃRðpÞdpxdpy and PðΔExÞ ¼ ʃʃRðpÞdpydpz. The IPM

approximation ignores the effects of positron-electron correlations in the solid assuming the
particles act independently. The treatment of the electron-positron correlation, i.e., the enhance-
ment of the electron density at a positron trapped by a defect site has been considered in Ref. [6].
The theory developed in this work considers the two-particle representation of an annihilating
positron-electronpair. The IPMapproximation is used to calculate themomentumdistribution for
each electron state. The individual contributions are weighted by the corresponding partial anni-
hilation rates. The partial rates are calculatedwithin the generalized gradient approximation. This
approach was found useful when considering the momentum region where the uppermost core
electron states dominate. The analysis of the momentum distribution curves up to rather large
momenta becomes possible enabling identification of the chemical environmentwhere the annihi-
lation event has occurred. The one-dimensional momentum distribution of the annihilating
electron-positron pairs can be extracted from the measurement of the Doppler broadening of the
annihilation radiation. Generally, the positron-enhanced electron density can be accounted for if a
constant, multiplicative factor (the enhancement factor) is used to take themany-body effects into
account, although different enhancement factors must be used for valence and core electrons
consistentwith their degree of tight-binding.

A typical positron lifetime experiment has been described in work [7]. It can be performed by
using a radioactive 22Na as a positron source. The positron source material can be deposited on a
sample or sealed in foil, then placed between two identical samples under study. The decaying
Na nuclei emit a high energy photon at 1.2745 MeV, which is used as a start signal for the
positron lifetime measurement, while a stop signal is characterized by 511 keV photons. The
photons serving as start and stop signals are detected by scintillating detectors coupled with
photomultiplier tubes. Detectors are chosen to optimize scintillating efficiency and resolution.
The use of digitization of the detector pulses significantly simplifies the postmeasurement signal
analysis. The measured positron lifetime spectrum is exponential and reveals several features
such as the background noise, the time resolution, and annihilations in the source. The back-
ground noise is determined by the source activity and arises due to rapid emissions of positrons
that produce false coincidences. Further, the data analysis methods are also described in Ref. [7].
Except for the least-squares fitting of the positron life time spectrum, the inverse Laplace trans-
form and the Bayesian-probability methods have been developed. The latter two methods do not
require the number of lifetime components to be a priori fixed and can be used if continuous
lifetime distributions are expected.

The surroundings of the vacancy defect can be studied with coincidence Doppler broadening
spectroscopy measurements. Nonzero electron and positron momentum causes a Doppler
shift of the annihilation photons. The Doppler shift is determined by the momentum of
electrons since positrons in a solid are thermalized. Analysis of the Doppler broadening of
annihilation radiation provides a sensitive method of defect characterization by extracting the
momentum distribution of the electrons. It allows examining high-momentum core electrons.
The principle of the method lies in the analysis of the positron annihilation line shape, which
directly corresponds to the distribution of momentum of electron-positron pairs as shown in
Figure 2. The momentum itself is measured from the amount of the Doppler shift of the
emitted photons. In the coincidence Doppler broadening spectroscopy developed in works
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[8, 9] determination of energy of both γ rays is done simultaneously. Coincidence measure-
ments of annihilation photons reduce the background signal by several orders of magnitude
and allow observation of the high-momentum part of the spectrum, which stems from posi-
trons annihilated by core electrons making possible identification of chemical elements sur-
rounding a positron annihilation site.

The discovery of slow positron emitters enabled analysis of solid surfaces [10, 11]. Slow positron
beams are utilized for nondestructive depth profiling of defects in surfaces and interfaces, low
energy positron diffraction, and positron remission microscopy studies on surfaces. A moderator
single crystal metal film (Au, Cu, W, Ta) was used to produce slow positron beams [12]. The
thermalized slow positrons are emitted from the metal surface spontaneously owing to the
negative positron-surface affinity. Since slow positron beam generation is a surface process, it is
sensitive to surface contaminations such as carbon, oxygen, and the surface defects [13, 14].
Energy loss mechanisms and the positron processes in condensed matter are described in Ref.
[15]. Except being ejected from the surface, positrons can form a positronium (Ps) by capturing a
surface electron. This bound state decays from either a singlet state, p-Ps (

1S0) or a triplet state,
o-Ps (

3S1), each having unique annihilation characteristics [16]. Positrons can become trapped by
the surface states or reflected back to the interior from the surface.

When a slow positron annihilates with a core electron, the released energy can be transferred to
another electron, which can be ejected and detected out of the surface. Weiss et al. [17] were first
to demonstrate that a low-energy positron creates core holes through matter-antimatter annihi-
lation generating Auger electrons with high efficiency and extremely low secondary electron
background. The latter is feasible to obtain by using incident beam energy below the secondary

Figure 2. A typical annihilation line. After Ref. [144].
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electron emission threshold. Positron-annihilation-induced Auger-electron spectroscopy (PAES)
is advantageous due to increased surface selectivity in systems where the localization of the
positron at the surface causes the excitation volume to be restricted almost to the top atomic
layer. In addition, because calculated PAES intensities are very sensitive to the spatial extent of
the positron wave function, PAES measurements provide an important test for models of the
positron surface state. This technique has been proved to be a useful tool for determining surface
composition, thin film and nanocrystal characterization, and surface diffusion of atoms.

Also, positrons can be used in diffraction experiments having the advantage that interaction with
solids can be easier modeled due to the sign of the scattering potential (the scattering potential
between the positron and the atomic nucleus is repulsive) and the total reflection, which is only
present in the positron diffraction [18, 19]. The interaction of an energetic positron with the solid
may differ from that of electrons of the same energy. The differences can be associated with the
relative differential and total elastic cross sections and also with the different energy loss pro-
cesses for the two particles in a solid. At low energy, the inelastic mean-free path of a positron is
shorter than that of an electron leading to an increased surface sensitivity of positrons. This is
especially useful in examining the features of reconstructed surfaces, adsorbates, single adsorbed
layers and their spacing to the substrate as well as layers with a nominal thickness in the
submonolayer range. The positron scattering cross sections are marginally dependent on the
specific element enabling analysis of compounds comprising unlike atoms.

High energy diffraction of positrons generates two-dimensional (2D) pattern similar to elec-
trons, although there are several differences due to differences in the ion-core interaction and
crystal potential between positrons and electrons. Kikuchi lines stemming from multiple-
scattering of electrons are not observed in diffraction of high-energy positrons. The most
notable feature is in the total reflection of positrons at surfaces. The positron diffraction near
the critical angle is especially sensitive to the topmost atomic surface layer whereas at the
critical angle for total reflection in X-ray diffraction, which is usually less than 0.2� the pene-
tration depth of the photons into the solid still amounts to a few nanometers. Surface sensitivity
of positron techniques is especially suited to near-surfacemeasurements, which are particularly
relevant to ion beam modified devices.

The technique of positron annihilation spectroscopy in conjunction with a slow positron beam
has been proposed for the monitoring of ion implantation dose and uniformity [20]. Positron
dosimetry can nondestructively measure doses of implanted ions with significantly higher
sensitivity than that available using other techniques. The principle of the technique is that
implanted thermalized positrons diffusively move in the material and become trapped by the
open-volume vacancy-type defects created by ion implantation. The positron annihilation in
vacancy-type defects contributes less to the Doppler broadening of the energy spectrum of
annihilation γ rays compared to that in the defect-free bulk material. Doppler broadening
parameter S is defined as the ratio of the number of counts in the central part of 511 keV
gamma line to the total number of counts under the peak. A single parameter S describing the
linewidth of the annihilation gamma ray line at 511 keV is related to the defect concentration.
The concentration C of open-volume defects is related to the number φ of ions implanted as
C∝φ0.7. The defect depth profiling using positron beams has found applications in materials
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research to study ion beam damage in both inorganic [21–23] and organic materials [24]. In the
latter case, positron beam studies are of particular importance since application of X-ray or
electron beams to organic materials may appear invasive [25].

Though modern MOS device technology may rely on ion-implantation free approaches
[26, 27], applications of ion implantation are expanding over areas of quantum information
processing [28, 29] and photovoltaics [30, 31]. Plasma immersion ion implantation enables
fabrication of 3D transistor architectures [32, 33] required for scaling of metal-oxide-semicon-
ductor field-effect transistors (MOSFETs) and is technologically more convenient for the fabri-
cation of shallow pn-junctions. The ion implantation doping and the problems associated with
the formation of point defects in the ion collision processes have been reviewed in work [34]
highlighting the differences in the defect generation and accumulation in Si and Ge upon ion
implantation. The dopant behavior in Ge is dominated by vacancies, while both vacancies and
self-interstitials are active in Si. PAS has been applied to study point defects in interfaces
between high-k dielectrics and metal [35] and Si [36]. The open volume defects were found to
be located at both TiN/SiO2 and Si/SiO2 interfaces [37]. Annealing studies of defects indicated
that while the defects in the Si/SiO2 interface could be annealed out, the TiN/SiO2 interface
revealed an enhanced defect density due to the formation of the interfacial titanium oxynitride.
Open volume defects introduced in SiNx films [38] and SiGe/Si interfaces [39] by plasma
processing have been also revealed by PAS.

3. Electron spin resonance spectroscopy

Being integral to CMOS technology, ion implantation finds its applications at the forefront of
materials science for fabrication of quasi-2D materials [40, 41], exploration of electron and
nuclear spins of donor atoms in silicon as qubits for quantum information processing [42],
and fabrication of light-emitting diodes [43]. Pertaining to MOS device fabrication, ion implan-
tation is known to result in generation of electron and hole-trapping centers, which are
detrimental to the device performance [44]. Such trapping centers may reside in a gate oxide
and its interfaces with a semiconductor and a gate electrode. In amorphous SiO2, ion implan-
tation induces densification and the amorphous network reconstruction, not fully consistent
with the assumption of plastic deformation. Ion implantation forces SiO2 to freeze in a
nonequilibrium phase tolerating a substantial reduction in the mean Si�O�Si angle and a
subsequent change in the ring distribution statistics. As such, the radiation response of SiO2 is
dependent on the intrinsic structure of the material and the incorporated strain. Possible
structural modifications in amorphous SiO2 resulting in irradiation-induced charge have been
reviewed in Ref. [45]. When paramagnetic, electrically active defects can be studied by using
electron spin resonance (ESR) since the method is restricted to systems with a residual electron
spin. For example, molecular solids with singlet ground states are not observable by ESR. This
selectivity appears as useful in research on the electronic states of conducting materials, point
defects in thin films, interfaces, and nanocrystals [46–50]. For the subject of ESR describing the
fundamental theory and also the primary applications of the technique one can refer to the
textbooks [51, 52]. The potential of the method in application to interfaces and nanolayers is
detailed in Ref. [53].
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The actual quantity detected in the ESR experiment is the net magnetic moment per unit
volume, the macroscopic magnetization M. The microwave absorption spectrum is described
by the spin Hamiltonian consisting of two components. A spin Hamiltonian contains operators
for an effective electronic spin and for nuclear spins, the external magnetic field, and parame-
ters. Its eigenfunctions determine the allowed energy levels of the system for an ESR experi-
ment. The characteristics of paramagnetic species are the g-value, the spin-lattice relaxation
time, and the line width. The g-value is the magnitude of the electron Zeeman factor for the
paramagnetic species considered. The g-value can be determined as E ¼ gμBB, where E is the
energy of microwave, μB is Bohr magneton, and B is magnetic field. In the case of free
electrons, the g-value becomes 2.0023. For a paramagnetic defect, the g-value is different due
to the effect of local magnetic field induced by movement of electrons in their orbits. The
structure of the orbits contributes to the g-values via the effect of spin-orbit coupling, which is
anisotropic and depends on axis determined by the magnetic field.

The spin-lattice relaxation time characterizes interactions of a spin system with its environment
and reflects the strength of the interaction between the spin system and its surroundings. The
magnetic environment of an unpaired electron can give rise to the ESR line broadening. The
spectral lines are broadened either homogeneously or inhomogeneously. Homogeneous line
broadening can be fitted by a single Lorentzian line and indicates that all the spins are described
by the same spin Hamiltonian parameters. The line width of homogeneously broadened lines
depends on the relaxation time of the spins. In the case of inhomogeneous broadening, the
observed signal becomes a superposition of a large ensemble of individual spin packets, which
are of slightly different g-values from each other. The inhomogeneous broadening of the spectral
line can be caused, for example, by anisotropy of the g-tensor or the unresolved hyperfine
structure. The latter may occur when the number of hyperfine components located near nuclei
is so large that the hyperfine structure cannot be clearly observed. The large line width can be
also observed due to dipole-dipole interactions between the defects spins [54].

As a starting point in defect identification, it is instructive to give an overview of intrinsic and
extrinsic point defects of the Si/SiO2 system as the most comprehensively studied system in
CMOS technology. Being oxidized, silicon forms network-lattice-induced dangling bond defects
at the Si/SiO2 plane. The structure of the Pb defects is dependent on the crystalline orientation of
Si. The (111)Si/SiO2 interface can be characterized by dangling bond defects of only one type—Рb

centers. This is a sp3 silicon-dangling bond directed along the [111]. The defect is of C3v symme-
try and can exist in four orientations in the silicon lattice [55, 56]. Thermally oxidized silicon
contains the Pb density of approximately 4.9�1012 см�2. In contrast to the (111)Si/SiO2 interface,
the (100)Si/SiO2 interface is characterized by two ESR active defects, Pb0 and Pb1 as shown in
Figure 3. When oxidation of silicon is implemented at 800–970�С, the defect density of both
defect types is similar (1012 см�2). The Pb1 defect is also a Si-dangling bond located slightly under
the interface plane. Unlike Pb0, it is of monoclinic-I point symmetry [48].

The dangling bond silicon defects, the Pb centers, are often employed as sensitive probes to
detect interfacial stress during the Si/SiO2 interface formation. When Si is subjected to oxidation
at Т > 900�C, structural relaxations occur at the Si/SiO2, and the density of Pb-centers decreases.
At this point, two stages of the silicon oxidation process can be distinguished. Suboxide
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bonding at the Si/SiO2 interface is diminishing when silicon is oxidizing at 850�C<Т< 900�C.
Increasing oxidation temperature to 1050�C reduces strain at the macroscale [57]. Spatial
uniformity of the dangling bond defects is determined by the temperature conditions during
silicon oxidation. ESR studies of Pb defects can be used to determine deformations at the
interface from dependence of the ESR line width as a function of magnetic field angle [58, 59].

Pb0 and Pb1 defects in (100)Si/SiO2 as well as Pb defects in (111)Si/SiO2 can be passivated in
molecular hydrogen [49]. Upon ion implantation or ionizing irradiation, the interface trap
generation may occur. A part of the interface states appears to be due to depassivated
dangling bond defects. The mechanism of the depassivation reactions has been considered
within the “hydrogen model”, which assumes defect precursors in SiO2 to create mobile
protons interacting with HPb and generating Pb centers. The interface trap generation coin-
cides with the positive charge built-up in the oxide. The model proposes that protons are
introduced in SiO2 as a product of reactions of atomic hydrogen with the hole carriers
trapped in the oxide; both the atomic hydrogen and the trapped holes are produced by
irradiation. It has been concluded that the positive charge trapped in the oxide is present in
the form of small polarons (self-trapped holes) in amorphous SiO2 [60]. Though in bulk
vitreous SiO2 intrinsic hole-trap centers have been found to be stable at relatively low
temperatures, thin films of insulating gate dielectrics in modern MOS devices are formed
by low-temperature depositions on semiconductors and could incorporate interfacial strain
sufficient to support self-trapped carriers at higher temperatures. The polaronic nature of the
oxide-trapped charge in amorphous SiO2 is consistent with the recent theoretical consider-
ation of hole and electron trapping in hafnia. The deep states of electron and hole polarons
have been predicted to exist in HfO2 with precursor sites being elongated Hf�O bonds or
under-coordinated Hf and O atoms [61]. This indicates that: (i) similar mechanisms of the
defect generation under irradiation or ion beam damage could be operative in MOS devices
containing HfO2 and other amorphous oxides. (ii) Dangling bond defects in oxides may not
be required for the charge trapping to occur.

Figure 3. Schematic representation of Pb0 и Pb1 defects at the (100)Si/SiO2 interface. After Ref. [145].
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Of the dangling bond defects in SiO2, there are point defects associated with a dangling bond
localized either on silicon or oxygen. The EX center belongs to the oxygen-related defects in
SiO2. The EX defect is the intrinsic network-stabilized defect in SiO2. It is formed in the upper
part of the oxide when the oxidation temperature Тox = 700–800�C. Being most prominent in
thin oxides, EX is linked to the specific way thermal oxide is grown, i.e., oxidation of c-Si. As a
working model, EX can be represented as an excess-O hole defect where an electron is
delocalized over the four oxygen atoms bordering a Si vacancy [62], Figure 4. There are also a
nonbridging oxygen hole center (O3�Si�O�) [63] and a peroxide-radical (Si�O�O�) [64], which
are not naturally present in SiO2 and introduced as damage defects in a postoxidation stage by
irradiation with some energetic species (e.g., γ and x photons, electrons, ions).

The E0 defect is also an extrinsic defect present in crystalline and amorphous SiO2. The E0

defects in SiO2 have an unpaired electron localized at a hybrid sp3 orbital of silicon, which is
bonded to three oxygen atoms (О3�Si�) [65]. Several schematic models of the E0 centers are
depicted in Figure 5. The model representation of Е' as the bridged hole-trapping oxygen-
deficiency center has not been experientially verified [66]. The model considers a paramagnetic
silicon atom connected via oxygen with another silicon atom, which is the trapping center for
positive charge carriers, Figure 5(b).Generation of E’defects may depend on hydrogen content
in a-SiO2, since dissociation energy of a strained Si�O bond by hydrogen is rather low and
amounts to 0.5–1.3 еВ [67]. The defect generation in interfaces and thin films by ionizing
radiation or hot electron injection is sensitive to the initial content of the strain bonds in MOS
devices [68]. Therefore, ESR studies could be employed to reveal the impact of the interfacial
strain on the defect generation.

Since electronic devices explore charge carries in their operation, it appeared natural to estab-
lish interrelationship between the silicon-dangling bond defects and the electron states at the

Figure 4. Schematic representation of the EX center.
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semiconductor/insulator (SI) interfaces. For the Si/SiO2 interfaces, it is known that technology
chosen for silicon oxidation is crucial for attaining low density of the interface state (Dit), which
is directly linked to the density of silicon-dangling bonds at the Si/SiO2 interface. The decrease
in Dit and the Pb density was observed when steam oxidation was used to grow SiO2. Also, the
higher Dit values are expected at the more closely packed (111)Si surface as compared to
the (100)Si one. A direct correlation between the Pb density and the free carrier concentration
in the field-effect transistor channel was reported in work [69]. Further studies of electrical
activity of the Si/SiO2 defects were undertaken by using various methodologies: capacitance-
voltage (CV) measurements [70], deep-level transient spectroscopy [71], and the photoioniza-
tion threshold method [72]. It was firmly established that Pb0 defects at the (100)Si/SiO2

interface form amphoteric surface states at 0.3 and 0.8 eV above the silicon valence band edge
[73]. In respect to the Pb1 centers at the (100)Si/SiO2, the Pb0 и Pb1 defect densities inferred from
ESR studies were compared with the interface trap densities determined from CV measure-
ments. It was concluded that Pb1 does not form electrically active states within the silicon band
gap [74]. Concerning the E´ center in thermal oxide, it is neutral when paramagnetic and
strongly interacts with hydrogen [75]. The model for the E´ center in this case is the H-
terminated center denoted as O3�Si–H. It has been supposed that the E´ center constitutes the
hole trap and releases hydrogen in the form of a proton upon hole-trapping. The released

Figure 5. The first model of E´γ center (а), the model of the bridged hole-trapping oxygen-deficiency center (b), and the
E´σ center model (c).
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proton can be trapped by the oxide network and form a donor-like surface state. When
hydrogen is available in gate oxides as it can be upon an irradiation process, the neutral E´
center may be again passivated serving as a hole-trapping site.

Charge trapping in gate oxides is one of themajor obstacles in integration of high-k gate dielectrics
in CMOS technology. Among the issues is the enhanced migration of dopant impurities originat-
ing from ion implantation steps. As such, ESR studies are indispensable to unravel point defects,
which may appear detrimental for MOSFET performance. For example, ESR studies of phospho-
rous implanted high-k dielectrics reveal that P incorporating in the metal oxide network forms
point defects by substituting for Hf or Zr in HfO2 or ZrO2, respectively [76]. Such defects formed
due to enhanced migration of dopant impurities during dopant activation thermal steps may
potentially trap charge.ESR studies have been applied to diverse ion-implanted systems. In SiO2,
a substantial reduction in S and E0

γ centers (Si enrichment in the oxide) was found when in situ
ultrasound treatmentwas appliedduring implantationof Si+ ions into thermal SiO2 on (100)Si [77];
ESR founda radicalmechanismof degradation of the ion-implantedphotoresist [78]. Applications
of the ESR techniques to study ion-beam-induced implantation damage in carbon-basedmaterials
have been described in Ref. [79].

ESR techniques have been explored in studies of spintronic materials fabricated by ion implan-
tation. To probe the spin relaxation, the technique of choice is the pulse-electron spin resonance
spectroscopy. ESR studies have been undertaken to measure spin relaxation times of dopants
in Si. Shallow donors in Si are known for their long relaxation time suggesting a possible
application of spins as qubits. The transverse relaxation time measured for isolated spins is
associated with the decoherence time. ESR studies have been used to determine spin relaxation
times in Sb-implanted isotopically enriched 28Si [80]. It has been shown that annealing of
ultralow dose antimony implants leads to high degrees of electrical dopant activation with
minimal diffusion. Spin relaxation times were increased when paramagnetic defects at the Si/
SiO2 interface were passivated by hydrogen. Except for the Si/SiO2 system, pulsed ESR exper-
iments have been used to characterize the coherent spin dynamics of nanofabricated nitrogen
vacancy centers in nitrogen implanted high-purity diamond [81].

4. Electrical characterization of semiconductor interfaces: semiconductor
doping, interfacial and oxide charges

4.1. Steady-state capacitance

An overview of charge carrier profiling, steady-state and transient capacitance, deep-level
transient spectroscopy methods can be found in Ref. [82]. CV methods are most frequently
used to extract parameters critical for operation of semiconductor devices. The interface trap
densities, the fixed oxide charge, the carrier concentration in a semiconductor, and the permit-
tivity of an insulator can be obtained from CV measurements. Here, more emphasis is given to
basic limitations of CV methods, possible errors, and examples of using CV techniques.

The measure of charge responses in MOS devices as a function of electric field is the differen-
tial capacitance. To account for the interface trap effects, the Berglund method that establishes
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the relation between applied voltage across the MOS structure and the band-bending in
equilibrium can be used [83]. Figure 6 exemplifies the energy distributions of the interface
states at the (100)Si/SiO2 and (100)Si/HfO2 interfaces in panels (a) and (b), respectively. The Dit

distributions in panel (a) are obtained using the Berglund procedure. The results of Dit distri-
butions extracted from a low-frequency CV curve and ac admittance data are compared in
panel (b) indicating a perfect match in the energy range where the fast interface states contrib-
ute to the emission of charge carriers. The Si/SiO2 interface trap distributions derived from the
100 Hz CV curves reveal two peaks centered at 0.25 and 0.85 eVabove the Si valence-band edge,
Figure 6(a). The peaks are superimposed on the U-shaped background corresponding to a
continuous distribution of the surface states in energy and ascribed to the existence of weak
Si�Si and Si�O bonds at the Si/SiO2interface [84]. The observed peak energy positions corre-
spond to the (+/0) and (0/�) transitions of the amphoteric Pb0 defect. No measurable contribution
of the Pb1 center to the Dit could be detected in the central part of the Si bandgap, in agreement
with the previous studies [74], which compare the total interface trap densityNit and the Pb0 and
Pb1 densities inferred from the ESR data. The estimation of the total interface trap density Nit in
work [74] was done according to Gray and Brown as described in work [85]. This procedure is
advantageous over the low-frequency Berglund method in the following: (i) It allows detection
of the interface states close (20 meV) to the Si band gap edges, inaccessible for room-temperature

Figure 6. The interface trap distributions inferred from the capacitance-voltage measurements following the Berglund
method and compared with these determined from ac conductance data as denoted by (•) symbols in panel (b).
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CV analysis. (ii) It is decoupled from the uncertainty of Si surface potential determination near
the band edges when the interface trap density is high.

A strong capacitance dispersion and dc leakage current may hamper application of CV
methods based on low-high frequency CV measurements. As such, the Terman procedure
based on comparison of the calculated ideal and experimental high-frequency CV curves may
have limited applications in determining the interface trap densities in the case of interfaces of
high-k dielectrics with semiconductors. Also, the interface trap contribution to the CV curve
shift in voltage due to the interface traps becomes less prominent when equivalent electrical
thickness of an insulator decreases [86, 87].

CV techniques can be used to extract the charge carrier profile in a semiconductor, the
important characteristic of ion-implanted devices. The dopant profile is obtained from the
high-frequency CV curve to minimize possible uncertainties stemming from the interface
trap charge contribution to the depletion layer capacitance. The principle behind the dopant
profiling is that as the semiconductor becomes depleted by the majority carriers, the capac-
itance decreases. A rapid decrease of the capacitance indicates a low dopant concentration,
whereas a slow reduction indicates a high doping level. The capacitance as a function of
voltage is related to the majority carrier density and can be obtained from the slope of the
Mott-Schottky curve [88].

A variant of CV carrier profiling, which employs an electrochemical contact to a semiconductor,
is an electrochemical capacitance-voltage (ECV) technique. ECV may appear as advantageous
compared to the conventional CV methods due to its capability to measure spatial-ionized
impurity distribution to practically unlimited depth, not being hindered by the breakdown at a
high doping level [89]. ECV profiling can be applied to materials, which cannot be studied by the
Hall measurements, for example, to conductive ferromagnetic semiconductors [90]. Despite its
utility, ECV applicability is limited by the sample thickness when it is comparable with the
Debye length, or, if a sample consists of several thin layers, which are either of different chemical
composition or doping. The charge transfer at the interface is an important difference between
a semiconductor/electrolyte (SE) interface and a Schottky contact. In the former case, it is
supported by an electrochemical process. Parameters of the SE interface are determined by the
electronic structure of the interface. The potential distribution in the SE interface and the effects
of the semiconductor surface states on the potential redistribution between the semiconductor
and the Helmholtz layer have been considered in review articles [91, 92]. When the surface states
are not present at the semiconductor electrode the reverse bias drops across the semiconductor
space charge region. It is than possible to determine the carrier concentration in the semiconduc-
tor. Except for the charge trapped in the surface states, there can be other charges, which result in
the flat band voltage shift (Vfb) and modify the capacitive-frequency responses. An interfacial
electric dipole layer can also result in a Vfb shift when the latter coincides with the change in
electron affinity indicating that the dipoles attached to the semiconductor surface contribute to
the Vfb shift, not surface charges.

Analysis of CMOS devices with nanometer thin insulators requires taking into account quantum-
mechanical effects in the accumulation capacitance [93, 94] and the inversion capacitance [95] in
order to extract the equivalent oxide thickness or the semiconductor doping density, respectively.
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The doping density can be extracted from the inversion layer capacitance by relating the deple-
tion layer widthWD and the carrier concentration NA,D

WD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4εs kTlnðNA,D=niÞ

q � ðNA,DÞ

s
, ð3Þ

where ni is the intrinsic concentration in a semiconductor at a given temperature T and q is the
elemental charge [96].

Alternatively, the doping density can be known from the band bending at the onset of strong

inversion Ψ s inv ≈ 2kT
q ln NA,D

ni

� �
: The surface potential is obtained by using the Berglund integral.

For the scaled MOS devices, one has to take into account the contribution of the finite density of
states and the finite inversion layer thickness to the inversion layer capacitance or utilize the
capacitance in the weak inversion to extract the substrate doping (cf. Figure 2 in Ref. [95]). The
inference of the semiconductor substrate doping from the inversion capacitancemay appear to be
superior over other experimental approaches, because it is decoupled from the possible contribu-
tion of the interface states to the depletion layer capacitance. This technique has been applied to
trace boron concentration in silicon as a probe for the presence of radiolytic hydrogen in SiO2

when analyzing the impact of vacuum ultraviolet irradiation and ion implantation of fluorine
and argon on charge built-up in Si/SiO2 MOS systems [97, 98]. Local characteristics of dopants
can be obtained on semiconductor devices by using the scanning capacitance microscopy, a
technique based on local capacitance-voltage analysis with submicron spatial resolution [99].

4.2. Steady-state ac conductance

The dynamic electrical responses of junction space-charge layers can be probed by using ac
admittance spectroscopy or transient spectroscopy methods. These methods are applicable to
both the deep bulk trap [100, 101] and interface trap [102, 103] studies in MOS devices. The ac
admittance method is a classical approach to characterize the interface states in MOS structures
[104]. The method better accentuates fast interface states, which are spatially located at the SI
interface plane. The method considers the imaginary part of the measured admittance, which
is directly linked to the charge trapped and emitted from the interface states as a consequence
of the applied ac electric field. The localized states exchanging charge with the majority carrier
band of a semiconductor respond to ac signal with both the capacitive and conductive compo-
nents. At a particular frequency ω which is ωτ = 1, where τ is the characteristic time constant
for the charge exchange with the localized state. The ratio Gp/ω reaches a maximum value
directly proportional to the density of the surfaces states Dit. The trap occupancy is modulated
by the semiconductor surface potential Ψs. The capture cross sections sp,n and the trap densi-
ties Nt(p,n) can be inferred from the frequency dependences of conductance exemplified in
Figure 7. The interface trap resonances can be analyzed by using different models. Initially, it
was suggested that there exists a quasicontinuous distribution of the interface states localized
at the SI interface and that the surface charge and potential are uniform all over the interface.
The broadening of the experimental normalized conductance curves was explained by
Nicollian and Goetzberger as related to a random oxide charge and charge of the interface
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states distributed in the interface plane [105]. The tunnel recharging of the traps has been
considered in Ref. [106]. To account for asymmetric conductance peaks, another model
suggested that the interface traps at a particular energy have a range of cross sections spanning
over orders of magnitude [107].

In nanoscale CMOS devices, the excessive leakage current impacts characterization of the
interface traps by application of ac admittance spectroscopy. It has been demonstrated that
errors in series resistance are critical when Dit values are determined at the accumulation
band bending, while high tunnel currents hamper characterization of the midgap interface
states [108]. The practical solution of the problem associated with the interface trap charac-
terization in tunnel MOS-devices is the use of the charge pumping method [109, 110]. When
the leakage current does not impede the interface trap analysis, the interface states in the
(100)Si/SiO2 and (100)Si/HfO2 entities can be reliably inferred from the capacitance frequency
dispersion [111, 112] or ac admittance spectroscopy combined with the CV methods [113]. In
the latter work, it has been observed that the Dit density measured on Hf-containing samples
subjected to a high-temperature anneal in oxygen and a subsequent passivation in hydrogen
is still higher than that inferred for the equally treated (100)Si/SiO2 interface. After passiv-
ation in molecular hydrogen, both the HfO2 and SiO2 interfaces with Si exhibited theDit peak
positioned at 0.4 eV above the silicon valence band top. When Pb0 centers are passivated by
molecular hydrogen the ac conductance responses are dominated by the contribution of the
slow states, which are usually ascribed to the oxide-related imperfections. The slow states
giving rise to the feature observed at 0.4 eV are likely to originate from the near interfacial
oxide interlayer and could exist due to a lattice distortion in strained interfaces.

Figure 7. Equivalent parallel conductance as a function of frequency. The points are experimental values taken on a MOS-
capacitor at different surface potentials ψs. The silicon substrate is of p-type conductivity.
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4.3. Transient capacitance

Transient-capacitance spectroscopy has been initially developed to study deep bulk trap levels
in semiconductors and termed by Lang as deep-level transient spectroscopy (DLTS). The
capacitance DLTS is a preferred variant of the transient measurements, because it allows to
separate minority and majority carrier emissions [114]. The technique is based on recording
fast capacitance transients and passing the transient signal through a rate window circuit
using a boxcar integrator and predefining the width of the gate pulse, the integrator response
time, and the rate-window time constant. A lock-in amplifier used instead of a boxcar integra-
tor requires settings for the rate-window, the initial gate-off period and the phase. When the
traps are continuously distributed in energy (such as the interface traps) the measurement
yields an emission time-constant spectrum, which depends on both the trap distribution and
capture cross sections. A conventional DLTS procedure uses biases in depletion and pulsed
voltage to populate interface traps with majority carriers. The responses of the device capaci-
tance are recorded as the interface trap occupancy tends to equilibrium distribution. The
energy of the traps can be determined independently of the emission rate by using two
charging pulses of slightly different amplitude to selectively populate the interface traps
[115]. A new method to determine capture cross sections independently of temperature and
energy has been proposed in the work [116]. The method exploits the use of small trap-filling
pulses to narrow the energy range within which the surface states become populated with
majority carriers. Schematic diagrams representing (a) energy bands at the SI interface and (b)
the pulsing sequence are shown in Figure 8.

When a voltage pulse sequence ΔV is superimposed on a constant voltage biasing a MOS
structure to the surface depletion by the majority carriers, the capacitance difference recorded
between times t1 and t2 is expressed as

Figure 8. Schematic diagrams representing (a) energy bands at the SI interface and (b) the capacitance and the surface
potential at the SI interface.
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ΔC ¼ A
ðEc

Ev

NsðEÞ e�
t1
τn � e�

t2
τn

h i
½f 0ðEÞ � f 1ðEÞ�dE, ð4Þ

where NS(E) is the surface state density at energy E, τn is the emission time constant for
electrons when considering n-type semiconductor. A constant A= С3

0=εsCoxND, where C0 is a
capacitance at reverse bias, εs is the Si permittivity, and Cox is the insulator capacitance, ND is
the substrate doping. The integration limits span from the valence band edge Ev to the con-
ductance band edge Ec, and Ef is the Fermi level.The electron occupation of the surface states at
the surface potential values Ψ s and Ψ s � ΔE=q is described by the Fermi functions f oðEÞ and
f 1ðEÞ. As the pulse amplitude is small, the occupancy of the surface states can be approximated
by the δ function, and Eq. (4) can be written as the capacitance of a discrete level.

ΔC ¼ ANsðEtÞ e
� t1

τn ðEtÞ

� �
� e

� t2
τn ðEtÞ

� �" #
ð5Þ

For a discrete level, DLTS spectrum peaks at

τn ¼ t2 � t1
ln t2=t1ð Þ ð6Þ

The emission time constant is expressed as

τn ¼ ½vth �Nc � σneð�ΔEt=kTÞ��1, ð7Þ

where vth is the thermal velocity of electrons, Nc ¼ NDeðqVf =kTÞ is the effective density of states
in the conduction band, σs is the capture cross section for electrons, and ΔEt is the activation
energy.

Assuming a capture cross section is exponentially dependent on energy

σn ¼ σ0e�ΔEσ=kT , ð8Þ

with σ0 and ΔEσ being the preexponential factor and the activation energy, respectively, a set of
the capture cross sections at different energies can be expressed as

σnðEt, TÞ ¼ σ0ðEtÞe
�
�ΔEσðEtÞ=kT

�
: ð9Þ

The apparent activation energy and the energy-dependent term σ0ðEtÞ can be determined from
the Arrhenius plot. Repeating the DLTS measurements at different gate voltages (i.e., different
surface potentials), one obtains σ0ðEtÞ. The surface potential values can be determined from CV
curves. The doping density and the oxide capacitance are estimated from the CV curves under
the inversion and the accumulation, respectively.
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In DLTS measurements, the bias dependence of the peak is a distinct signature of the charge
carrier emission from the interface states [117]. Being characterized by DLTS and CV measure-
ments, the oxide charge, the interface state densities, and capture cross sections in the energy
gap can be utilized to obtain surface recombination velocities [118]. Applying DLTS pulses of
opposite polarity (from accumulation to inversion) allows estimating the thermal generation
times of bulk and surface centers [119]. DLTS techniques are capable in determining the trap
properties in terms of relaxation mechanism and the defect profiling, the information valuable
to study defects introduced by ion beams and ionizing radiation [100]. Naturally, characteriza-
tion approaches are purpose-specific and can be based on several experimental techniques to
identify a particular defect or study its energetics and kinetics. For example, commonly used
techniques for studying the electrical- and optical characteristics of point defects such as DLTS
and photoluminescence are sensitive to the defect states within the bandgap but have to be
complemented by ESR studies to obtain information on the atomic structure of a defect or a
defect complex.

4.4. Photoinjection

The methods based on photoinjection of charge carriers in metal-semiconductor barrier struc-
tures are sensitive to local nonuniformities in semiconductor interfaces because charge in a
semiconductor induces an equal charge in the electrodes giving rise to electric fields at the inter-
faces, with a consequent field-effect modulation of the barrier heights (for the all-encompassing
review on the subject of internal photoemission spectroscopy (IPE) methods one can refer to
the book [120]). The early application of scanning internal photoemission to map sodium
contamination at the Si/SiO2 interface has been reported in work [121]. The IPE and trap
photodepopulation methods were applied to reveal electron traps in Na+ and Al+ implanted
SiO2 [122]. At present, this technique has been revived to study ion beam induced charge
nonuniformities in GaN and SiC [123].

Experimentally, the charge injected into an oxide, i.e., the current over the time of injection
should remain unchanged by the method used for the charge detection. The trapped charge
density is determined sensing the electric field created by the trapped charge. The electric field
created by the charge of trapped carriers can be also observed in variations of the surface band
bending of a semiconductor, i.e., a semiconductor space-charge layer serves as the field-sensing
element. The band bending as a function of electric field can be extracted from capacitance-
voltage measurements and the additional contribution of trapped charge to the field can be
determined as a voltage shift of a CV curve. In MOSFETs, the trapped charge can be monitored
as a function of the threshold voltage. This technique senses the charge carrier density in the
inversion channel to monitor the electric field at the SI interface. Alternatively, the electric field
induced by the trapped charge can be monitored by the Kelvin probe or photovoltage. In the
latter case, the light intensity should be sufficient to set the flat band conditions at the semicon-
ductor surface.

The experimental studies of the trapped charge in ion-implanted insulators are numerous with
several examples represented in Refs. [124–131]. The interfacial defect densities modified by
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ion implantation have been studied combining IPE and ac conductance spectroscopy methods
on nitrogen implanted SiC/SiO2interfaces [132]. IPE reveals that nitrogen incorporates in car-
bon clusters at the SiC/SiO2 interface that causes a shift of the electron levels to higher binding
energies. Inferring the Schottky barrier height from the IPE spectra, it has been shown that ion
implantation of sulfur in the NiSi/Si barrier does not induce changes in the barrier height, but
increases doping in silicon [133]. The silicide/Si barrier modification by intentional dopant
segregation has been verified in work [134].

4.5. Slow interface states as a special case of study

Defects generated by ionizing radiation and/or electric field, as well as the defects in
undamaged devices, are considered to be spatially distributed across the SI interface and can
be classified accordingly to the spatial location as the oxide-related traps and the interface
traps. In respect to the latter, it is generally accepted that the interface traps are rapidly
communicating with the silicon conduction or valence bands. The defects within the oxide
interlayer also can exchange charge with silicon as has been revealed by the noise measure-
ments [135]. Combining ac admittance spectroscopy and the noise measurements, it has been
established that the fast interface states at the Si/SiO2 interface, likely associated with the
dangling bond defects, contribute to the loss peak in conductance measurements [136]. The
defect states residing in an oxide layer are responsible for 1/f noise and random telegraph
noise. These trapping centers in the oxide contribute to the conductance plateau at low fre-
quency in ac conductance spectra (cf. Figure 2 of Ref. [137]). A separable contribution of the
oxide-related traps has been revealed employing measurements of subthreshold current [138]
and the charge-pumping technique [139] to MOSFETs and CV measurements taken on the
gate-controlled diode [140]. The latter technique is applicable for characterization of the inter-
face traps in MOS devices composed on wide band gap semiconductors, because it allows
supplying minority carriers in an amount sufficient to compensate for the low thermal gener-
ation rates of the minority carriers. An alternative method of providing minority carriers to
invert a semiconductor surface is a controlled deposition of surface charges onto an insulator
surface from corona discharging in air as it has been proposed in Ref. [141]. In this work, a
surface charge has been deposited on SiO2 and high-k dielectrics to overcompensate the carrier
leakage current in silicon MOS capacitors and enable extraction of Dit(E) profiles following the
Berglund formalism. There are several advantages of the inverting semiconductor surfaces by
employing noninvasive electrostatic charging of an insulator surface in a MOS structure: (i)
The method does not involve fabrication of a transistor or a gate-controlled diode. (ii) The
Berglund analysis can be used to reliably estimate Dit(E) over the major part of a semiconduc-
tor band gap (for Si, from 0.2 to 0.9 eVabove the valence band edge) using just MOS capacitors
of one type of semiconductor conductivity. (iii) The method may employ CV measurements at
mid-kHz frequency range allowing investigation of samples, which experience relatively high
leakage current.

The sub-division of the interface trap responses into slow and fast on the basis of their character-
istic time constants is important in research on the irradiation-induced damage in MOS devices.
The interface state generation under irradiation or high electric field stress can involve electron-

Ion Implantation - Research and Application86



ion implantation have been studied combining IPE and ac conductance spectroscopy methods
on nitrogen implanted SiC/SiO2interfaces [132]. IPE reveals that nitrogen incorporates in car-
bon clusters at the SiC/SiO2 interface that causes a shift of the electron levels to higher binding
energies. Inferring the Schottky barrier height from the IPE spectra, it has been shown that ion
implantation of sulfur in the NiSi/Si barrier does not induce changes in the barrier height, but
increases doping in silicon [133]. The silicide/Si barrier modification by intentional dopant
segregation has been verified in work [134].

4.5. Slow interface states as a special case of study

Defects generated by ionizing radiation and/or electric field, as well as the defects in
undamaged devices, are considered to be spatially distributed across the SI interface and can
be classified accordingly to the spatial location as the oxide-related traps and the interface
traps. In respect to the latter, it is generally accepted that the interface traps are rapidly
communicating with the silicon conduction or valence bands. The defects within the oxide
interlayer also can exchange charge with silicon as has been revealed by the noise measure-
ments [135]. Combining ac admittance spectroscopy and the noise measurements, it has been
established that the fast interface states at the Si/SiO2 interface, likely associated with the
dangling bond defects, contribute to the loss peak in conductance measurements [136]. The
defect states residing in an oxide layer are responsible for 1/f noise and random telegraph
noise. These trapping centers in the oxide contribute to the conductance plateau at low fre-
quency in ac conductance spectra (cf. Figure 2 of Ref. [137]). A separable contribution of the
oxide-related traps has been revealed employing measurements of subthreshold current [138]
and the charge-pumping technique [139] to MOSFETs and CV measurements taken on the
gate-controlled diode [140]. The latter technique is applicable for characterization of the inter-
face traps in MOS devices composed on wide band gap semiconductors, because it allows
supplying minority carriers in an amount sufficient to compensate for the low thermal gener-
ation rates of the minority carriers. An alternative method of providing minority carriers to
invert a semiconductor surface is a controlled deposition of surface charges onto an insulator
surface from corona discharging in air as it has been proposed in Ref. [141]. In this work, a
surface charge has been deposited on SiO2 and high-k dielectrics to overcompensate the carrier
leakage current in silicon MOS capacitors and enable extraction of Dit(E) profiles following the
Berglund formalism. There are several advantages of the inverting semiconductor surfaces by
employing noninvasive electrostatic charging of an insulator surface in a MOS structure: (i)
The method does not involve fabrication of a transistor or a gate-controlled diode. (ii) The
Berglund analysis can be used to reliably estimate Dit(E) over the major part of a semiconduc-
tor band gap (for Si, from 0.2 to 0.9 eVabove the valence band edge) using just MOS capacitors
of one type of semiconductor conductivity. (iii) The method may employ CV measurements at
mid-kHz frequency range allowing investigation of samples, which experience relatively high
leakage current.

The sub-division of the interface trap responses into slow and fast on the basis of their character-
istic time constants is important in research on the irradiation-induced damage in MOS devices.
The interface state generation under irradiation or high electric field stress can involve electron-

Ion Implantation - Research and Application86

hole recombination in a gate insulator as proposed by Lai [142], the hole trapping according to
the ”hydrogen model” by Griscom [60], or generation of dangling bond defects in the oxide.
Experimentally, it has been shown that both the fast and slow interface states can be generated
upon oxide damage by high electric field or irradiation [143]. The mechanisms operative in the
interface trap built-up upon irradiation or electric field stress are governed by hydrogen impu-
rity, interfacial strain preexisting in thin insulating films on semiconductors, and experimental
conditions used to impose damage on MOS devices.
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Abstract

In this chapter, we present information about the design, fabrication and characteriza-
tion of optical waveguides obtained by using a protocol of multiple energy ion implan-
tations. This protocol must provide an approach to produce optical waveguides with
adequate features, such as dimensions, evanescent field and optical confinement. In
general, optical waveguides can be improved by widening the optical barrier or wave-
guide core through multiple energy ion implantations. Design of optical waveguides
must consider effects induced by the ion implantation process, such as modification of
substrate density, polarizability and structure. Information will be presented about
optical waveguides formed mainly in laser crystals (i.e., Nd:YAG, Nd:YVO4) using light
ions such as H and He+ and heavy ions such as C2+. In general, these ions decrease the
refractive index in the implanted area, producing a barrier that permits guiding in the
region near the surface. Furthermore, information about nonlinear optical properties of
channel waveguides containing metallic nanoparticles is presented. Composite mate-
rials containing metallic nanoparticles embedded in a dielectric matrix such as silica
possess interesting properties due to surface plasmon resonance absorption features
and the enhancement of the third-order nonlinear optical response. Therefore, nonlinear
optical properties in composite waveguides can be used in all-optical switching devices.

Keywords: optical waveguides, multi-energy ion implantation

1. Introduction

Since the 1960s, waveguide optics has evolved into an emerging discipline and has a tremen-
dous impact on our information society, due to the potential applications for signal processing

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



and biochemical sensing [1]. The first proton implantation in fused silica to form waveguides
was reported in 1968 [2]. Then, ion-implanted waveguide progress has been reviewed by
Townsend et al. summarizing early results before 1993 [3]. In recent years, Chen et al. and Liu
et.al. presented review papers [4–6] showing advances from 1994 to 2013. Ion implantation has
been used to produce optical waveguides in several substrates, including more than 100
materials such as single crystals, glasses, polycrystalline ceramics and organic materials. More-
over, ion implantation allows accurate control of both dopant composition and penetration
depth through the choice of the species and the energy of the ions. Waveguides can be
fabricated at low temperature, which ensures steady chemical compositions and phases in the
waveguide region. Waveguides can be fabricated by combining ion implantation with other
techniques, such as ion exchange and metal ion diffusion [7, 8].

Single ion implantation has been used as a rule to produce optical waveguides, but there is a lack
of control of optical confinement that limits its potential as optical waveguides [9]. However,
optical waveguides can be improved by widening the barrier or directly generating the wave-
guide core through multiple energy ion implantations [10, 11]. There are a few works related to
optical waveguides obtained by means of multiple ion implantations [12, 13]. In this chapter,
multi-energy ion implantation is used to fabricate optical waveguides.

2. Theory

2.1. Optical waveguides

The simplest optical waveguide structure is the planar or slab waveguide. It is composed of a
refractive index material surrounded by two lower refractive index materials, and it confines
light in one direction. Figure 1 shows the typical three-layer configuration of a planar wave-
guide, where n1 is the refractive index of the core and n2 and n3 are the refractive indices of
substrate and cladding, respectively (n1 > n2 > n3). Considering a plane wave travelling in a slab
waveguide structure, with a dielectric square shape core refractive index, an eigenvalue equa-
tion that describes light propagation can be obtained for transverse electric (TE) and transverse

Figure 1. A three-layer configuration of a slab optical waveguide.
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magnetic (TM) wave polarizations, Eqs. (1) and (2), for a three-layer dielectric waveguide
structure [14]:

kaa ¼ tan�1 kc
ka

þ tan�1 ks
ka

þmπ ð1Þ

kaa ¼ 1
d
tan�1 kc

ka
þ 1

c
tan�1 ks

ka
þmπ ð2Þ

where a is the film physical thickness, ka ¼ k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2a � n2e

p
, ks ¼ k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2e � n2s

p
, and kc ¼ k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2e � n2c

p
are

the transversal wavenumbers in the core, substrate, and cladding, respectively, and k ¼ 2π=λ is
the wavenumber; c ¼ n2s=n

2
a and d ¼ n2c=n

2
a are parameters introduced in the TM eigenvalue

equation. Furthermore, an effective index ne can be obtained for every integer m number; this
solution is known as the mth mode and has its own light distribution at the waveguide
structure. The distribution of the electric field amplitude is given by:

EyðxÞ ¼

Ece�σcx, x ≥ 0

Ec cos ðκaxÞ � σc
κa

sin ðκaxÞ
� �

, � a ≤ x ≤ 0:

Ec cos ðκaaÞ � σc
κa

sin ðκaaÞ
� �

eσsðxþaÞ: x ≤ � a

8>>>><
>>>>:

ð3Þ

The light confinement, Г, is defined as a ratio between the light power in the core and the total
mode power and is calculated from [15]:

Γ ¼ Pf ilm

P
¼

1þ ks
k2f þk2s

þ kc
k2f þk2c

f þ 1
ks
þ 1

kc

: ð4Þ

2.2. Ion implantation process

The ion implantation has proven to be a powerful technique to fabricate optical waveguides in
a variety of materials. In the case of light ions that are implanted, the damage caused by the
nuclear collisions during the implantation reduces the physical density of the substrate. The
low-density buried region, with refractive lower than the substrate, acts as an optical barrier.
The region between the surface and the optical barrier has a higher refractive index and can
operate as a waveguide [12]. By contrast, heavy ions can increase physical density, polarizabil-
ity or structure of the substrate, which results in an increase in the refractive index of the
implanted region surrounded by regions with lower refractive index, making a typical optical
waveguide [13].

Nuclear damage processes, which create partial lattice disorder in the material, also can
introduce a positive or negative change in the refractive index, depending on the ionization
and diffusion effects. The index profile depth can be controlled by the ions energy, and the
positive or negative change in the refractive index will allow one to have a waveguide core or
an optical barrier [3]. The changes in the refractive index nmostly depend on the defect content
(ΔV), changes in the polarizability (Δ∝) and structure factors (F). The Wei adaptation of the
Lorentz-Lorenz equation gives [16]:
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Δn
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¼ ðn2 � 1Þðn2 þ 2Þ
6n2

�ΔV
V

þ Δ∝
∝

þ F
� �

: ð5Þ

When the dominant mechanism is a negative ΔV, an optical barrier will be produced beneath
the substrate surface. On the other hand, a positive ΔVmay lead to an increase in the refractive
index acting as the core of the waveguide. Glass implanted with heavy ions such as Ag and Cu
follows this behaviour. Furthermore, an annealing procedure can generate metal nanoparticles
in the waveguide, which have potential as nonlinear optical devices [17].

3. Methodology and materials

The development of optical waveguides by a multi-implantation process shown in blocks in
Figure 2 requires feedback from optical design software, ion implantation simulations, optical
characterization and optimization. Once specific requirements are defined for the design of optical
waveguides, it is necessary to know basic information of the first approach of waveguide parame-
ters such as Δn and core dimensions. Afterwards, it is necessary to try to replicate these features
through the ion implantation process. The prediction of ion range and damage distribution is
essential for the ion implantation technique and thus several computer simulation programs have
beendeveloped such as the Stopping andRange of Ions inMatter (SRIM), crystal- Transport of Ions
in Matter (crystal-TRIM), Projected Range Algorithm (PRAL), MARLOWE, University of Califor-
nia MARLOWE (UC-MARLOWE), University of Valladolid MARLOWE (UVAMARLOWE),
REED and so on [18–22]. Here, the ion trajectory was simulated by the Stopping and Range
of Ions in Matter (SRIM) software [23], while the ions were implanted by the NEC
Pelletron Accelerator Model 9SDH-2 at the Instituto de Física, UNAM. The experimental
parameters used to fabricate SiO2 planar waveguides by Ag+ multiple implantation pro-
cess are shown in Table 1.

Figure 2. A diagram for the development of optical waveguides by a multi-implantation process.
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Pelletron Accelerator Model 9SDH-2 at the Instituto de Física, UNAM. The experimental
parameters used to fabricate SiO2 planar waveguides by Ag+ multiple implantation pro-
cess are shown in Table 1.
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An automatic prism-coupling system, (MetriconModel 2010) operating at awavelength of 633 nm,
was used for obtaining TE/TM effective refractive indices of the waveguides propagation modes,
and propagation losses were determined by a transmission technique; both techniques are
described later.

Also, results will be reviewed for the waveguides fabricated in laser crystals such as YAG and
YVO4 doped with Nd or Yb. These results deal mainly with refractive index changes and laser
emission properties.

4. Results and discussions

4.1. Initial parameters for optical waveguides

The single mode of behaviour of the waveguide in the Near Infrared (NIR) was considered as a
major goal. Calculations by means of the Reflectivity Calculation Method (RCM) result in a
step-index waveguide with a core width of ~3 µm and index change of Δn~0.008, whose
intensity mode profiles are shown in Figure 3.

Implant energy Fluence [ions/cm2]

M1 M2 M3 M4

9 MeV 5 � 1014 1 � 1015 2.5 � 1015 5 � 1015

7 MeV 2.5121 � 1014 5.025 � 1014 1.256 � 1015 2.5119 � 1015

6 MeV 1.4748 � 1014 2.9505 � 1014 7.3757 � 1014 1.475 � 1015

5.2 MeV 2.0689 � 1014 4.1375 � 1014 1.034 � 1014 2.069 � 1015

4.3 MeV 1.9508 � 1014 3.9 � 1014 9.75 � 1014 1.95 � 1015

Table 1. Parameters of implantation used for the samples M1–M4 [13].

Figure 3. Intensity distribution of propagation modes confined in a step-index waveguide with refractive index change
Δn~0.008 for: (a) λ = 633 nm and (b) λ = 1064 nm.
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4.2. Design of waveguides through multiple energy ion implantations

The methodology oriented to design optical waveguides in a dielectric matrix, by means of ion
implantation, must consider parameters as: (a) type of ion, energy, fluence and (b) composition
and structure of the substrate trying to obtain a specific waveguide. Moreover, changes in the
properties of the substrate during the ion implantation, for example, structural, density or
polarizability must be considered for a robust waveguide design.

4.2.1. Optical waveguides by heavy (Ag) ion implantation

First, the silver ion implantation profile was calculated using energies from 1 to 10 MeV and
fluences from 1014 to 1015 ions/cm2 in an SiO2 substrate; see Figure 4(a) [17]. As an example,
Figure 4(b) shows a step ion distribution obtained from multiple silver implantation energies
and fluences: 9 MeV, 5x1014 ions/cm2; 7 MeV, 2.5x1014 ions/cm2; 6 MeV, 1.47x1014 ions/cm2; 5.2
MeV, 2x1014 ions/cm2 and 4.3 MeV, 1.95x1014 ions/cm2 [13].

4.2.2. Optical waveguides by light (H, He+) ion implantation

Light ion implantation normally reduces the refractive index at the end of the ion trajectory
and thus an optical waveguide is created between this low index region (so-called optical
barrier) and the air next to the substrate’s surface, see Figure 5. The refractive index is reduced
mainly because of a volume expansion in the damage region, producing a lower material
density. Depending on the material, the refractive index in the guiding region may increase or
decrease slightly due to polarizability and structural factors, according to Eq. (5). In order to
reduce light leakage through the optical barrier into the substrate (i.e., light tunnelling),
generally, two or three energies close to each other are used, generating broader barriers than
those obtained by a single implant [24–26]. For example, helium ion energies of 1.75, 1.6 and

Figure 4. (a) Ag implantation profiles for a range of 2–9 MeVand (b) multiple implantations towards a generation of a step-
index waveguide [13].
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1.5 MeV can be implanted, instead of only 1.5 MeV, at a dose of around 1016 ions/cm2, reducing
the tunnelling losses in the waveguide.

4.3. Passive optical waveguides

In this section, the results of optical and physical properties of ion-implanted waveguides are
presented.

4.3.1. Refractive index change for an optical waveguide

One of the most important optical properties of waveguides is the refractive index change that is
produced by the ion implantation process. From the complex mechanism of effects produced by
ion implantation in optical materials, here, only the main contributors to the refractive index
change are considered. Refractive index change is induced by the modification of the substrate
density, polarizabilityor structureproducedby radiationdamageor stoichiometric changes [9–11].
Anapproach to analyse the refractive index change,Δn, of an ion-implantedwaveguide is givenby

ΔnTE,TM ¼ ΔnR þ ΔnV þ ΔnTE,TMσ ð6Þ

where ΔnR is mainly due to the difference in polarizability before and after ion implantation
which can be calculated using a basic model that relates refractive index as a function of

Figure 5. A refractive index profile of a Yb:YAG waveguide implanted with protons at an energy of 1 MeV and an incident
angle of 46� [27].
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chemical composition [9]. Refractive index change’s contribution from volume change of the
matrix surface caused by the induced compaction process, ΔnV, can be estimated across the
surface implanted through AFM measurements [28]. The index change Δnσ depends on
the polarization state of the light (TE or TM) is related to the optical stress produced by ion
implantation which can be determined directly using an effective index of propagation modes
for TE and TM polarizations.

An initial consideration to estimate the gradient index profile of the ion implantation distribu-
tion is to calculate the ion distribution generated by the multiple ion implantation process and
the corresponding refractive index. First, we calculated Δn of each segment of 70 nm of the
waveguide, shown in Figure 6(a). Refractive index profiles obtained for M1-M4 are shown in
Figure 6(b). The values of ΔnRmax calculated for samples M1-M4 are ~0.00017, ~0.00034,
~0.00089 and ~0.0017, considering a silver ion concentration of Agmax ~0.04%wt., ~0.08%wt.,
~0.2%wt. and ~0.4%wt., respectively.

4.3.2. Refractive index profile of optical waveguides

Away to determine the refractive index profile of an optical waveguide is by means of direct
measurements of effective refractive indices of confined and radiated propagation modes
using a prism-coupling technique. In the prism-coupling method, as shown in Figure 7, an
incident light beam enters the prism at an angle ϕ. At the prism base, the light beam forms an
angle θ to the normal. This angle, θ, determines the phase velocity in the z direction of the
incident beam in the prism and in the gap between the prism and the waveguide. Efficient
coupling of light into the waveguide occurs only when we choose the angle ϕ such that vi is
equal to the phase velocity, vm, of one of the guided modes [29].

The effective refractive index, Nm, of the mth mode is related to θm, by

Nm ¼ npsin sin�1 sin
θm

np

� �
þ A

� �
ð7Þ

Figure 6. (a) A multiple implantation profile and (b) refractive index profiles for samples M1–M4.
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where A and np are the base angle and refractive index of the prism, respectively. The effective
refractive indices of the guided modes in the SiO2 waveguides, shown in Table 2, were
obtained by the measurement of the coupling mode angles of the prism coupler. Figure 8(a)
shows typical results of TE/TM effective refractive indices for the propagation modes of
waveguides obtained through the prism-coupling technique. Table 2 lists the values of TE
and TM effective refractive indices for the propagation modes in the ion-implanted wave-
guides. Propagation modes m0 and m1 are guided modes and m2, m3 and m4 are considered
radiated modes because they do not fulfil the condition n3 < neff < n2 but are required for an
adequate refractive index profile fitting [30]. Starting from a refractive index profile calculated
from polarizability shown in Figure 6(b), a refractive index profile for the waveguides was
fitted by the RCM method for experimental and theoretical effective refractive indices of the
waveguide propagation modes. Fitted refractive index profiles of waveguides, for TE/TM
polarizations, are shown in Figure 8(b), wherein values of refractive index from core, cladding
and substrate are given, respectively.

Figure 7. A principle of operation of the prism-coupling technique [29].

Mode M1 M2 M4

neffTE neffTM neffTE neffTM neffTE neffTM

m0 1.4640 1.4644 1.4642 1.4646 1.4640 1.4644

m1 1.4604 1.4607 1.4607 1.4611 1.4593 1.4597

m2 1.4542 1.4548 1.4548 1.4551 1.4518 1.4521

m3 1.4428 1.4430 1.4431 1.4433 1.4384 1.4387

m4 1.4275 1.4273 1.4287 1.4291 1.4192 1.4187

Table 2. Effective refractive indices of the propagation modes in the SiO2 waveguides [13].
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4.3.3. Waveguide propagation losses

Propagation losses were determined by the method of light transmission, as shown in Figure 9.
Transmittance of the waveguides (tw) was calculated considering losses along the different
components involved in the whole system. Interface-waveguide transmittance (tf�w ¼ 1� ηR),
where ηR is the Fresnel reflection fibre guide, the mode-size mismatch between the fibre and the
waveguide (η0), interface transmittance (tout) and microscope transmittance (tm) are needed to be
accounted in order to describe the overall throughput T, given by Eq. (8) [9].

T ¼ tf�wη0twtouttm ð8Þ

To determine the propagation losses (αw), we use the extinction coefficient given by Eq. (9), where
Pin and Pout are the input and output of optical power respectively and L is the waveguide length.

αw ¼ �ln
Pin

Pout

� �
=L ð9Þ

Figure 8. (a) An experimental TE/TM effective refractive index for the propagation modes of the waveguide M1 and (b)
TE/TM refractive index profiles calculated for waveguides M1, M2 and M4 [13].

Figure 9. An experimental setup for a waveguide mode profile: (a) laser, (b) optical fibre, (c) waveguide, (d) microscope,
(e) diaphragm and (f) CCD or detector.
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To estimate losses and transmittance, power measurements were done by fibre-coupling into
one waveguide facet, which introduces mainly three loss mechanisms: Fresnel reflections,
size mismatch between the fibre mode and the waveguide mode and their misalignment
[31].

The Fresnel reflection depends on the index change at both the waveguide and fibre end face.
The reflected light (returned loss) can be written as:

ηR ¼
n1�n2
n1þn2

� �2
þ n3�n2

n3þn2

� �2
þ 2 n1�n2

n1þn2

� �
n3�n2
n3þn2

� �
cosð4πn2g 1

λÞ

1þ n1�n2
n1þn2

� �2
n3�n2
n3þn2

� �2
þ 2 n1�n2

n1þn2

� �
n3�n2
n3þn2

� �
cosð4πn2g 1

λÞ
g ð10Þ

where n1 and n3 are the effective refractive indices of the fibre and the guide mode, n2 is the
refractive index in the gap g between the fibre and the guide and λ is the wavelength. The
mode-size mismatch induces loss because the transverse mode coupling cannot be complete.
The efficiency is computed using the well-known overlap integral

η0 ¼

ðð
jE1E2j2dxdy

ðð
jE1j2dxdy

ðð
jE2j2dxdy

: ð11Þ

This integral expresses the coupling between the electric fields E1 and E2 of modes, which
propagates in the fibre and in the waveguide, respectively. In the most general case, the mode
profile can be approximated by a combination of half Gaussians (see Figure 10) and the
overlap integral gives:

η0 ¼
ffiffiffiffiffiffi
ω1

p ω1
ω0

þ ω0
ω1

� ��1=2
þ ffiffiffiffiffiffi
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ω0
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ω1þω2
2

ω3
ω0

þ ω0
ω3

� � ð12Þ

where ω0 is the waist of the fibre mode and ω1, ω2, and ω3 are the half-waists of the waveguide
mode. The propagation loss values (αw) measured for the waveguides M1, M2 and M4 are
around 0.7, 3.9 and 19.5 dB/cm, respectively.

Figure 11 shows the intensity distribution of the propagation modes supported by the silver-
implanted waveguides in SiO2. These images of the spot emerging from the waveguide out-
put, excited by fibre-waveguide coupling, were obtained by a Charge-coupled device (CCD)
camera coupled to a travelling microscope. Here, it is possible to appreciate the excitation of
propagation modes m0 and m1 for each of the waveguides, which is in accordance with results
from the prism-coupling technique. The waveguide optical confinement factor measured for
propagation modes m0 and m1 was 90% and 70% for M1, 80% and 75% for M2 and 90% and
85% for M4, respectively.
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4.4. Active optical waveguides

4.4.1. Laser emission

For more than 50 years, a large variety of lasers have been developed and optimized for differ-
ent performance characteristics such as output power, efficiency, emission bands, pulse energy
and pulse width. Research in this area is sustained by the impulse of a great diversity of
scientific and technological applications in our modern society.

The main properties of laser emission are (a) coherence, which means that the photons move
synchronously along the beam, (b) directionality, that is its ability to be focused into a small
spot and (c) monochromaticity, which means that the light beam consists of essentially one
wavelength, and this property originates from the basic principle of stimulated emission
that involves well-defined atomic energy levels. Among different types of lasers, solid-state
lasers are based on crystals or glasses doped with rare earth or transition metal ions. The
principal source of energy to obtain efficient laser emission in these materials comes from laser
diodes, giving solid-state lasers some advantages such as compact configuration, prolonged

Figure 10. A typical waveguide mode profile [31].
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Figure 11. Intensity distributions of waveguide output light and intensity distribution profile for waveguides: a) funda-
mental mode in M1, b) first mode in M1, c) fundamental mode in M2, d) first mode in M2, e) fundamental mode in M4,
and f) first mode in M4.
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operational lifetime and generally very good beam quality. In particular, waveguide lasers
offer high gain and low power thresholds in a small cross-section.

The principal laser characteristics are slope efficiency (φ) and threshold pump power (Pth);
these are obtained from the plot of the laser output power as a function of the absorbed pump
power (i.e., slope efficiency curve). The slope efficiency is the slope of the curve when it is
approximated to a straight line, and the threshold pump power is the value of the pump power
at which the curve crosses the pump power axis. For a four-level system like Nd:YAG or
Nd:YVO4, these parameters can be estimated using the following equations [32]:

φ ¼ η
1� R2

δ
λp

λs
ð13Þ

Pth ¼ hc
λp

1
ησeτ

δ
2
Aef f ð14Þ

where η is the pump quantum efficiency (number of ions excited to the upper-laser level per
absorbed photon), δ ¼ 2αl� lnðR1R2Þ gives the total cavity losses (where α is the waveguide
propagation loss and l is the cavity length), R1 and R2 are the reflectivities of the input and
output mirrors, λp and λs are the pump and signal wavelengths, respectively, h is the Planck’s
constant, c is the speed of light in the vacuum, σe is the stimulated emission cross-section, τ is
the fluorescence lifetime and Aeff is the effective pump area.

4.4.2. Optical waveguides in active crystals

Waveguides in laser and nonlinear crystals have been developed for several decades achieving
a mature stage. In particular, rare earth-doped waveguides combine compactness and the
possibility of generating laser light, by combining the absorption and emission properties of
the active ion with the confinement capacity of the optical microstructure.

Numerous laser waveguides have been fabricated by ion implantation using the optical barrier
approach (i.e., reducing the refractive index at some distance beneath the surface) [3–5]. In this
case, multi-energy implantation has been used to broaden the barrier and thus reduce the light
tunnelling into the substrate. Our group has reported laser waveguides in Nd:YAG, Yb:YAG
and Nd:YVO4 by light and heavy ion implantation [12, 27]. YAG waveguides exhibit a slight
increase in the refractive index in the guiding region, besides the optical barrier, due to
polarizability effects and optical stress. As an example of laser emission in these structures,
channel waveguides fabricated by proton implantation in Nd:YAG showed a laser pump
threshold of 6.9 mW and a slope efficiency of 16% [33], see Figure 12. Other groups have
reported better laser performances (e.g., threshold pump power as low as 1.6 mWwith a slope
efficiency of 29%), indicating the improvement in the production of waveguide lasers [34].

Nd:YVO4 waveguides have been fabricated by proton, helium, carbon and silicon implanta-
tion among different ions [26, 35, 36]. Implanting light ions generates the typical optical barrier
waveguide for both the ordinary and the extraordinary index. We used double or triple
implants to reduce the tunnelling losses. For example, a comparison was made between triple
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helium-implanted and a single helium-implanted waveguide, see Figure 13; the light confine-
ment was better in the multi-implanted waveguide due to the reduced tunnelling through the
barrier. We also fabricated stacked waveguides in this crystal; in this case, we made two proton
implants at 0.8 and 0.75 MeV to generate a deep broad optical barrier and a shallow implant at

Figure 12. (a) Laser emission spectrum and (b) slope efficiency curve from a proton-implanted channel waveguide in Nd:
YAG. The inset shows a photograph of the laser output at 1064 nm [33].

Figure 13. Refractive index profiles of Nd:YVO4 waveguides implanted with a single implant and a triple helium implant
[26].
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0.4 MeV, thus producing a superficial and a buried waveguide. The buried waveguide had a
better light confinement because the index contrast at the interface is smaller than in the
shallow waveguide [26].

There are examples of materials that show a refractive index increase at certain light direction,
thanks to their birefringence (e.g., YVO4 and LiNbO3). This property has been taken advantage
in LiNbO3 in order to produce a step-index profile for the extraordinary index by implanting
carbon ions at 10 different energies [10]. However, it is possible to produce a refractive index
increase with a single implant; this is realized by implanting heavy ions such as carbon and
silicon at doses of around 1014 to 1015 ions/cm2 [35, 36]. In this case, the refractive index profile
exhibits an enhanced index well (i.e., the waveguide) and a region of reduced index at the end
of the ion trajectory (i.e., the optical barrier). For a highly birefringent material, the electronic
energy deposition causes lattice relaxation in the guiding region, increasing the lower index
and reducing the higher one. We fabricated such waveguides (channels) in a Nd:YVO4 crystal
and demonstrated laser emission for the first time to our knowledge in a waveguide configu-
ration. The threshold pump power was approximately 58 Mw, and the slope efficiency was
around 24% [37].

4.5. Metallic nanoparticle-based optical waveguide

As it was previously described, ion implantation is a useful technique for producingwaveguiding
devices, either by using light ions to create a low index ‘barrier’ region or with metallic ions to
increase the index in the implanted region and hence get guiding in this implanted region. On the
other hand, it is well known that metal ions contained within a dielectric can be made to
coalesce in order to form nanoparticles by thermal treatment in a reducing atmosphere [38].
The density and size of the nanoparticles can be controlled very well by controlling the
implantation parameters such as dose and accelerating energy and by the thermal treatment
parameters: temperature, duration and atmosphere composition. These nanocomposites
containingmetallic nanoparticles are very interesting from the point of view of their nonlinear
optical properties, which are enhanced by the presence of localized surface plasmon reso-
nance [39, 40].

The usual geometry for these samples is in the form of a thin layer, with thicknesses of the
order of 1 μm, which are large enough to produce appreciable effects with low energy femto-
second pulses. It is therefore interesting to produce waveguides based on these metallic
nanocomposite materials. The irradiance enhancement produced by the confinement of the
electromagnetic field in a channel waveguide, and the considerably longer interaction length
(from the mm to cm range), allows the observation of nonlinear effects with considerably
smaller input pulse energies. Waveguide-based nonlinear devices are of particular interest for
the implementation of ultrafast optical information processing applications [41] that exploit
the nonlinear response to perform different functions. The fact that the region containing the
metallic nanoparticles has a higher refractive index than the surrounding undoped silica
substrate means that the implanted region can constitute the actual waveguide and that the
nonlinear properties of the nanocomposite can be exploited for these applications, making
them very good candidates for the implementation of such devices.
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We have followed different approaches for the fabrication of channel waveguides containing
metallic nanoparticles. In the first one, we have used a masked ion implantation to selectively
implant Ag ions in narrow strips of the host, silica, followed by a thermal treatment to nucleate
Ag nanoparticles [42]. As before, multiple implantations at different energies were employed
to produce a cross-section that is large enough for efficient coupling by a single-mode fibre butt
coupling. The energies employed in the successive implantations were 1.5, 2.0, 2.5, 3.0, 4.0 and
4.5 MeV. Because the widths and heights of the distribution vary with ion energy for a given
dose, the doses at each energy were adjusted as to give the designed uniform profile. After the
implantation process, the samples were thermally annealed at 600�C in a 50% N2 + 50% H2

reducing atmosphere for 1 hour, in order to obtain the highest amount of near-spherical
nanoparticles by nucleation of the implanted ions. The end result is a sample containing
channel waveguides with Ag nanoparticles, in a 2μm thick layer at a 0.52μm depth inside the
silica matrix and having three different widths: 10,15 and 20 μm. Figure 14 shows a white light
microscope image of the waveguide and a front view of guided white light.

We characterized the linear optical properties of the waveguides produced using the tech-
niques illustrated in Figure 15(a). First, by looking at the light scattered perpendicular to the
propagation direction, we can determine the propagation losses, and then by imaging the
output at the guide end face, we can visualize the propagation modes of the guides. Propaga-
tion losses as low as 0.43 cm�1 were obtained for the 20 μm-wide guides using 633 nm light
[42], and Figure 15(b) and (c) shows the measured modal field distribution, fromwhere we can
see that the guide supports three modes.

We have explored another approach for producing channel waveguides, which consists of
direct writing of the waveguides by selective destruction of the nanoparticles using tightly

Figure 14. (a) A white light microscope image of an Ag nanoparticle waveguide (upper view) and (b) a front view of
coupled white light output. The colouration is probably due to the plasmonic absorption of the nanoparticles.
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focused fs pulses [43]. The advantage of this method is that by controlling the position of the
laser pulses used, we can produce waveguides with different geometries and evenmore complex
devices, such as Mach-Zehnder interferometers or directional couplers.

Based on our previous knowledge of the second harmonic generation properties of these
materials [44], we employed a scanning second harmonic generation microscope based on an
fs Titanium:sapphire laser oscillator, operated at high irradiances to produce the nanoparticle
damage and at lower irradiances to image the damage achieved [43]. In this case, we used a
sample that had elongated Ag nanoparticles that were aligned in a preferential direction,
which was chosen to be at 45�C with respect to the sample surface [38]. This sample was
chosen because of the relatively strong second harmonic signal observed [44] and the facility
to induce damage. Figure 16 shows a second harmonic image after we made two linear scans
of the laser pulses at high intensity. It can be clearly seen that in the scanned regions, the
second harmonic signal disappears almost completely, indicating the disappearance of the
nanoparticles.

We have not observed waveguiding in these structures, but we expect to achieve it soon. This
will allow us to produce different devices, such as beam splitters (Y junctions), Mach-Zehnder
interferometers or directional couplers, which, together with the relatively large nonlinearities
observed, can be used to implement all-optical switching devices, but of course, more work is
needed in this direction.

Optical waveguides have been obtained through multiple energy ion implantations as a way to
design optical waveguides with better optical confinement and lower propagation losses. The

Figure 15. (a) An experimental set up to measure propagation losses and mode field distribution, (b) a 2D modal
distribution measured for the 10 mm-wide guides and (c) an intensity plot for the measured mode.

Ion Implantation - Research and Application118



focused fs pulses [43]. The advantage of this method is that by controlling the position of the
laser pulses used, we can produce waveguides with different geometries and evenmore complex
devices, such as Mach-Zehnder interferometers or directional couplers.

Based on our previous knowledge of the second harmonic generation properties of these
materials [44], we employed a scanning second harmonic generation microscope based on an
fs Titanium:sapphire laser oscillator, operated at high irradiances to produce the nanoparticle
damage and at lower irradiances to image the damage achieved [43]. In this case, we used a
sample that had elongated Ag nanoparticles that were aligned in a preferential direction,
which was chosen to be at 45�C with respect to the sample surface [38]. This sample was
chosen because of the relatively strong second harmonic signal observed [44] and the facility
to induce damage. Figure 16 shows a second harmonic image after we made two linear scans
of the laser pulses at high intensity. It can be clearly seen that in the scanned regions, the
second harmonic signal disappears almost completely, indicating the disappearance of the
nanoparticles.

We have not observed waveguiding in these structures, but we expect to achieve it soon. This
will allow us to produce different devices, such as beam splitters (Y junctions), Mach-Zehnder
interferometers or directional couplers, which, together with the relatively large nonlinearities
observed, can be used to implement all-optical switching devices, but of course, more work is
needed in this direction.

Optical waveguides have been obtained through multiple energy ion implantations as a way to
design optical waveguides with better optical confinement and lower propagation losses. The

Figure 15. (a) An experimental set up to measure propagation losses and mode field distribution, (b) a 2D modal
distribution measured for the 10 mm-wide guides and (c) an intensity plot for the measured mode.

Ion Implantation - Research and Application118

protocol of design presented can be used with heavy ion implantation to enhance waveguide
properties as core size and Δn; moreover, if the limit of metal solubility is reached, metallic
nanoparticles can precipitate by means of annealing, bringing about a potential nonlinear
optical waveguide. On the other hand, if light ions are used, it is possible to enhance the optical
barrier or to design buried waveguides, that is, core waveguides formed between two barriers.
This is possible due to the flexibility of the implantation process to change parameters as
energy of implantation and fluence that must permit the development of active and passive
integrated optical circuits.

5. Conclusions

Multiple ion implantation processes provide a potential way to produce optical waveguides
using heavy and light ions, which improve capabilities to enhance optical confinement and
reduce propagation losses—both paramount properties for optical waveguides. The protocol
of design presented can be used with heavy ion implantation to enhance the core waveguide
properties such as core size and Δn; moreover, if the limit of solubility of metal is reached,
metallic nanoparticles can be produced by means of annealing, triggering a potential nonlinear
optical waveguide. Ion implantation induces changes in polarizability, damage, compaction
and stress that contribute directly to the refractive index profile and needs to be considered for
advanced applications as active and passive integrated optical circuits.
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indicating nanoparticle destruction.
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Abstract

Silicone Rubber (SR) and SR-based materials have been used as medical tissue implants 
in the field of plastic surgery for many years, but there are still some reports of adverse 
reactions to long-term implants. In our study, three types of carbon ion silicone rubber 
were obtained by implanting three doses of carbon ions. Then, the surface characteristics, 
the antibacterial adhesion properties and in vivo host responses were evaluated. These 
study shown that ion implantation change the surface roughness and zeta potential of 
virgin SR; it also inhibit bacterial adhesion. At the same time, ion implantation enhance 
the cell proliferation, adhesion and tissue compatibility. These data indicate that carbon 
ion implanted silicone rubber exhibits good antibacterial adhesion properties, cytocom-
patibility and triggers thinner and weaker tissue capsules. In addition, according to the 
surface characteristics, we speculate that high surface roughness and high zeta potential 
may be the main factors that induce the unique biocompatibility of carbon ion implanted 
silicone rubber. In this chapter, we will review these results above and propose that ion 
implantation should be considered for further investigation and application, and car-
bon ion silicone rubber could be a better biomaterial to decrease silicone rubber–initiated 
complications.

Keywords: ion implantation, silicone rubber, surface modification, biocompatibility

1. Introduction

Silicone rubber (SR) is a type of biomaterial that exhibits many useful properties, such as ther-
mal stability, chemical resistance, and low cost [1]. It has a long history of use in  biomedical 
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and biological applications, ranging from tissue fillers to tubes for dialysis and blood pumps 
[2–4]. Silicone rubber and silicone rubber-based materials have been used as medical tissue 
implants in the field of plastic surgery for many years, but there remain reports of adverse 
reactions to long-term implants, such as capsular contracture [5, 6]. Moreover, various pros-
thetic materials that contain silicone rubber can easily move and can permanently damage 
the prostheses. In addition, certain materials made from silicone rubber, such as catheters, 
are widely used in medicine but have several limitations; for example, bacteria can readily 
colonize the surfaces of silicone rubber, facilitating infection and even causing patient death 
in certain cases [5, 7–9].

In recent years, many attempts have been made to modify medical materials to reduce bac-
terial adhesion and to minimize adverse inflammatory or foreign body reactions [10–15]. 
Among these methods, the surface modification of biomaterials is an economical and effective 
method to achieve biocompatibility and biofunctionality while preserving the favorable char-
acteristics of the biomaterial, such as particular mechanical properties and thermal  stability. 
Surface modifications, such as ion implantation [16–18], sintering [19], electrochemical depo-
sition [20], and the sol-gel coating method, are common [21]. Among these surface modifi-
cation methods, ion implantation has become a notably useful method because of its ease 
of operation and convenience [22–25]. In this context, we implanted three different doses of 
carbon ions into silicone rubber and obtained carbon ion silicone rubber (C-SR). Our study 
was designed to evaluate the surface characteristics and the biocompatibility of carbon ion sili-
cone rubber. We focused on bacterial adhesion, cytocompatibility, and fibrosis/fibrous capsule 
development. The long-term goal is to gain a better biomaterial for use by plastic surgeons.

2. Materials and methods

2.1. Sample preparation

SR sheets with dimensions of 100 x 100 x 1 mm were prepared from a two-component sili-
cone system. Both component A and component B were clinical-quality liquids provided by 
Chenguang Research Institute of Chemical Engineering, China. Three doses of carbon ions were 
implanted using the ion implanter, respectively. The doses are 1 × 1015 ions/cm2 (C1), 3 × 1015 
ions/cm2 (C2), and 1 × 1016 ions/cm2 (C3). After that, SR and C-SR sheets were manufactured into 
disc-like samples with a diameter of 6 mm using a hole puncher and into square samples with 
dimensions of 10 mm × 10 mm × 1 mm. The disc-like samples were used in in vitro antibacte-
rial adhesion tests, and the square samples were used for in vivo evaluation. All samples were 
sterilized with 75% alcohol overnight. In all experiments, SR served as the control.

2.2. Surface characterization

The mechanical properties were analyzed by shore A durometer and electronic universal test-
ing machine to gain parameters of the shore hardness and tear strength. The physicochemical 
properties were analyzed by the FTIR, SEM, XRD, XPS, water contract angel, zeta potential, 
and AFM experiments. The surface zeta potentials of materials were measured with a Zeta 
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Potential Analyzer (DelsaNano C, Beckman Coulter, Germany). The measurements were car-
ried out in 1 mmol 1-L NaCl electrolyte solution and with standard particles for flat surface 
cell (Otsuka Electronic Co., Ltd, Japan). Each sample chooses five points and each point tests 
20 times. After that, the samples were scanned by the Environment Control Scanning Probe 
Microscope (NanoNavi E-Sweep, NSK Ltd., Tokyo, Japan) and each sample was imaged with 
a 5 μm × 5 μm scanned area. The surfaces were analyzed by measuring the average surface 
roughness (Ra) of 5 randomly chosen images per sample from selected areas of 1 μm x 1 μm 
under Atomic Force Microscope (AFM) analysis software (NanoNavi II, SII Nano Technology 
Inc., Tokyo, Japan). Ra is defined as the average absolute deviation of the roughness irregu-
larities from the mean line over one sampling length and gives a good general description of 
height variations. Three replicas were used.

2.3. Bacterial culture preparation

Gram-negative Escherichia coli (ATCC 25922), Gram-positive Staphylococcus aureus (ATCC 
25923), and S. epidermidis (ATCC 12228) were employed to bacterial experiments. The strains 
were streaked on blood agar plates from frozen stocks and grown for 24 h at 37°C in ambient 
air. The agar plates were then kept at 4°C until further use. For each experiment, one col-
ony from an agar plate was inoculated into 10 ml of tryptone soy broth (TSB) and incubated 
for 24 h. The bacterial suspension was then added to 0.9% sterile sodium chloride to a final 
concentration of 1.5 x 106 colony-forming units per ml (CFU/ml), after which a McFarland 
standard was prepared (in practical terms, OD600 nm = 0.132). The samples were placed on 
96-well culture plates and separately incubated in 200 μl of the bacterial suspension at 37°C for 
1 or 24 h. After that, the plate colony-counting, fluorescence staining, and scanning  electron 
microscopy (SEM) observation were conducted.

2.3.1. Plate colony‐counting

After incubation of the samples in the bacterial culture for 1 and 24 h, the bacteria on each 
sample were gently rinsed with PBS, respectively, and ultrasonically detached in 1 ml of 
PBS solution. The bacteria in the PBS were recultivated on agar plates for colony-counting. 
The antibacterial rates were determined based on the following relationship: antibacterial rate 
(%) = (CFU of control − CFU of experimental groups)/CFU of control x 100%. This assay was 
performed in triplicate.

2.3.2. Fluorescence staining

After incubation for 1 and 24 h, various samples were gently rinsed with PBS before stain-
ing the bacteria on the samples. The staining was performed by applying LIVE/DEAD® 
BacLight™ Bacterial Viability Kit (L7029, Molecular Probes®, OR, USA) for 15 min in dark-
ness and was examined by laser scanning confocal microscopy (LEICA TCS SP5, Germany). 
The areas of green and red color in the pictures were then analyzed by using Image-Pro Plus 
version 6.0 (Media Cybernetics, Inc., USA) and then the proportion of red coloration based 
on the following relationship was calculated: red proportion (%) = red area/(green area + red 
area) x 100%.
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2.3.3. Scanning electron microscopy (SEM) observation

After bacterial incubation for 1 and 24 h, the samples were rinsed with PBS to remove free 
bacterial cells and then fixed in 2.5% glutaraldehyde for 3 h at room temperature. The sam-
ples were then progressively dehydrated in a series of ethanol solutions (15, 30, 50, 70, 80, 
90, 95, and 100%) for 15 min each. After that, the specimens underwent critical point drying 
and coating with a thin conductive layer of Au. Finally, the morphology and adhesion of the 
 bacteria on the various samples were determined by SEM (VEGA 2 SEM, TESCAN Inc., Brno, 
Czech Republic).

2.4. Animals and surgery

This research was performed in accordance with the Guide for the Care and Use of Laboratory 
Animals published by the US National Institutes of Health (Washington, DC: The National 
Academies Press, 2011), and all of the animal protocols were approved by the Institutional 
Animal Care and Use Committee of the Third Military Medical University, China. A total of 
16 female Sprague-Dawley rats (weighing 160–200 g) were used (4 groups of 4 animals each), 
and all rats were housed under a 12-h light–dark cycle with free access to water and food. 
Prior to surgery, all of the rats were anesthetized with 3% pentobarbital sodium (1 ml/1000 g). 
The skin was swabbed with iodine, and four parallel incisions (10 mm) were performed. The 
material samples were implanted subcutaneously along the back region. The implants and 
their surrounding tissues were retrieved from each group by wide excision at 7, 30, 90, and 
180 days after implantation and were then fixed in 4% paraformaldehyde solution. After that, 
HE and Masson’s staining and immunohistochemistry were carried out.

2.4.1. HE and Masson’s staining

The fixed tissues were sectioned (6 μm thick) and stained using a HE Staining Kit (C0105, 
Beyotime Inc., Shanghai, China). The thickness of the fibrotic capsule around each implant 
was determined at five equidistant points for statistical accuracy. Collagen deposition in 
the tissue around the implants was studied by Masson’s trichrome staining, which was 
 performed using a staining kit (MST-8003, Maixin Biological Technology Co., Ltd., Fujian, 
China). All procedures were performed based on the manufacturer’s instructions.

2.4.2. Immunohistochemistry

Immunohistochemistry was performed on 4% paraformaldehyde-fixed cryostat sections of 
frozen tissue specimens. Endogenous peroxidase and nonspecific antibody binding were 
blocked with 3% H2O2 and 100% methanol, with a ratio of 1:5 and a blocking time of 30 
min. Next, 0.02 M PBS was used for antigen retrieval while heating in a water bath, followed 
by treatment with 5% blocking reagent at 37°C for 30 min. The slides were then incubated 
at 4°C for 12 h with a primary antibody against CD68, CD4, TNF-α, α-SMA, or elastin (1:25) 
(Boster Biological Engineering Co., Ltd., Hubei, China). After washing in PBS, a secondary 
antibody was applied for 30 min. Visualization was achieved by adding 3, 3’-diaminobenzi-
dine chromogen.
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2.5. Statistics

All data are expressed as the mean ± standard deviation (SD), and statistics were analyzed 
using SPSS statistical software. One-way ANOVA combined with multiple comparisons 
 performed along with Tukey multiple comparison tests was utilized to determine the level of 
significance. In all of the statistical evaluations, P < 0.05 was considered significant.

3. Results

3.1. Ion implantation changes the surface roughness and zeta potential of SR

After ion implantation, SEM, AFM, FTIR, XPS, XRD, water contact angle measure instru-
ment, zeta potential detection instrument, shore A durometer, and an electronic universal 
testing machine were used to investigate the change in properties of carbon ion silicone 
 rubber. The SEM results failed to find any significant differences between virgin SR and 
three C-SRs (Figure 1), indicating that carbon ion implantation did not change the macro-
scale surface of SR.

At the same time, there is no any significant differences or the difference was very small on 
the results of FTIR (Figure 2), XRD (Figure 3), shore hardness (Figure 4A), and tear strength 
(Figure 4B).

Figure 1. Representative scanning electron microscopic images of virgin silicone rubber and carbon ion-implanted 
silicone rubber.
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Figure 3. The XRD results of virgin silicone rubber and carbon ion-implanted silicone rubber.

Figure 4. The results of Shore A hardness and tear strength of virgin silicone rubber and carbon ion-implanted silicone 
rubber. A, Shore A hardness. B, Tear strength.

Figure 2. The Fourier transform infrared spectroscopy results of virgin silicone rubber and carbon ion-implanted 
silicone rubber.
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From the results of water contact angle, we found that carbon ion implantation significantly 
decreased the water contact angle of SR, and big doses carbon ions had lowest water contact 
angle among all C-SRs (Figure 5).

Besides, the XPS results showed that carbon ion implantation significantly changed the surface 
silicone oxygen rate and chemical-element distribution of SR (Figure 6) (Table 1); we noted 

Figure 5. Water contact angle of virgin silicone rubber and carbon ion-implanted silicone rubber (*P < 0.05 compared 
with silicone rubber).

Figure 6. XPS results of virgin silicone rubber and carbon ion-implanted silicone rubber.
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Group Si 2p C 1s O 1s

SR 28.82 47.57 23.65

C1-SR 18.94 58.40 22.67

C2-SR 18.96 58.44 22.60

C3-SR 18.13 61.49 20.38

Table 1. Chemical composition (in at.%) from the XPS analysis.

that with the ion implantation dose increasing, the carbon content in the material increased, 
while the Si content decreased, suggesting that implanted carbon atom may replace the Si of 
virgin SR, interrupting the original Si-O assemble, increasing the surface free energy, and, 
thereby, theoretically decreasing material’s water contact angle.

Furthermore, AFM images revealed that the surfaces of C-SRs were composed of larger irreg-
ular peaks and deeper valleys, while virgin SR exhibited a relatively smooth and more homo-
geneous surface (Figure 7A). The surface roughness of the C3-SR, which underwent most 
carbon ion implantation, was highest among all three C-SRs (Figure 7B).

In addition, all samples exhibited negative zeta potentials and reflect that the surfaces of all 
samples were negatively charged. The absolute value of the zeta potential increased with 
the ion dose (Figure 8). Considering the influence of surface roughness on contact angle, we 
 propose that ion implantation can change the surface roughness of the material and increase 
the surface potential of the material.

3.2. Ion implantation inhibits bacterial adhesion on SR

Preventing bacterial adhesion and biofilm formation by improving the surface antibacterial 
adhesion property of the silicone rubber is critical for eliminating various types of infections. 

Figure 7. AFM results of virgin silicone rubber and carbon ion-implanted silicone rubber. A, Representative atomic force 
microscope images. B, Surface roughness (*P < 0.01 compared with silicone rubber).
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After ion implantation, we used Gram-negative Escherichia coli (American Type Culture 
Collection 25922) to evaluate the ability to resist bacteria adhesion. From the result, after 1 h 
of incubation, the rate of E. coli adherence on the carbon ion silicone rubber (1 × 1015 carbon 
ions/cm2; 3 × 1015 carbon ions/cm2; and 1 × 1016 carbon ions/cm2) increased to approximately 11, 
25, and 33%, respectively, and that on carbon ion silicone rubber increased significantly after 
1 h of incubation (Figure 9) (P < 0.05).

After 24 h of incubation, the rates of bacterial adherence were slightly lower, but did not sig-
nificantly decrease compared with that after 1 h of incubation (P > 0.05). The ability of carbon 
ion silicone rubber to prevent viable bacteria colonization was also verified by fluorescence 
staining. The results had shown that the amount of bacterial adhesion to the surface of car-
bon ion silicone rubber was reduced compared with the virgin silicone rubber (Figure 10). 
Scanning electron microscopy was performed to examine the attached bacteria. As the results 

Figure 8. The zeta potential of virgin silicone rubber and carbon ion-implanted silicone rubber (*P < 0.05 compared with 
silicone rubber; **P < 0.01 compared with silicone rubber).

Figure 9. The antiadhesion rates (%) of virgin silicone rubber and carbon ion-implanted silicone rubber. After all samples 
were cultured in bacterial suspension for 1 and 24 h, bacteria on the surface of all samples were recultured on the plate, 
and bacterial colonies were subsequently counted. According to the number of colonies, the antiadhesion rates (%) for E. 
coli were calculated. The data are presented as the mean ± SD (n = 3); *P < 0.05 compared with silicone rubber.
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Figure 10. Representative images of fluorescence staining and scanning electron microscopy observation of virgin 
silicone rubber and carbon ion-implanted silicone rubber. Representative images showing bacteria viability on SR and 
CSR after 24 h of incubation, as indicated by staining with a LIVE/DEAD BacLight Bacterial Viability Kit (Thermo Fisher 
Scientific, Waltham, Mass). The live bacteria appear green, whereas the dead bacteria are red (original magnification, 
× 200). Representative scanning electron microscopic images of the bacteria on SR and CSR after incubation for 24 h.

have shown that bacteria were observed on surfaces of all samples, but there were differences 
in quantity (Figure 10).

3.3. Carbon ion‐implanted silicone rubber triggers thinner and weaker tissue capsules

After ion implantation, the host responses were evaluated by surveying inflammation and 
fibber capsule formation that developed after subcutaneous implantation in Sprague-Dawley 
rats for 7, 30, 90, and 180 days. The thickness values of tissue capsules around the implants 
were identified from hematoxylin and eosin-stained sections of the peri-implant soft tis-
sues and were analyzed as one of the physiologic responses to implantation. At 7 days after 
implantation, silicone rubber had the thinnest tissue capsules, and carbon ion silicone rub-
ber had thicker (Figure 11) (P > 0.05) and weaker tissue capsules. Interestingly, the thick-
ness decreased with longer implantation and increasing carbon ion doses (Figure 11). At 180 
days after implantation, silicone rubber and C3-SR had the thickest and the thinnest tissue 
 capsules, respectively (Figure 11).

In addition, collagen deposition was revealed using Masson trichrome staining. Our results 
show that collagen gradually became sparser over time and with increasing carbon ion doses. 
Carbon ion silicone rubber had obviously lower collagen deposition than silicone rubber 
(Figure 12) (P < 0.05).

To gain insight into inflammatory foreign body responses and capsule contracture to the sam-
ples, major biomarkers CD68, CD4, tumor necrosis factor-α, elastin, and α-smooth muscle 
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actin were detected using immunohistochemistry. As shown in Table 2, all samples present 
lower expression of CD68, with no significant differences.

The distribution of CD4 in the inflammatory infiltrate, which was induced by the samples, 
was investigated to further understand the local immunomodulation against these types of 
materials. The results show that there were many positive staining areas of CD4 in silicone 

Figure 11. The capsule thicknesses around the implants.

Figure 12. The collagen density around the implants.

7 days 30 days 90 days 180 days

SR + + + +

C1-SR + + + +

C2-SR + + + +

C3-SR + + + +

Table 2. Semiquantitative evaluation of CD68 in peri-implant tissue.
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rubber after 90 days, but positive staining in the carbon ion silicone rubber decreased with 
time. After 90 days, CD4 significantly decreased compared with silicone rubber (Table 3).

In addition, the expression results of proinflammatory cytokine tumor necrosis factor-α by 
macrophage cells show that silicone rubber had an obviously positive staining area (Table 4).

Furthermore, the positive staining areas of α-smooth muscle actin and elastin have no differ-
ence; the positive staining area of α-smooth muscle actin appeared predominantly in silicone 
rubber than in carbon ion silicone rubber (Table 5). Elastin was intensely expressed in silicone 
rubber, particularly after 30 days (Table 6).

7 days 30 days 90 days 180 days

SR ++ ++ +++ +++

C1-SR +++ ++ + +

C2-SR ++ ++ ++ ++

C3-SR ++ + + +

Table 3. Semiquantitative evaluation of CD4 in peri-implant tissue.

7 days 30 days 90 days 180 days

SR ++ ++ +++ +++

C1-SR ++ ++ + +

C2-SR +++ + + +

C3-SR ++ + + +

Table 4. Semiquantitative evaluation of TNF-α in peri-implant tissue.

7 days 30 days 90 days 180 days

SR ++ +++ +++ ++

C1-SR + ++ ++ +

C2-SR ++ + ++ +

C3-SR ++ ++ + +

Table 6. Semiquantitative evaluation of elastin in peri-implant tissue.

7 days 30 days 90 days 180 days

SR + ++ ++ ++

C1-SR + + + +

C2-SR + + + +

C3-SR + + + +

Table 5. Semiquantitative evaluation of α-SMA in peri-implant tissue.
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4. Conclusion

Our study evaluated the in vitro antibacterial properties and the in vivo host response to 
 carbon ion-implanted silicone rubber. The results of our study indicate that the carbon ion 
 silicone rubbers have good biocompatibility, lower bacterial adhesion, and lower foreign 
body reaction with relatively thin fibrous capsules. All results show that ion implantation 
should be considered for further investigation and application, and carbon ion silicone rubber 
might be a better biomaterial for decreasing silicone rubber-initiated complications.
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