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Preface

Despite intense development of computational technologies, achievements in the area of
construction of numerical methods and development of commercial and open-source soft‐
ware, improvements of experimental methods, and high-performance computing facilities,
the problem of modelling and simulation of turbulence remains one of the most complex
and important problems of fluid dynamics. In contrast to laminar flows whose computation
has already become a routine procedure, reliable prediction of turbulent flows is more art
than rigorous science for numerous reasons including three-dimensional nature of the flow,
stochastic character, and a wide spectrum of spatial and temporal scales.

A detailed knowledge of the flow regimes is of crucial interest for improving performance of
many engineering devices including mixing chambers, turbine blade passages, and engines.
Accurate prediction of turbulent flows remains a challenging task despite considerable work
in this area and the acceptance of computational fluid dynamics (CFD) as a design tool. The
application of computational techniques to the design and optimization of engineering devi‐
ces is difficult because of the complexity of flows subjected to, among others, phenomena,
confinement, boundary layers, rotation effects, Ekman layers on rotating surfaces, stagna‐
tion flow heat transfer, heat transfer in the presence of steep pressure gradients both favour‐
able and adverse, free stream turbulence, and three-dimensional effects such as tip leakage
flow and secondary flows.

The quality of CFD calculations of the turbulent flows and heat transfer in boundary layers,
free mixing layers, and free and impinging jets strongly depends on the proper prediction of
turbulence phenomena. Investigations of heat transfer, skin friction, flow separation, and
reattachment effects demand a reliable simulation of the turbulence, reliable numerical
methods, accurate programming, and robust working practices. A necessary step consists in
the verification and validation of numerical algorithms and turbulence models for idealized
geometries, which can be performed only if experimental data are available for compari‐
sons.

CFD provides three main options to turbulence simulation, including direct numerical simu‐
lation (DNS), large-eddy simulation (LES), and solution of Reynolds-averaged Navier-
Stokes (RANS) equations.

DNS implies solving the full (unsteady and three-dimensional) Navier-Stokes equations,
which allows obtaining instantaneous characteristics and resolving all scales of a turbulent
flow, if numerical and other types of errors can be avoided. The resultant statistics is used to
validate turbulence models, to develop methods of flow control, and to study the laminar-
turbulent transition. As the capabilities of measurement equipment are limited, DNS is con‐



sidered as an additional source of experimental data, e.g., pressure fluctuations, vorticity,
and dissipation rate of the turbulent kinetic energy. Limitations in the use of DNS are high
requirements to finite difference schemes, satisfaction of initial and boundary conditions,
and limited computational resources. Time and mesh steps are of the order of Kolmogorov’s
scales of time and length and decrease with increasing Reynolds number. Obtaining a statis‐
tically steady flow pattern requires tens and hundreds of hours of processor time. The use of
unstructured meshes also contributes to consumption of computer memory and processor
time. It is difficult to implement computations that involve DNS except for low Reynolds
numbers and simple flow geometry.

Solution of RANS equations requires much lower computational resources and is success‐
fully used in engineering practice. The issues of closure are solved at different levels of com‐
plexity. Turbulence models are classified in terms of the number of equations introduced in
addition to the RANS equations. An increase in the number of equations requires additional
semi-empirical information to be involved, which spoils model universality. Available tur‐
bulence models do not possess acceptable universality and, therefore, cannot be used to
solve a wide range of applied engineering problems.

The lack of a universal turbulence model suitable for computing all or at least most turbu‐
lent flows shifted the focus in turbulence research. Improved capabilities of CFD tools and
high-performance resources stimulated the search for and application of approaches that are
more rigorous and universal than RANS.

LES is a compromise between DNS and solution of RANS equations. LES implies solution of
filtered Navier-Stokes equations. Large eddies, being under a direct action of boundary con‐
ditions and carrying the maximum Reynolds stresses, are computed. Small eddies have a
more universal structure and are modelled by sub-grid scale (SGS) models based on the ed‐
dy viscosity or other rational approximations of transport processes. SGS models are nor‐
mally characterized by significant diffusion and dissipation, which allows one to overcome
computational problems caused by presentation of small eddies on a chosen mesh and to
stabilize numerical computations. As LES excludes direct computations of small eddies, the
time and mesh steps are much greater (approximately by an order of magnitude) than Kol‐
mogorov’s scales of length and time. Higher Reynolds number than that in the DNS can be
achieved with a fixed computational memory.

A large number of SGS models, filters, boundary conditions, and finite-difference schemes
have been tested in numerous computations. Nevertheless, neither the optimal choice of the
SGS model is clear nor the choice, if made, is justified. There are no universal near-wall
functions providing a decrease in the number of nodes in the near-wall region; therefore it is
difficult to use LES for computing flows with small separation regions and transition points.
Yet, LES is a promising direction in the development of methods for computing turbulent
flows and seems to be a serious alternative to DNS and RANS.

There are also hybrid approaches that combine some features of DNS, RANS, and LES, in
particular, Detached Eddy Simulation (DES) and hybrid RANS-LES approaches. The main
motivation for hybridizing the two methods is to decrease the cost of the traditional LES
method, which is large because of the requirement to directly capture all the scales of mo‐
tion responsible for turbulence production and the observed inability of most SGS models to
correctly account for anisotropy and non-equilibrium nature of the flows.
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DES is a modification of a RANS model in which the model switches to SGS formulation in
regions fine enough forLEScalculations. Regions near solidboundaries and where the turbu‐
lent length scale is less than the maximum mesh dimension are assigned the RANSmode of
solution. As the turbulent length scale exceeds the mesh dimension, the regions are solved
using the LES mode. Therefore, the mesh resolution is not as demanding as pure LES, there‐
by considerably cutting down the cost of thecomputation.

The book gives an overview of various approaches to turbulence simulation and highlights
possible weaknesses in the CFD codes and suggests some possible improvement paths. The
current scientific status of simulation of turbulent flows as well as some advances in compu‐
tational techniques and practical applications of turbulence research is reviewed and consid‐
ered in the book. The book also covers issues related to development, verification, and
validation of turbulence models and focuses on development of the best practice for engi‐
neering calculations.

Critical assessment of hybrid RANS-LES modelling for attached and separated flows

The dynamic hybrid RANS and LES modelling framework is assessed in the chapter. Com‐
putations of two benchmark test problems, turbulent channel flow and backward-facing
step flow, are performed to assess the model for attached and separated turbulent flows.
This investigation attempts to evaluate the ability of the hybrid method to reproduce the
detailed physics of attached and separated turbulent flows as well as to resolve the delayed
break down of separated shear layers. The computed results are compared with experimen‐
tal and computational data based on RANS and DNS. The comparison demonstrates that
the model addresses many of the weaknesses inherent in common models.

Numerical analysis of laminar-turbulent bifurcation scenarios in Kelvin-Helmholtz and
Rayleigh-Taylor instabilities for compressible flow

The laminar-turbulent transition in compressible flows triggered by Kelvin-Helmholtz and
Rayleigh-Taylor instabilities is considered in the chapter. Floquet theory is applied to the
linearized problem using matrix-free implicitly restarted Arnoldi method. The numerical
calculations are performed for some benchmark test problems, and laminar-turbulent devel‐
opment of compressible Kelvin-Helmholtz and Rayleigh-Taylor instabilities as the bifurca‐
tion scenarios is shown.

Interface instability and turbulent mixing

Numerical investigation of the Richtmyer-Meshkov instability and turbulent mixing is pre‐
sented in the chapter. The verification and validation of numerical method and computer
code, the growth laws and mechanics of turbulent mixing, the effects of initial conditions,
and the dynamic behaviour and some new phenomenon for Richtmyer-Meshkov instability
and turbulent mixing are discussed.

Statistical modelling for the energy-containing structure of turbulent flows

The development of statistical theory for the energy-containing structure of turbulent flows,
taking into account the phenomenon of internal intermittency, is proposed in the chapter.
New differential equations for conditional means of turbulent and non-turbulent flow are
established. A new principle of constructing mathematical models as the method of autono‐
mous statistical modelling of turbulent flows is presented. Testing of the method is accom‐
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plished on the example of constructing a mathematical model for the conditional means of
turbulent flow in a mixing layer.

Turbulence and its effects on aerodynamics of flow through turbine stages

The turbulence features and their impact on fluid dynamics, streaming of blades, and effi‐
ciency performance are carried out in the chapter. The turbulence effects and transition on‐
set in turbine stages, approaches to their modelling, and how they affect efficiency and flow
parameter distribution and lead to an innovative design are discussed.

Turbulence transport in rotor-stator and stator-rotor stages for axial flow fans

Recent developments concerning numerical simulation of rotor-stator and stator-rotor inter‐
actions in low-speed axial fans using LES techniques are presented in the chapter. A post-
processing framework is introduced to segregate the deterministic and turbulent
components of the unsteady flow, allowing an accurate description of both phenomena. The
ability of LES computations to disclose flow turbulence in rotor-stator environments at off-
design conditions is demonstrated.

RANS modelling of turbulence in combustors

In this chapter, some widely used RAMS turbulence models are discussed and validated
against a comprehensive experimental database from a model combustor. The results ob‐
tained show that the flow features are captured by all turbulence models. However, in terms
of quantitatively predicting the velocity, temperature, and species fields, various degrees of
agreement with the experimental data are observed. It is found that the turbulent Prandtl
and Schmidt numbers have a significant effect on the predicted temperature fields in the
combustor and the temperature profile.

Testing physical and mathematical criteria in a new meandering autocorrelation function

An alternative formulation for the low-wind speed meandering autocorrelation function is
presented in the chapter. This expression for the meandering autocorrelation function repro‐
duces well-observed wind meandering data measured in a micrometeorological site located in
a Pampa ecosystem area. The comparison shows that the alternative relation for the meander‐
ing autocorrelation function is suitable to provide meandering characteristic parameters.

Underwater optical wireless communication systems: a concise review

Underwater optical wireless communication (UOWC) has gained a considerable interest as
an alternative means for broadband inexpensive submarine communications. It was demon‐
strated that UOWC networks are feasible to operate at high data rates for medium distances
up to a hundred meters. However, it is not currently available as an industrial product, and
mainly test-bed measurements in water test tanks have been reported so far. The chapter
summarizes the recent advances in channel modelling and system analysis and design in the
area of UOWC.

The book covers the current state, development prospects, and engineering applications of
turbulence science representing the latest research of various groups of internationally rec‐
ognized experts. This book is intended for engineers and technical workers whose work is
related to predictions of turbulent flow properties in science and engineering. It will be of
interest to academics working in environmental engineering and to industrial practitioners
in companies concerned with design and optimization of engineering systems.
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The open exchange of scientific data, results, and ideas will hopefully lead to improved pre‐
dictions of turbulence impact on industrial and technological processes. The book presents
necessary data and helpful suggestions to advance understanding of the turbulent phenom‐
ena.

Dr Konstantin Volkov, MEng, MSc, PhD, DSc, CEng, MIMechE, MInstP
Department of Mechanical and Automotive Engineering

School of Mechanical and Aerospace Engineering
Faculty of Science, Engineering and Computing

Kingston University
London, United Kingdom
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Chapter 1

Critical Assessment of Hybrid RANS-LES Modeling for

Attached and Separated Flows

Mohammad Faridul Alam, David Thompson and
Dibbon Keith Walters

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.68387

Abstract

The objective of this study is to evaluate a recently proposed dynamic hybrid Reynolds-
averaged Navier-Stokes (RANS)-Large Eddy Simulation (LES) modeling framework
that seeks to effectively address issues regarding RANS-to-LES transition and explicit
grid dependence inherent in most current hybrid RANS-LES (HRL) models. RANS-
to-LES transition in the investigated dynamic HRL (DHRL) model is based on the
physical concept of maintaining continuity of total turbulence production using two
rigorously separated turbulent stress parameters, where one is obtained from the RANS
model and the other from the LES model. Computations of two canonical test cases
—two-dimensional turbulent channel flow and backward facing step flow—were
performed to assess the potential of the DHRL model for predicting both attached and
separated turbulent flows. This investigation attempts to evaluate the ability of the
DHRL method to reproduce the detailed physics of attached and separated turbulent
flows, as well as to resolve the issues concerning log-layer mismatch and delayed break
down of separated shear layers. The DHRL model simulation results are compared with
experimental and DNS data, along with the computational results for other HRL and
RANS models. In summary, these comparisons demonstrate that the DHRL framework
does address many of the weaknesses inherent in most current HRL models.

Keywords: computational fluid dynamics, turbulence modeling, Reynolds-averaged
Navier-Stokes, large eddy simulation

1. Introduction

Turbulent shear flows, including attached boundary layers and separated shear layers, are impor-
tant application test cases for computational fluid dynamics prediction since they are observed
for a wide array of engineering processes and systems. In particular, turbulence modeling for

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



these systems is an important aspect of the simulation that is often responsible for predictive
error. Reynolds-averaged Navier-Stokes (RANS) models are known to perform relatively well
for turbulent boundary layer flow [1] due to the somewhat universal nature of wall-bounded
turbulence. RANS models typically do not perform as well in regions of separated flow due to
the presence of adverse pressure gradients, strong three-dimensionality, shear layer
reattachment, and large-scale unsteadiness [2–8]. Large eddy simulation (LES) models theoret-
ically provide greater accuracy than RANS approaches in these regions, but their application
to attached wall-bounded flows suffers from significantly increased computational expense
relative to RANS. As a consequence, the LES approach is still not widely used for industrial
analysis and design for high Reynolds number flows, especially those with attached boundary
layers [9]. Hybrid RANS/LES (HRL) [1] approaches offer a potentially attractive alternative to
RANS or LES, since they attempt to combine the advantages of both RANS and LES modeling
in an optimized manner that resolves both attached and separated flows effectively. Specifi-
cally, HRL models have the potential for greater accuracy than RANS and less expense
than LES. Interest in HRL methods has, therefore, grown substantially over the past several
years.

Hybrid RANS-LES models are categorized as either zonal or nonzonal. For zonal models, the
RANS and LESmodels are separately employed in selected regions of the computational domain
which are determined a priori. Development of effective methods for coupling the two model
types at their interface remains a challenge and is an ongoing area of research [10, 11]. Nonzonal
methods are generally simpler to implement and do not require the user to decide where LES or
RANS is used in a particular simulation. In a nonzonal model, the eddy viscosity adopts a value
representative of a RANS model in the near-wall region and a value representative of an LES
subgrid stress (SGS) model in separated regions. Detached-eddy simulation (DES) [12] is proba-
bly the most commonly used nonzonal modeling methodology. Blending between RANS and
LES model types in the original DES formulation is a function of the local grid size and has been
shown to suffer from inaccuracy in attached boundary layers [13]. While several ad hoc modifi-
cations have been implemented to address these limitations, the modifications often only miti-
gate weaknesses while not completely resolving them. For example, to address the problem of
reduced levels of eddy viscosity in attached boundary layers due to premature switching to LES
mode, Spalart et al. [13] introduced a modified version of the baseline DES model denoted as
Delayed DES (DDES). DDES adopts a definition for length scale different from that in the
original baseline DES model, as a function of local mean flow and turbulence model variables.
Shur et al. [14] introduced a DES version with an additional modification—improved delayed
DES (IDDES)—in an attempt to eliminate the well known “log layer mismatch” issue that arises
in classical DES and wall-modeled LES (WM-LES). The IDDES model behaves similar to DDES
except that it replicates a WM-LES type model in boundary layer regions when resolved turbu-
lent fluctuations are present.

The key challenge for nonzonal HRL modeling is that of effectively specifying the transition
between RANS and LES modes in the simulation. Typically, such a transition is defined based
on the value of the eddy viscosity that varies between the Reynolds stress model and the SGS
value. Significantly, the Reynolds stress and subgrid stress are mathematically distinct and
physically different; therefore, any method that switches between the two using a single

Turbulence Modelling Approaches - Current State, Development Prospects, Applications2
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types at their interface remains a challenge and is an ongoing area of research [10, 11]. Nonzonal
methods are generally simpler to implement and do not require the user to decide where LES or
RANS is used in a particular simulation. In a nonzonal model, the eddy viscosity adopts a value
representative of a RANS model in the near-wall region and a value representative of an LES
subgrid stress (SGS) model in separated regions. Detached-eddy simulation (DES) [12] is proba-
bly the most commonly used nonzonal modeling methodology. Blending between RANS and
LES model types in the original DES formulation is a function of the local grid size and has been
shown to suffer from inaccuracy in attached boundary layers [13]. While several ad hoc modifi-
cations have been implemented to address these limitations, the modifications often only miti-
gate weaknesses while not completely resolving them. For example, to address the problem of
reduced levels of eddy viscosity in attached boundary layers due to premature switching to LES
mode, Spalart et al. [13] introduced a modified version of the baseline DES model denoted as
Delayed DES (DDES). DDES adopts a definition for length scale different from that in the
original baseline DES model, as a function of local mean flow and turbulence model variables.
Shur et al. [14] introduced a DES version with an additional modification—improved delayed
DES (IDDES)—in an attempt to eliminate the well known “log layer mismatch” issue that arises
in classical DES and wall-modeled LES (WM-LES). The IDDES model behaves similar to DDES
except that it replicates a WM-LES type model in boundary layer regions when resolved turbu-
lent fluctuations are present.

The key challenge for nonzonal HRL modeling is that of effectively specifying the transition
between RANS and LES modes in the simulation. Typically, such a transition is defined based
on the value of the eddy viscosity that varies between the Reynolds stress model and the SGS
value. Significantly, the Reynolds stress and subgrid stress are mathematically distinct and
physically different; therefore, any method that switches between the two using a single
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parameter (i.e., eddy viscosity) is not straightforward. This is because the Reynolds stress is
based on an ensemble averaging of all turbulent scales present in the flow field, while the
subgrid stress is based on (typically spatial) filtering of all turbulence scales that are not
directly resolved in the simulation for a given mesh size. The difficulty in defining zonal
transition using a single variable for eddy viscosity has been identified as a major weakness
for commonly used HRL models [15–17]. Additionally, many of the currently used HRL
models incorporate the local grid size directly as a model variable. This necessitates that great
care is taken when constructing grids for HRL modeling. For the best performance, the grid
should be built with foreknowledge of the expected model behavior and design of the specific
grid used as the method of forcing RANS-to-LES transition in the desired locations of the
domain [15].

The transition from a purely modeled RANS stress to a resolved dominating LES stress has
been recognized as a major concern [15]. The problem is exacerbated if separation occurs at a
clearly defined location such as a sharp point (e.g., a backward-facing step) and the separating
boundary layer lacks any initial level of fluctuating turbulence content. Paterson and
Peltier [16] studied the issues for RANS-to-LES transition for cases where no geometrically
imposed separation point exists. The authors note that a delay in the development of resolved
fluctuations stress terms is present in the RANS-to-LES transition region upstream of the
separation location; therefore, the (SGS) turbulent viscosity values obtain dominance over the
RANS eddy viscosity values prematurely. This effect is the well known “modeled-stress deple-
tion” described by Spalart et al. [13]. Nitikin et al. [17] also demonstrated the difficulties
inherent in calculating the appropriate level of grid resolution for the “gray region” that lies
between the RANS and LES modes, particularly for RANS-to-LES transition that occurs in the
wall normal direction in boundary layer flows.

Previous researchers have attempted to resolve the RANS-to-LES transition issue [13, 14, 18–21]
including efforts discussed above [13, 14]. Menter et al. [18, 19] introduced the concept of scale-
adaptive simulation (SAS), which is significant as it provides the potential to develop turbu-
lence models that are applicable in both RANS and LES modes without including any explicit
grid-dependence. Hamba [20] proposed that rapid variation of the filter width near the inter-
face of the RANS and LES zones is the primary reason for the log-layer mismatch in channel
flow simulations and that the problem can be resolved by using an additional filtering opera-
tion. Piomelli et al. [21] have proposed the use of a pseudo-random forcing function as a
backscatter model in the interface region as a means of resolving the underlying issues of the
a transition layer between RANS and LES. It is important to note that most of these prior
attempts should be viewed as ad hoc modifications rather than fundamental changes to the
basic modeling approach. Celik [22], in a review paper, proposes that entirely new criteria are
needed in order to effectively address the RANS-to-LES transition issue in HRL models in a
more fundamental way.

The dynamic hybrid RANS-LES (DHRL) modeling methodology presented in this paper was
specifically developed as an attempt to resolve the aforementioned weaknesses, including
explicit grid dependence, that have been documented for most previous HRL models. Further-
more, it is assumed that these issues are fundamental in nature and unlikely to be effectively
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addressed using ad hoc modifications. The novel features of the DHRL modeling framework
are that (1) it is a general framework which allows coupling of any particular RANS model
with any particular LES model; (2) it does not include mesh size as a variable in the model
formulation; (3) the blending between RANS and LES modes is enforced through the assump-
tion of continuity in total turbulence energy production; and (4) it exactly reduces to the
underlying RANS model in flow regions that exhibit numerically steady-state results.

In the present paper, a detailed investigation of the DHRL model is presented using the finite-
volume based commercial CFD software Ansys FLUENT®. The DHRL model was implemented
into FLUENTusing the user-defined function (UDF) capability available with that solver. For the
present cases, the DHRL framework was used to integrate Menter’s SST k-ω model [23] as the
RANS component, with monotonically integrated LES (MILES) [24] as the LES model compo-
nent. To evaluate the performance of the DHRL model in both attached and separated flow
regions, the test cases considered were turbulent channel flow matching the DNS case of Hoyas
and Jimenez [25] and backward-facing step flow matching the experimental case of Driver and
Seegmiller [26]. Simulation results using the DHRLmodel are compared with the corresponding
DNS and experimental data, and with the results of companion simulations using other RANS
and HRL turbulence models available in FLUENT.

2. Model formulation

The DHRL model formulation is summarized in this section. Readers are referred to Bhushan
andWalters [27] for a more detailed description. Other models, including DES, DDES, and SST
k-ω, are also summarized since they are used to perform companion simulations, and the
results are compared with DHRL. In addition, the SST k-ω model is used as the RANS
component of the DHRL model, while MILES is used as the LES component. The models used
here were chosen for comparison purposes because they are widely used examples of HRL and
RANS, respectively. Since they have been previously thoroughly documented, only a brief
description and appropriate references are provided in Subsections 2.2–2.5.

2.1. Dynamic hybrid RANS-LES (DHRL) methodology

The description of the DHRL model presented here focuses on single-phase, incompressible,
Newtonian flow with no body forces. Extension to compressible flow or flows with gravita-
tional effects is straightforward. First, applying an (undefined) filtering operation to the
momentum equation results in:

∂bui

∂t
þ buj

∂bui

∂xj
¼ � 1

ρ
∂bP
∂xi

þ ∂
∂xj

2νbSij

� �
� ∂
∂xj

τij
� � ð1Þ

where ui and bui are the instantaneous and filtered velocity, respectively. The last term on the
right-hand side represents the turbulent stress, which corresponds in general to any residual
stress tensor obtained from either Reynolds averaging or filtering. This can be expressed as
follows:
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τij ¼ duiuj � buibuj ð2Þ

The turbulent stress term must be modeled in order to close the filtered momentum equation.

Most hybrid RANS-LES models, including the commonly used DES model, use a single scalar
variable in the filtered momentum equation to model the turbulent stress using the Boussinesq
hypothesis. This term is denoted as the eddy viscosity, and in theory obtains a value appropri-
ate for a modeled Reynolds stress in the RANS region (typically near the wall) and a value
appropriate for a modeled subgrid stress in the LES region (typically far from the wall).

As discussed above, blending the effects of ensemble-averaged velocity fields (Reynolds stress)
and spatially filtered velocity fields (subgrid stress) using a single scalar variable introduces
ambiguity into the model. The DHRL modeling methodology seeks to avoid this ambiguity.
The model development begins with decomposition of the velocity field in such a way that the
effects of ensemble-averaged velocity fields and spatially filtered velocity fields retain a dis-
tinct separation in the transitional or “gray” zones.

First is introduced a simulation-specific decomposition for the instantaneous velocity (ui):

ui ¼ ui þ u00 i|fflfflfflffl{zfflfflfflffl}
bui

þ u0 i ð3Þ

where bui is the velocity resolved in the simulation, ūi is the mean (Reynolds-averaged) velocity,
u00i is the resolved fluctuating velocity, and u0i is the unresolved or modeled fluctuating veloc-
ity. The Reynolds-averaged velocity and resolved fluctuating velocity can be obtained directly
from the simulation. The modeled fluctuating velocity is defined using the turbulent stress
term. Substitution of the decomposed instantaneous velocity (ui) in Eq. (3) into Eq. (2), along
with the assumption that resolved and unresolved velocity fluctuations are uncorrelated,
yields the following expression for the residual stress:

τij ¼ dbuibuj � buibuj

� �
þdu0iu0j ð4Þ

The scale similarity concept can be used to model both of the terms on the right-hand side of
Eq. (4). The result is an expression for the subfilter stress term as:

τij ¼ α duiuj � buibuj
� �þ βu0 iu0j ð5Þ

The first (both parts inside parenthesis) and the second terms on the right-hand side of Eq. (5)
can be modeled as linear functions of the subgrid stress (SGS) and Reynolds stress, respec-
tively. The SGS and Reynolds stresses can be obtained from any suitable SGS and RANS
model. The proportionality constants α and β can be both spatially and temporally varying,
but are assumed to be complementary, such that the residual stress term can be expressed as a
weighted average of both the SGS and RANS stress as follows:

τij ¼ ατSGSij þ 1� αð ÞτRANS
ij ð6Þ
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To determine the value of the blending coefficient α, a secondary filtering operation is applied,
conceptually similar to the method of Lilly [28] for dynamic model coefficient evaluation for
subgrid stress modeling. Based on the following assumptions:

τRANS
ij ¼ uiuj � ui uj ð7Þ

duiuj ¼ uiuj ð8Þ

the Reynolds-averaging operation can be applied to Eq. (2) as a secondary filter and combined
with Eq. (7) to yield:

τRANS
ij � τij ¼ uiuj � uiuj

� �� duiuj � buibui

� �
¼ buibui � ui uj ¼ u00i u

00
j ð9Þ

The Reynolds-averaged form of Eq. (6) is combined with Eq. (9) to eliminate τij . The
scalar product of the result with the mean (Reynolds-averaged) strain rate yields the expres-
sion for α:

α ¼ u00i u
00
j Sij|fflfflfflffl{zfflfflfflffl}

Resolved turbulent
Production

0
BBBBBB@

1
CCCCCCA
= τRANS

ij Sij|fflfflfflfflffl{zfflfflfflfflffl}
RANS

Production

� τSGSij Sij|fflfflfflffl{zfflfflfflffl}
Inhomogeneous
SGSProduction

0
BBBBBB@

1
CCCCCCA

ð10Þ

The local value of the coefficient α is determined based on the relative contribution to turbu-
lence production by the resolved scales, the mean (Reynolds-averaged) component of the
subgrid model stress, and the RANS model stress. For stability, the value of α is limited in
practice to lie between 0 and 1. Eq. (10) shows that the value of α becomes zero in regions with
no resolved fluctuations, i.e., numerically steady-state flow. In those regions, therefore, a pure
RANS model is recovered. In regions for which turbulence production by resolved velocity
fluctuations is significant, the RANS stress contribution decreases, and an LES subgrid stress
contribution appears in the momentum equation. This ensures a smooth variation of turbulent
production through the transition between RANS and LES. If the resolved turbulent produc-
tion in any region is sufficiently large, α increases to a value of 1, and a pure LES model is
recovered.

One final key aspect of the DHRL methodology is the manner in which the RANS model
component is computed. In contrast to most other hybrid methods, the DHRL approach
computes the RANS terms based only on the Reynolds-averaged flowfield. For stationary
flows, the velocity field used to compute all RANS terms can be obtained from a time-
averaging operation that runs concurrent with the simulations. Other appropriate averaging
methods can be adopted for nonstationary flows. For the current study, stationary flows are
considered, and the RANS model is computed using the time-averaged flowfield in all of the
turbulence model terms.
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2.2. Detached-eddy simulation (DES)

The DES model is based on the one-equation eddy-viscosity RANS model developed by
Spalart and Allmaras [29] (SA), which has been used extensively in applied CFD analysis.
The SAmodel includes one additional transport equation for an eddy-viscosity variable, eν. The
transport equation includes terms for diffusive transport, production, and destruction, where
the latter is given in simplified form as follows:

Dest ¼ �Cd
eν
d

� �2

ð11Þ

where Cd is a variable model coefficient and d is the distance to the nearest wall. The wall
distance also appears in other model coefficients.

The DES model replaces the wall distance with an effective length scale, ed , that is a function of
both wall distance and local mesh size:

ed � min d, CDESΔð Þ ð12Þ

where Δ is the local characteristic mesh spacing and CDES is a model constant. The effect of the
modification is to increase destruction of eν in regions with Fine mesh, allowing the develop-
ment of resolved turbulent fluctuations, while recovering the original SA RANS formulation in
regions with large mesh spacing. The reader is referred to [12] for further details.

2.3. Delayed detached-eddy simulation (DDES)

The DDES model was proposed as a modification to the baseline DES model in order to
address the issue of grid-induced premature switching to the LES mode in attached boundary
layers [13]. This anomalous activation of LES mode occurs in the DES model when a highly
refined grid is used. In contrast to the baseline DES model, DDES redefines the length scale
such that it depends on both the local grid size as well as the eddy viscosity:

ed � d� f dmax 0, d� CDESΔð Þ ð13Þ

The function fd recovers a value of zero inside the boundary layer, ensuring that the RANS
mode is activated; however, the value of fd limits to one outside the boundary layer, thus
recovering the underlying DES mode. The functional form of fd is

f d � 1� tanh 8rd½ �3
� �

ð14Þ

where the variable rd is obtained as:

rd � νt þ νffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ui, jUi, j

p
κ2d2

ð15Þ
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2.4. Shear-stress transport (SST) k-ω

The SST k-ω model proposed by Menter [23] is conceptually based on the transport of the
principal shear stress and was developed to improve prediction of flows with adverse pressure
gradients. It has been used for a large number of practical RANS CFD simulations of complex
turbulent flows [30]. In the SST model, the eddy viscosity from the baseline k-ω model is
modified within the framework of the SST model as follows:

νt ¼ a1k
max a1ω, SF2ð Þ ð16Þ

where F2 is a blending function, a1 is a constant, and S represents an invariant measure of
the strain rate magnitude. F2 recovers a value of one in attached boundary layers, and a value
of zero in free shear layers. The model improves prediction in adverse pressure gradient
boundary layers by ensuring that production of turbulent kinetic energy is larger than
dissipation.

Two transport equations are adopted in the SST model, one for the turbulent kinetic energy (k)
and one for the specific turbulence dissipation rate (ω):

Dρk
Dt

¼ τij
∂ui
∂xj

� β�ρωkþ ∂
∂xj

μþ σkμt

� � ∂k
∂xj

� �
ð17Þ

Dρω
Dt

¼ γ
νt
τij

∂ui
∂xj

� βρω2 þ ∂
∂xj

μþ σωμt

� � ∂ω
∂xj

� �
þ 2 1� F1ð Þρσω2 1

ω
∂k
∂xj

∂ω
∂xj

ð18Þ

The function F1 plays a similar role as the blending function F2, acting as an indicator variable
for near-wall and farfield regions of the flow. Near the wall, F1 = 1, and the k-ω model form is
obtained. In farfield regions, F1 = 0 and the model behaves similar to a k-ε model. Refer to Ref.
[23] for further model details. For the DHRL model used in the present study, the SST model
was used as the RANS component.

2.5. Monotonically integrated large eddy simulation (MILES)

MILES refers to an approach for implicit LES first documented by Boris et al. [31] for which the
subgrid stress is assumed to be accurately approximated by the dissipation inherent in
the discretization error for the convective terms. For upwind-biased schemes in particular, the
numerical error can be shown mathematically to be similar in form to an explicit eddy-
viscosity model for such an approach [24], and several studies have been documented in the
literature in which practical LES solutions have been successfully obtained. For the present
study, the MILES method is used for the reference LES simulations and also as the LES
component in the DHRL implementation. Two different convective discretization schemes are
used (these are discussed below). Both schemes are designed to preserve monotonicity
through upwinding and flux limiting, which is appropriate for a MILES approach.
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3. Numerical method

Simulations in the present study were all run using the commercial CFD code Ansys FLUENT.
The DHRL methodology was implemented using the User-Defined Function subroutines
available with that solver. Other turbulence models were all available as built-in modeling
options in FLUENT. All of the test cases considered are incompressible, so the segregated
pressure-based solver was used with the SIMPLE pressure-velocity coupling method [32].
Second-order implicit (three-point backward difference) discretization was used for the
unsteady term in all time-dependent simulations including HRL and LES. A second-order
upwind, linear reconstruction scheme with a Least-Squares gradient computation and conven-
tional slope limiting [33] was used as the baseline discretization scheme for the convective
terms in the momentum equations. Mass fluxes were computed using the momentum-
weighted interpolation method of Rhie and Chow [34]. For some of the test cases, a less
dissipative bounded central differencing spatial discretization scheme based on the Normal-
ized Variable Diagram [35] was used to evaluate the influence of discretization scheme on the
HRL results. A second-order centered discretization was used for the pressure gradient terms,
and second-order central differencing was used for all diffusion terms.

Steady RANS simulations were run until a converged solution was obtained, with conver-
gence determined based on stabilization of all flow variables to constant values as iterations
increased, and a decrease in the L2 norm of all residuals by at least six orders of magnitude less
from the initial value. For the hybrid RANS-LES (HRL) models, the converged steady-state
RANS results were used as the initial conditions. The HRL model simulations were time-
dependent and were run until a statistically steady-state flow field was obtained, as judged
by time-averaged variables obtaining constant values with increasing time steps. The time-step
size for unsteady simulations was selected to maintain maximum convective CFL number of
approximately one, based on the smallest streamwise mesh dimension and the freestream
velocity. For the time-dependent cases, the L2 norm of all residuals was verified to be reduced
by at least three orders of magnitude during each time step. For both attached and separated
flow test cases, an additional HRL simulation was run with the time-step size reduced by half,
and results were compared to the default time step cases. No significant difference was
observed for the resulting statistical quantities, so it was concluded that the use of a convective
CFL number of approximately one is appropriate.

4. Attached turbulent flow test case

The selected attached flow test case is a fully developed turbulent channel flow, corresponding
to the experimental study of Hoyas and Jimenez [25]. Results for this case using the DHRL
model were previously obtained using a pseudo-spectral solver and a combination of the
Spalart-Allmaras one-equation model [29] for the RANS component and the dynamic
Smagorinsky model [28] for the LES component [27]. This paper investigates in more detail
DHRL simulation using a general-purpose finite-volume flow solver.
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The simulations were performed for the case of Reynolds number equal to 2003, where

Re ¼ uτδ
ν

, ð19Þ

uτ is the wall friction velocity, δ is the channel half-height, and ν is the kinematic viscosity. The
domain extent was 2πδ in the streamwise and πδ in the spanwise directions. Three different
structured meshes were investigated, with streamwise � spanwise � wall-normal cell counts
of 32 � 24 � 36 (Coarse), 64 � 48 � 72 (Medium), and 128 � 96 � 144 (Fine). The grid spacing
was uniform in the streamwise and spanwise directions. Stretching was employed in the wall-
normal direction so that the first near-wall cell centroid was located with y+ of 2, 1, and 0.5 for
the Coarse, Medium, and Fine grids, respectively, and cells located at the channel centerline
had aspect ratios of approximately unity.

Hybrid RANS-LES simulations were performed with three different models—the DHRL
method described above, the original detached-eddy simulation (DES) model based on the
Spalart-Allmaras RANS model [12], and the more recently proposed delayed detached-eddy
simulation (DDES) model [13]. The DHRL model combined the k-ω SST model [23] as the
RANS component and monotonically integrated LES (MILES) [24] as the LES component.
For comparison purposes, steady RANS simulations were obtained using k-ω SST model
alone, and LES simulations were obtained using the MILES method. Results for all models
were evaluated based on comparison with the available DNS data [25]. Quantitative com-
parisons were made primarily for mean velocity and turbulent kinetic energy. Of particular
interest was the effect of grid resolution level and discretization scheme for the different
modeling approaches investigated. Unless otherwise noted, all results shown are plane-
averaged, though all statistical quantities showed little variation in the streamwise and
spanwise directions once the simulation had run sufficiently long for a stationary state to
be reached.

Figure 1 shows the mean velocity profile predicted by each of the models on the Coarse,
Medium, and Fine grids. Note that the results with the SST model are only shown for the
Coarse grid, since no noticeable differences were observed between that and the two finer
grids. The MILES results are only shown for the Medium and Fine grids, since the results on
the Coarse grids were comparable to laminar flow, and dramatically overpredicted the velocity
in the middle portion of the channel. In fact, it is apparent from Figure 1 (b) that even results
on the Medium grid are qualitatively incorrect, and only on the Fine grid does the characteris-
tic log-layer behavior begin to be observed, though mean velocity of it is still significantly
overpredicted.

For the Coarse grid, the SST, DDES, and DHRL models all show qualitative agreement with
the DNS data, with the DDES model showing the best agreement, and both the SST and DHRL
models showing a similar, slight overprediction in the log-layer region. The DES model shows
the characteristic overshoot that has previously been noted in the literature, which is due to the
performance of the model in the transition region between the (near-wall) RANS zone and
the far-field (LES) region in the middle of the channel. As the grid is refined (Figure 1 (b, c)),
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the DES results agree more closely with the DNS data, and for the Fine grid, the log-layer
mismatch is much smaller, though still apparent.

For all three grid sizes, the DDES model obtained a numerically steady-state result, effectively
operating as a pure RANS model. This is not surprising, since the goal of the Delayed DES
formulation is to inhibit the development of LES behavior in attached flow regions, while
allowing its development in separated flow regions. As a consequence, the DDES mean
velocity results were limited to a Spalart-Allmaras model equivalent, which is in good agree-
ment with the reference data.

The predicted turbulent kinetic energy (k) profiles for the hybrid RANS-LES models are shown
in Figure 2. Since the DDES model returned a steady RANS solution, no result is plotted. For
the DHRL model, both resolved turbulence and total (resolved + modeled) turbulence is
shown, where the total k is computed as:

ktotal ¼ αkresolved þ 1� αð Þkmodeled: ð20Þ

For both the DES and DHRL models, the overall trends are correctly predicted, with a peak
near the wall and decay to a minimum value at the channel centerline. Both models tend to
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Figure 1. Mean velocity profiles for turbulent channel flow test case using different turbulence models: (a) Coarse mesh;
(b) Medium mesh; (c) Fine mesh.
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underpredict the peak value of k near the wall as well as predicting the location of the peak to be
too far from thewall, and for the Fine grid case showan underprediction throughout the channel.
The DES result shows nontrivial sensitivity to the mesh refinement level, and surprisingly shows
better agreement throughout most of the channel on the Coarse grid than on the Fine grid. The
DHRL model shows relatively little dependence on the mesh resolution level, except for an
improvement in the near-wall prediction as the grid is refined (as does the DES model).

The mesh sensitivity is further highlighted in Figure 3, which shows the change in the mean
velocity profiles for each model as the mesh is refined from 27,648 total cells (Coarse) to
1,769,472 cells (Fine). For the DES model (Figure 3 (a)), the improvement with increasing mesh
resolution is apparent, as the characteristic overshoot becomes smaller. The DDES model is not
shown since it yielded a steady-state result that was insensitive to mesh refinement level for
the grids considered here. The DHRL model (Figure 3 (b)) shows very little sensitivity to grid
refinement level and shows better agreement with the DNS data than the DES model for all
refinement levels. Also shown in Figure 3 (b) are the steady RANS results from the SSTmodel,
which is the RANS component for the DHRL hybridization. The results from DHRL agree
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Figure 2. Turbulent kinetic energy (k) profiles for turbulent channel flow test case comparing results with DES and DHRL
models: (a) Medium mesh; (b) Fine mesh. For DHRL, both resolved k and total k (resolved + modeled contributions) are
shown.
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Figure 3. Effect of grid resolution on predicted mean velocity profiles for DES (a) and DHRL (b) models.
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quite closely with the SST for all mesh refinement levels, despite the fact that a significant
portion of the turbulent kinetic energy is resolved as unsteady velocity fluctuations (Figure 2)
in contrast to the steady SST result.

The effect of the choice of discretization scheme (second-order upwind versus NVD-based
Bounded Central Difference) for the convection term is shown in Figure 4, for both the DES
and DHRL models. While the BCD scheme has been shown to significantly reduce numerical
dissipation on structured meshes [35, 36], the effect on the mean flowfield using hybrid RANS-
LES models was found to be insignificant. For the DES model, as the numerical dissipation
increases, the local shear stresses decrease in magnitude, resulting in lower overall magnitudes
of the eddy viscosity. This decrease in model eddy viscosity helps to compensate for the higher
numerical viscosity of the second-order upwind scheme. For the DHRL model, a similar effect
occurs. As seen in Eq. (10), the blending coefficient α responds to changes in the resolved
flowfield to adjust the RANS contribution accordingly.

The underlying method by which the DHRL model operates is highlighted in Figure 5, show-
ing the distribution of the blending parameter α through the channel for all three grids
investigated. Recalling that α = 0 corresponds to a pure RANS mode and α = 1 corresponds to
a pure LES mode, it is apparent that both the Medium and Fine grid cases have a significant
portion of the channel, up to about y+ = 1000, for which the model operates as pure MILES. The
MILES region extends further toward the wall for the Fine grid case (y+ ~ 100) than for the
Medium grid case (y+ ~ 300). In the near-wall region, α ! 0 as y!0 and the RANS model is
recovered. Likewise, near the channel centerline (y+ > 1000), α < 1 and some portion of the
RANS model stress is introduced into the momentum equations. The behavior of the Coarse
grid case is quite different. Since the mesh is too coarse to resolve a significant level of
turbulent production, the value of α is quite low throughout the channel, and a significant
portion of the RANS model stress is introduced. As seen in Figure 1 (a), the effect is to
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minimize overshoot of the mean velocity profile in the middle portion of the channel and
recover a result close to the steady RANS SST result.

Figures 6 and 7 illustrate some of the features of the resolved velocity field in the hybrid
RANS-LES simulations. Figure 6 shows isosurfaces of Q-criterion on the Fine grid, for both
the DES and DHRL models, to highlight the presence of vortical turbulent structures. Such
structures are visible for both models; however, for an equivalent value of Q-criterion, the
structures predicted by the DHRL model are more prevalent and of a smaller scale than those
predicted by the DES model. This was found to be consistently true for all cases. The reason is
that the DHRL model operates in a MILES mode with respect to the fluctuating velocity field
and as such the dissipation of small-scale turbulent features is less than with the DES model.
Figure 7 shows qualitatively the effect of mesh refinement on the resolution of the fluctuating
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Figure 5. Variation of DHRL blending parameter (α) across the channel for three different mesh sizes.

Figure 6. Isosurfaces of Q-criterion showing resolved turbulent structures on the Fine grid: (a) DES and (b) DHRL.
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velocity field using the DHRL model by showing contours of the spanwise vorticity on the
periodic boundary planes. It is apparent that for the Fine grid (Figure 7 (b)), a significant
portion of the turbulent spectrum is resolved, similar to the Q-criterion contours in Figure 6 (b).
However, for the Coarse grid (Figure 7 (a)), only large-scale, low-frequency fluctuations are
present in the flow. It is this lack of resolution of the turbulence field that results in the decrease
of the blending parameter α (Figure 5) in the Coarse grid case, and the introduction of a
relatively large RANS stress contribution into the momentum equations.

5. Separated turbulent flow test case

The separated flow test case is the backward facing step flow matching the experimental study
of Driver and Seegmiller [26], which is a commonly used benchmark case for turbulence model
verification and validation. Two different three-dimensional meshes were created using the
commercial meshing tool Ansys GAMBIT® in order to evaluate grid sensitivity issues common
to most current HRL models [15], for example, the delay of instability and breakdown of
separated shear layers. For both grids, the computational domain size extended from 4 step
heights (H) upstream of the step to 32H downstream of the step, 16H vertically from the wall
downstream of the step, and 6H total in the spanwise direction. A structured multiblock mesh
was generated, with a baseline Coarse mesh containing 744,960 total cells, and a Fine mesh
containing 7,946,400 total cells. An average y+ value less than one was enforced to satisfy the
recommended y+ requirements for the RANS turbulence model and for accurate HRL model-
ing. Nearly isotropic quadrilateral cells were used in the LES region (from x/H = 0.0 to 10.0) for
maximum accuracy. A 2D planar slice of the Fine mesh is shown for illustrative purposes in
Figure 8.

Simulations were performed using the DHRL, DDES, and SST k-ωmodels, with all simulation
parameters and boundary conditions matching the experimental study. Profiles of inlet flow

Figure 7. Contours of spanwise vorticity predicted using DHRL model: (a) Coarse mesh; (b) Fine mesh.
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variables including mean inflow velocity, turbulent kinetic energy, and specific dissipation rate
for the DHRL and RANS model simulations, and modified eddy viscosity for the DDES model
simulation were created to match the distributions in the experimental data. For the spanwise
boundaries, a periodic boundary condition was applied in the transient HRL simulations, and
a symmetry boundary condition was used for the steady RANS simulation.

Figure 9 shows the spanwise-averaged mean wall static pressure distribution for both the
Coarse mesh and the Fine mesh, respectively, using three different turbulence models. In the

Figure 8. Fine mesh for backstep case on spanwise periodic plane.

Figure 9. Static pressure distribution on wall downstream of step: (a) Coarse mesh; (b) Fine mesh.
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recirculation region (x/H > 0), the Coarse mesh results shown in Figure 9 (a) indicate that both
the DHRL and RANS computations predict a smooth pressure decrease and resolve the
negative peak pressure with reasonable accuracy compared with the experimental data.
The DDES results in contrast show overprediction of the pressure decrease and an offset in
the location of negative peak pressure. The pressure rise predicted by both the DHRL and
RANS models in the separated flow region shows similar behavior to the experimental results,
but the wall pressure in the DDES computation shows a delayed pressure recovery. The
pressure distribution after flow reattachment is similar to the experimental results for all
simulations, except for a small overprediction by the DDES model in the region 10 < x/H < 16.
Figure 9 (b) shows that the Fine mesh computations compare reasonably well with the
experimental data for all models used. Simulations using the Fine mesh show a substantial
improvement relative to the Coarse mesh for the DDES model. The differences underscore the
mesh sensitivity inherent in DDES. In contrast, the Coarse and Fine mesh results using the
DHRL model are similar, indicating that the DHRL model is relatively insensitive to mesh
resolution, which agrees with the results from the attached flow test case above.

Figure 10 shows the spanwise-averaged mean wall skin friction distribution on both the
Coarse mesh and Fine mesh. Figure 10 (a) indicates that the wall skin friction result on
the Coarse grid in the separated flow region agrees closely with the experimental data for both
the DHRL model and the RANS model. In particular, the negative peak Cf values are quite
close to the experimental result. In contrast, the DDES model shows an overprediction of the
size of the flow separation region along with an overprediction of skin friction. The
reattachment point was determined in the experiments using a linear interpolation of the oil-
flow laser skin-friction measurements and was found to be x/H = 6.38 [26]. The DHRL model
results show an early prediction of flow reattachment and a reattachment point of approxi-
mately x/H = 5.60, an underprediction of 9%. The RANS model predicts the flow reattachment

Figure 10. Skin friction distribution on wall downstream of step: (a) Coarse mesh; (b) Fine mesh.
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location at x/H = 6.30, which is closer to the experimental measurements. The DDES results
show a delayed flow reattachment at x/H = 9.23. The grid is too coarse for the DDES model to
accurately resolve the Reynolds stress contribution in either LES or RANS mode, leading to the
delay in flow reattachment. The skin friction is predicted reasonably well by the DHRL model
downstream of the reattachment point. The RANS model accurately predicts skin friction
immediately downstream of the reattachment point but shows an underprediction in the
region farther downstream. The differences in the DHRL model prediction, as compared to
the SST model, can be attributed to the presence of resolved unsteady turbulent fluctuations in
the flow that lead to more rapid mixing of the separated shear layer and transport of momen-
tum in the wall-normal direction. This is also clearly seen in the mean velocity and turbulent
kinetic energy profiles shown below.

The predicted skin-friction distribution for the Fine mesh, shown in Figure 10 (b), indicates
that results with all three models agree reasonably well with the experimental data. However,
with regard to mesh sensitivity, some models show quantitative or even qualitative differences
between the Coarse and Fine meshes. The DHRL model predictions are closest to being mesh
insensitive, as the Cf calculations for both meshes are quite similar. The reattachment location
(x/H = 5.70) calculated using the Fine mesh is less than 2% different than the result on the
Coarse mesh. The RANS model predictions for both the Coarse and Fine meshes show very
close agreement with one another in all regions, including the separation point. This is similar
to the attached flow results above, for which the steady RANS results were effectively mesh
independent. In contrast, a significant level of mesh sensitivity is shown by the DDES model
predictions. Skin friction over most of the downstream wall shows significant differences
between the Coarse and Fine grid results. Mesh refinement significantly improves the predic-
tion of reattachment point (x/H = 6.31) for the DDES model.

Previous studies have shown that DDES model predictions have reported delayed shear layer
breakup and limited resolution of the Reynolds stresses in separated flow regions, particularly
on coarse grids [2, 37]. One key advantage of the DHRL model is that it inherently addresses
these potential problems. Figure 11 shows contours of instantaneous spanwise vorticity (z-
vorticity) obtained from the DHRL and DDES model simulations, respectively, on the Coarse
mesh. The DHRL model results indicate a better ability to resolve turbulent eddies in the
separated shear layer and a more obvious breakup and transition to LES mode than the DDES
model. The relatively poor predictions of wall static pressure and skin friction predictions by
the DDES model shown above are partly explained by these results. Figure 12 shows the
contours of instantaneous spanwise vorticity (z-vorticity) on the Fine mesh for both models.
DHRL and DDES are both able to resolve turbulent scales in the separation region and as a
result are able to provide reasonably accurate prediction of Cp and Cf. With regard to mesh
sensitivity, the DHRL model contours are similar on both the Coarse and Fine mesh computa-
tions except for the increased resolution of small scales on the Fine mesh. The DDES model
contours, in contrast, show even qualitative differences between results on the Coarse and Fine
meshes. Figure 13 shows the spanwise vorticity (z-vorticity) contours predicted by the RANS
simulations on the Coarse and Fine meshes, respectively. It is apparent that no turbulent scales
are directly resolved, as expected. Rather, the effect of all turbulent scales on the mean flow is
included via the eddy-viscosity term.

Turbulence Modelling Approaches - Current State, Development Prospects, Applications18



location at x/H = 6.30, which is closer to the experimental measurements. The DDES results
show a delayed flow reattachment at x/H = 9.23. The grid is too coarse for the DDES model to
accurately resolve the Reynolds stress contribution in either LES or RANS mode, leading to the
delay in flow reattachment. The skin friction is predicted reasonably well by the DHRL model
downstream of the reattachment point. The RANS model accurately predicts skin friction
immediately downstream of the reattachment point but shows an underprediction in the
region farther downstream. The differences in the DHRL model prediction, as compared to
the SST model, can be attributed to the presence of resolved unsteady turbulent fluctuations in
the flow that lead to more rapid mixing of the separated shear layer and transport of momen-
tum in the wall-normal direction. This is also clearly seen in the mean velocity and turbulent
kinetic energy profiles shown below.

The predicted skin-friction distribution for the Fine mesh, shown in Figure 10 (b), indicates
that results with all three models agree reasonably well with the experimental data. However,
with regard to mesh sensitivity, some models show quantitative or even qualitative differences
between the Coarse and Fine meshes. The DHRL model predictions are closest to being mesh
insensitive, as the Cf calculations for both meshes are quite similar. The reattachment location
(x/H = 5.70) calculated using the Fine mesh is less than 2% different than the result on the
Coarse mesh. The RANS model predictions for both the Coarse and Fine meshes show very
close agreement with one another in all regions, including the separation point. This is similar
to the attached flow results above, for which the steady RANS results were effectively mesh
independent. In contrast, a significant level of mesh sensitivity is shown by the DDES model
predictions. Skin friction over most of the downstream wall shows significant differences
between the Coarse and Fine grid results. Mesh refinement significantly improves the predic-
tion of reattachment point (x/H = 6.31) for the DDES model.

Previous studies have shown that DDES model predictions have reported delayed shear layer
breakup and limited resolution of the Reynolds stresses in separated flow regions, particularly
on coarse grids [2, 37]. One key advantage of the DHRL model is that it inherently addresses
these potential problems. Figure 11 shows contours of instantaneous spanwise vorticity (z-
vorticity) obtained from the DHRL and DDES model simulations, respectively, on the Coarse
mesh. The DHRL model results indicate a better ability to resolve turbulent eddies in the
separated shear layer and a more obvious breakup and transition to LES mode than the DDES
model. The relatively poor predictions of wall static pressure and skin friction predictions by
the DDES model shown above are partly explained by these results. Figure 12 shows the
contours of instantaneous spanwise vorticity (z-vorticity) on the Fine mesh for both models.
DHRL and DDES are both able to resolve turbulent scales in the separation region and as a
result are able to provide reasonably accurate prediction of Cp and Cf. With regard to mesh
sensitivity, the DHRL model contours are similar on both the Coarse and Fine mesh computa-
tions except for the increased resolution of small scales on the Fine mesh. The DDES model
contours, in contrast, show even qualitative differences between results on the Coarse and Fine
meshes. Figure 13 shows the spanwise vorticity (z-vorticity) contours predicted by the RANS
simulations on the Coarse and Fine meshes, respectively. It is apparent that no turbulent scales
are directly resolved, as expected. Rather, the effect of all turbulent scales on the mean flow is
included via the eddy-viscosity term.
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Figure 11. Contours of instantaneous resolved z-vorticity for the Coarse mesh simulations: (a) DHRL; (b) DDES.

Figure 12. Contours of instantaneous resolved z-vorticity for the Fine mesh simulations: (a) DHRL; (b) DDES.
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In order to minimize the dissipation errors due to the numerical method, low dissipation
schemes are generally used for convective term discretization in LES and HRL simulations.
The bounded central differencing (BCD) [35] scheme is an example of a low-dissipation
scheme developed to provide stable results on both structured and unstructured grids. Fine
mesh simulations using the BCD scheme were performed along with baseline second-order
upwind simulations to investigate the effect of discretization on the HRL model results.
Figure 14 shows the distribution of pressure in the streamwise direction, obtained using the
Fine mesh. Very little difference due to discretization scheme is observed for the DHRL results.
The DDES simulations, in contrast, show more sensitivity to the scheme, with the BCD
discretization method producing a slightly overpredicted negative Cp peak and a delayed
pressure recovery relative to the second-order upwind results.

Figure 15 shows skin friction predictions on the Fine mesh for DHRL and DDES using both
discretization schemes. Again, there is little difference in DHRL simulations due to the numer-
ical scheme, though slightly better agreement with experiments is observed in the BCD scheme
predictions just downstream of the reattachment location. The reattachment point (x/H = 5.75)
for the DHRL with BCD scheme is close to the predicted reattachment with the upwind
scheme (x/H = 5.70). For the DDES model, the BCD scheme results show a streamwise offset
for the Cf prediction in the separated flow region compared to the upwind scheme. The BCD
scheme results also show a significantly delayed reattachment point (x/H = 6.80) relative to the
upwind scheme (x/H = 6.31). To summarize, the effect of discretization scheme in the DHRL

Figure 13. Contours of instantaneous resolved z-vorticity using RANS model: (a) Coarse mesh; (b) Fine mesh.
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Figure 14. Static pressure distribution on downstream bottom wall comparing results with BCD and second-order
upwind discretization scheme on the Fine mesh.

Figure 15. Skin friction distribution on downstream bottom wall comparing results with BCD and second-order upwind
discretization scheme on the Fine mesh.
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simulations appears to be minimal, with a slight improvement in the results when using the
BCD scheme. The use of the BCD scheme for the DDES simulations appears to result in slightly
less agreement with experimental data, which is surprising. The apparent reason for this
behavior may be the violation of the convection boundedness criterion of the BCD method
due to the very low sub-grid scale turbulent diffusivity produced by the DDES model simula-
tions.

Figure 16. Predicted (Fine mesh) and measured mean velocity profiles at measurement stations downstream of the
step. (a) x/H = 1.0. (b) x/H = 1.5. (c) x/H = 2.0. (d) x/H = 3.0. (e) x/H = 5.0. (f) x/H = 6.0. (g) x/H = 7.0. (h) x/H = 16.0.
(i) x/H = 20.0.
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Figure 16 shows mean streamwise velocity profiles at several streamwise measurement sta-
tions for simulations using the Fine mesh. In the separated flow region (stations x/H = 1.0, 1.5,
2.0, and 3.0), the profiles clearly show that characteristics including boundary layer growth
and size of the separation bubble in the wall normal direction are well resolved by both the
DHRL and RANS simulations in comparison to the experimental measurements. The DDES
simulation shows a small underprediction of the negative velocity peak in the near wall region
and an overprediction of the size of the separation bubble. Simulations using each of the
models show good agreement with the experimental data far from the wall. Immediately
upstream of the reattachment point (station x/H = 5.0), DHRL and RANS results show reason-
ably good agreement with the data in terms of the negative velocity peak and separation-
bubble size, but the DDES model somewhat overpredicts the flow behavior. It is apparent that
in the separated flow region near the wall, the DHRL simulation shows nearly RANS-like
behavior, which is expected since the DHRL model tends to limit to the RANS result close to
the wall unless the grid is highly refined. It is interesting to note that the experimental velocity
profile at station x/H = 6.0 clearly shows that the flow has reattached, which is early relative to
the experimentally determined reattachment location of x/H = 6.38 based on the oil-flow laser
skin-friction measurements [26]. The reason for this apparent discrepancy in the experimental
data is not clear. The DHRL results also predict reattached flow at station x/H =6.0, while the
RANS and DDES simulations show separated flow. Farther downstream (x/H = 7.0), all models
clearly show not only reattached flow but also an underprediction of the velocity very close to
the wall. In the wake recovery region (x/H = 16.0 and 20.0), the two HRL models show good
agreement with the experimental data while the RANSmodel results show an underprediction
in the rate of wake recovery, presumably due to lower predicted levels of turbulent mixing.

Figure 17 shows computed turbulent kinetic energy profiles (normalized by square of mean
inlet velocity) obtained for the Fine mesh simulations, compared with experimental data, at the
measurement stations identical to those used to compare the mean velocity profiles. In the
separated shear layer just downstream of the step at x/H = 1.0, DHRL results show the sudden
rise in turbulent kinetic energy seen in the experimental data, indicating relatively rapid
breakup of the shear layer characteristic of DHRL simulations. In contrast, the DDES model
results show a relatively small peak in turbulent kinetic energy, which is characteristic of the
more delayed shear layer break up characteristic of that model. This is also reflected in the
delayed mixing of mean momentum shown at the same location in Figure 16. RANS model
results show a relatively rapid increase in modeled turbulent kinetic energy downstream of
flow separation. Both the DHRL and RANS results show a steady increase in turbulent kinetic
energy similar to the experimental data up to station x/H = 5.0. The DDES simulation shows a
relatively slow increase at stations x/H = 1.5 and 2.0, but a more rapid increase at x/H = 5.0,
characteristic of a delayed but sudden breakup of the shear layer. Near the reattachment
location at stations x/H = 6.0 and 7.0, the computed turbulent kinetic energy profiles decay
similar to the experimental results, but the peak value of turbulent kinetic energy is
underpredicted by the DHRL and RANS models results and significantly overpredicted by
the DDES results. Farther downstream (stations x/H = 16.0 and 20.0), results obtained with all
three models show qualitative agreement with the experimental data.
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6. Summary and conclusions

The recently proposed dynamic hybrid RANS/LES modeling framework (DHRL) has been
investigated for two test cases, turbulent channel flow and flow over a backward facing step,
in order to investigate the capability of the model to accurately predict both attached and
separated turbulent flows. The test cases elucidated the behavior of the DHRL model in

Figure 17. Predicted (Fine mesh) and measured turbulent kinetic energy profiles at measurement stations downstream
of the step. (a) x/H = 1.0. (b) x/H = 1.5. (c) x/H = 2.0. (d) x/H = 3.0. (e) x/H = 5.0. (f) x/H = 6.0. (g) x/H = 7.0. (h) x/H = 16.0.
(i) x/H = 20.0.
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comparison with a more traditional hybrid RANS-LES model, including model response to
mesh refinement level and changes in discretization scheme.

For the channel flow test case, the DES and DHRLmodels showed significant resolved velocity
fluctuations for all mesh refinement levels and for both discretization schemes, on the order of
the turbulence levels in the reference DNS data. In contrast, the DDES model yielded a steady
RANS-type solution, which is consistent with its intended performance. The DES model
exhibited the well-known log-layer mismatch in the mean velocity, which was significantly
reduced for the DHRL model. Furthermore, the DES model showed significant mesh depen-
dence, with results improving as the mesh was refined, as expected. The DHRL model showed
almost no mesh sensitivity with regard to the mean flow results, although the resolved
turbulent kinetic energy levels, as well as the range of resolved scales of fluctuating motion,
increased with increasing mesh refinement. The DDES model and SST models showed no
mesh dependence due to the fact that each yielded a steady-state result. Both the DES and
DHRL models showed almost no sensitivity to discretization scheme for the attached flow
case.

For the backward facing step test case, the DHRL results showed rapid breakdown of the
shear layer from RANS to LES type flow even for the Coarse mesh simulations, and relatively
small differences in results on both the Coarse and Fine meshes, as well as for two different
discretization schemes. The DDES model results showed a delayed breakdown of the shear
layer and substantial mesh dependence, as well as nontrivial dependence of the results on the
discretization scheme. The mean flow results predicted using the DHRL model were similar to
the SST model results in the separated flow region, but showed improved prediction down-
stream of the reattachment point. The DHRL results were also comparable to SST results and
superior to DDES results in terms of predicted turbulent kinetic energy downstream of the
step, although it should be noted that for the SST model turbulence was completely modeled
while for the DHRL model turbulent kinetic energy was resolved as unsteady velocity fluctu-
ations. A key benefit to the DHRL model is the potential to effectively address grid depen-
dence issues present for most currently used HRL models in predictions of the mean flow,
while providing for increasing resolution of unsteady turbulence fluctuations while operating
in LES mode as the grid size is reduced.

Overall, the results indicate that the DHRL model performs as designed. The attached flow
case demonstrates a smooth variation between the RANS and LES zones, perpendicular to the
flow direction, controlled by the model blending parameter α. Likewise, the separated flow
case showed a similar behavior, with transition between RANS and LES regions occurring in
the streamwise and wall-normal directions. The lack of explicit grid dependence in the DHRL
model terms resulted in minimal grid dependence of the mean flow results, in contrast with
the DES and DDES models. Furthermore, the DHRL model was shown to agree closely with
the RANS component (SST) results for the attached flow case, while resolving significant levels
of turbulent fluctuations in the boundary layer, at least on well-refined grids. Results indicate
that the DHRL model may provide a more flexible and universal method for hybrid RANS-
LES than existing standalone models.
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Abstract

In the chapter, we are focused on laminar-turbulent transition in compressible flows
triggered by Kelvin-Helmholtz (KH) and Rayleigh-Taylor (RT) instabilities. Compress-
ible flow equations in conservation form are considered. We bring forth the characteris-
tic feature of supersonic flow from the dynamical system point of view. Namely, we
show analytically and confirm numerically that the phase space is separated into inde-
pendent subspaces by the systems of stationary shock waves. Floquet theory analysis is
applied to the linearized problem using matrix-free implicitly restarted Arnoldi method.
All numerical methods are designed for CPU and multiGPU architecture using MPI
across GPUs. Some benchmark data and features of development are presented. We
show that KH for symmetric 2D perturbations undergoes cycle bifurcation scenarios
with many chaotic cycle threads, each thread being a Feigenbaum-Sharkovskiy-
Magnitskii (FShM) cascade. With the break of the symmetry, a 3D instability develops
rapidly, and the bifurcations includes Landau-Hopf scenario with computationally sta-
ble 4D torus. For each torus, there exist threads of cycles that can develop chaotic
regimes, so the flow is more complicated and difficult to study. Thus, we present
laminar-turbulent development of compressible RT and KH instabilities as the bifurca-
tions scenarios.

Keywords: laminar-turbulent transition, bifurcations in fluid dynamics, compressible
flow bifurcations, Kelvin-Helmholtz instability, Rayleigh-Taylor instability, dynamical
systems, direct numerical simulation, eigenvalue solver
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1. Introduction and definitions

1.1. Introduction

In the chapter, we continue the work started in 2006 with the numerical analysis of laminar-
turbulent transition using dynamical system approach. The results of the previous work are
partially collected in [1]. One must point out that the bifurcation analysis of laminar-turbulent
transition becomes a very interesting subject of research that opens a new way of looking at the
problem of turbulence. This can be traced by the growing amount of publications in this field
[2]. From mechanical point of view, one must study not only secondary flow (that bifurcates
from the primary flow) but all other secondary flows and ways of their formation until they
lead to the “turbulent” flow. At this point, the definition of “turbulence”must be introduced. It
usually changes from paper to paper since there is no strict definition. For example, statistical
definition is usually given in engineering papers and attractor-related definition is given in
mathematical papers. We stick to the latter definition and introduce definitions after a short
review of the progress in this field.

1.2. Problem overview

One of first ideas of bifurcation formation of complex flow structures originates from the 2D
periodic forced flow problem by A.N. Kolmogorov [3], formulated in 1958 in the “Selected
topics in analysis” seminar at Lomonosov Moscow State University. In 1960, the problem of
the stability for the primary flow was solved by Meshalkin and Sinai [4] using chain fractions.
It was stated that if the aspect ratio of the domain α ¼ Y=X < 1, then the flow is unstable. It
was later confirmed [5, 6] that the flow is indeed unstable and forms oscillatory solutions.
Analysis of laminar-turbulent transition was conducted later in Refs. [7, 8]. It was found that
the system undergoes supercritical pitchfork bifurcation with further formation of limited
cycle and torus through Hopf bifurcation. The flow complication continuous on invariant
cycles (or tori if the symmetry is not exploited) cascades with Feigenbaum-Sharkovkskiy
sequence up to the torus period three with sequential emergence of the chaos. Another classi-
cal problem is the Rayleigh-Benard convection problem. The linear stability was analyzed in
1916 by Lord Rayleigh himself [9]. The emergence of secondary stationary and oscillatory
flows was later confirmed by many authors, e.g., [10–12]. Last two references contain bifurca-
tion scenarios for 2D and 3D rectangular domains for laminar-turbulent transition (“frozen
turbulence” in 2D case since stretching of vortex tubes is locked). See detailed monograph [13]
for more information. Bifurcations, as laminar-turbulent transition mechanism, are also con-
sidered for ABC flow [14]. The appearance of Landau-Hopf bifurcations up to the stable
invariant torus of co-dimension three with Feigenbaum bifurcations on two-dimensional
invariant tori was observed. It is known that the formation of the turbulence occurs through
bifurcations in Cuette-Taylor flow [15–18] and experimental bifurcation mode analysis in Ref.
[19]. It is shown that the flow undergoes either subcritical or supercritical pitchfork bifurcation
with further flow development through series of limited cycles or tori up to co-dimension two.
Analytical research of the Cuette-Taylor problem was conducted in Ref. [18]. Nonlinear theory
of secondary flow is constructed and its stability is analyzed. Bifurcation analysis of the flow
over a backward-facing step problem is presented in Refs. [20–22]. One shows the appearance
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of stability loss due to the Taylor-Gortler instability (corresponds to the Hopf bifurcation) with
further formation of the stable invariant three-dimensional torus. We were able to trace the
formation of 3D torus of period two before chaos in [22]. It was also found that the bifurcation
scenario of limited circles and limited two-dimensional and three-dimensional tori is an initial
stage of transition to chaos in 2D Poiseuille flow [23, 24].

In this chapter, we concentrate on compressible flow features and instabilities triggered by
Kelvin-Helmholtz (KH) and Rayleigh-Taylor (RT) mechanisms. Rayleigh-Taylor instability is
the instability of an interface when a lighter fluid (gas) supports a heavier one in a gravitational
field or some external potential. Direction of the potential gradient vector is from the heavier
fluid to the lighter one. It can also occur when a lighter fluid pushes a heavier one. It was first
studied experimentally by Lord Rayleigh [25] and later, theoretically, by Taylor [26]. Kelvin-
Helmholtz instability is the instability of a shear layer (a tangential discontinuity for inviscid
fluid) that can occur when there is velocity shear in a single continuous fluid or if there is a
velocity difference across the interface between two fluids. It was initially studied by Helm-
holtz [27] and Lord Kelvin [28]. Those two instabilities are often considered together. Indeed,
RT instability causes movement of adjusted fluids in different directions with the appearance
of the shear layer that is subject to KH instability.

The problem of RT and KH instabilities was first attacked by linear stability analysis. We give
brief information about it, following [29–31] and a highly recommended book [32]. The first
stability conditions for the RT and KH instability were derived from the problem of interface
stability of inviscid potential flow of two fluids. The setup is as follows: interface is at y ¼ 0,

flow properties are for y > 0 : u1,ρ1 and for y < 0 : u2,ρ2. Gravity vector is g ¼ ð0;� g; 0ÞT ,
directed downward. The analysis gives the following stability condition:

k2ρ1ρ2ðu1 � u2Þ2 < kgðρ22 � ρ21Þ, ð1Þ

where k is a wavenumber. It is clear, that if u1 6¼ u2 then there exists such k ¼ kcrit, that the flow
is unstable and KH instability always occurs (including cases with ρ1 ¼ ρ2 and g ¼ 0). If
u1 ¼ u2, then RT instability occurs if ρ1 > ρ2, e.g., the lighter fluid supports the heavier one.
This result is obtained from very simple problem formulation that is merely adequate. In most
cases of linear analysis, Squire’s theorem [32–34] is applied in order to drive the problem of
linear analysis of a flat-parallel 3D flow to a 2D flow analysis. The first improvement of the
result (Eq. (1)) for KH is the consideration of boundary condition problem instead of initial-
condition one (e.g., flow of two co-directional fluids with the shear). In this case, one can derive
the critical wavelength (λ ¼ 2π=k, λcrit ¼ 2π=kcrit) for instability [35] to be:

λcrit ¼
πρ0ðu1 � u2Þ2
gðρ2 � ρ1Þ

1þ u1 þ u2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðu21 þ u22Þ

q

2
64

3
75
�1

ð2Þ

It is clear that in this case, the critical wavelength will be longer than for the initial value problem
case. The necessary instability condition for the stratified shear flow instability is derived from

Numerical Analysis of Laminar‐Turbulent Bifurcation Scenarios in Kelvin‐Helmholtz…
http://dx.doi.org/10.5772/67918

31



the energy balance equation and consideration of continuous shear velocity and density profiles
[32]. Then, from the stream-function formulation, one derives Taylor-Goldstein equation, which
governs the vertical structure of the wave perturbation as a function of density gradient. The
condition for instability is balanced with the velocity vertical gradient (both of them varying
linearly in the mixing height H), resulting in the following necessary condition:

Ri ¼ gHðρ2 � ρ1Þ
ρ0ðu1 � u2Þ2

<
1
4
, ð3Þ

where Ri is called Richardson number, [36]. Extension of the analysis is dedicated to the
viscous KH or RT instabilities. In this case the mode analysis shows [37–39], that the neutral
curve for KH instability may have shorter regions of stability, depending on the values of
viscosity and wavenumber. It is interesting to note that viscosity may play a destabilizing
role[38], where air-water stratified system is considered. This analysis usually done, again,
by introducing Squire’s reduction, showing that the most dangerous three-dimensional
disturbance is flat (two-dimensional). Inclusion of the surface tension additionally stabilizes
the problem [38] in the region of small wavenumbers; however, this subject is beyond
the scope of the chapter. In the later stages of instability, viscosity stabilizes the flow. The
RT instability remains unstable under inverse condition (Eq. (1)) despite the action of
viscosity.

The RT and KH instabilities in compressible fluid are more complex to study. One of the
first results of KH instability is presented in [33] for ideal gas with basic thermodynamic
state characterized by the constant speed of sound c ¼ γP=ρ, where P is pressure, ρ is
density, and γ is the adiabatic index (ratio of specific heats). It is noted that there are three
types of disturbances associated with the eigenvalues of the linearized operator: subsonic
(M < 1), sonic (M ¼ 1), and supersonic (M > 1), where Mach number M ¼ u=c, u is the
velocity of the basic parallel flow, i.e., u ¼ u1 � u2. Supersonic and sonic disturbances are
responsible for another type of instability called Richtmyer-Meshkov instability that is not
considered here. So, considering subsonic disturbances, it was noticed that for a
wavenumber k, the increase of M, complex kM increases, and it leads to the decrease of
such wavemodes that are linearly unstable. It is shown that the Fjortoft’s theorem [40] (let
there exists a point ys, that u

″ðysÞ ¼ 0. If the flow is unstable, then u″ðu� uðysÞÞ < 0 for some
point y∈ ½ymin, ymax�) also presents sufficient condition for stability to subsonic distur-
bances. Results of eigenmodes and growth rates for KH instabilities for compressible flow
are presented in [33, 41, 42].

The inviscid incompressible RT instability gives exponential growth of the amplitude (θðkÞ) of
infinitesimal perturbations [29]:

θðkÞ � eαðρ, k, gÞt,αðρ, k, gÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
AðρÞgk

q
, ð4Þ

with
A ¼ ρ2 � ρ1

ρ2 þ ρ1
, ð5Þ
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where α is the temporal growth rate, k is the spatial wavenumber, and A is called the Atwood
number. The growth rate is an important property of such instabilities. It can be estimated as
the magnitude of the least stable eigenvalue. The growth rate of a linearized system can be
detected experimentally or numerically while the secondary solution remains stable. With
further complication of the flow, i.e., development of solution bifurcating branches, the value
of growth rate changes. In accordance with Eq. (4), the growth of modes is more intensive for
high k. Inclusion of viscosity μ in the model results in the formation of maximum growth rate
for specific kðμÞ with θðkÞ ! 0 with k ! ∞. So the growth rate and the mixing layer length
become functions of time that can be compared with experimental or numerical results. The
mixing length is a function of initial wavenumber disturbance, Atwood number, gravity
constant, and diffusion coefficient.

Compressibility effects of the RT instability include both stabilizing and destabilizing effects
compared to the incompressible flow [31, 43–46]. For infinite domains, the growth rate θðkÞ
obtained for the compressible case is bounded by the growth rates obtained for the
corresponding incompressible flows. This result is not affected by the presence of surface
tension or viscosity. As the speed of sound is increased, the rate of growth increases toward
the value obtained for the corresponding constant density incompressible flow, while as γ
increases, θðkÞ decreases toward the value obtained for the corresponding incompressible flow
with exponentially varying density. Another effect of compressibility is the decrease of the
average local Atwood number for onset of instability. It is interesting to note [47] that the
growth rate for compressible RT instability of two immiscible inviscid barotropic fluids was

found to be et
ffiffiffiffi
jkj

p
. In addition, solutions that grow arbitrarily quickly in the Sobolev space Wk

2,
which leads to an ill-posedness result for the linearized problem were presented in [47]. Here,
it is shown that the nonlinear problem does not admit reasonable estimates of solutions for
small time in terms of the initial data. The compressible inviscid RT instability must be
regularized, e.g., with viscosity.

There are also some papers on the bifurcation analysis of RT and KH instabilities. Very good
experimental results for RT instability are presented in [48], where stabilization is performed
using zimuthally rotating magnetic field for ferrofluids. A subcritical pitchfork bifurcation was
found during the stability loss, where this bifurcation depended on the magnetic field strength
as a parameter. Furthermore, it is shown on phase space portrait (Figure 7 in [48]) that further
increase of complexity goes through Andronov-Hopf bifurcation. Another paper containing
some information on bifurcation for KH instability is [49], where authors obtained reliable
results (DNS and eigenvalue analysis) confirming the emergence of self-oscillatory solution.
Hence, Andronov-Hopf bifurcation for KH instability is confirmed. Another paper on KH
bifurcation analysis in MHD flow is presented in Ref. [50], where Andronov-Hopf bifurcation
was found.

Finally, we can conclude the following. Initial stability loss is well studied for RT and KH
instabilities. One can use such data as stability criteria, growth rates, and eigenmodes to verify
the linear analysis in numerical methods. There is evidence of bifurcation route to chaos in RT
and KH instabilities, but this analysis is very complex and only initial stages (pitchfork and
Andronov-Hopf bifurcations) are observed. The subject of this chapter is the analysis of

Numerical Analysis of Laminar‐Turbulent Bifurcation Scenarios in Kelvin‐Helmholtz…
http://dx.doi.org/10.5772/67918

33



compressible flow from the dynamical systems point of view and the attempt to bring together
data on the bifurcation analysis of laminar-turbulent transition of KH and RT instabilities.

1.3. Definitions

Let us introduce some definitions and notations that are required for the analysis of laminar-
turbulent transition from the nonlinear dynamic system point of view. For some of these
definitions, we are using [51, 52]. We are considering a system (infinite-dimensional, in
general):

∂uðx, tÞ
∂t

¼ Fðu, x,R, tÞ: ð6Þ

Let x∈M∈X, t is time, M is a phase space, and ϕtðxÞ : M ·R ! M is a phase flow on M and R
is a vector of parameters (e.g., similarity complexes in case of fluid dynamics) of size Rp. Let
γðtÞ∈M be a phase trajectory of a solution of Eq. (6).

Definition 1. Compact set B∈M, invariant with respect to ϕt is an attracting set if there exists a
neighborhood U of the set B such that for almost all x∈U, ϕtðxÞ ! B, t ! ∞.

Definition 2. Attractor of the system (6) is an indecomposable attracting set, [51, 52].

Definition 3. Regular attractors of the system (6) are stable singular points, stable invariant limited
cycles, and stable invariant tori of any dimension.

Definition 4. Singular attractor of Eq. (6) is an attractor that is not regular.

Definition 5. System (6) has a chaotic solution if and only if it has a singular attractor.

Definition 6. Bifurcation points of the system (6) are those and only those points in which there is no
continuous dependence of the phase portrait of the system by its parameters.

Linearize the system (4) on its regular attractor u0ðx, tÞ or the parameter value R0:

∂yðx, tÞ
∂t

¼ Lðu0, x, t, R0Þyðx, tÞ,

where L : M ! M is a linear operator and

yðx, tÞ ¼ u0ðx, tÞ � uðx, tÞ:

If the spectrum of operator L lies in the left complex half-plane when ∀j∈Rp, Rj ≤R0;j, and if
∃j, Rj > R0;j with one or few its eigenvalues that are moving in the right half-plane, then the
system (6) has a bifurcation at R0.

Definition 7. The infinite sequence of bifurcations: ∀j∈Rp, Rj,n ! Rj,�, n ! ∞ is known as the
cascade of bifurcations.

Any singular attractor is a limit of a cascade of bifurcations of regular attractors. For example,
the simplest singular Feigenbaum attractor is a nonperiodic trajectory, which is the limit of the
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cascade of period doubling bifurcations of stable cycles. So, any cascade of bifurcations is
known as a scenario of transition to chaos.

Definition 8. Let the trajectories of the Navier-Stokes dynamical system in the phase space be located at
least on one singular attractor (there can be more attracting states since the system exhibits
multistability phenomenon), then such solution of the system is called turbulent.

2. Governing equations and numerical methods

2.1. Governing equations

We are considering conservation laws for viscous gas dynamics. This system can be written in
the following differential form [53]:

∂ρ
∂t

þ ∂
∂xj

ρuj
� � ¼ 0

∂
∂t
ðρuiÞ þ ∂

∂xj
ρuiuj þ pδij � τji
� � ¼ ρgi, {i, j, k} ¼ 1; 2; 3;

∂
∂t
ðρEÞ þ ∂

∂xj
ρujEþ ujp� uiτij
� � ¼ ρukgk,

ρE ¼ 1
2
ρu2 þ ρe,

p ¼ ðγ� 1ÞðE� 1=2ρu2Þ:

ð7Þ

Here, we are considering some bounded domain Ω⊂R3 with boundary ∂Ω; scalar functions f
are defined as f : Ω· ½0;T � ! R; vector-functions f are defined as f : Ω· ½0;T � ! R3, where T is
some defined finite time. Then, ρE is a scalar function of the full gas energy; e is a scalar
function of the internal gas energy; γ is the adiabatic index (value 1.4 is used for calculations);
p is a scalar pressure function; u is a gas velocity vector function; ρ is a scalar function of gas
density; g is an external forcing. We assume the Einstein summation rule. We also assume that
the gas is Newtonian with the following viscous tensor:

τij ¼ 2μSij, ð8Þ

where μ is a dynamic gas viscosity and strain rate tensor is defined as:

Sij ¼ 1
2

∂ui
∂xj

þ ∂uj
∂xi

� �
� 1
3
δij

∂uk
∂xk

: ð9Þ

Please note that we ignore secondary viscosity coefficient due to complexity. We use the
integral form of Eq. (7) for problems that may have discontinuous solutions. We use the main
bifurcation parameter that is considered in the paper—the Reynolds number. It is found as:

R ¼ LCjjuCjjρC

μ
, ð10Þ
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where LC is the characteristic length scale of the problem, jjuCjj is the norm of the characteristic
velocity vector, ρC is a characteristic density. With this in mind, we can rewrite Eq. (8) as
follows:

τij ¼ 2
R
Sij: ð11Þ

We will use Eq. (8) if we use the term “viscosity coefficient” and we use Eq. (11) if we use the
term “Reynolds number”.

This method of analysis is based on the construction of phase space and Poincaré sections. The
method is analogous to [51, 1]. In order to construct multidimensional Poincaré sections, we
take data from different points of the physical space and use slices with the given gap thick-
ness δ. For all results presented here, we use δ ¼ 5 � 10�7.

2.2. Numerical methods

In this section, we give a brief description of numerical methods that are used to perform
simulation of problems and bifurcation analysis. We are forced to relay to the numerical
methods since one can basically derive only primary or secondary solutions analytically. All
other bifurcations of the main solution cannot be derived.

2.2.1. Main flow solver

The flow solver is constructed using finite volume-finite element method. The inviscid part is
solved using modified WENO schemes of order 7 or 9; for more information, see [54]. The
Riemann solver is a Godunov exact solver, see [55]. For viscous part of equations, we use finite
element nodal method that is described for Poisson equation in Ref. [12]. Time integration is
explicit (WENO)-implicit (FEM) method of the third order. The method is implemented on
multiGPU architecture. The efficiency of the method and specific features of implementation
are outlined in Ref. [56]. The inflow and outflow boundary conditions are set using character-
istic reconstruction with damping zones; for more information see Ref. [57]. All discretization
of the problems is done using results of modified linear analysis for WENO schemes and
“burglization” numerical experiments, provided in Ref. [58].

2.2.2. Eigenvalue solver

In order to study the linear stability of the problem, we are using implicitly restarted Arnoldi
(IRA) method designed to be used on multiGPU architecture. We use matrix-free method
to call the main solver and analytical linearization of governing equations in order to con-
struct Jacobi matrix-vector operator. For troublesome problems, we apply either exponential
or Cayley transformations. See [12, 59] for more details on implementation features
and application examples. In all calculations, unless specified otherwise, we use k ¼ 10 target
eigenvalues with additional Krylov vectors totaling m ¼ 8, i.e., Krylov subspace dimension
is dimðKÞ ¼ k �m ¼ 80.
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where LC is the characteristic length scale of the problem, jjuCjj is the norm of the characteristic
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τij ¼ 2
R
Sij: ð11Þ
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2.2. Numerical methods

In this section, we give a brief description of numerical methods that are used to perform
simulation of problems and bifurcation analysis. We are forced to relay to the numerical
methods since one can basically derive only primary or secondary solutions analytically. All
other bifurcations of the main solution cannot be derived.

2.2.1. Main flow solver

The flow solver is constructed using finite volume-finite element method. The inviscid part is
solved using modified WENO schemes of order 7 or 9; for more information, see [54]. The
Riemann solver is a Godunov exact solver, see [55]. For viscous part of equations, we use finite
element nodal method that is described for Poisson equation in Ref. [12]. Time integration is
explicit (WENO)-implicit (FEM) method of the third order. The method is implemented on
multiGPU architecture. The efficiency of the method and specific features of implementation
are outlined in Ref. [56]. The inflow and outflow boundary conditions are set using character-
istic reconstruction with damping zones; for more information see Ref. [57]. All discretization
of the problems is done using results of modified linear analysis for WENO schemes and
“burglization” numerical experiments, provided in Ref. [58].

2.2.2. Eigenvalue solver

In order to study the linear stability of the problem, we are using implicitly restarted Arnoldi
(IRA) method designed to be used on multiGPU architecture. We use matrix-free method
to call the main solver and analytical linearization of governing equations in order to con-
struct Jacobi matrix-vector operator. For troublesome problems, we apply either exponential
or Cayley transformations. See [12, 59] for more details on implementation features
and application examples. In all calculations, unless specified otherwise, we use k ¼ 10 target
eigenvalues with additional Krylov vectors totaling m ¼ 8, i.e., Krylov subspace dimension
is dimðKÞ ¼ k �m ¼ 80.
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3. Verification

Verification of the main numerical scheme is conducted in [55, 58], and IRA eigensolver is
verified in Ref. [59]. In this section, we present verification results for KH and RT instabilities.

3.1. KH instability verification

The primary problem that can be used as a benchmark is the numerical calculation of the growth
rate. It can be done using IRA eigenvalue solver for the periodic KH problem in X-direction and
nonreflecting boundary condition in Y-direction with Ω ¼ ½L ·H� and initial mixing layer thick-
ness δ. This problem originated from [33] and was numerically calculated in Refs. [41, 42]. The
domain length in X-direction should fit at least one entire wavelength of the desired mode and
was chosen, analogously to [42], to be exactly one wavelength of the least stable mode scaled by
mixing layer thickness δ. Assuming a wavenumber k of the least stable mode, the length of the
domain in X-direction would result as L ¼ 2πδ=k. The domain length in Y-direction is chosen as
H ¼ 8L.

ρ0 ¼ 1:24;

uðx, yÞ0 ¼ uðyÞ0 ¼ tanh
y� L=2

δ

� �
:

ð12Þ

Pressure is chosen as to satisfy Mach number that will vary depending on the particular
problem.

The solution is performed on 32· 256 grid with k ¼ 8 and m ¼ 5 IRA parameters, that results
in the dimðKÞ ¼ 40. The results are presented in Table 1 for different Mach numbers and
modulus of the least stable eigenvector is presented in Figure 1. We can see good convergence
properties of the growth rate for all least stable modes. The eigenvector clearly indicates the
formation of two symmetric billows.

M Computed α Analytical α [33] α [41] α [42]

0.1 0.187312 0.187 0.188 0.189

0.5 0.1411 0.141 0.1411 0.1411

0.9 0.054743 0.055 0.054723 0.0547

Table 1. Results of the validation for growth rates α as functions of Mach number.

Figure 1. Modulus of the least stable normalized eigenvector of total energy for KH 2D test problem. The problem is
rotated 90� CW.
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Another test case considered is with regard to [60], where a 2D periodic KH problem is simulated
with very high accuracy. For this purpose, benchmark code in [60] was used with 4096· 4096
grid points. The problem is set as KH instability of shear flow in rectangular unit domain Ω
with periodic boundary conditions in all directions. Initial conditions are set as:

ρðx; 0Þ ¼

ρ1 � ρme
y�1=4

L ; 1=4 > y ≥ 0;

ρ2 þ ρme
�yþ1=4

L ; 1=2 > y ≥ 1=4;

ρ2 þ ρme
�3=4�y

L ; 3=4 > y ≥ 1=2;

ρ1 � ρme
�y�3=4

L ; 1 > y ≥ 3=4;

8>>>>>>>><
>>>>>>>>:

uxðx; 0Þ ¼

U1 �Ume
y�1=4

L ; 1=4 > y ≥ 0;

U2 þUme
�yþ1=4

L ; 1=2 > y ≥ 1=4;

U2 þUme�
3=4�y

L ; 3=4 > y ≥ 1=2;

U1 �Ume�
y�3=4

L ; 1 > y ≥ 3=4

8>>>>>>><
>>>>>>>:

ð13Þ

and
uyðx; 0Þ ¼ 0:01 sin ð4πxÞ, pðx, y; 0Þ ¼ 2:5: ð14Þ

Here Um ¼ ðU1 �U2Þ=2, ρm ¼ ðρ1 � ρ2Þ=2, ρ1 ¼ 1, ρ2 ¼ 2, U1 ¼ 1=2, U2 ¼ �1=2, L ¼ 0:025.

For our simulation, we use a 3D version of the problem and set up grid 256· 256· 256 such that
uzðx; 0Þ ¼ 0 with periodic boundary conditions in z-direction. The problem is executed until
T ¼ 1:5 is reached.We also compare these results with spectral code that is used for incompress-
ible Navier-Stokes simulation. We monitor the maximum y-direction kinetic energy of perturba-
tions, as kyðtÞ ¼ maxx∈Ω ρu2y=2, and we monitor the growth rate of the amplitude for the

unstable uy mode using an FFT. The results are presented in Figure 2. One can see a very
reasonable agreement with reference data. Small difference in the evolution of growth rate αy

in the initial stage can be explained by the usage of a 3D code instead of 2D as in reference data.

Figure 2. Growth rate αy and maximum y-direction kinetic energy ky. Ref1 is [60] and Ref2 is data from spectral code.

Turbulence Modelling Approaches - Current State, Development Prospects, Applications38



Another test case considered is with regard to [60], where a 2D periodic KH problem is simulated
with very high accuracy. For this purpose, benchmark code in [60] was used with 4096· 4096
grid points. The problem is set as KH instability of shear flow in rectangular unit domain Ω
with periodic boundary conditions in all directions. Initial conditions are set as:

ρðx; 0Þ ¼

ρ1 � ρme
y�1=4

L ; 1=4 > y ≥ 0;

ρ2 þ ρme
�yþ1=4

L ; 1=2 > y ≥ 1=4;

ρ2 þ ρme
�3=4�y

L ; 3=4 > y ≥ 1=2;

ρ1 � ρme
�y�3=4

L ; 1 > y ≥ 3=4;

8>>>>>>>><
>>>>>>>>:

uxðx; 0Þ ¼

U1 �Ume
y�1=4

L ; 1=4 > y ≥ 0;

U2 þUme
�yþ1=4

L ; 1=2 > y ≥ 1=4;

U2 þUme�
3=4�y

L ; 3=4 > y ≥ 1=2;

U1 �Ume�
y�3=4

L ; 1 > y ≥ 3=4

8>>>>>>><
>>>>>>>:

ð13Þ

and
uyðx; 0Þ ¼ 0:01 sin ð4πxÞ, pðx, y; 0Þ ¼ 2:5: ð14Þ

Here Um ¼ ðU1 �U2Þ=2, ρm ¼ ðρ1 � ρ2Þ=2, ρ1 ¼ 1, ρ2 ¼ 2, U1 ¼ 1=2, U2 ¼ �1=2, L ¼ 0:025.

For our simulation, we use a 3D version of the problem and set up grid 256· 256· 256 such that
uzðx; 0Þ ¼ 0 with periodic boundary conditions in z-direction. The problem is executed until
T ¼ 1:5 is reached.We also compare these results with spectral code that is used for incompress-
ible Navier-Stokes simulation. We monitor the maximum y-direction kinetic energy of perturba-
tions, as kyðtÞ ¼ maxx∈Ω ρu2y=2, and we monitor the growth rate of the amplitude for the

unstable uy mode using an FFT. The results are presented in Figure 2. One can see a very
reasonable agreement with reference data. Small difference in the evolution of growth rate αy

in the initial stage can be explained by the usage of a 3D code instead of 2D as in reference data.

Figure 2. Growth rate αy and maximum y-direction kinetic energy ky. Ref1 is [60] and Ref2 is data from spectral code.

Turbulence Modelling Approaches - Current State, Development Prospects, Applications38

3.2. RT instability verification

Verification data on RT instability are freely available in the literature, e.g., [61–67] and many
others. One of the benchmarks is the turbulent mixing layer length. It is known that the RT
process is basically divided into three stages: (1) linear stage related to the linear stability analysis
where initial perturbations θðkÞ are growing exponentially as in Eq. (4); (2) nonlinear stage where
the formation of spikes and bubbles occurs. In this stage bubbles are traveling toward heaver

fluid and spikes, toward the lighter one. Growth rate of bubbles is proportional to θB~
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2πg=k

p
t,

and growth rate of spikes is proportional to θJ~gt2; (3) stage of dissipation of regular structures.
In this stage, KH instability is developing on the contacts moving with shear velocity and
destabilization of lighter bubbles in heavier fluid due to the secondary RT instability. The onset
of turbulence depends on the initial perturbation wavenumber and viscosity coefficient.

We follow the problem setup in [67] and investigate the mixing length Lm as a function of time
with Lm ¼ αgAgt2, where α is a constant. We consider the domain Ω ¼ ½3· 1 · 1� with gravity
direction in�x, and we use 900· 300 · 300 number of elements. We test two setups with random
and sinusoidal initial perturbations. The latter results are presented in Figure 3.

In Figure 4, we can see the mixing length for random perturbations and for sinusoidal pertur-
bations with comparison to the literature on different length of waves. One can see that the

Figure 3. Density for RT instability test case with A ¼ 1=3 and harmonic initial disturbances: τLef t ¼ 0:3 s, τRight ¼ 1:9 s.

Figure 4. Mixing length of RT instability for random (left) and sinusoidal (right) initial perturbations. Ref 1,2—[67], Ref 3
—[61, 63], Ref4—[62].

Numerical Analysis of Laminar‐Turbulent Bifurcation Scenarios in Kelvin‐Helmholtz…
http://dx.doi.org/10.5772/67918

39



results are close to the ones in the literature. We identified the constants α for sinusoidal
perturbations: αshort ¼ 0:0271 for short wavelength and αshort ¼ 0:057 for long wavelength.
These results are very close to those provided in the literature.

4. Bifurcation analysis

4.1. Phase space for supersonic flow

4.1.1. Inviscid flow phase space properties

Let us consider the following vector form of inviscid system (7) for 2D case:

∂U
∂t

þ ∂F
∂x

þ ∂G
∂y

¼ 0,

U ¼ ½ρ;ρux;ρuy;ρE�T,
F ¼ ½ρux;ρu2x þ p;ρuxuy; ðρEþ pÞux�T,
G ¼ ½ρuy;ρuyux;ρu2y þ p; ðρEþ pÞuy�T :

ð15Þ

The system can be linearized:

∂U
∂t

þA
∂U
∂x

þ B
∂U
∂y

¼ 0,

A ¼ ∂F=∂U;B ¼ ∂G=∂U,
ð16Þ

with eigenvalues being:

λ1 ¼ u � n� c,λ2 ¼ u � n,λ3 ¼ u � n,λ4 ¼ u � nþ c, ð36Þ

where c ¼
ffiffiffiffi
γp
ρ

q
is the speed of sound, n is a unit directional vector. All eigenvalues for all x, y

are real since system (16) is hyperbolic. We are considering a special case with the base flow

being parallel to x axis, i.e., u ¼ ðu0; 0ÞT and n¼ ð1; 0ÞT . In this case, the system of eigenvectors
becomes one dimensional, and we can reduce Eq. (16) to one-dimensional case. Let us first
consider a simple initial value problem for system of advection equations:

Ut þAUx ¼ 0;
x∈R; t∈Rþ,
U ¼ ðu1, u2ÞT,

u1ðx; 0Þ ¼ 1;u2ðx; 0Þ ¼ eikx; x ≥ 0
1; x < 0:

,
� ð17Þ

where k is a wavenumber.

Lemma 1: Let all eigenvalues λj ∈R of A in Eq. (17) satisfy λj ≥ 0. Then, u1 and u2 are constant for
x < 0;∀t∈Rþ.
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Proof: Let linear operator A ¼ a b
c d

� �
; a, b, c, d∈R. Eigenvalues and eigenvectors are

found as:

λ1;2 ¼
1=2dþ 1=2aþ 1=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q

1=2dþ 1=2a� 1=2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q

0
B@

1
CA,

H1;2 ¼
2b

d� aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q ;
2b

d� a�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q

1 1

0
BB@

1
CCA

ð18Þ

Let us assume that λ1 > 0;λ2 ≥ 0. We apply characteristic variables W0 ¼ H�1U0:

W0;1
W0;2

� �
¼

{
1
4

ðd� aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q
Þð�dþ aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q
þ 2bÞ

b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q ; x < 0:

1
4

ðd� aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q
Þð�dþ aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q
þ 2b � eikxÞ

b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q ; x ≥ 0:

{
1
4

ðd� a�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q
Þð�dþ a�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q
þ 2bÞ

b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q ; x < 0:

1
4

ðd� a�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q
Þð�dþ a�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q
þ 2b � eikxÞ

b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q ; x ≥ 0:

0
BBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCA

ð19Þ

Matrix A is diagonalized as Λ ¼ H�1AH. Then, we can rewrite (17) as:

H�1Ut þH�1AUx ¼ 0;

Λ ¼ diagðλiÞ;
Wt þΛWx ¼ 0,

and the last vector equation can be separated:

ðWiÞt þ λiðWiÞx ¼ 0; i ¼ 1; 2:

Then characteristic solution is:

Wi ¼ W0;iðx� λitÞ, i ¼ 1; 2:
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with the application of initial data (Eq. (19)):

W1

W2

� �
¼

{Aþ ; x�
dþ aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q

2
t

0
@

1
A < 0:

Bþ ; x�
dþ aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q

2
t

0
@

1
A ≥ 0:

{A� ; x�
dþ a�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q

2
t

0
@

1
A < 0:

B� ; x�
dþ a�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q

2
t

0
@

1
A ≥ 0:

0
BBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCA

A� ¼ 1
4

d� a�þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q� �
�dþ a�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q
þ 2b

� �

b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q ,

Here:

B� ¼ 1
4

d� a�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q� �
�dþ a�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q
þ 2b � e

ik x�dþa�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd�aÞ2þ4cb

p
2 t

� �0
B@

1
CA

b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q ,

ð20Þ

Now we turn to conservative variables U ¼ HW:

u1
u2

� �
¼

2b

d� aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q W1 þ 2b

d� a�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q W2

W1 þW2

0
B@

1
CA: ð21Þ

It is clear from the obtained solution that eigenvectors in Eq. (21) are independent of x� λit.
So, the solution can be reformed as:

u1
u2

� �
¼

η1
W1

W1ðeikðx�λ1tÞÞ þ η2
W2

W2ðeikðx�λ2tÞÞ
��

�
W1

W1ðeikðx�λ1tÞÞ þ
�

W2
W2ðeikðx�λ2tÞÞ

0
BB@

1
CCA, ð22Þ

where η1, η2 are values in Eq. (21) that are independent of x and t: η1 ¼ 2b
d�aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd�aÞ2þ4cb’

p
η2 ¼ 2b

d�a�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd�aÞ2þ4cb

p . Let us consider two possible cases:
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with the application of initial data (Eq. (19)):
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u1
u2

� �
¼

2b

d� aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q W1 þ 2b

d� a�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd� aÞ2 þ 4cb

q W2

W1 þW2

0
B@

1
CA: ð21Þ

It is clear from the obtained solution that eigenvectors in Eq. (21) are independent of x� λit.
So, the solution can be reformed as:

u1
u2

� �
¼

η1
W1

W1ðeikðx�λ1tÞÞ þ η2
W2

W2ðeikðx�λ2tÞÞ
��

�
W1

W1ðeikðx�λ1tÞÞ þ
�

W2
W2ðeikðx�λ2tÞÞ

0
BB@

1
CCA, ð22Þ

where η1, η2 are values in Eq. (21) that are independent of x and t: η1 ¼ 2b
d�aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd�aÞ2þ4cb’

p
η2 ¼ 2b

d�a�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd�aÞ2þ4cb

p . Let us consider two possible cases:
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1. λ1 > 0;λ2 ¼ 0

1:x ≥λ1: )
u1

u2

 !
¼ η1W1ðeikðx�λ1tÞÞ þ η2W2ðeikxÞ

W1ðeikðx�λ1tÞÞ þW2ðeikxÞ

 !
:

2:x > 0;x < λ1: )
u1

u2

 !
¼

η1W1 þ η2W2ðeikxÞ

W1 þW2ðeikxÞ

0
@

1
A:

3:x ≤ 0: ) u1

u2

 !
¼

η1W1 þ η2W2

W1 þW2

0
@

1
A:

ð23Þ

2. λ1 > 0;λ2 > 0;λ1 ≥λ2

1:x ≥λ1: )
u1

u2

 !
¼

η1W1ðeikðx�λ1tÞÞ þ η2W2ðeikðx�λ2tÞÞ
W1ðeikðx�λ1tÞÞ þW2ðeikðx�λ2tÞÞ

 !
:

2:λ1 ≥ x ≥λ2: )
u1

u2

 !
¼

η1W1 þ η2W2ðeikðx�λ2tÞÞ
W1 þW2ðeikðx�λ2tÞÞ

 !
:

3:x ≥ 0;x < λ2: )
u1

u2

 !
¼

η1W1 þ η2W2

W1 þW2

 !
:

4:x < 0: )
u1

u2

 !
¼

η1W1 þ η2W2

W1 þW2

 !
:

ð24Þ

After some cumbersome but simple manipulations one can show that η1W1 þ η2W2 ¼ 1 and
W1 þW2 ¼ 1. ∀{a, b, c, d}∈R. □

Lemma 2: Let there exist at least one eigenvalues λ0 of A from Eq. (17), that λ0 < 0. Then values of u1
or u2 for x < 0 are not constant for t∈Rþ.

Proof: For the proof, we are considering one example and then use the proof of Lemma 1. Let

λ1 > 0;λ2 < 0 by the Lemma formulation. Let A ¼ �1 1
0 1

� �
. Then, λ ¼ 1

�1

� �
and

H ¼
1
2

1

1 0

0
@

1
A. Using characteristic variables:

W0;1
W0;2

� �
¼

1; x < 0

eikx; x ≥ 0

(

1
2
; x < 0

1� 1
2
eikx; x ≥ 0

8>><
>>:

0
BBBBBBBB@

1
CCCCCCCCA

ð25Þ
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Diagonalizing operator A: Λ ¼ H�1AH ¼
0 1
1 � 1

2

 !
� �1 1

0 1

� � !
�

1
2

1

1 0

0
@

1
A ¼ diagðλiÞ

and arriving at two independent equations. The solution in characteristic variables is:

�
W1
W2

�
¼

(
1; ðx� tÞ < 0

eikðx�tÞ; ðx� tÞ ≥ 0
( 1

2
; ðxþ tÞ < 0

1� 1
2
eikðxþtÞ; ðxþ tÞ ≥ 0

0
BBBBBBB@

1
CCCCCCCA
: ð26Þ

Returning to the original variables:

u1
u2

� �
¼

1
2
; ðx� tÞ < 0

1
2
eikðx�tÞ; ðx� tÞ ≥ 0

8>><
>>:

þ
1
2
; ðxþ tÞ < 0

1� 1
2
eikðxþtÞ; ðxþ tÞ ≥ 0

8>><
>>:

1; ðx� tÞ < 0

eikðxþtÞ; ðx� tÞ ≥ 0

(

0
BBBBBBBBBBBB@

1
CCCCCCCCCCCCA

: ð27Þ

Let us consider the case only for x < 0.

1:x ≥ ðxþ tÞ; x < 0: ) u1
u2

 !
¼

3
2
� 1
2
eikðxþtÞ

1

0
@

1
A:

2:x < ðxþ tÞ; x < 0: ) u1
u2

 !
¼ 1

1

 !
:

ð28Þ

We now turn to random real variables in matrix A that satisfy the condition ∃λi < 0. Solutions
(27) and (22) only depend on matrix variables and are identical in the other. So, this particular
example is valid for any values in matrix A and only depends on signs of eigenvalues of A. □

Lemma 3: Assume that matrix A is diagonalizable. Then Lemmas 1 and 2 are valid for A∈R3 · 3.

Proof: The proof is straightforward, since the operator only depends on eigenvalues. Then
follow the proofs for Lemmas 1 and 2. □

Now we turn our attention to Eq. (15). We assume one space dimension of the system and
consider a Riemann problem for some line x ¼ x0 and consider variables on the left (L) and on
the right (R) from this line. We assume that UL is an unperturbed constant vector and that UR

contains perturbations. We also assume that pL < pR and that there is a stationary shock wave
with shock speed S ¼ 0 at line x ¼ x0. In this case, we can conclude the following:
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We now turn to random real variables in matrix A that satisfy the condition ∃λi < 0. Solutions
(27) and (22) only depend on matrix variables and are identical in the other. So, this particular
example is valid for any values in matrix A and only depends on signs of eigenvalues of A. □

Lemma 3: Assume that matrix A is diagonalizable. Then Lemmas 1 and 2 are valid for A∈R3 · 3.

Proof: The proof is straightforward, since the operator only depends on eigenvalues. Then
follow the proofs for Lemmas 1 and 2. □

Now we turn our attention to Eq. (15). We assume one space dimension of the system and
consider a Riemann problem for some line x ¼ x0 and consider variables on the left (L) and on
the right (R) from this line. We assume that UL is an unperturbed constant vector and that UR

contains perturbations. We also assume that pL < pR and that there is a stationary shock wave
with shock speed S ¼ 0 at line x ¼ x0. In this case, we can conclude the following:
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Proposition 1: Let there be such solution to the system (15), that at some line x ¼ x0, there is a
stationary shock wave with pL < pR and Uðx; 0Þ,∀x ≤ x0 is unperturbed. Then, Uðx, tÞ, ∀x ≤ x0 remains
unperturbed at ∀t∈Rþ.

Proof: In accordance with the condition of the proposition, the local solution of Eq. (15) at x0 is
a shock wave solution that is located in the first characteristic field, i.e., λ1 ¼ u� ct, since
pL < pR. The second characteristic field is a contact discontinuity with λ1 ¼ u with the second

contact discontinuity being parallel to the flow, since n¼ ð1; 0ÞT . The third characteristic field
contains an expansion wave, λ3 ¼ uþ ct. Then, λ1 ¼ 0, since S ¼ 0, and so the local Jacobi
matrix eigenvalues are ordered as:λ1 ¼ 0 ≤λ2 ≤λ3.

Since the system is hyperbolic and the local Jacobi matrix has linear independent eigenvalues,
we can transform, locally, system (15) to the characteristic variables with Jacobi matrix diago-
nalization. We can then apply Lemmas 3 and 1 to complete the proof.

It is more difficult to prove the same proposition for a general case; however, the same
conclusion is valid for 3D problem in case of a flat plane shock wave solution. It concludes
that the phase space of the system for hyperbolic equations is separated into independent or
slightly dependent regions by shock waves. If the shock wave is stationary, then no perturba-
tions are transformed through it. We will demonstrate this with the numerical solution of the
problem with the formation of a stationary shock wave.

4.1.2. Numerical simulation

We wish to analyze properties of the phase space of Eq. (7) in case of appearance of strong
shocks and confirm results of the previous subsection. More results can be found in Ref. [55].
We are considering a rectangular domain Ω, sized 8· 3· 3. A small rectangular body B is
located in the center of the domain. This results in the formation of the front stationary
detached shock wave in front of the body in case of the supersonic flow. Gas is homogeneous

in Ω\B at initial conditions with ρ ¼ 1:24;u¼ ð1; 0; 0ÞT,M0 ¼ 2. Wall boundary conditions are
set for all ∂ΩW in accordance with considering equations, except for inflow and outflow
boundaries. No-slip conditions are set for viscous gas flow, and slip conditions are set for
Eq. (7) with μ ¼ 0. We impose two unphysical boundary conditions: inflow boundary ∂ΩI on

the left plane yz for x ¼ 0 (ρ0 ¼ 1:24;u¼ ð1; 0; 0ÞT,M∞ ¼ 2) and outflow boundary ∂ΩO on the
right plane yz for x ¼ 8. These boundary conditions are set with the procedure described in
Section 2.2.

We are performing the simulation for quasi-stationary solution on the grid of 500 · 200 · 200
elements. Phase space portraits are constructed using 10 � 106 time points after the flow is
quasi-stationary. The viscosity coefficient is set to 1 � 10�5. We do not perform convergence
analysis for viscous flow since this solution is used to show the validity of the phase
space separation. Result of the 2D middle section of the numerical Schlieren is presented in
Figure 5.

One can see point numbers in the section that demonstrate different phase space portraits from
these points. (Figure 6).
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We can monitor no perturbations in the inflow part with the formation of the fixed point in the
phase space. This confirms the results of the previous subsection. At point 2, near the front
shock wave, one can see the formation of the limited cycle of period 11. Perturbations from the

Figure 5. Schlieren picture of the supersonic Mach 2 flow over a body. Points indicate phase space probe points.

Figure 6. Projections of phase space portraits in different points of the physical domain. Top left to right: point 1, point 2,
bottom left to right: point 6, point 4.
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body are substantially weakened resulting in a low dimensional process in this point. Please
note that the area in which point 2 is located is isolated by shock wave configuration. The low
dimensional attractor in this area is formed by the oscillations of the attached shock wave and
contact discontinuity. At point 6, we can see an almost symmetrical two-dimensional invariant
torus that corresponds to the quasi-periodic solution. This is the type of von-Karman sheet
solution generated by the flow over the body in subsonic region of the flow. In this area, we
expected location of Andronov-Hopf and secondary Hopf bifurcations. Another separated
area with point 4 was tested, where we can monitor chaotic solution. The dimension of the
chaos is greater than two, since we are able to monitor chaotic solution in the second Poincaré
section. Other points gave qualitatively identical results.

4.2. Kelvin-Helmholtz problem bifurcation scenario

In this subsection, we are considering the bifurcation scenario of the KH problem. The setup of
the problem is the following. The domain isΩ ¼ ½8· 1· 1�, the flow direction is from left to right.
The following boundary conditions are imposed: ∂Ωð0, y, zÞ ¼ ∂Ω0 is the inflow boundary
condition, ∂Ωð8;y, zÞ ¼ ∂Ω1 is the outflow boundary condition, ∂Ωðx, y, 0Þ ¼ ∂Ωðx, y, 1Þ ¼ ∂Ω2

is the periodic boundary condition in z-direction, and ∂Ωðx, 0, zÞ ¼ ∂Ωðx, 1, zÞ ¼ ∂Ω3 is the non-
reflecting (symmetry) boundary condition. We use simple ghost cell boundary conditions for
∂Ω2 and ∂Ω3. For ∂Ω1, we use appropriately chosen absorbing boundary conditions with char-
acteristic far-field treatment and we use characteristic boundary conditions for ∂Ω0. The initial
conditions are identical to the boundary conditions on ∂Ω0 and are given below:

ρj∂Ω0
¼ 1:0;

uxj∂Ω0
¼ 3=2þ 1=2tanh

y� 1=2
δ

þ Cz cos ð6πzÞ
� �

,

uyj∂Ω0
¼ 1 � 10�5 sin ð6πyÞ,
uzj∂Ω0

¼ 0;
pj∂Ω0

¼ 22:14:

ð29Þ

The perturbations are set depending on the problem setup, either 2D (in this case Cz ¼ 0) or 3D
(in this case Cz ¼ 1). The gravitational force is absent. The perturbations are not set in the
classical sense, since those must be set along the x-direction. However, we noticed that this
kind of initial perturbations is sufficient to trigger instability. For computation, we are using a
grid of 1000 · 250· 250 elements totaling 62:5 � 106 grid points. The sponge zone for ∂Ω1 is
chosen to be 20 elements in x-direction. We use the Reynold number (R) as bifurcation param-
eter with further details given below.

4.2.1. Eigenvalue analysis

First, we analyze linear stability of the main flow for the described problem setup. For
R ≤ 157 the flow remained stable. The diffusion is sufficient enough to suppress instability.
This solution corresponds to the stable fixed point in the phase space. With the increase of
R > 158, the flow loses stability with the formation of the initial billows. We are able to
show the leading unstable eigenvector for this case; see Figure 7. As one can see, the most
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dangerous eigenvector is a 2D symmetrical one. This corresponds with the conclusions
from Orr-Sommerfeld equations for flat-plane viscous flow stability. However, one can
see, that the third most dangerous eigenvector has already a 3D structure. The formation
of the initial billows corresponds to the Andronov-Hopf bifurcation (two complex conju-
gate eigenvalues are crossing the imaginary axis). The leading eigenvalues for this prob-
lem are presented in Figure 8. One can see the monodromy matrix eigenvalues as well.
One eigenvalue lies on a unit circle at the point ðþ1; 0iÞ on the complex plane. This
eigenvalue corresponds to the zero Lyapunov exponent of the dynamical system that
represents the cycle direction. This limited cycle is shown in Figure 9. It was found that
the length of the domain in the x-direction (Lx) is another parameter. With the increase of
the domain up to 16, the first critical Reynolds number gradually changes to Rc ¼ 25. It
can be explained by the wavelength in the x-direction. It is interesting to note that using
Lx ¼ 4, the inviscid flow is numerically stable (assuming constant perturbation amplitude
in Eq. (29)). This leads to the conclusion that the diffusion may pay a positive role in
initial instability.

Figure 7. Modulus of the first and the third most dangerous eigenvectors of uy for the KH coaxial shear flow problem.

Figure 8. Largest real eigenvalues for the KH problem (left) and monodromy matrix largest magnitude eigenvalues for
limited cycle solution, R ¼ 400.
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Let us consider time scales in the problem. The maximum physical process time τ can be
roughly estimated as advection time scale τa � Lx=juxj for advection-dominated flow. Provid-
ing that, this time is smaller for Lx ¼ 4, initial perturbations for inviscid flow are dominated by
advection timescale rather than diffusion timescale τd � L2x=μ ¼ RL2

x. The timescales are equal
if R � 1

Lxjuxj, so with the increase of Lx, one gets a smaller value of R to have diffusion play a

substantial role in the process. For a fixed value of R, the diffusion is decreasing with the
decrease of Lx. The mechanism works as follows. Initially, the diffusion is dominated by setting
a small value of R with the obvious stabilizing effect to all wavenumbers. One can see that the
first unstable eigenvector (Figure 7) demonstrates about λcritical~12π. This wavelength is dom-
inated by diffusion for small R. The destabilizing role of diffusion starts playing a role with the
increase of R, resulting in sequential bifurcations. The further route to chaos depends on the
initial perturbations and bifurcation parameters.

4.2.2. 2D perturbations

With the further increase of the Reynolds number, we can monitor the formation of singular
limited cycles. These cycles are low dimensional attractors that are formed by a continuous set of
period doubling bifurcations. All these cycles lie in the Feigenbaum cascade. We are able to
monitor the formation of cycles until cycle period 11, in Figure 9 at around R ¼ 1140. This cycle
originates from the Sharkovskii order and is one of the key cycles in Feigenbaum-Sharkovskiy-
Magnitskii (FShM) cascade [51]. Unfortunately, we are unable to trace the cycle period three
which is the last cycle in Sharkovskii direct order. It is known that chaos emerges after this cycle.
With further increase of R value, we witnessed the reversed cascade up to the solution of a
limited cycle. All these cycles are corresponding to the 2D instabilities of the primary flow
resulting in low dimensional chaos and correspond to the oscillation of billows in physical space
in xy plane. It is noted that the increase of domain length in x-direction, or decrease of base
velocity ux results in the change of the bifurcation scenario. This again can be explained by the
domination of τa with the increase of R. We confirmed this proposition by increasing the Lx up to
16 for the fixed value of R ¼ 2500 thus giving the diffusion scale more time to develop. While
cycle was formed for Lx ¼ 8;R ¼ 2500, the chaotic solution emerges for Lx ¼ 16;R ¼ 2500, so the
value of Lx becomes another bifurcation parameter. Moreover, in this case a two dimensionality
of billows is destroyed with the formation of chaotic flow. We are unable to trace any regular
attractors after that. This can be the result of disturbing diffusion action on the flow through
screw symmetric viscous tensor components.

(a) (b)

Figure 9. Projection of the limited cycle for R ¼ 1000 and cycle period 11 for R ¼ 1140.

Numerical Analysis of Laminar‐Turbulent Bifurcation Scenarios in Kelvin‐Helmholtz…
http://dx.doi.org/10.5772/67918

49



4.2.3. 3D perturbations

We found that the initial 2D instability is reformed for the 3D perturbations. This can be
explained since the flow is no longer flat parallel. The change in the inflow conditions resulted
in the formation of chaotic solution right after the flow is developing. It was difficult to trace
any bifurcations further with only one regular structure found being a cycle, two-dimensional
and three-dimensional invariant tori for 100 < R < 950; see Figure 10.

4.3. Coupled (Kelvin-Helmholtz and Rayleigh-Taylor) problem bifurcation scenario

We are considering the problem of stratified gas flow with velocity shear layer. This is a
coupled KH and RT problem that can be characterized by the density difference and applica-
tion of the gravitational force. We set up the problem analogously to the previous one but we
have one more parameter that is the Richardson number. The boundary on ∂Ω0 and initial
values are set as follows:

ρj∂Ω0
¼ 1:1þ 1

10
erf

y� 1=2
δ

þ Cz cos ð6πzÞ
� �

,

uxj∂Ω0
¼ 2:0þ erf

y� 1=2
δ

þ Cz cos ð6πzÞ
� �

,

pj∂Ω0
¼ 22:14þ ρgyþ ðρmax � ρÞg:

ð30Þ

The Richardson number (Eq. (3)) is set depending on the problem in range of 1=5� 1=8, where
H ¼ 4δ is the length of the mixing layer and ρmax ¼ 1:2. We also consider two options—Cz ¼ 0
or Cz ¼ 1. The results of the 2D perturbations are analogous to the previous subsection with
the formation of limited cycles period five and three presented in Figure 11. Interesting to note
that this cycle was found in the reverse cascade due to the limited length, Lx ¼ 6. The increase
of Lx up to 10 leads to the formation of chaotic solution. It was noted that the process was more
related to the shear flow of gases with nonzero density ratio. The development of RT instability
was not detected; thus, these series can be qualified as pure KH instability problem. The initial
stage of instability is formed by low dimensional attractors with confirmed inverse
Feigenbaum-Sharkovskiy cascade.
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Figure 10. 2D invariant torus (R ¼ 760;Lx ¼ 8) and 3D invariant torus (R ¼ 950;Lx ¼ 8) first Poincaré sections.
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Figure 10. 2D invariant torus (R ¼ 760;Lx ¼ 8) and 3D invariant torus (R ¼ 950;Lx ¼ 8) first Poincaré sections.
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4.3.1. 3D perturbations

Results for 3D perturbations are presented in Figures 12 and 13. One can clearly see the
formation of initial billows of KH instability, followed by RT instability. The latter can be clearly
noticed in later stages of the flow; see Figure 13. With Lx acting as bifurcation parameter in mind,
we fix the length and increase value of R until the solution is a regular attractor. Please mind that
the initial flow is linearly unstable, and small values of R may give a destabilizing effect.

The starting point is R ¼ 1 for which the solution is stationary and totally diffusion dominated.
This solution corresponds to the stable point in the physical space. At around R ¼ 10:5, the first
bifurcation of the stationary flow is detectedwith the formation of the limited cycle; see Figure 14.

Figure 11. Projection of limited cycles of period three into υz;υy phase subspace for 2D perturbation problem for
R ¼ 2417;Ri ¼ 1=6;Lx ¼ 6.

Figure 12. Coupled problem quasi-stationary solution. Density isosurfaces.
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After that the influence of viscosity compressed the region of parameters forming chaotic
attractors around the cycle with small amplitude. These attractors are, supposedly, low dimen-
sional singular cycles. But the small amplitude of the solution over the cycle made it impossi-
ble to analyze. The next attractor that we are able to detect is the limited torus, presented in
Figure 14with the Poincaré section indicated. Close resemblance to the cycle may indicate that
the attractor was formed as the result of multistability from the cycle by Hopf bifurcation. This
indicates the existence of two irrational frequencies in the system. Further increase of the
Reynolds number up to R ¼ 516 resulted in the other Hopf bifurcation with the formation of
the three-dimensional invariant torus, presented in Figure 15. This torus becomes singular (by

Figure 13. Coupled problem quasi-stationary solution. Density sections in yz planes with x ¼ 3 and x ¼ 5.

Figure 14. Projection of the limited cycle R ¼ 10:5 and invariant torus (with Poincaré section) R ¼ 510 to three-dimen-
sional phase subspace.

Figure 15. Projection of the invariant three-dimensional torus and first Poincaré section for R ¼ 516 to the three-dimen-
sional phase subspace and second section for R ¼ 518.
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period doubling bifurcations on one of the frequencies). This is shown in Figure 16 for R ¼ 518.
However, this cascade of period doubling bifurcations is reversed to the original 3D torus. The
next bifurcation that could be traced at R ¼ 520:5 is another Hopf bifurcation leading to the
formation of the four-dimensional invariant torus.

Further increase of the Reynolds number leads to the chaotic solution that corresponds to the
dense field of points in phase subspace projections up to about R ¼ 2100. With further increase of
R, we observed the formation of inverse cascades. For verification purposes, the domain length
was increased again up to Lx ¼ 16 for fixed R ¼ 2500. This resulted in the chaotic solution.

5. Discussion and conclusion

5.1. Discussion

This research for the bifurcation scenarios in RT and KH instabilities started in 2013 and
continues still. From this research, we obtained information that raises some questions that
must be addressed. The first question is the stability of the KH and RT problems for low
Reynolds number. It is known [38] that viscosity may result in instability. However, we found
two ways of this instability to occur. Starting with very low Reynolds number results in linear
stability of the flow. When linear stability is violated, we can witness a rapidly growing
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sections are shown.
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instability that results in highly suppressed cascade of bifurcations. We are still unable to
deduce this cascade. However, from a certain value of R, the solution becomes regular with
the formation of regular attractor (either invariant cycle or torus). This indicates that the
cascade of bifurcations that is induced by diffusion is reversed at some point resulting in the
final return to the attractor with the maximum basin of attraction. Those are the bifurcations
that were traced by other authors [48–50].

Another topic of discussion is the Landau-Hopf scenario that was found in coupled problem.
This means that the system triggers secondary instabilities that have irrational frequencies. It is
known, say from [68], that the existence of secondary oscillations on KH instability is triggered
by density stratification. This results in the formation of instabilities of outer filament or inner
vortex type. These instabilities might have irrational frequencies resulting in the formation of
high dimensional attractor. That is clearly the case for coupled problem; see Figure 12.

Another difficulty is related to the limited length of the domain during presented bifurcation
analysis. We show in Section 4.1, that the information for subsonic flow is translated back to
the upwind direction. This results in the global phase space formation. On the other hand, the
length of the domain becomes a bifurcation parameter since physical process evolves with the
background flow and is cut at the point of flow leaving the domain. The situation for the initial
valued problem is different since the process will eventually relax (e.g., densities are swapped
for RT instability), and phase space solution will be represented by a fixed stable point. It
means that the process consists of direct and inverse cascades of bifurcations starting and
finishing at the point. In most cases, the initial point is linearly unstable and the final point
is stable.

5.2. Conclusion

In this paper, we show some results regarding RT and KH instabilities and phase space
properties for supersonic solution with shock waves. We show that the phase space is sepa-
rated for inviscid flow and give proof of this fact for 1D gas flow. This fact is numerically
demonstrated, and some results are obtained that confirm the validity of this proposition for
multidimensional case. We also considered linear stability and bifurcation analysis for KH and
RT instabilities in the setup with the coaxial flow.

We introduce the following notations of regular attractors to write down bifurcation scenarios:
P is a point, Cn is a limited cycle of period n, nTM is an invariant torus of dimension M and
period n (on any frequency). For fixed values of domain length, we obtained the following
bifurcation scenarios.

KH instability with 2D perturbations:

P ! C ! … ! C5 ! … ! C11 ! … ! C ð31Þ

KH instability with 3D perturbations:

P ! C ! T2 ! T3 ! Chaos:
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Coupled problem (KH and RT instability) with 2D perturbations:

P ! C ! C2 ! C4 ! Cn ! :: ! C5 ! C3 ! Chaos: ð32Þ

Coupled problem (KH and RT instability) with 3D perturbations:

P ! C ! nC ! … ! C ! T2 ! T3 ! … ! nT3 ! … ! T4 ! Chaos: ð33Þ

The following scenarios show the following. First, the existence of FShM scenario in KH
instability is confirmed by Eqs. (31) and (32). In Eq. (31), we notice the direct and inverse
cascades with the Sharkovskiy sequence are not fully developed. In Eq (32), we are able to
show the full FShM cascade up to limited cycle of period three. However, these low dimen-
sional attractors are only the initial trigger mechanism of laminar-turbulent transition in such
complicated problems. It can be clearly seen in Eq. (33) where a Landau-Hopf scenario is
developed up to a regular attractor represented by the 4D invariant torus. The existence of
computationally stable 4D invariant torus is a remarkable fact. It took 2:6 � 109 time samples to
analyze and about 3.5 months to calculate. We can notice the appearance of singular 3D tori in
the cascade. Most likely, some part of incomplete FShM scenario with direct and inverse
cascades is involved in these singular tori. It is interesting to note that we found no resonance
tori during the bifurcation analysis that are typical for other problems.
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Abstract

Richtmyer-Meshkov instability and turbulent mixing are fundamental problems of
multi-materials interface dynamics, which mainly focuses on the growth of perturbation
on the interface and mixing of different materials. It is very important in many applica-
tions such as inertial confinement fusion, high-speed combustion, supernova, etc. In this
chapter, we will gain advances in understanding this problem by numerical investiga-
tions, including the numerical method and program we used, the verification and
validation of numerical method and program, the growth laws and mechanics of turbu-
lent mixing, the effects of initial conditions, the dynamic behavior, and some new
phenomenon for Richtmyer-Meshkov instability and turbulent mixing.

Keywords: Richtmyer-Meshkov instability, turbulent mixing, interface dynamics,
dynamic behavior

1. Introduction

When a shock wave accelerates a perturbed interface separating two different fluids, the
Richtmyer-Meshkov (RM) instability will occur. This phenomenon was theoretically ana-
lyzed by Richtmyer [1] for the first time in 1960, which was confirmed in experiment by
Meshkov [2] in 1969. The main mechanism of the Richtmyer-Meshkov instability (RMI) is the
baroclinic vorticity deposition at the interface due to the misalignment of the pressure
gradient across the shock and the local density gradient at the interface (∇ρ � ∇p 6¼ 0). At
the beginning, the perturbations grow linearly. When entering the nonlinear stage, the
perturbations develop into complex structures formed by bubbles (the portion of the light
fluid penetrating into the heavy fluid) and spikes shaped with “mushrooms” (the portion of
the heavy fluid penetrating into the light fluid), see Figure 1. Afterward, the mushroom
structures are eroded and broke up which results in the turbulent mixing eventually. When

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



the incident shock wave impacts the initial perturbed interface, it bifurcates into a transmit-
ted shock wave and a reflected wave. Depending on the material properties of the fluid on
both sides of the interface, the reflected wave can be either a shock or a rarefaction wave. The
criterion is that when the incident shock wave interacts with the interface from light fluid
to heavy fluid, the reflected wave is a shock wave; otherwise, it is a rarefaction wave. If
the transmitted shock wave meets a rigid wall and is reflected back to collide with the
interface once again, this process is called reshock which can advance the transition to
turbulent mixing.

The Richtmyer-Meshkov instability and induced turbulent mixing are very important in a
variety of man-made applications and natural phenomena such as inertial confinement
fusion (ICF) [4], deflagration-to-detonation transition (DDT) [5], high-speed combus-
tion [6], and astrophysics (i.e., supernova explosions) [7]. For ICF, the ablative shell that
encapsulates the deuterium-tritium fuel becomes RM unstable as it is accelerated inward
by the ablation of its outer surface by laser or secondary X-ray radiation. The degree of
compression achievable in laser fusion experiments is ultimately limited by Richtmyer-
Meshkov and Rayleigh-Taylor instabilities. Thus, these instabilities represent the most
significant barriers to attaining positive-net-yield fusion reactions in laser fusion facilities.
For the supersonic combustion, the Richtmyer-Meshkov instability caused by the interac-
tion of a shock wave with a flame front can greatly promote the mixing of fuel and
oxidant and enhance the burning rate. For the supernova explosions, the Richtmyer-
Meshkov instability was believed to occur when the outward propagating shock wave
generated by the collapsing core of a dying star passes over the helium-hydrogen inter-
face. Observations of the optical output of the supernova 1987A suggest that the outer
regions of the supernova were much more uniformly mixed than expected, and indicating
significant Richtmyer-Meshkov mixing had occurred [8]. The Richtmyer-Meshkov instabil-
ity and turbulent mixing are so important and have gained significant attention. However,
the turbulent mixing is a complicated three-dimensional unstable flow, which spans a
wide range of time-space scales.

Figure 1. Development of the Richtmyer-Meshkov perturbed interface between air and SF6 gases [3].
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2. Numerical method and program

By applying the piecewise parabolic method (PPM), volume of fluid (VOF), parallel technique,
and so on, we have developed a series of Euler compressible multi-fluid dynamic programs
with three orders precision, such as MFPPP [9], MVPPM [10], and multi-viscous-flow and
turbulence (MVFT) [11, 12]. MFPPM program is not considering the fluid viscosity, which only
solves the Euler equations. MVPPM program is considering the molecular viscosity but it is
not changed with temperature. Multi-viscous-flow and turbulence (MVFT) is a large-eddy
simulation (LES) program that has four choices of subgrid-scale (SGS) stress models including
the Smagorinsky model [13], Vreman model (VM) [14], dynamic Smagorinsky model (DSM)
[15], and stretched-vortex model (SVM) [16].

2.1. Governing equations

The governing equations of large-eddy simulation are the Favre-filtered compressible multi-
viscous-flow Navier-Stokes (NS) equations and are written as in tensor form:

∂ρ
∂t

þ ∂ρ~uj
∂xj

¼ 0

∂ρ~ui
∂t

þ ∂ ρ~ui~uj þ pδij
� �

∂xj
¼ ∂σij

∂xj
� ∂τij

∂xj

∂ρE
∂t

þ ∂ ρ~ujEþ p~uj
� �

∂xj
¼ ∂ σij � τij
� �

~ui
∂xj

�
∂ qlj þQT

j

� �

∂xj

∂~Y sð Þ
∂t

þ ~uj
∂~Y

sð Þ
∂xj

¼ ∂
∂xj

~D
∂~Y

sð Þ
∂xj

0
@

1
A� ∂QY

j

∂xj
s ¼ 1, 2, ⋯, N � 1

ð1Þ

here i and j represent the directions of x, y, and z, and the same subscripts denote the tensor
summation; ρ, ~ukðk ¼ i, jÞ, p, and E are the resolved-scale density, velocity, pressure, and total

energy per unit mass; N is the number of species; ~YðsÞ is the volume fraction of the sth fluid and

satisfies
XN

1
~Y
ðsÞ ¼ 1; ~D is the diffusion coefficient set to ~D ¼ ν=Sc, where ν is the kinematic

viscosity of the fluid, Sc is the Schmidt number. σij is the deviatoric Newtonian stress tensor, i.e.

σij ¼ μl
∂~ui

∂xj
þ ∂~uj

∂xi
� 2
3
δij

∂~uk

∂xk

� �� �
ð2Þ

where μl is the dynamic viscosity. qlj ¼ �λl∂~T=∂xj is the resolved heat transport flux per unit

time and space, λl ¼ μlcp/Prl is the resolved heat conduction coefficient, cp is the constant

pressure specific heat, Prl is the Prandtl number, and ~T is the fluid temperature. The equation
of state (EOS) has choices of the ideal gas state form, stiffen gas state form, reduction form of
Gruneisen EOS for condensed matter.
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For a multi-material mixture case, the average quantities and physical properties of a mixed

phase are supposed as a volume-weighted sum over the set of components ρ
� � sð Þ, ρ~ui

� � sð Þ,

and ρ~E
� � sð Þ

used at the initial time, and so on for each, respectively,

ρ ¼
XN
s¼1

~Y
sð Þ
ρ sð Þ ð3Þ

ρ~ui ¼
XN
s¼1

~Y
sð Þ

ρ~ui
� � sð Þ ð4Þ

ρ~E ¼
XN
s¼1

~Y
sð Þ

ρe
� � sð Þ þ 1

2
ρ~u2

i

� � sð Þ" #
ð5Þ

1
γ� 1

¼
XN
s¼1

~Y
sð Þ

γ sð Þ � 1
ð6Þ

μ ¼
XN
s¼1

μ sð Þ ~Y sð Þ ð7Þ

D ¼
XN
s¼1

D
sð Þ ~Y sð Þ ð8Þ

For large-eddy simulation, in the filtering operation, the unresolved-scale motions identified as
the “subgrid-scale” are filtered, but the effects of subgrid-scale motions on the resolved-scale
motions are retained in the governing equations in the form of SGS turbulence transport
fluxes, which must be modeled to complete the closure of LES equations. The SGS stress
tensor, the heat, and scalar transport flux are defined as

τij ¼ ρ guiuj � ~ui~uj
� � ð9Þ

QT
j ¼ ρ gcpTuj � ~cp~T~uj

� �
ð10Þ

QY
j ¼ gYuj � ~Y~uj

� �
ð11Þ

2.2. Subgrid-scale stress models for LES

2.2.1. Smagorinsky model

The SGS turbulence behavior is assumed to be analogous to the molecular dissipative mecha-
nism, so that the molecular viscosity and diffusion models can be used to simulate the SGS
fluxes, and the SGS stress tensor, the heat, and the scalar transport flux are calculated as
follows [13]
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τij ¼ �μt
∂~ui

∂xj
þ ∂~uj

∂xi
� 2
3
δij

∂~uk

∂xk

� �� �
ð12Þ

QT
j ¼ �λt

∂~T
∂xj

¼ �μtcp
Prt

∂~T
∂xj

ð13Þ

QY
j ¼ �Dt

∂~Y
sð Þ

∂xj
¼ � μt

ρSct

∂~Y
sð Þ

∂xj
ð14Þ

where the SGS turbulent viscosity μt is calculated by the Smagorinsky eddy viscosity model,

μt ¼ 2CρΔ2jSj ð15Þ

where the dimensionless coefficient C ¼ C2
S, for the isotropic turbulence, the model constant is

CS ¼ 0:17, Δ is the grid-filter width, and j S j ¼ 2SijSij
� �1=2

is the magnitude of the resolved
strain-rate tensor,

Sij ¼ 1
2

∂~ui

∂xj
þ ∂~uj

∂xi

� �
ð16Þ

2.2.2. Vreman model

The Vreman SGS model is also an eddy viscosity model and is as follows [14]:

μt ¼ cρ

ffiffiffiffiffiffiffiffiffiffi
Bβ

αijαij

s
ð17Þ

with

αij ¼ ∂i~uj ¼
∂~uj

∂xi
βij ¼ Δ2

mαmiαmj

Bβ ¼ β11β22 � β212 þ β11β33 � β213 þ β22β33 � β223

ð18Þ

The model constant c is related to the Smagorinsky SGS model constant CS by c ≈ 2:5C2
S. The

symbol α represents the 3 � 3 matrix of derivatives of the filtered velocity ~u. If αijαij equals
zero, μt is consistently defined to be zero. In fact, Bβ is an invariant of the matrix β, while αijαij is
an invariant of αTα. If the filter width is the same in each direction, then Δi ¼ Δ and β ¼ Δ2αTα.

2.2.3. Dynamic Smagorinsky model

In general, the turbulent kinetic energy is transferred from large scales to small scales in
turbulent flows, which is called forward scatter of energy, and then it is dissipated by the
viscous action. However, the reversed energy flow from small scales to large scales (the
process called backscatter) may also occur. Although the backscatter is just a small range of
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local phenomenon, it has been shown to be of importance, especially in the transition regime.
The physical mechanism of most of the widely used SGS models is the forward scatter of
energy; in other words, the SGS models are absolutely dissipative, such as the eddy viscosity
models (Smagorinsky and Vreman SGS models). In order to account for the backscatter of
energy, several modifications to the eddy viscosity models have been proposed. An improve-
ment is to calculate the eddy viscosity coefficient dynamically which is a function of space and
time and can be negative in some regions [15].

The dynamic Smagorinsky model for compressible turbulence is as follows, the model coeffi-
cient is

CD ¼ 〈LijMij〉

〈MijMij〉
ð19Þ

where Lij is the Leonard stress, 〈 〉 indicates the statistics averaging.

Lij ¼bρ~ui~uj �
1
ρ̂
bρ~ui
bρ~uj

� �
ð20Þ

Mij ¼ � 2Δ̂
2
ρ̂ Ŝ

�����

����� Ŝij �
δij
3
Ŝkk

� �
� 2Δ

2
b
ρ S

�����

����� Sij �
δij
3
Skk

� �2
4

3
5 ð21Þ

the overbars of “¯” and “^” denote the grid filter and test filter, respectively.

2.2.4. Stretched-vortex model

The stretched-vortex model is based on an explicit structural modeling of small-scale dynamics.
It can simulate themultiscale compressible turbulence and allows the anisotropy of the flow to be
extended to the dissipation scale. In the stretched-vortex model, the flow within a computational
grid cell is assumed to result from an ensemble of straight, nearly axisymmetric vortices aligned
with the local resolved scale strain or vorticity. The resulting SGS flux terms are [16]

τij ¼ ρ~k δij � eνi e
ν
j

� �
ð22Þ

QT
i ¼ �ρ

Δc

2
~k½ δij � eνi e

ν
j

� � ∂ ~cp~T
� �
∂xj

ð23Þ

QY
i ¼ �Δc

2
~k½ δij � eνi e

ν
j

� � ∂~Y
∂xj

ð24Þ

where ~k ¼
ð∞
kc
E kð Þdk is the subgrid turbulent kinetic energy, eν is the unit vector aligned with the

subgrid vortex axis, kc ¼ π=Δc is the cutoff wave number, E kð Þ ¼ K0ε2=3k�5=3 exp �2k2ν= 3j~ajð Þ� �
represents the energy spectrum of subgrid vortices, and K0 is the Kolmogorov prefactor, ε is the
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local cell-averaged dissipation, ~a ¼ ~Sije
ν
i e

ν
j is the axial strain along the subgrid vortex axis, ~Sij

denotes the resolved rate-of-strain tensor.

2.3. Numerical algorithm

For the convenience, in the following sections, the overbar and overtilde of variables are
omitted. Operator splitting technique is used to solve the physical problems, described by
Eq. (1), into three sub-processes, i.e., the computation of inviscid flux, viscous flux, and heat
flux. Eq. (1) can be split into two equations as follows:

∂ρ
∂t

þ ∂ρuj
∂xj

¼ 0

∂ρui
∂t

þ ∂ ρuiuj þ pδij
� �

∂xj
¼ 0

∂ρE
∂t

þ ∂ ρujEþ puj
� �

∂xj
¼ 0

∂Y sð Þ
∂t

þ uj
∂Y sð Þ
∂xj

¼ 0 s ¼ 1, 2, …, N � 1

ð25Þ

and

∂ρ
∂t

¼ 0

∂ρui
∂t

¼ ∂σij
∂xj

� ∂τij
∂xj

∂ρE
∂t

¼ ∂ σij � τij
� �

ui
∂xj

�
∂ qlj þQT

j

� �

∂xj

∂Y sð Þ
∂t

¼ ∂
∂xj

D
∂Y sð Þ
∂xj

 !
� ∂QY

j

∂xj
s ¼ 1, 2, …, N � 1

ð26Þ

For the inviscid flux, the three-dimensional problem can be simplified into one-dimensional
(1D) problem in three directions of x, y, and z by the dimension splitting technique,

∂ρ
∂t

þ ∂ ρu
� �
∂x

¼ 0

∂ ρu
� �
∂t

þ ∂ ρu2 þ p
� �

∂x
¼ 0

∂ ρE
� �
∂t

þ ∂ ρuEþ pu
� �

∂x
¼ 0

∂Y sð Þ
∂t

þ u
∂Y sð Þ
∂x

¼ 0 s ¼ 1, 2, …, N � 1

ð27Þ
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And then the one-dimensional Eq. (27) in each direction is resolved by the two-step Lagrange-
Remapping algorithm. Also, one time step is divided into four substeps: (i) the piecewise
parabolic interpolating of physical quantities, (ii) solving the Riemann problems approxi-
mately, (iii) marching of the Lagrange equations, and (iv) remapping the physical quantities
back to the stationary Euler meshes. The orders of accuracy of the spatial and temporal
schemes are the third and second, respectively, for smooth flows.

2.3.1. Lagrange step of finite volume method

The Lagrange equations in 1D for multi-fluid can be written as

∂τ
∂t

� ∂ rauð Þ
∂m

¼ 0

∂u
∂t

þ ra
∂p
∂m

¼ 0

∂E
∂t

þ ∂ raupð Þ
∂m

¼ 0

∂Y sð Þ
∂t
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where τ is the specific volume, α is 0, 1, and 2 corresponding to the plane, axial symmetry, and
spherical symmetry problems, r is the Lagrange spatial coordinates, m is the Lagrange mass
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Because of the calculations are referred to as scalars, here the averaged physical quantities in a
cell are written as a uniformity Qn

j at time t. The piecewise parabolic function Qn
j mð Þ in cells are

constructed to compute the time average of physical quantity Q on both sides of the grid edge

mjþ1/2,
~Qjþ1=2, L and ~Qjþ1=2,R. Then the Riemann problem at the grid edge mjþ1/2 is solved by

using double shock wave approximation. After Lagrange marching step, we can obtain distri-
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j

n o
, unþ1

j

n o
, Enþ1

j

n o
, and the position of new grids

rnþ1
j�1=2

n o
at time tnþ1, the pressure pnþ1

j

n o
can be computed by equation of state, the

Y sð Þ� �nþ1

j

� �
will not change. The marching formula is as follows
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2.3.2. Remap step

In Lagrange step, the computational cells distort to follow the material motion, and in Remap
step, the averaged physical quantities at the distorted Lagrange cells are remapped back to the
stationary Euler meshes. The piecewise parabolic interpolation and integral methods in this
step are the same as the ones in Lagrange step.
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where Δe�jþ1=2 is the advection of specific energy through the grid boundary jþ 1=2.

2.3.3. Viscous flux, heat flux, and scalar flux

The viscous flux, heat flux, and scalar flux of Eq. (26) are calculated based on the computed
inviscid flux by using second-order spatial center difference and two-step Runge-Kutta time
marching. The first equation of Eq. (26) can be neglected, and which is written in conserved
form

∂U
∂t

þ ∂F
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þ ∂G
∂y

þ ∂H
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¼ 0 ð40Þ

and

U ¼ ρu,ρv,ρw,ρE
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� �T

G ¼ �σxy, � σyy, � σzy, � uσxy � vσyy � wσzy þ qy
� �T

H ¼ �σxz, � σyz, � σzz, � uσxz � vσyz � wσzz þ qz
� �T

ð41Þ

In the Cartesian coordinate system, the spatial derivative terms of Eq. (40) can be dispersed as
follows:

Lh U
n
i, j, k

� �
¼ F

n
i�1=2, j, k � F

n
iþ1=2, j, k

Δx
þG

n
i, j�1=2, k �G

n
i, jþ1=2, k

Δy
þH

n
i, j, k�1=2 �H

n
i, j, kþ1=2
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Then, Eq. (40) is solved by two Runge-Kutta time marching,
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E
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ðlÞ
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i, j, k

� �h i

8><
>:

ð43Þ

The detailed descriptions of numerical algorithm are referred to Ref. [17].

3. Verification and validation

In this section, the validity and reliability of our compressible multi-fluid dynamic programs
are to be verified and validated by comparisons with analytical solutions and hydrodynamic
interface instability experiments in a shock tube.
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are to be verified and validated by comparisons with analytical solutions and hydrodynamic
interface instability experiments in a shock tube.
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3.1. Riemann problem of condensed matter

A copper pellet collides with a copper target with three velocities of 2, 4, and 8 km/s. Using the
reduction form of Gruneisen EOS for copper in simulations, the one-dimensional numerical
results of postshock density (a), pressure (b), and velocity (c) compare with theoretical solu-
tions, as shown in Figure 2, the solid lines corresponding to numerical results and the dot lines
corresponding to the theoretical solutions.

3.2. Riemann problem of one-dimensional gas/liquid

At initial time, the region [0, 1.0 cm] is filled with gas with high pressure 1.0 � 108 Pa and
density 1.29 g/cm3. The region [1.0 cm, 5.0 cm] is filled with water with pressure 1.0 � 105 Pa
and density 1.0 g/cm3. The gas and water are all described by Stiffen gas EOS. The left and
right boundaries are flow. Figure 3 shows the distributions of the density (a), pressure (b), and
velocity (c) at 20 μs. There are a forward shock wave and a backward rarefaction wave after
interaction. The pressure and velocity around the interface are well continuous and have no
nonphysical oscillation.

3.3. Single-mode Richtmyer-Meshkov instability

The two- and three-dimensional single-mode Richtmyer-Meshkov instabilities are numerical
simulated by MVPPM program, which also compare with the theoretical model [18]. The
initial small perturbation is a sinusoidal one with wavelength 60 mm (global wavelength for a
three-dimensional case) and amplitude 1.0 mm. The incident air shock wave with Mach
number 1.2 impacts the air/SF6 single-mode interface. Figure 4 shows the comparisons of
amplitude of single-mode perturbed interface with the linear impulsive and nonlinear
models, the left one corresponding to the two-dimensional (2D) results, and the right one
corresponding to the three-dimensional results.

3.4. Simulations of shock tube experiments

The compressible multi-fluid dynamic programs are used to simulated several shock tube
experiments of interface instability for validation. These experiments include planar interface
and gas cylinder shock tube experiment and planar and cylindrical jelly experiments.

Figure 5 shows the comparison of 2D calculated width of turbulent mixing zone (TMZ) [19] of
Leinov’s shock tube experiment with reshock with experiment [20] in which the Mach number

Figure 2. Comparison of postshock density (a), pressure (b), and velocity (c) in copper at t ¼ 1.0 μs when a copper pellet
collides with a copper target at three different velocities.
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Figure 3. Distributions of the density (a), pressure (b), and velocity (c) at 20 μs for one-dimensional Riemann problem of
gas/liquid interface.

Figure 4. Comparisons of amplitude of single-mode perturbed interface with the linear impulsive model and nonlinear
models, left: two-dimension and right: three-dimension.

Figure 5. TMZ width versus time (t ¼ 0 denotes the reshock arrival to the interface).
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of incident air shock wave is 1.2, which impacts the air/SF6 interface, the grid size is 50 μm.
Figure 6 shows the 3D calculated TMZ width [21] of Poggi’s multi-mode shock tube experi-
ment [22] with reshock in which the Mach number of incident SF6 shock wave is 1.453, which
impacts the SF6/air interface. Figures 7 [10] and 8 [23] show the calculated and experimental
interface images of AWE’s SF6 half-height and double-bump shock tube experiment [24, 25],
the Mach number of incident air shock wave is 1.26, respectively. Figure 9 [26] shows the SF6
gas cylinder evolution at different times under the initial air shock wave with the Mach
number 1.2, Figure 10 shows the width and height of gas cylinder at different times for
experiment and numerical simulations.

Figure 6. Time history of TMZ width.

Figure 7. Two dimension calculated from MVFT and experimental half-height interface at different times.
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For the problems of interface instability with a high density ratio, our hydrodynamic programs
are also applicable. For the LLNL’s jelly ring experiments [27], the jelly ring only has a
sinusoidal periodic initial perturbation at the outer interface and is driven by expansion of the
explosion products of a gaseous mixture of C2H2 and O2. The jelly is mainly made of water.
The thickness of ring is 15 mm, the mode number of perturbation is 6 and 36, respectively, and
the initial amplitude is 1.0 mm. Figure 11 shows the evolutions of the jelly ring at different
times from simulated from LLNL’ CALE program (a) and our MVPPM program (b), and the
experimental image (c) at 600 μs [28]. Figure 12 shows the time histories of radius (a) and the
amplitude (b) of the outer and inner interfaces of the jelly ring simulated from CALE and

Figure 8. Three dimension calculated fromMVFTand experimental double-bump interface at different times, left column
corresponding to experimental images, right column corresponding to 3D calculated images, and middle column
corresponding to span-wise average images of 3D calculated results.

Figure 9. Evolutions of SF6 gas cylinder, upper row corresponding to experiment, lower row corresponding to numerical
simulation by MVFT program, the time sequences are 0, 50, 190, 330, 470, 610, and 750 μs severally.
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MVPPM programs [28]. Figure 13 shows the images of jelly ring at 600 μs for mode number 36
from experiment (a), CALE (b), and MVPPM (c) programs [28].

From the above comparisons between our numerical simulations and theoretical model,
experiments for the problems of hydrodynamic interface instability from the density ratio low

Figure 11. Evolutions of jelly ring at different simulated from CALE (a: left group) and MVPPM (b: middle group)
programs, and the experimental image at 600 μs (c).

Figure 12. Time histories of radius (a) and the amplitude (b) of the outer and inner interfaces of jelly ring simulated from
CALE and MVPPM programs.

Figure 10. Width and height of gas cylinder at different times for experimental and numerical simulations.
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to the high density ratio, the numerical results agree well with theory and experiments, so the
validity and reliability of our compressible multi-fluid dynamic programs have been verified
and validated.

4. Interface instability and turbulent mixing

As we know, the physical mechanism for the occurrence of Richtmyer-Meshkov instability is
the baroclinic vorticity deposition at the interface resulting from the misalignment of the
pressure gradient across the shock front and the local density gradient across the interface.
The evolution equation of vorticity is as follows:

dω
dt

¼ ∇ρ� ∇p
ρ2 þω � ∇u�ω∇ � u ð44Þ

where ω ¼ ∇ � u is the vorticity and viscous terms are neglected. The first term on the right
side of Eq. (44) is the baroclinic vorticity production term. The second term on the right side of
Eq. (44) is the vortex-stretching term, which is zero in the two-dimensional case, as the
vorticity and velocity fields are orthogonal. This term enhances dissipation, resulting in more
diffuse and smaller scale structures in the turbulent mixing zone. The third term on the right
side is the compression term and does not contribute to the vorticity evolution significantly.
The baroclinic vorticity production is much larger when the shock wave impacts the interface
and pass through it and constitutes the principal mechanism of the Richtmyer-Meshkov
instability.

In this section, we will introduce the growth laws of the Richtmyer-Meshkov instability and
the induced turbulent mixing and its dynamic behavior by numerical simulations.

4.1. Growth laws of Richtmyer-Meshkov instability and turbulent mixing

Figure 14 shows the amplitude (a) and growth rate (b) of two-dimensional single-mode
Richtmyer-Meshkov instability without reshock for initial perturbation amplitude 1 and 12 mm

Figure 13. Images of jelly ring at 600 μs for mode number 36 from experiment (a), CALE program (b), and MVPPM
program (c).
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and wavelength 60 mm. After initial shock, the perturbation enters the nonlinear stage quickly.
The growth rate increases fast and reaches the highest peak, then will reduce owing to the
reduction of the effect of compressibility and the dominant role of flow nonlinearity. At the late
times, the amplitude is increasing linearly, and the growth rate remains a constant. For the larger
initial amplitude, the perturbation enters the later linear growth stage earlier.

For the multi-mode Richtmyer-Meshkov instability and the induced turbulent mixing with
reshock, the initial air shock wave with Mach number 1.2 impacts the air/SF6 interface. The
multi-mode initial perturbation is composed of eight dominant mode wavelengths of 0.8, 1.0,
1.25, 1.6, 2.0, 2.5, 3.2, and 4.0 mm superimposed with a very small random disturbance. The
shock tube experiment can be referred to Ref. [29]. Figure 15 shows the schematic of shock
tube and computational model. The transmitted wave rebounds between the interface and the
end-wall of shock tube and produces multiple shock-interface interactions. At about 1.7 ms,

Figure 14. Amplitude (a) and growth rate (b) of two-dimensional single-mode Richtmyer-Meshkov instability without
reshock.

Figure 15. Schematic of shock tube and computational model.
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the transmitted shock wave reflected back off the end-wall impacts the interface. Figure 16
shows the time history of TMZ width, the black line denotes the numerically calculated width
and the red line is obtained from fitting of the numerical results. As can be seen, after the initial
shock, the TMZ width starts to grow as a power law ~tθ with the value θ to be determined as
0.352. After the reshock, more energy is deposited onto the interface to promote the develop-

ment of TMZ, and the TMZ width evolves in time as a negative exponential law ~�e�t=t�

where the value of t* is 0.519. Then after the following interaction of the reflected rarefaction
wave with the interface, the TMZ also evolves as a negative exponential law but with a
different factor t* ¼ 0.875. Under the subsequent impingements with lower and lower intensity,
the TMZ width, after a slight reduction caused by the reflected compression wave, evolves in
an approximate linear fashion with a velocity of 2.05 m/s. Figure 17 shows the instantaneous
images of the TMZ visualized by the volume fraction isosurface YSF6 ¼ 0.1, 0.3, 0.5, 0.7, and 0.9
from blue to orange at different times, the TMZ exhibits a very complex spatial structure.

4.2. Evaluation of different subgrid-scale stress models

In large-eddy simulation, the effect of small scales on large-scale motions is represented by the
SGS stress model. Most of the commonly used SGS models assume that the main function of
subgrid scales is to remove energy from the large scales and dissipate it through the action of the
viscous forces. But, as we know, in fact the energy is also transferred from the small scales to
the large scales (backscatter) in a small and local range. The SGS turbulent dissipation, which is
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Figure 18 shows the distribution of calculated SGS turbulent dissipation in streamwise direction
for Smagorinsky and Vreman models and for AWE’s SF6 half-height shock tube experiment [24]
at two times [11]. The SGS dissipation of the Smagorinsky model is much greater than the
Vreman model over 1.5 times; therefore, the dissipation is too great for the Smagorinsky SGS
model. The SGS turbulent dissipations of the Vreman model (VM), the dynamic Smagorinsky
model (DSM), and the stretched-vortex model (SVM) based on a planar Richtmyer-Meshkov
instability with incident Mach number 1.2 are shown in Figure 19 [30]. Before the interfacial flow
has developed to be turbulent completely, the dynamic and stretched-vortex models have all
predicted the energy backscatter, but the energy backscatter predicted by the dynamic model is

Figure 17. Instantaneous images of TMZ visualized by the volume fraction isosurface YSF6 ¼ 0.1, 0.3, 0.5, 0.7, and 0.9 from
blue to orange at different times.

Figure 18. Distribution of calculated SGS turbulent dissipation in a streamwise direction for Smagorinsky and Vreman
models and for AWE’s SF6 half-height shock tube experiment [24] at two times. Red line corresponding to the Vreman
model, green line corresponding to the Smagorinsky model.
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larger and its range is wider. After reshock, the turbulent fluctuations are stronger extremely the
turbulent dissipation also increases. The dynamic model’s dissipation is the highest, then
followed by the Vreman model, and the stretched-vortex model’s dissipation is the lowest. At
the late time, the SGS dissipation of the dynamic and Vreman models is the same basically, and
the dynamic model is also to be absolutely dissipative, yet the stretched-vortex model is still able
to predict the local phenomenon of energy backscatter in a small range. So, the dynamic model is
poor in representing the energy backscatter. The Vreman and stretched-vortex models are all
robust, but the former is absolutely dissipative.

4.3. Effects of the initial conditions on the growth of RMI and the turbulent mixing

4.3.1. Effects of the initial conditions on the growth of single-mode RMI

First, we consider the effects of initial conditions of perturbation amplitude and wavelength on
the growth of single-mode Richtmyer-Meshkov instability without reshock [18]. The incident
shock wave with Mach number 1.2 impacts the air/SF6 interface. The initial perturbation ampli-
tude and wavelength are listed in Table 1. The calculations are carried out in two dimensions,
and the RMI does not develop into turbulent mixing completely. Figure 20 shows the effects of
the initial perturbation amplitude on the growth of single-mode RMI for the fixed initial pertur-
bation wavelength λ0 ¼ 60 mm. The perturbation amplitude (a) and growth rate (b) increase
gradually with the increasing of initial amplitude. And when the initial amplitude is much
larger, the growth of amplitude enters a linear stage earlier at the late times, and the growth rate
remains a constant. The growth rate increases fast and reaches the highest peak at the early
times. After the peak, the effect of compressibility is reduced and the flow nonlinearity starts to
play a dominant role and causes the growth rate to decay with time. Figure 21 shows the effects
of the initial perturbation wavelength on the growth of single-mode RMI for the fixed initial

Figure 19. Distribution of the SGS turbulent dissipation in a streamwise direction for the Vreman, dynamic Smagorinsky
and stretched-vortex models at four times.
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Figure 20. Effects of the initial perturbation amplitude on the growth of single-mode RMI for the fixed initial perturbation
wavelength λ0 ¼ 60 mm.

Wavelength (mm) 60 30 40 50 70 80

Amplitude (mm) 1 2 3 4 5 6 8 10 12 14 3

Table 1. Initial conditions of perturbation for single-mode RMI.

Figure 21. Effects of the initial perturbation wavelength on the growth of single-mode RMI for the fixed initial perturba-
tion amplitude a0 ¼ 3 mm.
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perturbation amplitude a0 ¼ 3 mm. The perturbation amplitude (a) and growth rate (b) reduce
gradually at the early times and increase gradually at the late times with the increasing of initial
wavelength. And when the initial perturbation strength (ration of initial amplitude to wave-
length) is much smaller, the perturbation growth is mainly dependent on the initial perturbation
amplitude and slightly dependent on the initial perturbation wavelength at the late times of
RMI. The same conclusion can be obtained from three-dimensional calculations.

4.3.2. Effects of the initial conditions on the growth of multi-mode RMI and the
induced turbulent mixing

For the effects of three-dimensional initial multi-mode conditions, the case of Richtmyer-
Meshkov instability is same as the above Section 4.1. Table 2 lists the initial condition of
perturbations, the perturbation strength (PS) is defined as the ratio of initial amplitude to
wavelength. Turbulent kinetic energy K, dissipation rate ε, and enstrophy Ω are defined as
follows [31]:

K ¼ 〈ρu00 iu00 i〉
2〈ρ〉

þ 〈τii〉
2〈ρ〉

ð46Þ

ε ¼ 〈σij∂u00 i=∂xj〉
〈ρ〉

� 〈τij∂u00 i=∂xj〉
〈ρ〉

ð47Þ

Ω ¼ 1
2
jω j2 ð48Þ

where u00i is the velocity fluctuation and 〈 〉 denotes the transverse plane-average. For large-
eddy simulations, the turbulent kinetic energy and dissipation rate both include two parts
named as the resolved-scales (the first term on the right side of Eqs. (46) and (47)) and the
subgrid-scales (the second term on the right side of Eqs. (46) and (47)).

Figure 22 shows the growth history of TMZ width. Figures 23 and 24 show the time histories
of the perk values of turbulent kinetic energy and enstrophy, respectively. For the larger initial
perturbation strength, the TMZ grows faster, the turbulent kinetic energy is also larger or the
turbulence strength is also stronger, the deposited vorticity is larger too. The development of
turbulent mixing has a strong dependence on the initial conditions between the initial shock
and the impingement of the first reflected rarefaction wave, after that the evolution of the
turbulent mixing has lost the memory of the initial conditions.

CASE1 CASE2 CASE3 CASE4 CASE5

η0 (mm) 0.07 0.14 0.28 0.56 1.12

PS 0.035 .0.7 0.14 0.28 0.56

Table 2. Model parameters.
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Figure 22. Growth history of the TMZ width for different models.

Figure 23. History of turbulent kinetic energy for different models.

Figure 24. History of enstrophy for different models.
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4.4. Dynamic characters of multi-mode RM instability and induced turbulent mixing

Figures 25–27 show the spatial profiles of the turbulent kinetic energy, dissipation rate and
enstrophy along the motion direction of shock wave at different times before and after reshock
individually. They all have a spatial profile similar to Gaussian distribution. The strongest
turbulent intensity is located in the center of TMZ. Figures 28–30 show the temporal evolu-
tions of the peak values of the turbulent kinetic energy, dissipation rate, and enstrophy in the
spatial profiles, along with their fitted results, respectively. The turbulent kinetic energy,
dissipation rate, and enstrophy decay gradually because of dissipation and diffusion. After
the initial shock and before the reshock, the turbulent kinetic energy and enstrophy decay with
time as a power law ~tθ except the dissipation rate which decays with time as an exponential

law ~e�t=t� . One reason is that the TMZ is not fully developed turbulence before reshock and
the other reason is that the flow in TMZ is stronger anisotropic between the transverse
direction and the axis direction. After reshock and the first reflected rarefaction wave, they all
decay with time as the negative exponential law with the closed decay factors at the same

Figure 25. Spatial profiles of the turbulent kinetic energy at different times. (a) Before reshock and (b) after reshock.

Figure 26. Spatial profiles of the turbulent kinetic energy dissipation rate at different times. (a) Before reshock and (b)
after reshock.
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stage, and be similar to the growth of TMZ width. And then, they all decay asymptotically due
to no remarkable energy deposition. Therefore, the turbulent mixing behaves in a statistical
self-similar pattern. Figure 31 shows the one-dimensional global energy spectra of three
velocity components on a log-log scale at three times. The energy spectra of two transverse
components of velocity are too close, and there is a difference between transverse and axis
components. The turbulent mixing flow is continuous anisotropic yet the anisotropy weakens
gradually. That is to say, the development of the turbulent mixing presents a trend of isotropy.

4.5. Numerical study of the elliptic gas cylinder instability

Our group first performed the experimental and numerical investigations of the elliptic gas
cylinder instability. As we know that the initial density distribution of the gas cylinder is hard

Figure 28. Time history of the peak value of turbulent kinetic energy.

Figure 27. Spatial profiles of the enstrophy at different times. (a) Before reshock and (b) after reshock.
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to determine in the experiment, which can only give the one-dimensional radial concentration
distribution for circular gas cylinder as an approximate Gaussian function. Drawing to the
experience on the one-dimensional diffusive interfacial transition layer with finite thickness for
circular gas cylinder, we constructed a two-dimensional diffusive interfacial transition layer
with finite thickness for elliptic gas cylinder through numerical simulation [32],

ρðα, βÞ ¼ χ0ρSF6
e�½ðα�αminÞ2þðβ�βminÞ2�=δ2 ð49Þ

ðx� x0Þ
α2 þ ðy� y0Þ

β2
¼ 1 ð50Þ

Figure 29. Time history of the peak value of turbulent kinetic energy dissipation rate.

Figure 30. Time history of the peak value of enstrophy.
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where x0¼ y0¼ 0, α ∈ [αmin, αmax], β ∈ [βmin, βmax], αmin¼ βmin¼ 1.0� 10�5 mm, αmax¼ 6.30 mm,
βmax ¼ 2.30 mm, and δ ¼ 6.16 mm. χ0 ¼ 0.71 is the concentration of the elliptic center. The
density distribution is plotted in Figure 32. The Mach number of air shock wave is 1.25. The
simulations (see Figure 33) reproduce the elliptic gas cylinder instability experiment very well,
they achieve to a good agreement qualitatively and quantitatively, some salient features of the
vortex pairs are obtained clearly.

Figure 34 shows the vorticity at the center of the core and the distance between the two vortex
cores of these two simulations. When the incident shock accelerates the elliptic gas cylinder
along the major axis, the absolute vorticity in the vortex core |ωcore| is larger; but the distance
between two vortex cores is larger when the incident shock accelerates the cylinder along the
minor axis. So, the effect of convergence is stronger when the incident shock accelerates the
elliptic gas cylinder along the major axis, for which the gas jet appears at the symmetry center.

4.6. Foundation of new RM instability and mechanism

At present, the investigation for the Richtmyer-Meshkov instability is performed in a uniform
flow field. We first study the Richtmyer-Meshkov instability and turbulent mixing in a

Figure 31. One-dimensional global energy spectra of three components of velocity on a log-log scale.
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nonuniform flow field by experiment and numerical simulations and find some new phenom-
ena. Figure 35 shows the test section schematic of shock tube. The air shock wave with Mach
number 1.27 accelerates the two-mode sinusoidal air/SF6 interface (amplitude A01 ¼ 5 m, A02 ¼
7.5 mm). The experimental Schlieren images (gray images in Figure 38) show the transmitted
shock wave and the interface all incline which is different from the familiar RMI. We think this

Figure 32. Density images and distributions of the (a) circular and (b) elliptic SF6 gas cylinder initially constructed.

Figure 33. Experimental evolution images and numerical simulation results by MVFTat t¼ 200, 300, 400, 500, and 600 µs,
the experiments corresponding (a), (c), and (e), and the simulations corresponding (b), (d), and (f).
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may be owing to the nonuniformity of flow field. Also, drawing to the experience on the
diffusive interfacial transition layer of circular gas cylinder, we construct a nonuniform flow
field with a Gaussian distribution of density along the direction perpendicular to the shock
motion direction (as shown in Figure 36). The numerical result (shown in Figure 37) confirms
this idea [12, 33, 34].

Figure 35. Initial structure diagram in the shock tube.

Figure 34. Vorticity at the center of the cores and the distance between the two vortex cores from simulations.

Figure 36. Density profiles of nonuniform flows with Gaussian function and uniform flows in a vertical direction.
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Figure 38 shows the evolution of the interface and the propagation of the transmitted
shock wave, the calculated results agree well with the experiment. Due to the nonuniform
flow field of SF6 gas, the propagating velocity of transmitted shock wave in the upper part
of shock tube is faster than in the bottom of shock tube, and it forms an oblique shock
wave front and the interface. Figure 39 shows the shock front locations between experi-
ment and numerical simulations, Figure 40 shows the perturbation amplitude of experi-
ment, numerical simulation, and theories, they are in good agreement. Figure 41 shows the
calculated perturbation amplitude of RM instability for different modes in the initial
uniform and nonuniform flow fields. As we can see that, at late times, the growth of small
perturbation in a low-density zone catches up and exceeds the large perturbation in a
high-density zone, which is opposite to the case of uniform flow field. Figure 42 shows
the perturbation amplitudes of four different initial amplitudes 2.5, 5.0, 7.5, and 10 mm in
low- and high-density zones of nonuniform flow fields. It shows that the effect of initial
amplitude on the growth of RM instability in the nonuniform flow field is different from
the case of uniform one, which can be explained by the baroclinic vorticity shown in
Figures 43 and 44, the baroclinic vorticity produced in the low-density zone is larger than
that in the high-density zone.

Figure 37. Simulated density distribution in a nonuniform flow field by using Gaussian function.

Figure 38. Experimental schlieren photography images and numerical simulation results by MVFT2D at a certain time
series (the sizes of the pictures are ones of the test window [0.038, 0.25 m] � [0.0, 0.2 m]).
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Figure 39. Shock front locations of the experiment and calculated results on the three test lines.

Figure 41. Calculated perturbation amplitude of RM instability for different modes in the initial uniform and nonuniform
flow fields.

Figure 40. Perturbation amplitudes of the experiment, simulation, and comparison with theories.
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Figure 42. Perturbation amplitudes of four different initial amplitude 2.5, 5.0, 7.5 and 10 mm in the low and high density
zones of nonuniform flow field.

Figure 44. Baroclinic vorticity in the uniform and nonuniform flow fields with the initial amplitude group (A01 ¼ 2.5 mm,
A02 ¼ 7.5 mm) at 1.0 ms.

Figure 43. Average vorticity when initial amplitude is 5.0 mm which is in the low and high density zones of nonuniform
flow field at 1 ms.
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Figure 42. Perturbation amplitudes of four different initial amplitude 2.5, 5.0, 7.5 and 10 mm in the low and high density
zones of nonuniform flow field.

Figure 44. Baroclinic vorticity in the uniform and nonuniform flow fields with the initial amplitude group (A01 ¼ 2.5 mm,
A02 ¼ 7.5 mm) at 1.0 ms.

Figure 43. Average vorticity when initial amplitude is 5.0 mm which is in the low and high density zones of nonuniform
flow field at 1 ms.

Turbulence Modelling Approaches - Current State, Development Prospects, Applications92

Figure 45. Density contour of the numerical simulated by MVFT at a time series. The left column with a uniform initial
condition, the middle column with a δ1 nonuniform Gaussian function, and the right column with a δ2 nonuniform
Gaussian function. The small arrow denotes the direction of propagation of the shock wave fronts before reshock the
interface.

Figure 46. TMZ width of RM instability in the initial uniform and nonuniform flow fields.
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For the above investigations of RM instability in the nonuniform flow field, they are all
without reshock. In the following section, we will study the effect of nonuniformity of flow
field and the reshock on the RM instability. Here, we consider two kinds of nonuniformity: the
nonuniform coefficient δ1 ¼ 0.6162 m and δ2 ¼ 0.4961 m. Figure 45 shows the density contour
of the numerical simulated by MVFT at a time series, the left column with a uniform initial
conditions, the middle column with a δ1 nonuniform Gaussian function, and the right column
with a δ2 nonuniform Gaussian function. There is a significant difference between the uniform
and nonuniform flows before reshock, but the difference decreases in evidence after reshock.
Figure 46 shows the TMZ width of RM instability in the initial uniform and nonuniform flow
fields. It points out that the growth of the TMZ width for the initial nonuniform flow field is
greater than that for the uniform flow field, and the lesser the nonuniform coefficient, the
higher the growth rate of TMZ width, but the difference for the three different flow configura-
tions diminishes after reshock.

5. Prospect

Now, we investigated the Richtmyer-Meshkov instability and the induced turbulent mixing in
fluid flow by using large-eddy simulation, but the turbulent mixing is a complicated three-
dimensional problem with multiple time-space scales, and the more engineering applications
involve the materials mixing with strength. So, the future work will be carried out in the
following aspects: (a) the direct numerical simulations with high precision and high resolution
on the platform of supercomputer, (b) the interface instability and turbulent materials mixing
with strength, this may involve the material properties such as the deformation, fracture, melt,
phase transition, material microstructures, etc., and it may make this problem to be more
difficult.
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For the above investigations of RM instability in the nonuniform flow field, they are all
without reshock. In the following section, we will study the effect of nonuniformity of flow
field and the reshock on the RM instability. Here, we consider two kinds of nonuniformity: the
nonuniform coefficient δ1 ¼ 0.6162 m and δ2 ¼ 0.4961 m. Figure 45 shows the density contour
of the numerical simulated by MVFT at a time series, the left column with a uniform initial
conditions, the middle column with a δ1 nonuniform Gaussian function, and the right column
with a δ2 nonuniform Gaussian function. There is a significant difference between the uniform
and nonuniform flows before reshock, but the difference decreases in evidence after reshock.
Figure 46 shows the TMZ width of RM instability in the initial uniform and nonuniform flow
fields. It points out that the growth of the TMZ width for the initial nonuniform flow field is
greater than that for the uniform flow field, and the lesser the nonuniform coefficient, the
higher the growth rate of TMZ width, but the difference for the three different flow configura-
tions diminishes after reshock.

5. Prospect

Now, we investigated the Richtmyer-Meshkov instability and the induced turbulent mixing in
fluid flow by using large-eddy simulation, but the turbulent mixing is a complicated three-
dimensional problem with multiple time-space scales, and the more engineering applications
involve the materials mixing with strength. So, the future work will be carried out in the
following aspects: (a) the direct numerical simulations with high precision and high resolution
on the platform of supercomputer, (b) the interface instability and turbulent materials mixing
with strength, this may involve the material properties such as the deformation, fracture, melt,
phase transition, material microstructures, etc., and it may make this problem to be more
difficult.
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Abstract

The development of statistical theory for the energy-containing structure of turbulent
flows, taking the phenomenon of internal intermittency into account, is proposed, and
new differential equations for conditional means of turbulent and nonturbulent fluid
flow are established. Based on this fact, a new principle of constructing mathematical
models is formulated as the method of autonomous statistical modeling of turbulent
flows, ASMTurb method. Testing of the method is attained on the example of construct-
ing a mathematical model for the conditional means of turbulent fluid flow in a turbu-
lent mixing layer of co-current streams. Test results showed excellent agreements
between the predictions of the ASMTurb model and known experimental data.

Keywords: turbulence, statistical modeling, intermittency, ASMTurb method

1. Introduction

The Reynolds-averaged Navier-Stokes equations (RANS) method does not take the intermit-
tency of turbulent and nonturbulent fluid into consideration. As a result, this method allows us
to model only the unconditional averages of a turbulent flow and does not provide a descrip-
tion of the conditional averages for each of the intermittent region, taking place in a turbulent
stream. At the same time, the intermittency is an inherent property of such flows and that is
why the conditional average modeling is necessary, for example see [1–4]. The phenomenon of
intermittency (hydrodynamic intermittency) represents an interleaving process of the space-
time domains of the flow, hydrodynamic structures of which are different. As is known, such
domains contain so-called “turbulent” and “nonturbulent” fluid [1]. In this connection, the
turbulent fluid contains a hierarchy of all possible scales and amplitudes of the fluctuations
(pulsations) of hydrodynamic values, i.e., the whole spectrum of wavenumbers, while the

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



nonturbulent fluid may contain only the large-scale fluctuations or absolutely does not contain
any ones (when the nonturbulent fluid is far away from the mixing layer). The main purpose of
this chapter is to justify a new method of statistical modeling of turbulent flows as the
ASMTurb method, which enables to construct mathematical models of such flows with a high
efficiency. The presented ASMTurb method, declared in [5], fundamentally differs from the
previously proposed (for example, see Refs. [6–8]) in that it is based on the conditional statis-
tical averaging of the Navier-Stokes equations, as applied to each of the intermittent region of
turbulent flow, while the generating process of the turbulent fluid begins in a thin superlayer
between turbulent and nonturbulent fluid and finishes in separate small areas, involved inside
the turbulent flow. The first attempts to substantiate such an approach [5] have been presented
previously [9, 10]. However, the deficiency of the mathematical body of statistical hydrody-
namics under the intermittency conditions makes such an approach vulnerable. In this regard,
we need primarily to develop a mathematical body for statistical modeling of turbulent flows.

2. Development of the statistical modeling theory

A spectacular example of the intermittent turbulent flow is the flow in the mixing layer of co-
current streams, Figure 1. With that at point x = x0, with the course of time, will be observed an
interleaving of the turbulent and nonturbulent fluid. The behavior of the instantaneous longi-
tudinal velocity u(x, t) in the flow range with strong intermittency at the point x0 is shown in
Figure 2. As it seen, the structure of the turbulent fluid flow is fundamentally different from
the structure of the nonturbulent fluid flow (the nonturbulent fluid involvement is shown with
the arrows in Figure 1). It is evident that the behavior of any other hydrodynamic variable
f(x, t) will be the same. It is important to note that the conditional averaging of variable f(x, t) is
interpreted as the result of the averaging operation, referring only to as the turbulent (r = t) or
nonturbulent (r = n) fluid, i.e., for the conditional time averaging

f ðx, tÞr ¼ lim
τ0!∞

1
τr

ðτr

0

f ðx, t; τ0Þdt, r ¼ t, n ð1Þ

Figure 1. A sketch of the turbulent and nonturbulent fluid in the mixing layer of co-current streams. Here Dt is the region
with the turbulent fluid and Dn– is the region with the nonturbulent fluid.
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where f ðx, tÞr � f rðx, tÞ
r
, f tðx, tÞ ¼ f ðx, tÞjI¼1, f nðx, tÞ ¼ f ðx, tÞjI¼0, I ¼ Iðx, tÞ is the intermittency

function and τ0 ¼ τt þ τn. At that the total average is

f ðx, tÞ ¼ γðxÞf ðx, tÞt þ
�
1� γðxÞ

�
f ðx, tÞn ð2Þ

and γðxÞ ¼ Iðx, tÞ is an intermittency factor. At the same time in the theory of statistical
modeling are used the statistical characteristics, i.e., instead of the averaging operation of
Eq. (1) is required the operation of statistical averaging.

To construct the mathematical model, first of all, it is necessary to determine what kind of
statistical characteristics are the most suitable for modeling. In the classical RANS method,
such characteristics are the unconditional means. In the methods, taking the intermittency into
consideration, such characteristics are the conditional means of each intermittent region of

Figure 2. Behavior of the instantaneous longitudinal velocity in different regions, interleaving at the preset point x = x0
in Figure 1: (a) unconditional velocity u = u(x, t), (x, t) ∈ G; (b) “cross-linking” of the velocity over the turbulent fluid
domain, ut ¼ utðx, tÞjIðx, tÞ¼1, ðx, tÞ∈Gt; (c) “cross-linking” of the velocity over the nonturbulent fluid domain, un ¼
unðx, tÞjIðx, tÞ¼0, ðx, tÞ∈Gn. Here, G = Gt + Gn, u is the total time average, ut and un is the conditional time means, ts is the
time point of observing the interfacial joint between the turbulent and nonturbulent flow domain in which cross-linking is
carried out.
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turbulent flow. But in this case, it requires the development of a theory of statistical hydrody-
namics under the conditions of intermittency.

The mathematical body of this theory may be developed from both the theoretical-
probabilistic approach, based on the N-th repetition of the turbulent flow experiment [4, 11],
and the theoretical-set approach [12, 13], which elementary events can be represented as a
some set in the generalized space of the specifically considered turbulent flow. The advantage
of the theoretical-set approach is that it can be implemented in the experimental research.

2.1. The mathematical body of statistical hydrodynamics

Getting started to the development of the mathematical body of statistical hydrodynamics in
terms of intermittency, first of all we need to create a probability space ðΩ, F , PÞ of a random
field of any hydrodynamic value as a random process in the generalized physical space of
turbulent flow, where Ω – is the sample space, F – is σ-algebra of subsets, P– is the probability
measure in F .

2.1.1. The introduction of the sample space into the body of statistics

For the introduction of the sample space Ω, we consider the behavior of the value of f(x, t),
measured by the sensor at the point x = x0 of statistically stationary turbulent flow with strong
intermittency, i.e., when γðxÞ ffi 0:5, see Figure 3. According to Figure 2, function f(x, t) forms a
random continuous field in the space G ¼ D� ½0, τ0 �. Hence it follows that at the point x0 ∈ D
we have a continuous random varying function of time f(x0, t). Let the measurements of f = f(x0, t)
were carried out in a fairly wide range (order to the averaged statistical value of this functionwas
stable) of the observation time t = [0, τ0]. It allows us to form an ensemble of valuesΩ as the one-
point countable set of elementary events f, if we split the range of values of function f(x0, t) at

Figure 3. Illustration of statistical averaging of the instantaneous hydrodynamic variable. Here f = {f(x, t)} is the range of
function f(x, t) at the point x = x0; 〈f 〉 is the total statistical average; 〈f 〉t and 〈f 〉n is the conditional statistical mean in each of
the intermittent media of the turbulent flow; f 0 ¼ f � 〈f 〉, f 0t ¼ f t � 〈f 〉t , and f 0n ¼ f n � 〈f 〉n are fluctuations (pulsations),
measured from its own statistical means; τ0 is the period of averaging time, sufficient to ensure sustainable statistical
mean of values f; Δτ* is the characteristic time of the superlayer observation, I = I(x, t) is the intermittency function of the
turbulent fluid domain.

Turbulence Modelling Approaches - Current State, Development Prospects, Applications102



turbulent flow. But in this case, it requires the development of a theory of statistical hydrody-
namics under the conditions of intermittency.

The mathematical body of this theory may be developed from both the theoretical-
probabilistic approach, based on the N-th repetition of the turbulent flow experiment [4, 11],
and the theoretical-set approach [12, 13], which elementary events can be represented as a
some set in the generalized space of the specifically considered turbulent flow. The advantage
of the theoretical-set approach is that it can be implemented in the experimental research.

2.1. The mathematical body of statistical hydrodynamics

Getting started to the development of the mathematical body of statistical hydrodynamics in
terms of intermittency, first of all we need to create a probability space ðΩ, F , PÞ of a random
field of any hydrodynamic value as a random process in the generalized physical space of
turbulent flow, where Ω – is the sample space, F – is σ-algebra of subsets, P– is the probability
measure in F .

2.1.1. The introduction of the sample space into the body of statistics

For the introduction of the sample space Ω, we consider the behavior of the value of f(x, t),
measured by the sensor at the point x = x0 of statistically stationary turbulent flow with strong
intermittency, i.e., when γðxÞ ffi 0:5, see Figure 3. According to Figure 2, function f(x, t) forms a
random continuous field in the space G ¼ D� ½0, τ0 �. Hence it follows that at the point x0 ∈ D
we have a continuous random varying function of time f(x0, t). Let the measurements of f = f(x0, t)
were carried out in a fairly wide range (order to the averaged statistical value of this functionwas
stable) of the observation time t = [0, τ0]. It allows us to form an ensemble of valuesΩ as the one-
point countable set of elementary events f, if we split the range of values of function f(x0, t) at

Figure 3. Illustration of statistical averaging of the instantaneous hydrodynamic variable. Here f = {f(x, t)} is the range of
function f(x, t) at the point x = x0; 〈f 〉 is the total statistical average; 〈f 〉t and 〈f 〉n is the conditional statistical mean in each of
the intermittent media of the turbulent flow; f 0 ¼ f � 〈f 〉, f 0t ¼ f t � 〈f 〉t , and f 0n ¼ f n � 〈f 〉n are fluctuations (pulsations),
measured from its own statistical means; τ0 is the period of averaging time, sufficient to ensure sustainable statistical
mean of values f; Δτ* is the characteristic time of the superlayer observation, I = I(x, t) is the intermittency function of the
turbulent fluid domain.

Turbulence Modelling Approaches - Current State, Development Prospects, Applications102

sufficiently small intervals Δf, and the range [0, τ0] at sufficiently small intervals Δt, Figure 2.
Having fixed a certain value of function fi in each of the selected intervals Δf we come to the
Lebesgue integral in terms of the set theory, formed in the physical space. Indeed, in the i-th layer
there areNi sampled values fi in the form of shaded elementary cells Δf Δt, Figure 2 (the selection
of one particular value fi from these cells plays no special role due to their small value). The
total number of cells N = τ0 / Δt and represented as the ensemble of values f, and also in the limit
Δf ! 0 and Δt ! 0 this set will be dense, and the numerical value of f will be an element of this
set, i.e., an elementary event.

In other words, for every fixed point x = x0, the total number of all sample values fi forms a
random continuous field of values f ∈ Ω in the physical space G = D � [0, τ0]. As a result, we
come to a random process in the Borel space, in which a random variable f(x, t) takes all values
of f = {f(x, t)}, which are the elements of continuous set

Ω ¼ ff : f min ≤ f ðx, tÞ < f max, Nj x¼x0
¼ lim

τ0!∞
τ0=Δt, ðx, tÞ∈G g ð3Þ

So, from the physical space G with the hydrodynamic quantity f(x, t) we went to sample space
Ω, elements of which are a set of values of f = {f(x, t)}, i.e.

f ðx, tÞ ! f ¼ ff ðx, tÞg; f ðx, tÞjI¼1 ! f t ¼ ff ðx, tÞjI¼1g; f ðx, tÞjI¼0 ! f n ¼ ff ðx, tÞjI¼0g ð4Þ

f ðx, tÞ ! 〈f 〉; f ðx, tÞt ! 〈f 〉t, f ðx, tÞ
n ! 〈f 〉n ð5Þ

f 0ðx, tÞ ! f 0 ¼ ff ðx, tÞ � f ðx, tÞg; f 0rðx, tÞ ! f 0r ¼ ff rðx, tÞ � f ðx, tÞrg ð6Þ

Now we need develop the apparatus of statistics together with the operations of statistical
averaging of the hydrodynamic quantities. For this we represent the apparatus of statistics
based on a formal using of the probability density function (one-point PDF) of some hydrody-
namic quantity f = {f(x, t)}. At that the intermittency function I = I(x, t) will be used to obtain
conditional one-point statistics.

2.1.2. The introduction of the algebra of events and PDFs

Let us introduce a one-point probability density function p(f) = p(f; x, t) into the body of
statistics. According to the Kolmogorov axioms [12], it can be carried out via the Lebesgue-
Stieltjes integral:

PðΩÞ ¼
ð

Ω
pðf Þdf ð7Þ

where pðf Þ ¼ lim
N!∞

pðf ; f ∈Ω, N Þ and
ð

Ω
pðf Þdf ¼ 1.

For introduction of the algebra of events, we suppose that the space Ω, defined by Eq. (3),
contains two independent subspaces (subsets)
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Ω1 ¼ ΩjJ 1¼1, Ω2 ¼ ΩjJ 2¼1 ð8Þ

i.e., the generalized set Ω =Ω1 + Ω2, and we have F as σ-algebra of the subsets. The indicators
of these subsets are the characteristic functions

J 1 ¼
1 if f ∈Ω1

0 otherwise
, J 2 ¼

1 if f ∈Ω2

0 otherwise

((
ð9Þ

at that the set of values f, belonging to the super-layer, is excluded. In the results, we have the
Borel algebra subsets of the set Ω with the Kolmogorov axioms, which according to the total
probability formula gives

PðΩÞ ¼
X2

k¼1

PfΩjJ k¼1gPfJ k ¼ 1g ð10Þ

where PfJ k ¼ 0g ¼ 0 as an impossible event.

2.2. Statistical averaging of hydrodynamic quantities

2.2.1. Applied to the intermittent turbulent flows

For the intermittent turbulent flows, the sample sets, which we designated asΩt ¼ ΩjJ 1¼1 and
Ωn ¼ ΩjJ 2¼1, are the set of values of hydrodynamic variable, belonging to the turbulent
and nonturbulent fluid of turbulent flow. Indicators of these sets are the functions J 1 ¼ J t

and J 2 ¼ J n, while PfJ t ¼ 1g ¼ γt and PfJ n ¼ 1g ¼ γn are the measures of these sets with
the condition γt þ γn ¼ 1, and represent the intermittency factors as the probability of observ-
ing the turbulent and nonturbulent fluid at the point x of turbulent flow, i.e., γt ¼ γtðxÞ and
γn ¼ γnðxÞ. Now, according to Eq. (10),

PðΩÞ ¼ γtPðΩtÞ þ γnPðΩnÞ ð11Þ

where P(Ωt) и P(Ωn) – conditional random set of value f, belonging to the turbulent Ωt ¼ ff tg
and nonturbulent Ωn ¼ ff ng fluid at the point x; the values γt ¼ γtðxÞ and γn ¼ γnðxÞ, while
the one-point PDF

pðf Þ ¼ γtptðf Þ þ γnpnðf Þ ð12Þ

where ptðf Þ ¼ ptðf ;x, tÞ, ðx, tÞ∈Gt and pnðf Þ ¼ pnðf ; x, tÞ, ðx, tÞ∈Gn represent the conditional
one-point PDFs. As it turns out, a PDF may have or not to have an explicit dependence on x. In
actual fact, if the flow is intermittent, it has a dual structure [1] and in the generalized set we
have Ω = Ωt + Ωn so that the measures of sample sets γt and γn are depend on x; if the flow is
not intermittent (when the phenomenon of intermittency is not considered) it occurs in a
“single” space as a set of elementary events Ω = ΩR, the measure of which does not depend
on x. In the case of the explicit dependence, we denote the PDF p( f) in Eq. (7) as
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Pðf Þ ¼ lim
N!∞

p
�
f ; f ∈ ðΩt þΩnÞ, N, x

�
ð13Þ

and we call this function as the “total” PDF, and the flow—flow of the “intermittent” continuous
media with turbulent and nonturbulent fluid. In the absence of such dependence, we denote it as

pRðf Þ ¼ lim
N!∞

pðf ; f ∈ΩR, NÞ ð14Þ

and called the “unconditional” PDF pR(f), and the flow—flow of the “nonintermittent” continu-
ous medium, which is modeled by the RANS method. The explicit dependence of the PDF P(f)
Eq. (13) on the coordinates creates certain difficulties in its using in the statistical modeling and
also leads to the necessity of introducing in the theory of statistical hydrodynamics the condi-
tional PDF for the hydrodynamic characteristics of turbulent and nonturbulent media.

So, to perform the conditional averaging of the instantaneous characteristics of the flow, we
introduce into statistical body the conditional PDF, i.e., the CPDFs:

ptðf Þ ¼ pðf jI¼1Þ, pnðf Þ ¼ pðf jI¼0Þ ð15Þ

with the indicator (characteristic) function of the turbulent fluid

I ¼ 1 if f ∈Ωt

0 if f ∈Ωn

�
ð16Þ

represents a probability of observing the turbulent flow at the given point x, i.e., it is the
intermittency factor γ = γ(x). Now the expression for the “total” PDF in Eq. (12), by virtue of
the fact that γn = 1 � γ, is transformed into

Pðf Þ ¼ γptðf Þ þ ð1� γÞpnðf Þ ð17Þ

with the explicit dependence on x, while the CPDF pt(f) and pn(f) obviously do not depend on x.

Now conduct the operations of statistical averaging of hydrodynamic quantities. These oper-
ations we will conduct with the help of a formal using of the PDFs, i.e., when a particular form
of this function does not necessarily need to know.

2.2.2. Operations of statistical averaging of the hydrodynamic quantity

The statistical averaging of the hydrodynamic quantity f(x, t) can be performed by a formal
using of the PDF. The results of statistical averaging operation are the conditional statistical
means when r = t for turbulent and r = n for nonturbulent fluid

〈f 〉r ¼
ð

Ωr

f prðf Þdf ,

r ¼ t, n
ð18Þ

and also the total statistical average
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〈f 〉 ¼
ð

Ω

f Pðf Þdf ð19Þ

which by virtue of the expression in Eq. (17) gives

〈f 〉 ¼ γ〈f 〉t þ ð1� γÞ〈f 〉n ð20Þ

At that by definition the value f t ¼ f jI¼1 and f n ¼ f jI¼0 and for the “pulsations” we have

f 0 ¼ f � 〈f 〉 ; f 0r ¼ f r � 〈f r〉r; f
0jI¼1 ¼ f 0t þ 〈f 〉t � 〈f 〉 ; f 0jI¼0 ¼ f 0n þ 〈f 〉n � 〈f 〉 ð21Þ

whence it follows that

〈f r〉r ¼ 〈f 〉r; 〈 f
0
rg

0
r〉r 6¼ 〈f 0g0〉r ð22Þ

As is evident that the total average in Eq. (20) represents the statistical characteristic of a rather
complex structure, while the unconditional mean, when in Eq. (18) we have r = R, is a
characteristic of the “simplified” flow without considering effects of intermittency. At that
〈f 〉R ffi 〈f 〉 because the total average 〈f 〉 does not contain the values of f belonging to the
superlayer [16].

2.2.3. Operations of statistical averaging of derivative of the hydrodynamic quantity

The statistical averaging of the derivative of hydrodynamic quantity ξ ¼ ∂f =∂x gives the
following. In point of fact, on the one side using the joint CPDF prðf , ξÞ we have

ðð
∂f
∂x

prðf ,ξÞdf dξ ¼ ∂
∂x

ð
〈f jξ〉rprðξÞdξ ¼ ∂〈f 〉r

∂x
ð23Þ

because that in accordance with [14]

prðf ,ξÞ ¼ prðf jξÞprðξÞ

and

ðð �
∂f prðf , ξÞ=∂x� f ∂prðf ,ξÞ=∂x

�
df dξ ¼

ð �
∂
�ð

f prðf jξÞdf
�
=∂x
�
prðξÞdξ ð24Þ

where 〈f jξ〉r is the conditional mean values of f in turbulent (r = t) or nonturbulent (r = n)
medium for all possible fixed values of ξ. At that ∂prðf ,ξÞ=∂x ¼ 0 due to the fact that the
function (f, ξ) does not depend obviously on the coordinate x. On the flip side, we have

ðð
∂f
∂x

prðf , ξÞdf dξ ¼ ∂f
∂x

� �

r
ð25Þ

because that
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ðð
ξprðξjf Þprðf Þdξdf ¼

ð
〈ξjf 〉rprðf Þdf ð26Þ

where 〈ξjf 〉r is the conditional mean of the gradient ξ ¼ ∂f =∂x in turbulent or nonturbulent

medium, given for all possible fixed values of f. As a result, we have

∂f
∂x

� �

r
¼ ∂〈f 〉r

∂x
, r ¼ t, n ð27Þ

Thus, the operation of conditional statistical averaging of derivatives is permutational. So, we
have proved that the permutation of conditional averaging operation has a strict mathematical
justification.

It is appropriate to note that in the classical method of RANS, the operation of unconditional
statistical averaging of derivatives gives the same result. Actually, the unconditional joint PDF
pRðf , ξÞ of Eq. (14) does not depend on the coordinates obviously and therefore it is correctly
Eqs. (23)–(27) with index r = R, i.e.,

∂f
∂x

� �

R
¼ ∂〈f 〉R

∂x
ð28Þ

that proves the rule of permutation of the operation of unconditional averaging of derivatives
in the method of RANS.

About the permutation of the operation of derivatives total averaging I must say the following. The
operation of total statistical averaging of partial derivatives of type ξ ¼ ∂f =∂x by Eq. (19) for
intermittent continuous media with turbulent and nonturbulent fluid cannot be a permuta-
tional. This operation is carried out similarly in Eqs. (23)–(27). Here, however, must keep in
mind that now the total PDF P(f) in Eq. (17) obviously depend on the coordinates due to
γ = γ(x). The legitimacy of such a permutation of the operation is easy to establish if we attract
Eq. (20) as applied to the partial derivatives. In this case

∂f
∂x

� �
¼ γ

∂f
∂x

� �

t
þ ð1� γÞ ∂f

∂x

� �

n
ð29Þ

and

∂〈f 〉
∂x

¼ γ
∂〈f 〉t
∂x

þ ð1� γÞ ∂〈f 〉n
∂x

þ ð〈f 〉t � 〈f 〉nÞ
∂γ
∂x

ð30Þ

after comparing of which, with regard to Eq. (27) we get

∂f
∂x

� �
¼ ∂〈f 〉

∂x
� ð〈f 〉t � 〈f 〉nÞ

∂γ
∂x

ð31Þ

It follows that the permutation of the operation of total statistical averaging of derivatives is
not legitimate, i.e.,
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∂f
∂x

� �
6¼ ∂〈f 〉

∂x
ð32Þ

With regard to the total statistical averaging of time derivatives, instead of expression (31) we
have 〈∂f =∂t〉 ¼ ∂〈f 〉=∂t because of ∂γ=∂t ¼ 0, i.e., for statistically stationary turbulent flows
such a permutation is possible. The same applies to the conditional averaging of derivatives.
So, we showed that the statistical modeling of turbulent flows, in the case of taking into
account the effects of intermittency, should be based on Eqs. (20), (27), and (32).

2.2.4. The statistical averaging of hydrodynamics equations

The Navier-Stokes equations for an incompressible fluid together with the continuity equation
are accepted as the basis of the hydrodynamic equations system [11]. When the external forces
are absent, this system has the following form:

∂ui
∂t

þ ∂
∂xk

uiuk þ pδik
ρ

� σik

� �
¼ 0, i ¼ 1, 2, 3

∂uk
∂xk

¼ 0

8>><
>>:

ð33Þ

where σik ¼ μð∂ui=∂xk þ ∂uk=∂xiÞ is the tensor of viscous stress, μ is the dynamic factor of
viscosity, p is the pressure, and ρ is the density. Our primary goal is to conduct an operation
of statistical averaging of the SE (33) so as to obtain a system of equations for the conditional
mean 〈ui〉t. At the beginning, we will conduct an operation of conditional statistical averaging
of the continuity equation in SE (33). For this, we introduce the joint CPDF

prðui, ξiÞ ¼ prðu1, u2, u3, ξ1, ξ2,ξ3Þ ð34Þ

with index r = t for turbulent and r = n for nonturbulent fluid, ξ1 ¼ ∂u1=∂x1 , ξ2 ¼ ∂u2=∂x2,
ξ3 ¼ ∂u3=∂x3, and use the procedure of conditional averaging (23). As a result, we reach the
following averaging procedure:

ð
::

ð
∂uk
∂xk

prðui,ξiÞdu1,…, dξ3 ¼
ð
::

ð
∂ukprðui, ξiÞ

∂xk
du1,…, dξ3 ¼ ∂

∂xk

ð
::

ð
ukprðui, ξiÞdu1…, dξ3 ¼ 0

ð35Þ

because that the function prðui,ξÞ does not depend on xk, i.e., ∂prðui, ξiÞ=∂xk ¼ 0 and
prðui,ξiÞ∂uk=∂xk ¼ ∂ukprðui, ξiÞ=∂xk. From here toward k = 1 in Eq. (35), we deduce

∂
∂x1

ð
u1prðu1Þdu1 ¼

∂〈u1〉r
∂x1

ð36Þ

as prðuiÞ ¼
Ð
…
Ð
prðu1, u2, u3, ξ1, ξ2, ξ3Þdui�1, duiþ1::dξ3, du0 = 1, for example, prðu1Þ ¼

Ð
…
Ð

prðu1, u2, u3, ξ1, ξ2, ξ3Þdu2…dξ3. The same operation is carried out for k = 2, 3 using pr(u2) and
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pr(u3). Now then, the conditionally averaged continuity equation for each of the intermittent
media of turbulent flow has the form

∂〈uk〉r
∂xk

¼ 0, r ¼ t, n ð37Þ

To conduct the operation of conditional statistical averaging of the Navier-Stokes SE (33), we use

the CPDF pr ¼ prð ξ1, ξ2Þ, where ξ1 ¼ ∂ui
∂t , ξ2 ¼ ∂

∂xk
uiuk þ pδik

ρ � σik
� �

with the summation over

k = 1, 2, 3. Then, according to Eq. (25) for the momentum equation in SE (33) we obtainðð
ξ1prð ξ1, ξ2Þdξ1dξ2 ¼ 〈∂ui=∂t〉r. Similarly, it conducted the averaging operation of the value ξ2:

ðð
ξ2prð ξ1, ξ2Þdξ1dξ2 ¼

∂
∂xk

uiuk þ pδik
ρ

� σik

� �� �

r
ð38Þ

Applying the rule of permutation (27) and using the Reynolds development f r ¼ 〈f 〉r þ f r
0, we

deduce 〈uiuk〉r ¼ 〈ui〉r〈uk〉r þ 〈u0iru
0
kr〉r in view of Eq. (22). As a result of the above-performed

operation of statistical averaging of SE (33) now for the statistically stationary turbulent flow,
we have the system of equations with two autonomous subsystems for the flow’s conditional
means of each of the intermittent media with turbulent and nonturbulent fluid:

∂〈ui〉r
∂t

þ ∂〈ui〉r〈uk〉r
∂xk

þ 〈u0iru
0
kr〉r

∂xk
þ ∂〈ð pδik � σikÞ=ρ〉r

∂xk
¼ 0

∂〈uk〉r
∂xk

¼ 0, r ¼ t, n

8>><
>>:

ð39Þ

where the fluctuating velocity of the turbulent or nonturbulent fluid flow u0ir ¼ uir � 〈uir〉r and
〈ui〉r � 〈uir〉r, but the one-point covariances 〈u0iru

0
kr〉r 6¼ 〈u0iu

0
k〉r according to Eq. (22). Besides,

∂〈ui〉r=∂t ¼ 0 for statistically stationary turbulent flows. Each SS (39) with index r = t or r = n is
statistically independent and is determined by the fact that the one-point correlation of the
hydrodynamic quantities of turbulent and nonturbulent media is absent, i.e., 〈f tf n〉 ¼ 0. These
subsystems allow the conditional means modeling of each of the intermittent media with
turbulent and nonturbulent fluid independently from the each other.

The derivation of the turbulent kinetic energy budget equation by the RANS method is well
known [1, 4]. The procedure of the budget equations derivation for conditional means of
kinetic energy fluctuations in each of the intermittent medium of the turbulent flow will be
the same. In the approximation of a free boundary layer, these equations have the following
form:

∂〈Er〉r
∂t

þ 〈uk〉r
∂〈Er〉r
∂xk

þ ∂〈ðEr þ p0r=ρÞv0r〉r
∂xk

þ 〈u0iru
0
kr〉r

∂〈ui〉r
∂xk

þ 〈εr〉r ¼ 0 ð40Þ

Hereinafter Er ¼ 0:5ðu02
r þ v

02
r þ w

02
r Þ and 〈Er〉r ¼ 0:5ð〈u02

r 〉r þ 〈v
02
r 〉r þ 〈w

02
r 〉rÞ.
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3. The ASMTurb method

The new principle of constructing mathematical models of the energy-containing structure of
turbulent flows (the large-scale turbulent motion) is as follows: (1) as the main statistical
characteristics of modeling are chosen the conditional averages of hydrodynamic quantities
of the turbulent and nonturbulent fluid; (2) to describe the conditional means of hydrodynamic
quantities are used two statistically independent (autonomous) systems of differential equa-
tions; (3) each of the autonomous systems for the conditional averages is closed by its own
closure hypothesis; and (4) the total average of hydrodynamic quantities is obtained by the
algebraic relations of statistical hydrodynamics, which bind the total and conditional means
through the mediation of the intermittency factor. To realize this principle, the mechanism of
the turbulent fluid formation in a turbulent flow is proposed. This is achieved by the introduc-
tion of the “superlayer” between turbulent and nonturbulent fluid, where shear rate and
pressure fluctuations in the turbulent fluid generate the pressure fluctuations in the
nonturbulent fluid. This process leads to the so-called “nonlocal” transfer of the impulse and
initiates the occurrence of velocity fluctuations (for particulars see in [15, 16]). The formulated
principle of constructing mathematical models is called the ASMTurb method [5].

3.1. Mathematical tools of the ASMTurb method

3.1.1. General system of equations for conditional means

According to the ASMTurb method, we have two autonomous subsystems (SS) of the differ-
ence equations corresponding to Eqs. (39) and (40) in the form of

∂〈ui〉t
∂t

þ ∂〈ui〉t〈uk〉t
∂xk

þ ∂〈u0itu
0
kt〉t

∂xk
þ ∂〈ð ptδik � σtikÞ=ρ〉t

∂xk
¼ 0

∂〈uk〉t
∂xk

¼ 0

∂〈Et〉t
∂t

þ 〈uk〉t
∂〈Et〉t
∂xk

þ ∂〈ðEt þ p0t=ρÞv0t〉t
∂xk

þ 〈u0itu
0
kt〉t

∂〈ui〉t
∂xk

þ 〈εt〉t ¼ 0

8>>>>>>>><
>>>>>>>>:

ð41Þ

and

∂〈ui〉n
∂t

þ ∂〈ui〉n〈uk〉n
∂xk

þ ∂〈u0inu
0
kn〉n

∂xk
þ ∂〈ð pnδik � σnikÞ=ρ〉n

∂xk
¼ 0

∂〈uk〉n
∂xk

¼ 0

∂〈En〉n
∂t

þ 〈uk〉n
∂〈En〉n
∂xk

þ ∂〈ðEn þ p0n=ρÞv0n〉n
∂xk

þ 〈u0inu
0
kn〉n

∂〈ui〉n
∂xk

þ 〈εn〉n ¼ 0

8>>>>>>>><
>>>>>>>>:

ð42Þ

that describe the conditional mean flow characteristics of each of the intermittent media with
the turbulent (r = t) and nonturbulent (r = n) fluid. Let us note that each of the SS (41) and SS
(42) is statistically independent, in terms of the one-point correlations 〈f tf n〉 ¼ 0, so after the
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that describe the conditional mean flow characteristics of each of the intermittent media with
the turbulent (r = t) and nonturbulent (r = n) fluid. Let us note that each of the SS (41) and SS
(42) is statistically independent, in terms of the one-point correlations 〈f tf n〉 ¼ 0, so after the
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completion of these subsystems using the corresponding expressions for 〈u0 iru0kr〉r, 〈ðErþ
p0r=ρÞv0r〉r and 〈εr〉r as the closure hypothesis we obtain mathematical models for the flow of
the turbulent and nonturbulent fluid.

3.1.2. The closure hypothesis

The closure hypothesis for SS (41) and SS (42) we will choose in the form of a simple expression
gradient relation [16]:

�〈u0rv
0
r〉r ¼ νr

∂〈u〉r
∂y

ð43Þ

Er þ p0r
ρ

� �
v0r

� �

r
¼ �νr

∂〈Er〉r
∂y

, 〈εr〉r ¼ c�
νr〈Er〉r
L2r

ð44Þ

where νr is the coefficient of turbulent viscosity, expressed by the “second” Prandtl formula

νr ¼ krðu1 � u2Þx ð45Þ

It is clear that the use of Eq. (45) allows us to solve our “dynamic task” (i.e., the continuity and
momentum equations in SS (41) and (42)) without distinction of “fluctuating task” (i.e.,
turbulent-kinetic-energy budget equations in SS (41) and (42)). This approach greatly sim-
plifies the modeling process.

3.1.3. Modeling of the total averages

To calculate the total statistical averages, we will use the statistical ratio (20). For example, for
the velocity components

〈ui〉 ¼ γ〈ui〉t þ ð1� γÞ〈ui〉n ð46Þ

To determine the total averages for correlations of velocity pulsations (the covariances), we will
use the ratios of the type

〈u0v0〉 ¼ γ〈u0tv
0
t〉t þ ð1� γÞ〈u0nv0n〉n þ γð1� γÞð〈u〉t � 〈u〉nÞð〈v〉t � 〈v〉nÞ ð47Þ

This equation can be obtained according to our theory. In actual fact, for the velocity pulsations
we have ui 0jI¼1 ¼ 〈uit〉t þ ui 0t � 〈ui〉 and ui 0jI¼0 ¼ 〈uin〉n þ ui0n � 〈ui〉 according to Eqs. (21) and
(22) whence it follows from Eq. (47), since 〈u0v0〉 ¼ γ〈u0v0〉t þ ð1� γÞ〈u0v0〉n and 〈u0r〈vr〉r〉r ¼ 0,
〈〈u〉〉t ¼ 〈u〉 and so on. Eq. (47) aligns with the expression in [4, 17].

The fluctuating structure modeling is determined by the separate terms of equations for kinetic
energy of the velocity fluctuations in each of the intermittent media, i.e., the turbulent kinetic
energy budget equations in SS (41) and (42). In addition, the expression for the total average of
turbulent energy is the same as Eq. (47), viz.,
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〈E〉 ¼ γ〈Et〉t þ ð1� γÞ〈En〉n þ Ed ð48Þ

where

Ed ¼ 0:5γð1� γÞ½ð〈u〉t � 〈u〉nÞ2 þ ð〈v〉t � 〈v〉nÞ2 þ ð〈w〉t � 〈w〉nÞ2� ð49Þ

Let us note that Eq. (48) can also be obtained as Eq. (47). According to Eq. (47), wherein u0 ¼ v0,
we have

〈u02〉 ¼ γ〈u02t 〉t þ ð1� γÞ〈u02n 〉n þ ud, ud ¼ γð1� γÞð〈u〉t � 〈u〉nÞ2 ð50Þ

To calculate the total averages, as is evident from the foregoing, distribution of the intermit-
tency factor γ is required. To model the intermittency factor γwewill use the expression in [16]:

γ ffi 〈εt〉t=〈ε〉 ð51Þ

4. Testing of the ASMTurb method

The ASMTurb method has been tested in [15, 16] on the example of constructing the mathe-
matical models for self-similar turbulent shear flows such as: I, the two-stream plane mixing
layer; II, the outer region of the boundary layer on the wall; III, the far wake behind a cross-
streamlined cylinder; and IV, the axisymmetric submerged jet. Test results were presented in
the form calculating the main conditional and total statistical averages applied to a self-similar
region of turbulent flows. A comparison was performed between the predictions and known
experimental data for the energy-containing structure of turbulent flow, and excellent agree-
ments were noted. By this means, it was shown that these ASMTurb models are more accurate
and more detailed than the RANS models.

In view of the fact that construction of each mathematical model requires a significant volume,
here we will present without details only testing results the ASMTurb method on the example
of constructing a mathematical model for the turbulent fluid flow in a self-similar mixing layer.
It is doing because all turbulence processes existing only into turbulent fluid. Calculations of
the main “dynamic” and “fluctuating” characteristics we will compare with known experi-
mental data. More detailed of this model see in [16].

4.1. Construction of the model for two-stream plane mixing layer

The mathematical ASMTurb model for two-stream mixing layer (see [18, 19], etc.), formed as a
result of turbulent mixing of two co-current streams with identical fluid and ρ = Const, moving
with different velocities u1 = umax and u1 = umin, includes two subsystems SS (41) and SS (42) for
conditional means of each of the intermittent media of the turbulent and nonturbulent fluid. In
this case, first of all, we use the SS (41) that was written in approximation of a free boundary
layer and reduced to a nondimensional form after the introduction of nondimensional vari-
ables. The task of modeling only the velocity field of turbulent flow has been called as
“dynamic task.”
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4.1.1. Modeling of the turbulent fluid flow

So, the dynamic task for modeling the velocity field of the turbulent fluid is reduced to solving
the following system of equations

〈u〉t
∂〈u〉t
∂x

þ 〈v〉t
∂〈u〉t
∂y

þ ∂〈u0tv
0
t〉t

∂y
¼ 0

∂〈u〉t
∂x

þ ∂〈v〉t
∂y

¼ 0

8>>>><
>>>>:

ð52Þ

with boundary conditions, which initially assuming as asymptotical, namely

〈u〉t ¼
u1, y ! ∞

u2, y ! �∞
, ðx, tÞ∈Gt

(
ð53Þ

At that the closure hypothesis in Eqs. (43) and (45) take the form of

�〈u0tv
0
t〉t ¼ νt

∂〈u〉t
∂y

, νt ¼ ktðu1 � u2Þx ð54Þ

where νt is the coefficient of turbulent viscosity, kt ¼ ktðmÞ, m ¼ u2=u1). For transformation of
the SE (52) to the self-similar mode in order to deduce the self-similar solution of our task, let
us introduce dimensionless variables

〈u〉t
u1

¼ F0tðηÞ, η ¼ y
x

ð55Þ

where F0t ¼ ∂Ft=∂η with transformation ∂=∂x ¼ �η=xd=dη, ∂=∂y ¼ 1=xd=dη. The boundary
conditions (53) take the form of

F0tðηÞ ffi
1, η ! ∞

m, η ! �∞

�
ð56Þ

The nondimensional transverse velocity is defined after integrating the continuity equation in
SE (52):

〈v〉t
u1

¼ ηF0t � Ft ð57Þ

the while correlation in Eq. (52) is

� 〈u0tv
0
t〉t

u21
¼ ktð1�mÞF00t ð58Þ

As a consequence, the momentum equation in SE (52) takes the form of ordinary differential
equation
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F000t þ 2σt2FtF00t ¼ 0 ð59Þ

where σt is a first empirical parameter of the model, the value of which is determined by the
condition of the best agreement of calculated and measurements of the longitudinal velocity.
We now represent a function Ft(η) as a power series in the small parameter (m � 1):

Ft ¼
X∞

i¼0

ðm� 1ÞiFit ¼ F0t þ ðm� 1ÞF1t þ ðm� 1Þ2F2t þ… ð60Þ

If we substitute this expression into Eq. (59) and compare the components at the same powers
of parametric value (m � 1)i, we obtain a system of sequentially interconnected ordinary
differential equations (here we confine ourselves to the second approximation of our task):

F
0 0 0
0t þ 2σt2F0tF

0 0
0t ¼ 0, i ¼ 0

F
0 0 0
1t þ 2σt2ðF0tF0 0

1t þ F1tF
0 0
0tÞ ¼ 0, i ¼ 1

F
0 0 0
2t þ 2σt2ðF0tF0 0

2t þ F1tF
0 0
1t þ F2tF

0 0
0tÞ ¼ 0, i ¼ 2

8>>><
>>>:

ð61Þ

From the boundary conditions (56) it follows that

F00t ¼ 1 , F01t ¼ 0, F02t ¼ 0 as η ! ∞

F00t ¼ 1 , F01t ¼ 1, F02t ¼ 0 as η ! �∞

(
ð62Þ

where we get after integration

F00t ¼ 1, F0t ¼ η� η0t ð63Þ

where η0t ¼ η0tðmÞ is the displacement of the symmetry plane of the mixing layer η = 0. Now
the SE (61) takes the form of

~F
0 0 0

1t þ 2ϕ~F
0 0

1t ¼ 0

~F
0 0 0

2t þ 2ϕ~F
0 0

2t ¼ �2~F1t~F
0 0

1t

8<
: ð64Þ

where ~F
0
t ¼ ∂~F=∂ϕ , ~F

00

t ¼ ∂2~F=∂ϕ2, etc. and

~FtðϕÞ ¼ σtFtðηÞ, ϕ ¼ σtðη� η0tÞ ð65Þ

To determine the value η0t will use the known Karman’s condition, namely

〈vð∞Þ〉t þm〈vð�∞Þ〉t ¼ 0 ð66Þ

The boundary conditions (56) because of 〈u〉t=u1 ¼ F0tðηÞ ¼ ~Ft
0ðϕÞ are converted in accordance

with the boundary conditions (62) to the form
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~F
0 0 0

2t þ 2ϕ~F
0 0
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0 0
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: ð64Þ
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0
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with the boundary conditions (62) to the form
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~F
0
0t ¼ 1, ~F

0
1t ¼ 0, ~F

0
2t ¼ 0 as ϕ ! ∞

~F
0
0t ¼ 1, ~F

0
1t ¼ 1, ~F

0
2t ¼ 0 as ϕ ! �∞

(
ð67Þ

The solution of the dynamic task in the first approximation is easy to obtain in an analytical
form [16]. At that according to momentum equation in SE (64) we have

〈u〉t
u1

¼ ~F
0
t ¼ 1þm� 1

2
ð1� erfϕÞ ð68Þ

while the transverse velocity in Eq. (57) and correlation in Eq. (58) take the following form

〈v〉t
u1

¼ ðϕþ ση0tÞ~F
0
t � ~Ft

σt
ð69Þ

� 〈u0tv
0
t〉t

ΔU2 ¼
~F
00
t

2σtð1�mÞ2 ð70Þ

where ΔU ¼ u1 � u2 and the flow function (65) is

~Ft ¼ ϕþm� 1
2

ϕ� ϕerfϕ� 1ffiffiffiffi
π

p e�ϕ2 þ 2c1t

� �
ð71Þ

Now,we can calculate both the longitudinal velocity profile by Eq. (68) and the correlation profile
by Eq. (70) to evaluate the accuracy of our model in the first approximation. These calculations
showed that the velocity profile in Eq. (68) coincides with the known experimental data at
σt = 18.0, while the correlation profile of fluctuating velocities in Eq. (70) greatly overestimated
(see Figure 4b where according to (47) we have to have 〈u0v0〉 ¼ 〈u0tv

0
t〉t as γ = 1). Therefore, for

specification of our model, we must consider the second approximation of our task.

Figure 4. (a) The self-similar profile of the normalized conditional mean longitudinal velocity 〈U〉t ¼ 〈u〉t=u1 over the
turbulent fluid. (b) Profiles of the normalized conditional mean shear stress 〈τ〉t ¼ �〈u0tv

0
t〉t=ΔU

2: 1, calculation 〈τ〉t
corresponding to the solution of the dynamic task in the first approximation, σt1 ¼ 18:0,; and 2, calculation 〈τ〉t
corresponding to the solution of the dynamic task in the second approximation, σt ¼ 21:5. Symbol o is the measurements
of the total average 〈τ〉 ¼ �〈u0v0〉=ΔU2 (measurements 〈τ〉t of [20] are absent). From now on the curves—our calculations,
symbols—experimental data [20] in the self-similar mixing layer at the parameter m = 0.305.
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The solution of the dynamic task in the second approximation was found in such a manner. The
solution of the second equation in SE (64)

~F
000
2t ¼ e�ϕ2ðc0 �

ð
~F1t~F

0 0

2te
�ϕ2

dϕÞ ð72Þ

was found by numerical calculation. At that according to Eq. (60), function ~Ft in the second
approximation contains two constants of integration c1t и c2t. To determine these constants, the
integral relation was involved (for example, see [16]):

lim
ϕ1,ϕ2!∞

ðϕ1

�ϕ2

ð ~Ft
0 0 0 þ 2 ~Ft ~Ft

0 0 Þdϕ ¼ 0 ð73Þ

Hence, the values of the constants are defined with the help of numerical calculation,
c1t ffi 0:4, c2t ffi �0:1. To determine the value η0t ¼ η0tðmÞ in the expression of the dimension-
less coordinates ϕ ¼ σtðη� η0tÞ we will use Eqs. (69) and (66).

The results of calculations of conditional means of this dynamic task for the mixing layer with the
parameterm = 0.305 in comparison with the experimental data of [20] are shown in Figure 4. In
this case, according to our model the calculated value η0t = �0.0181 when σt = 21.5 (in [20]
empirical value η0S = �0.02, i.e., we have a good accuracy for η0t ffi η0S). Hereinafter curves –
our calculations, symbols —measurements are mentioned [20].

Solution of the “fluctuating” task was found in such a manner. The equation of kinetic energy of the
velocity fluctuations in SS (41) for the statistically stationary flow of the turbulent fluid, now in
the approximation of a free boundary layer, has the following form:

〈u〉t
∂〈Et〉t
∂x

þ 〈v〉t
∂〈Et〉t
∂y|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
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Turb Dt

þ 〈u0itu
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þ 〈εt〉t|ffl{zffl}
Disst

¼ 0 ð74Þ

For completion of Eq. (74) was used the known expressions (43)–(45) with index r = t. Trans-
formation of Eq. (74) taking into account to an automodel form gives

d2〈Et〉�t
dϕ2 þ 2 ~Ft

d〈Et〉�t
dϕ

� 2νEt〈Et〉�t ¼ �
~Ft

0 0 2

ð1�mÞ2 ð75Þ

Here 〈Et〉�t � 〈Et〉t=ΔU
2,ΔU ¼ u1 � u2, Lt ¼ a0tx; the second empirical parameter of themodel is

νEt ¼ c�
2ða0tσtÞ2

ð76Þ

and is determined by the condition of the best agreement of calculated and experimental data
of turbulent kinetic energy. The separate components in Eq. (75) correspond to Eq. (74) and
have a definite physical meaning:
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Convt ¼ ~Ftd〈Et〉�t=dϕ ! 〈u〉t∂〈Et〉t=∂xþ 〈v〉t∂〈Et〉t=∂y—convective transfer ð77Þ

TurbDt ¼ 0:5d2〈Et〉�t=dϕ
2 ! ∂〈ðEt þ p0t=ρÞv0t〉t=∂y—diffusion through the velocity fluctuations

ð78Þ

Prodt ¼ ~Ft
0 0 2
=2ð1�mÞ2 ! 〈u0itu

0
kt〉t∂〈u〉t=∂y—production of the energy fluctuations ð79Þ

Disst ¼ �νEt〈Et〉�t ! 〈εt〉�t—dissipation rate of the energy fluctuations ð80Þ

Eq. (75) was solved with boundary conditions in the form

d〈E〉�t
dϕ

¼ 0 , ϕ ¼ 1:65
�1:65

�
ð81Þ

To calculate separate components of intensity (variance) of fluctuating velocity, we will use
approximate ratios:

〈u02t 〉t ffi 〈Et〉t, 〈v
02
t 〉t ffi 〈w02

t 〉t ð82Þ

Eq. (75) was solved by the numerical method (mathematical package MathCad was used).
Interestingly, the solution of Eq. (75) with using asymptotic boundary conditions 〈Et〉�t ! 0
as ϕ ! �∞ gives the bad calculation data. In this regard for the flow of the turbulent fluid have
been used the hard boundary conditions in the form (for m = 0.305)

〈u〉t
u1

¼ 0:99, ϕ1 ¼ 1:65
0:32, ϕ2 ¼ �1:65

�
ð83Þ

and

d〈E〉�t
dϕ

¼ 0, ϕ1 ¼ 1:65
0, ϕ2 ¼ �1:65

�
ð84Þ

The results of our calculations of conditional means of this “fluctuating” task are presented in

Figure 5. Figure 5a shows the calculation 〈u02t 〉t ⁄ΔU
2 corresponding to Eqs. (75) and (82).

Figure 5b shows the turbulent kinetic energy budget according to Eqs. (77)–(80). At that value
of the parameter νEt ¼ 2. It is worth noting that only Eq. (75) gives the hard edges
�0:075 ≤ η� η0S ≤ 0:079 (the same (84)) for the flow of the turbulent fluid due to the fact that
the solution of Eq. (75) loses its physical sense outside these boundaries (see Figure 5a). So, we
got the hard edges only to the flow of the turbulent fluid.

4.1.2. Modeling of the nonturbulent fluid flow

Solution of the dynamic task for the flow of a nonturbulent fluid was defined in such a manner.
Modeling of this flow was carried out according to the SS (42) and was related to modeling of
the flow of a turbulent fluid by means of statistical ratios in the central field of the mixing layer.
It appeared that division of this subsystem into two with high velocity and low velocity
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regions Gn1 þ Gn2 ¼ Gn gives more precise results of modeling. The flow of a nonturbulent
fluid in one of these regions has not only its own parameters (σn1 ¼ 51:44, η0n1 ¼ �0:015;
σn2 ¼ 36:4, η0n2 ¼ �0:016) but also boundary conditions: asymptotic ones in external regions
and hard ones inside the mixing layer. A butting of the obtained solutions was carried out on
the line η� η0s ffi 0:009 where the condition 〈u〉t ffi 〈u〉n1 ffi 〈u〉n2 is satisfied. Solution of the
fluctuating task for the flow of a nonturbulent fluid was defined in such a manner. In this case,
the solution of the fluctuating kinetic-energy budget equation in SS (42) was found the same as
task for the flow of turbulent fluid. Here, however, boundary conditions were given as asymp-
totic ones. The results of the modeling are presented in Figures 7 and 8a.

4.1.3. Modeling of the total averages

The total averages calculation is required a distribution of the intermittency factor γ. Modeling
of this factor can be performed with the help of the statistical ratio (51) in view of the
dissipation rate 〈ε〉 ¼ γ〈εt〉t þ ð1� γÞ〈εn〉n and 〈ε〉n ffi 0. In this case, the value 〈εt〉t is in the
process of modeling of turbulent fluid by Eq. (74). To calculate the total average of the
dissipation rate 〈ε〉, we propose to use the assumption on its equality to the unconditional
mean, which is found from the RANS model constructed for the mixing layer. At that the
empirical constants σR ¼ 29:0 and η0R ¼ �0:0134 are chosen only from the condition of agree-
ment of the intermittency factor γ calculation with the experimental data. Figure 6 presents the

Figure 5. (a) The profile of the normalized conditional mean intensity of longitudinal velocity fluctuations
〈u02t 〉�t ¼ 〈u02t 〉t=ΔU

2. (b) The turbulent kinetic energy budget over the turbulent fluid: 1, Convt; 2, TurbDt, 3, Prodt,; 4,
Disst. The calculated parameter νEt ¼ 2. Measurements in [20] are absent.

Figure 6. (a) Profiles of the dissipation rate of the energy fluctuations εr ¼ Dissr: 1, DissR ¼ �νER〈ER〉�R and 2,
Disst ¼ �νEt〈Et〉�t at the calculated parameter νER ¼ νEt ¼ 2. (b) The profile of the intermittency factorγ of the turbulent fluid.
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calculation. As RANS models give a good result only in the regions with insignificant inter-
mittency, such a method for determination of the intermittency factor should be considered
only as an approximate one. The results of the modeling of the total averages are presented in
Figures 7 and 8. The some results of the unconditional means, obtained by the RANS model,
are presented in Figure 9. As it seen that the RANS model does not give good results.

5. Conclusion

The new differential equations for the conditional means of turbulent flow are the theory result
of this chapter. On the basis of these equations, the method of autonomous statistical modeling
ASMTurb of such flow was justified. The main feature of this method is that it allows us to
construct the mathematical models for the conditional means of each of the intermittent media
taking place into a turbulent stream autonomously, i.e., independently. The main advantage of
this method is that the system of differential equations for the conditional means does not
contain the source terms. According to this method, the process of transformation the

Figure 8. (a) Profiles of normalized conditional and the total average intensity of longitudinal velocity fluctuations
〈u

02〉�r ¼ 〈u02r 〉r=ΔU
2: 1-Δ-〈u

02〉�t ; 2-□-〈u
02〉�n1, 3-□-〈u

02〉�n2; 4-o-〈u
02〉�; 5 – ud=ð1�mÞ2. (b) Profiles of normalized total

average turbulent-kinetic-energy 〈E〉� ¼ 〈E〉=ΔU2 and intensity of longitudinal velocity fluctuations 〈u
02〉� ¼ 〈u

02〉=ΔU2:
1-o-〈E〉�; 2–Δ–〈u

02〉�; 3 – ud=ð1�mÞ2. 4 – Ed=ð1�mÞ2.

Figure 7. (a) Profiles of normalized conditional and total average longitudinal velocity 〈U〉r ¼ 〈u〉r=u1: 1-Δ-〈U〉t; 2-□-
〈U〉n1; 3-□-〈U〉n2; 4-o-〈U〉. (b) Profiles of normalized conditional and total average shear stress 〈τ〉r ¼ �〈u

0
rv

0
r〉r=ΔU

2: 1–〈τ〉t;
2–〈τ〉n; 3–o–〈τ〉 (measurements of 〈τ〉t and 〈τ〉n in [20] are absent).
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nonturbulent fluid in the turbulent fluid (as a generator of the turbulent fluid) occurs in the
superlayer. Even more, the ASMTurb method allows us to construct the model only for the
turbulent fluid flow, without considering the nonturbulent fluid flow. As far as all the mixing
turbulent processes (and, as consequence, the processing modeling of turbulent heat and mass
transfer) take place only into the turbulent fluid, this peculiarity essentially simplifies the
modeling of such processes. Especially it refers to the turbulent combustion processes, in
which modeling is attended by difficulties. It is important to note that ASMTurb SS (41) and
(42) for conditional means of the turbulent and nonturbulent fluid differ from the known ones
(for example [7]). It should be emphasized that the presented model contains only two empir-
ical parameters σt and νEt. With regard to these parameters, it must be said that their appear-
ance is due to the fact that we do not know neither the expansion rate of the turbulent fluid
downstream nor the maximum value of the turbulent energy generated by the shear rate.

We now make several important remarks.

On the operation of conditional statistical averaging. Sometimes the value 〈Y1jY2〉 is also called
“conditional” mean that makes some confusion in comparison with the conditional means
〈Y1jY2〉r, r = t or r = n. Indeed, variable 〈Y1jY2〉 ¼ γ〈Y1jY2〉t þ ð1� γÞ〈Y1jY2〉n where 〈Y1jY2〉t
and 〈Y1jY2〉n are the conditional means of the characteristics for the turbulent and
nonturbulent fluid, respectively. So, the value of 〈Y1jY2〉 actually is the total average of the
random variable Y1, obtained under the condition of the variable Y2.

On the source terms. The known equations for conditional means contain the source terms,
which are intended to describe the increase in volume of the turbulent fluid downstream.
Here, it is interesting to discover the reasons of such source terms appearance. For this, we
consider the procedure of statistical “unconditional” averaging of the continuous equation,
premultiplied by the intermittency function

∂uk
∂xk

¼ 0 ! I
∂uk
∂xk

! I
∂uk
∂xk

� �
¼ γ

∂uk
∂xk

� �

t
¼ 0 ð85Þ

However, the permutation of averaging and differentiation operations, used in the approach,
gives

I
∂uk
∂xk

� �
¼ ∂Iuk

∂xk
� uk

∂I
∂xk

� �
! ∂〈Iuk〉

∂xk
� uk

∂I
∂xk

� �
! ∂γ〈uk〉t

∂xk
� uk

∂I
∂xk

� �
¼ 0 ð86Þ

i.e., gives rise to the appearance of the source terms of a singular type. It stands to reason that
the appearance of such source term is only due to the accepted commutation of the averaging
operation of the partial derivates and has no physical justification.

On the mathematical model for the turbulent fluid flow. The ASMTurb method allows us to con-
struct a model for the turbulent fluid flow without considering the nonturbulent fluid flow. As
far as all mixing turbulent processes take place only in the turbulent fluid, this peculiarity
essentially simplifies the modeling. Even more, this approach allows us to take into account
the source term, using one of the semi-empirical parameters of the mathematical model. To
solve the “pulsation” task we use the turbulent-kinetic-energy budget equation. To distribute
the intensity of the longitudinal velocity pulsations we use the ratio 〈u02r 〉r ffi 〈Er〉r.
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What gives the ASMTurb method. The results of testing the ASMTurb method showed a “surpris-
ing” precision for the turbulent flows modeling—calculations of the conditional and total
averages of statistical characteristics practically completely agreed with the known measure-
ments [20] (see Figures 7 and 8 where curves—our calculation, symbols—experimental data
are mentioned[20]).

What gives the RANSmethod. The some results of the unconditional means, obtained by theRANS
model, are presented in Figure 9. As can be seen, the RANSmodel does not gives good results.

So, the ASMTurb differential equations for the conditional averaged characteristics of the
turbulent and nonturbulent fluid flows coincide with each other in external view. Moreover,
the RANS differential equations have the same external view. However, the boundary condi-
tions and closure hypothesis for the turbulent and nonturbulent fluid flows in the ASMTurb
models may be different. It is this circumstance allows us to construct highly efficient ASMTurb
models of turbulent flows. The RANSmethod does not have this property and thus a searching
for the “satisfactory” closure hypotheses for the RANS models will not give good results.
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Abstract

Turbulence analysis in turbomachines is a complex task. The combination of different 
turbulence sources and transport mechanisms poses the question of determining ade-
quate metrics to quantify turbulence levels and provide insight into the flow structure 
and its evolution. Apart from experimental measurement techniques, numerical tech-
niques arise as a useful tool to characterize this type of flow, especially hybrid LES tech-
niques that allow a highly accurate description of the transport of turbulent structures, 
while turbulence generation at solid boundaries is addressed using RANS schemes. In 
this chapter, recent developments concerning numerical simulation of rotor-stator and 
stator-rotor interactions in low-speed axial fans using LES techniques are presented. A 
post-processing framework is introduced to segregate the deterministic and turbulent 
components of the unsteady flow, allowing an accurate description of both phenomena. 
Hence, turbulent transport over the different stage rows of the axial fan can be accurately 
addressed. Following, LES capacities to simulate turbulence transport mechanisms such 
as breaking-up of turbulent eddies, stretching and dissipation of vorticity or identifica-
tion and convection of coherent vortices are discussed. The ability of LES computations 
to disclose flow turbulence in rotor-stator environments at off-design conditions is spe-
cially illustrated.

Keywords: turbulence metrics, turbulence transport, LES simulations, rotor-stator 
interaction

1. Introduction

Turbulence analysis in single-stage turbomachines, like axial fans, is a complex task. Firstly, 
there is turbulence generation in both fixed (stator) and moving (rotor) reference frames. 
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Then, these turbulent scales and patterns are transported across the frames, interacting 
between them and developing secondary turbulent sources. Furthermore, unless the stages 
are designed under free-vortex criteria, there is a further swirl of the motion that leads to 
radial migration of momentum and turbulence. Finally, there are additional types of inter-
actions that contribute to generate further turbulence, like the interaction between wakes, 
the interaction between wakes and blades or vanes, or even interactions between wakes, tip 
vortices and endwalls.

This combination of different turbulence sources and transport mechanisms poses the ques-
tion of determining adequate metrics to quantify turbulence levels and give insight into the 
flow structure and its evolution within this kind of machines.

Apart from experimental measurement techniques such as hot-wire anemometry (HWA) or 
particle-image velocimetry (PIV), able to capture the turbulent variations of the flow inside 
these axial fans, numerical techniques arise as a useful tool to characterize this type of flows. 
Nowadays, scale-resolving simulations (SRS) [1] are becoming the standard to simulate the 
turbulent flow in multistage environments, being large eddy simulations (LES) the corner-
stone of the methodology. On the contrary, U-RANS modelling is being progressively aban-
doned due to the continuous improvements of the computing capabilities [2].

However, fully-LES techniques are still excessively time-consuming and, in most cases, unaf-
fordable because of the extremely refined meshes required for the boundary layers of the 
solid walls.

In this context, wall-modelled LES (WMLES) [3] and embedded LES (ELES) are hybrid tech-
niques that allow a highly accurate description of the transport of the turbulent structures, 
while the generation in solid boundaries is still addressed using RANS schemes. LES com-
putations in the vicinity of the turbomachinery rows are able to capture the turbulent varia-
tions up to the frequency related to the LES filter, which depends on the grid size. With an 
accurate selection of this size, it is possible to capture most of the turbulent kinetic energy 
of the larger and mid-scale vortices, which content practically all the significant portion of 
turbulent motion.

In this chapter, recent developments concerning numerical simulation of rotor-stator (R-S) 
and stator-rotor (S-R) interactions in low-speed axial fans using LES techniques are presented. 
In particular, LES capacities to simulate transport mechanisms for turbulence such as break-
ing-up of turbulent eddies, stretching and dissipation of vorticity or identification and con-
vection of coherent vortices are discussed. The ability of LES computations to deal with the 
flow turbulence in rotor-stator environments at off-design conditions is specially illustrated.

2. Turbulent scales and periodic unsteadiness in rotating fans

Turbulence generation associated to vortex shedding in rotor blades is perceived as a periodic 
impingement of turbulent wakes on stator flow structures in R-S stages. Alternatively, the 
rotor flow structures are also affected by the incoming non-uniformities from the upstream 
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vanes in S-R arrangements. Thus, turbulent structures are superimposed to the velocity deficit 
associated to the rotor blockage, travelling unsteadily across the fan stage [4]. Due to the high 
Reynolds numbers, turbulence in the shear layers is rolled-up at quite small scales, signifi-
cantly smaller than typical displacement thicknesses of the wake deficit.

Figure 1 shows a typical representation of the amplitude of the LES-resolved velocity fluctua-
tions in the vicinity of the rotor for a single stage axial fan. Typical scales (frequency ranges) 
corresponding to forced and unforced unsteadiness, as well as turbulence, have been indi-
cated in Figure 1 for nominal and offset working conditions. Turbulence is clearly associated 
to the smallest length scales (higher frequencies). The energy budget of turbulent phenomena, 
including free-stream, generation at endwall boundary layers and wake-induced turbulence, 
presents a classic broadband distribution. As expected, turbulent scales are more evident 
at off-design conditions (grey lines). Forced unsteadiness is perfectly identifiable at blade 
passing frequencies (BPF) and its harmonics (sharp peaks), while unforced contributors are 
related to other periodic features non-clocked with the BPF, like blade misalignments, tip 
vortex instabilities or unsteadiness in separation conditions [5]. This kind of unsteadiness is 
strictly associated to a particular time scale, so it contains very important flow patterns, but 

Figure 1. Typical scales of unsteadiness and turbulence for a single stage axial fan at different flow rates (top: R-S 
configuration, bottom: S-R configuration).
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with a moderate energy budget. Note the particularity of the S-R configuration values, which 
are computed in the relative frame of reference, so the frequency peaks appear at an apparent 
‘vane-passing frequency’ and its harmonics. Additionally, due to the flow complexity, inter-
action between the broadband turbulence and peaked frequencies (clocked at BPF/VPF or 
not) may arise, which obscures the analysis of the different contributions to the total unsteadi-
ness (see the S-R configuration for the 70% QN case, which clearly presents a turbulent hump 
between VPF and VPFx2).

Consequently, to obtain a proper analysis of the turbulent characteristics, it is convenient to 
segregate between turbulent scales and unsteady events with special care. Otherwise, only a 
total unsteadiness is found in the analysis, including turbulent fluctuations as well as the non-
stationary effects due to the periodical rotation of the machine blades. This procedure results 
in a superficial analysis of turbulence, especially for the turbulent transport.

The correct procedure requires that the instantaneous values of the measured variable are 
grouped in ensembles corresponding to the blade-passing frequency [6]. Then, mean values 
for every blade position are calculated, obtaining a signal that contains only the unsteadiness 
due to the rotation of the machine (periodical or deterministic unsteadiness). These ensemble-
averaging values, combined with the time-averaging value of the complete signal, enable the 
segregation of the total unsteadiness of the measured variable into its deterministic and tur-
bulent parts.

This segregation can be performed in both time and frequency domains [7]. Though strictly, 
performing ensemble averages at BPF in the time domain should be sufficient, the complex 
nature of the vortical motion and the interchange of energy in the viscous cascade within a sea 
of all-range eddies makes an exact segregation impossible. Sometimes, the use of a frequency 
decomposition is also required in order to decouple forced and unforced unsteadiness from 
turbulence [8].

3. Numerical methods: LES simulations in R-S and S-R configurations

A typical low-speed, single-stage axial fan will be considered for the computations. Because 
of its free-vortex rotor design, it will be assumed that the flow is quasi-planar in the mid-span 
sections, working in a cascade mode (Figure 2, left). The mesh density within the passages 
has been carefully selected in order to describe vortical structures in the range of the integral 
length scales when large separation arises (i.e. rotor wakes shedding at 70% QN). For both 
blades and vanes surfaces, a typical O-grid distribution with a [100 × 60] mesh density was 
considered sufficient to model the boundary layers. Additionally, the z-coordinate for the 
spanwise direction was covered with 15 cells, for a total height of the model of 0.12 blade 
chords, following the guidelines proposed by Davidson and Dahlström [9]. As a result, a total 
number of 3.4 and 3.6M cells were resolved for the R-S and S-R domains, respectively.

The sliding mesh technique has been employed in the computations with FLUENT® to simu-
late the relative movement of the rotor blades with respect to the stator vanes. In the present 
case, a time step of 9.26 × 10−5 s has been fixed, which implies 30 intermediate time steps per 

Turbulence Modelling Approaches - Current State, Development Prospects, Applications126



with a moderate energy budget. Note the particularity of the S-R configuration values, which 
are computed in the relative frame of reference, so the frequency peaks appear at an apparent 
‘vane-passing frequency’ and its harmonics. Additionally, due to the flow complexity, inter-
action between the broadband turbulence and peaked frequencies (clocked at BPF/VPF or 
not) may arise, which obscures the analysis of the different contributions to the total unsteadi-
ness (see the S-R configuration for the 70% QN case, which clearly presents a turbulent hump 
between VPF and VPFx2).

Consequently, to obtain a proper analysis of the turbulent characteristics, it is convenient to 
segregate between turbulent scales and unsteady events with special care. Otherwise, only a 
total unsteadiness is found in the analysis, including turbulent fluctuations as well as the non-
stationary effects due to the periodical rotation of the machine blades. This procedure results 
in a superficial analysis of turbulence, especially for the turbulent transport.

The correct procedure requires that the instantaneous values of the measured variable are 
grouped in ensembles corresponding to the blade-passing frequency [6]. Then, mean values 
for every blade position are calculated, obtaining a signal that contains only the unsteadiness 
due to the rotation of the machine (periodical or deterministic unsteadiness). These ensemble-
averaging values, combined with the time-averaging value of the complete signal, enable the 
segregation of the total unsteadiness of the measured variable into its deterministic and tur-
bulent parts.

This segregation can be performed in both time and frequency domains [7]. Though strictly, 
performing ensemble averages at BPF in the time domain should be sufficient, the complex 
nature of the vortical motion and the interchange of energy in the viscous cascade within a sea 
of all-range eddies makes an exact segregation impossible. Sometimes, the use of a frequency 
decomposition is also required in order to decouple forced and unforced unsteadiness from 
turbulence [8].

3. Numerical methods: LES simulations in R-S and S-R configurations

A typical low-speed, single-stage axial fan will be considered for the computations. Because 
of its free-vortex rotor design, it will be assumed that the flow is quasi-planar in the mid-span 
sections, working in a cascade mode (Figure 2, left). The mesh density within the passages 
has been carefully selected in order to describe vortical structures in the range of the integral 
length scales when large separation arises (i.e. rotor wakes shedding at 70% QN). For both 
blades and vanes surfaces, a typical O-grid distribution with a [100 × 60] mesh density was 
considered sufficient to model the boundary layers. Additionally, the z-coordinate for the 
spanwise direction was covered with 15 cells, for a total height of the model of 0.12 blade 
chords, following the guidelines proposed by Davidson and Dahlström [9]. As a result, a total 
number of 3.4 and 3.6M cells were resolved for the R-S and S-R domains, respectively.

The sliding mesh technique has been employed in the computations with FLUENT® to simu-
late the relative movement of the rotor blades with respect to the stator vanes. In the present 
case, a time step of 9.26 × 10−5 s has been fixed, which implies 30 intermediate time steps per 

Turbulence Modelling Approaches - Current State, Development Prospects, Applications126

blade event, being able to resolve the turn-out time of the resolved eddies in the LES scheme. 
All these assumptions, based on the extrusion of a two-dimension (2D) section of the fan with 
periodic conditions, have been already experimentally verified [10] for three different oper-
ating conditions: 100, 85 and 70% of the nominal flow rate. Furthermore, LES computations 
have been extended for a wide number of blade events, in order to obtain a representative 
statistical convergence of the averaged results [11].

All the computations have been completed on a home-made cluster, composed of four par-
allelized quad-core PCs at 2.67 GHz with 4 GB RAM in each node. The numerical routine 
adopted for both R-S and S-R configurations started with a steady simulation, followed by 
a transient unsteady simulation for 20 blade events (2 complete rotor turns) and a final sta-
tistically resolved stage for additional 200 blade events (an order of magnitude higher). As a 
consequence, 6000 time steps have been considered for the database for every simulated con-
dition (7.2 GB of info per case). The CPU time required for each case reached up to 450 hours 
to obtain a converged statistical description of the unsteady flow patterns.

MATLAB® software was used for data processing of the instantaneous velocities and sub-grid 
turbulent viscosities stored for a planar window in the outlet domain of both configurations. 
The streamwise extension of these windows corresponded to five chord lengths of the blades, 
keeping the tangential width to three stator vane pitches (periodicity conditions). A number 
of home-made codes were developed for interpolation of grids, filtering, relocation in the 
relative frames and both phase and time averaging. The execution of all these routines also 
required a significant computational effort.

Figure 2. Stator-rotor and rotor-stator in linear cascade (left). Mesh densities in stator and rotor rows: details in the 
trailing edge of the vanes and leading edge of the blades (right).
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4. Assessment of turbulence transport: metrics and results

Different variables may be used to describe the level and the spatial distribution of the tur-
bulent flow. The most convenient definition is the ensemble-averaging value of the random 
fluctuations to the square which, in turbomachinery environments, describes the unsteady 
turbulent field. In other words, it illustrates the transport of the turbulent structures in the 
unsteady, deterministic flow patterns. Moreover, the unsteady turbulence level can be defined 
comparing the RMS of that variable with the time-resolved velocity at each blade phase.

To obtain the ensemble-averaged values, a number of blade/vane passages are isolated and 
classified into a fixed number of phases. Then, averages are performed among the corre-
sponding phases, so that chaotic flow variations may be eliminated, obtaining the unsteady 
deterministic field. Subsequently, the unsteady flow structures may be filtered out with a 
further time averaging, obtaining a steady flow pattern. Assuming that there is periodicity 
between consecutive blades/vanes, the phase- or ensemble-averaged value of a flow variable 
u at the phase φ (angular position) is obtained as :

   u ˜  (ϕ) =   1 __ M    ∑ m=1  M     u  m  (t )  (1)

where, M is the total number of ensembles and   u  
m
  (t )  are the realizations made at times so 

that  ϕ =   2π ___  N  
B
      (  m − 1 )    + ωt . NB is the number of blades/vanes and ω is the rotational speed. The tilde 

operator (~) will be used throughout the text to indicate the ensemble-averaging procedure.

Once the ensemble-averaged values are obtained, the different unsteady scales may be 
obtained. Turbulence scales are obtained from the subtraction of the ensemble-averaged val-
ues to the instantaneous values of the variable, according to   u   ′ (t ) = u(t ) −   u ˜  (ϕ) . Finally, a second 
time-averaging operator is introduced to retrieve the mean-time value as follows:

    u ¯¯   =   1 __ N    ∑ n=1  N     u ˜  ( ϕ  n   )  (2)

where N is the number of time steps between consecutive blade events (it may be also regarded 
as the temporal discretization of the ensemble-averaged signal). With the mean-time value, 
the deterministic unsteadiness for every phase is obtained as:   u   ″  (ϕ ) =  u ˜  (ϕ ) −    u ¯¯   .

Once the different contributions to the total value of the signal have been segregated, the dif-
ferent metrics that describe the flow behaviour may be calculated.

4.1. Turbulence and deterministic unsteadiness intensity

The first variable of interest is the turbulence intensity, which represents the turbulent 
unsteadiness of the flow with respect to the mean values. It is defined as follows:

  TU(ϕ) =    √ 
______

    ̃  u'     2  +    ̃  v'     2    ______ 
 √ 
_____

   ̃   u   2   +   ̃   v   2    
    (3)

Figure 3 shows the unsteady evolution of the turbulent structures in the axial fan stage in 
terms of the turbulence intensity (TU, in percentage). The flow patterns in both R-S and R-S 
configurations are compared at nominal (QN) and off-design conditions (70% QN). Five inter-
mediate instants have been selected to track the time-resolved interaction of rotor and stator 
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structures (t/TR at 0.0, 0.2, 0.4, 0.6 and 0.8, being TR the blade-passing time). In the S-R case, 
the relative frame of reference is represented for the analysis (t/TS). Apart from the evident 
higher turbulence levels at off-design conditions, the impact of the turbulence of the rotor 
wakes onto the vanes in the R-S case is much more significant than the slight effect of the vane 
wakes onto the rotor (S-R). The turbulence level near the leading edge (LE) of the pressure 
side of the vanes is completely conditioned by the periodic passing of turbulent rotor wakes 
at 70% QN. In addition, the massive separation of the vanes suction side observed in the R-S 
is also a consequence of the poor underturning of the meanflow through the rotor passages 
when operating at low flow rates. Even at nominal conditions, the impact of the rotor wakes 
on the vanes is evident for the R-S configuration. In the S-R cases, the rotor wakes experience 
an abrupt thickening as a consequence of the flow rate reduction (from 100 to 70% QN). At 
nominal conditions, the rotor wakes do not seem to be significantly conditioned by the incom-
ing stator wakes. On the contrary, rolling-up mechanisms of the larger vortices at 70% QN (see 
the vortex street on the right column) appear to be chopped by the stator wakes, generating 
hot spots of turbulence.

Likewise, deterministic fluctuations can be used to define a corresponding level of determin-
istic unsteadiness (DU). In this case, the deterministic fluctuation is further time-averaged, 
so a final mean-time footprint of the periodic variations in the stage is retrieved according to:

  DU =    √ 
_______

   ̄    u   ″    2   +   ̄    v   ″    2     ______ 
 √ 
_____

    u ¯¯     2  +    v ¯¯     2   
    (4)

Figure 3. Unsteady convection of incoming wakes in stator (absolute in R-S) and rotor (relative in S-R) passages. Nominal 
flow rate (left) and off-design conditions (right).
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Figure 4 (left) compares, for all the flow rates simulated, those regions in the stage where the 
intensity of the unsteadiness is prominent. In the case of the R-S configuration, major unsteadi-
ness arises in the axial gap between the rows, where the periodic passing of blades generates 
a pulsating flow over the vanes and a significant interaction. Maximum levels around 12.5% 
are observed at off-design conditions, in the inter-row regions (observed as an ‘averaged’ 
tangential band due to the blade motion) and also on the trailing edge (TE) of the vanes suc-
tion side (precisely where turbulence generation appeared to be uncorrelated to deterministic 
fluctuations). On the contrary, the S-R configuration exhibits large values of unsteadiness at 
the core of the rotor wakes. This reveals that the intensity of the velocity deficit in the rotor 
wakes is modulated (up to a significant 15%) by the unmixed stator wakes convected out in 
the rotor passages. Note that the behaviour of the deterministic unsteadiness is completely 
opposite in both configurations, though in both cases it is more important at lower flow rates.

In addition, the levels of deterministic fluctuation and turbulence are also compared in 
Figure 4, after computing and representing the mean-time maps of turbulence on the right 
side. Turbulence levels are always higher than deterministic fluctuations, even at nomi-
nal conditions. Approximately, they are 3–5 times higher across the stage, depending on 
the working conditions. It is noticeable that both deterministic and turbulent sources of 
unsteadiness present similar distributions in the S-R configuration, while differing notably 
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interaction. On the other hand, the streamwise convection of the unmixed rotor wakes is 
clearly chopped by the passing vane wakes in the relative frame, resulting in an evident 
source of periodic fluctuation.

Previous maps in Figure 4 can be further pitch-averaged to obtain the streamwise distribution 
of both deterministic and turbulence levels in the axial fan stage. This third (spatial) operator 
is essential to assess the impact of these unsteady sources for the modelling of total unsteadi-
ness in the case of through-flow models, because the chordwise distribution of the velocity 
field obtained is independent of the reference frame (the tangential coordinate is swept out in 
the averaging). Since the fan stage presents bladed and no-bladed regions, a blockage factor 
(λ) [12] has to be introduced to take into account the solidity of the moving blades:

     u ¯¯     (thru)  =   1 ____ λ  N  θ  
    ∑ θ=1  λ N  θ        u ¯¯   where λ =   

 N  B    (   θ  P   −  θ  S   )   
 ________ 2π    (5)

  N  
θ
    denotes the number of circumferential points per blade passage and    (   θ  

P
   −  θ  

S
   )     is the tangential 

distance between the pressure and suction sides of the blades (function of the axial coordinate).

The pitch-averaged distributions of deterministic and turbulent sources are shown in Figure 5. 
In essence, these plots provide information about those axial positions where the generation of 
turbulence and deterministic unsteadiness arises. In the case of the R-S configuration (top plots), 
the deterministic unsteadiness decreases rapidly as it is convected throughout the vane pas-
sages, whereas turbulent contributions present a moderate decay. Some local peaks are found 
near the LE and TE of the vanes due to the influence of stagnant and separated conditions, 
respectively. The turbulence contours at 70% QN (red line in the right-top plot) reveal the mas-
sive separation occurring on the suction side of the vanes (also observed in Figure 4, bottom left) 
that leads to extremely high values of turbulence.

Figure 5. Streamwise distributions of pitch-averaged deterministic (left) and turbulent (right) levels for R-S and S-R 
configurations.
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Concerning the S-R configuration, deterministic sources are progressively triggered at earlier 
chordwise positions as the flow rate is decreased. In addition, at partial flow rates (85 and 70% 
QN), a small calm region (local reduction of the unsteadiness) is developed where the turbu-
lence separation is set off (see the corresponding location in the bottom right plot, where the 
turbulence level is abruptly increased from 10 to 30% at 70% QN). Once again, this suggests 
that regions with local turbulence generation are shielded from deterministic fluctuations, 
whereas further convection of decaying turbulence is more susceptible for intensity fluctua-
tions due to deterministic wake-wake interactions.

4.2. Integral length scales

Another relevant variable is the integral length scale (ILS), which gives an idea of the spatial 
dimension of the largest eddies of the turbulent structure. Once all the periodic events have 
been removed from a velocity trace, the integral scale can be estimated from the area under 
the autocorrelation function—ACF—of the signal [13]. This procedure is valid if the average 
eddy size lies through the correlation of two velocity signals (Taylor’s hypothesis of frozen 
turbulence). Note also that average eddies of a wave number larger than the grid filter of the 
LES modelling cannot be estimated. Therefore, for this numerical dataset, the ILS has been 
defined according to:

  ILS =   u ¯¯    ∫  
  0

  
  ∞

 ACF  (  τ )   dτ where ACF  (  τ )    =   
  ̄ ¯¯  u ´ (t ) u ´ (t + τ )  

  _________   ̄   u   '2      (6)

Again, the overbar denotes the time-averaged value, and  τ  is the time lag that is used to 
construct the autocorrelation. Due to the inherent randomness of turbulent fluctuations, it 
is typical to obtain significant scatter in the spatial distribution of the results. For that rea-
son, only an estimated order of magnitude can be given concerning this variable. Moreover, 
pitchwise averaging has been also introduced to provide a more uniform representation of 
the results.

As largest vortices evolve across the fan stage, they are stretched and chopped inside the row 
passages. During convection, their kinematic characteristics are modified, and they can be 
also reinforced with additional vorticity shedding released from adjacent blades or vanes. In 
order to provide a comprehensive picture of these vortical dynamics, it is necessary to esti-
mate the size of the largest vortices upstream of the last row in the stage. Besides, it is impor-
tant to show the streamwise (averaged) evolution of these eddies and their final pitchwise 
distribution at the fan discharge.

Table 1 summarizes the characteristic size of the largest eddies within the inter-row region of 
the stage for every configuration. As expected, typical values around 15–20 mm (in average) 
are found in the case of the R-S configuration, in concordance with the characteristic thick-
ness of the rotor wake. On the other hand, in the case of the S-R configuration, the value is 
slightly reduced to 8–10 mm, which also agrees with previous experimental measurements 
in the stator wakes (around 5 mm [14]). Generally, the ILS values are progressively reduced 
as the flow becomes turbulent (small scale turbulence in the shear layers of the wakes) with 
lower flow rates.
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Following, ILS distributions in the case of the R-S configuration for both streamwise and 
pitchwise positions at different flow rate conditions are shown in Figure 6. The progressive 
enlargement of the integral scale as the vortices are convected along a streamline (A-A′) 
is noticeable. This feature can be observed in the positive slope shared by the chordwise 
distributions of all the flow rates studied. ILS levels are significantly increased at the rotor 
exit (between 25 and 40 mm for all the flow rates) because of the dispersion and mixing-out 
process suffered by the rotating rotor wakes (the mesh filter is also enlarged, so smaller vor-
tices are transferred to the sub-grid scales and the minimum size of resolved eddies is artifi-
cially increased). In the case of 70% QN, the massive vortex shedding (characterized by large 
recirculation vortices and large-scale instabilities) on the suction sides of the vanes causes a 
severe increment of the ILS chordwise evolution (bottom-left plot). In the pitchwise distribu-
tion (right plot), both 100 and 85% QN present a local value around 10 mm, corresponding 
to the stator wakes, which is progressively enlarged towards higher values (20–30 mm) in 
the mid-passage region. For 70% QN, the massive separation is observed as a double-peaked 
distribution with highest values up to 70 mm. The local minimum is also located in the stator 
wakes, but with slightly higher values than for the other flow rates, in the range of roughly 
20 mm.

Flow rate Rotor-stator (R-S) (mm) Stator-Rotor (S-R) (mm)

100% QN 21.0 9.1

85% QN 15.3 8.3

70% QN 14.7 11.3

Table 1. Typical values of ILS within the inter-row region as a function of the flow rate.

Figure 6. Distributions of ILS in the R-S configuration for different flow rates. Streamwise and pitchwise evolutions 
along lines A-A′ (bottom plot) and B-B′ (right plot), respectively.
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Figure 7 analyses analogous results for the S-R configuration. The pitchwise distributions 
reveal again a jet-wake distribution, being clearer for the nominal flow rate. The local mini-
mum is placed at the rotor TE, being similar for all the analysed flow rates, in the range of 
4–6 mm. On the other hand, the plot comparing the streamwise evolution according to the 
flow rates is completely distorted by the excessive vortex shedding coming from the blade 
separation at 70% QN. This anomaly (ILS up to 70 mm) is rapidly vanished as the streamline 
reaches the blade TE, where values slightly higher than those found in the inter-row region 
(see Table 1) are recovered. Once again, the advection of large vortices in blade passages 
tends to increase the outlet values of the ILS. Moreover, a comparison with experimental 
results in the outlet positions reveals a reasonable agreement, where typical values around 10 
mm were estimated with HWA for the nominal flow rate [14].

4.3. Turbulent and deterministic stress tensors

Finally, the unsteady kinetic energy may be calculated from the previous segregation of the 
velocity signals as the content of energy for both deterministic and turbulent contributors. In 
addition, LES simulations reveal the residual kinetic energy modelled below the grid filter, 
using the sub-grid turbulent viscosity as its primary contributor.

The turbulent kinetic energy (TKE), defined from the addition of the components of the main 
diagonal of the Reynolds Stress Tensor at every time step, provides a collection of instantaneous 
values. For a simpler representation, it is more convenient to time-average the TKE distribu-
tions in order to provide a mean-time footprint of the turbulent scales in the flow structures:

   τ  ij  (res)  = − ρ  ̄   u  i  '   u  j  '    ⇒    ̄   K  T    =   1 __ 2    τ  ii  (res)  =   1 __ 2  ρ   (    ̄ ¯ u  '   2  + v  '   2    )     (7)

It is important to recall that this formulation gives only the resolved part of the whole turbulent 
energy budget. A complete estimation of the TKE requires the summation of the additional 

Figure 7. Distributions of ILS in the S-R configuration for different flow rates. Streamwise and pitchwise evolutions 
along lines A-A′ (bottom plot) and B-B′ (right plot), respectively.
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sub-grid TKE over the resolved part in the case of LES computations. However, the sub-grid 
component is quite marginal when a rough estimation of the resolved energy is around an 
80%. In this case, it is acceptable to consider the resolved part as the major contributor, obviat-
ing the sub-grid scales. In Section 4.4, this assumption will be contrasted from the comparison 
of both resolved and sub-grid components.

In a similar fashion, the time-averaged value of the deterministic fluctuations leads to the 
definition of the deterministic stress tensor, which formulation resembles the turbulent 
one but in the case of the unsteady (periodic) fluctuations coming from the rotating blades. 
Mathematically speaking, this may be expressed as:

   τ  ij   (det)  = − ρ  ̄   u  i  ''   u  j  ''     ⇒   ̄   K  D    =   1 __ 2    τ  ii   (det)  =   1 __ 2  ρ   (    ̄ ¯ u' '   2  + v' '   2    )     (8)

where the deterministic kinetic energy (DKE) is computed from the addition of the compo-
nents of the main diagonal of the tensor.

Figure 8 compares the mean-time maps of TKE and DKE for S-R and R-S configurations for 
both 100 and 70% QN working conditions. The values have been made dimensionless with the 
squared blade velocity for all the cases. Two significant features can be highlighted: firstly, con-
cerning the configuration, it is evident that TKE is notably higher in the case of the R-S configu-
ration with respect to the S-R case, independently of the operating conditions. Conversely, DKE 
is higher in the S-R arrangement, especially for the off-design flow rate. The massive separation 
in the vanes suction side for the R-S case and the flow detachment in the blades for the S-R case, 
both at 70% QN, are the responsible mechanisms for this inverted trend. Secondly, regarding 
the flow rate, it is evident the reinforcement of the different mechanisms for reduced flow con-
ditions. In addition, in the R-S configuration, the distributions of TKE and DKE present local 
maxima that differ significantly from 100 to 70% QN. This characteristic is not replicated in the 
S-R case.

The complete Reynolds Stress Tensor is shown in Figure 9. As expected, in the R-S configura-
tion, the pure axial components are clearly larger than the tangential components due to the 
chordwise alignment of the bulk flow. On the contrary, the relative flow in the S-R arrange-
ment, with a blade outlet angle of 60°, makes both components equally important. Also, the 

Figure 8. Time-averaged maps of Turbulent (left) and Deterministic (right) Kinetic Energy for R-S and S-R configurations. 
Comparison of nominal (top) and off-design (bottom) conditions.
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crossed-component reveals the appearance of shear stress layers with opposite signs, which is 
a characteristic feature of wake or jet flows. At 70% QN, the turbulent crossed-component of the 
tensor shows significantly high levels, suggesting an appreciable correlation between axial and 
tangential randomness. This can be interpreted as an enhanced turbulent mixing in the rotor 
wakes.

This section is concluded presenting the deterministic stress tensor in Figure 10. The iden-
tification of the deterministic tensor is an essential tool to model with accuracy the effects 
of unsteadiness in the design of multistage turbomachinery using 1D through flow codes 
or conventional steady mixing-plane approaches [15, 16]. The proposal of transport models 

Figure 9. Components of the Reynolds Stress Tensor for both configurations. Comparison of nominal (left) and off-
design (right) conditions.

Figure 10. Components of the deterministic stress tensor for both configurations. Comparison of nominal (left) and off-
design (right) conditions.
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for deterministic stresses must be necessarily based on empirical correlations and, also, in 
a wide range of numerical experiments to validate the approaches [17]. In the S-R arrange-
ment, modelling efforts must be driven towards the rotor wakes, where all the components 
are concentrated near the TE of the blades, being more intense at low flow rates. In the case 
of R-S configuration, the tensor components present a more complex behaviour, with local 
maxima near the LE of the vanes for all the components of the tensor at 100% QN, whereas the 
inter-row regions, with the predominance of the tangential correlation, are the major sources 
of unsteadiness at 70% QN.

4.4. Other metrics: degree of anisotropy and sub-grid TKE

Due to the importance of both axial and tangential components in the definition of the Stress 
Tensors, a final effort has been made to identify their relative importance. For that purpose, 
an additional indicator, the degree of anisotropy, has been defined to quantify the departures 
from isotropy of the flow structures associated to both turbulent and deterministic unsteadi-
ness. For this investigation, the degree of anisotropy has been evaluated by comparing time-
averaged values of turbulent and unsteadiness according to:

  D A  T   =    √ 
___

   ̄   u   '2     −  √ 
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   ̄   v   '2     ______ 
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___
   ̄   v   '2    
    and D A  D   =    √ 
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___
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    (9)

With this definition (adapted from [18]), the degree of anisotropy is always comprised 
between −1 and 1. When this parameter is close to zero, the flow structure presents a clear 
isotropic characteristic. On the contrary, higher levels close to 1 indicate anisotropic patterns, 
being the axial component prominent, while lower values around −1 indicate also anisotropy 
but with the tangential component as the major contributor.

Turbulence has been found to be mainly isotropic for all the analysed cases. Figure 11 (left) reveals 
low levels of anisotropy in the stator passages, mainly encapsulated around the vane surfaces. 
Only at nominal conditions, the stator wake is clearly anisotropic with the axial fluctuation being 
dominant. In the case of the S-R, the pattern is similar, with only a slightly higher anisotropy 
in the rotor wakes. The tangential components appear more important due to the background 
deviation of the flow. At 70% QN, the tangential anisotropy is also limited to the blade surfaces.

Alternatively, the deterministic flow exhibits a clear anisotropy behaviour for both configura-
tions (Figure 11, right). Moreover, the anisotropy is more complex and intense in the case of 
low flow rates. For both R-S and S-R arrangements, the axial anisotropic is evident at nominal 
operating conditions. In the R-S, it is associated to the stator wakes, while in the S-R this fea-
ture is linked to the inner passages. However, at 70% QN, large regions of tangential anisot-
ropy arise as a consequence of the enhanced mixing-out of the wakes (higher fluctuations). 
Even, for the R-S case, a hot spot is clearly established one chord downstream of the vanes; 
while for the S-R case a tangential band is formed instead.

In order to validate the previous assumptions, it is necessary to study the levels of sub-grid tur-
bulent kinetic energy. Higher percentages of resolved TKE with respect to the total turbulent 
budget (at least, around an 80%) are required to make LES simulations representative of the tur-
bulent motion [19]. For this dataset, the sub-grid TKE has been obtained from the post-processing 
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of the sub-grid turbulent viscosity maps given by the model equations. After some dimensional 
considerations [20], the sub-grid TKE can be calculated from:

   K  sgs   ≃  μ  T  2  /  ρ   2    (   C  S   Δ )     
2
   (10)

where  Δ =   (  ΔxΔyΔz )     1/3   stands for the averaged size of a computational cell and   C  
S
    is the 

Smagorinsky constant. This constant has been set to 0.1, as this value has been found to yield 
the best results for a wide range of flows.

Figure 12 shows instantaneous maps of the sub-grid turbulent viscosity ratio,   μ  
T
   / μ,  for both 

R-S (top) and S-R (bottom) configurations for different flow rate conditions. These maps 
reveal the regions where sub-grid turbulence levels arise as consequence of an important 
turbulent generation at small-scales. As well, they highlight how the global level of disorder 
is progressively increased as the flow rate decreases. In the R-S case, there is high turbulence 
intensity in the stator passages, derived from the high levels of turbulence production in the 
rotor wakes, hence further convected downstream. In the relative frame of reference for the 
S-R configuration, the generation of turbulence in the rotor wakes is so large and evident that 
the stator turbulence is completely masked. Consequently, this second configuration is less 
turbulent and, despite of being a worse design in terms of noise generation, it is a moderate 
contributor for interaction with less viscous dissipation than the former case.

With these instantaneous maps, applying the previous equation for the estimation of the sub-
grid TKE, it is possible to compare the sub-grid TKE values with the post-processed, time-
resolved TKE and define the percentage of TKE that it is really resolved by the LES modelling. 
Figure 13 summarizes, for both configurations, the typical levels of resolved TKE. It is deter-
mined that background levels around 90% provide an accurate framework for the present anal-
ysis of the turbulent transport in axial fan stages. These levels are sufficiently high to consider 

Figure 11. Degree of anisotropy for turbulent components (left) and deterministic unsteadiness (right) in both setups. 
Comparison of nominal (top) and off-design (bottom) conditions.
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Comparison of nominal (top) and off-design (bottom) conditions.
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the present numerical database as a highly resolved LES simulation. Lower levels of resolved 
TKE are found in the viscous regions of the flow, especially associated to those regions of tur-
bulence generation: on the vicinity of blade and vane surfaces and also in turbulent spots where 
superimposed viscous structures collide to reinforce vorticity sources (i.e. wake-wake interac-
tions). Regarding the impact of the flow rate, it is evident that nominal conditions require a 
higher level of modelled turbulence, in both stator and rotor wakes, due to lower size of the 
vortices shed at high Reynolds numbers [21]. As the flow rate is progressively reduced, the 

Figure 12. Generation of sub-grid turbulent viscosity at different flow rate conditions. Comparison of R-S (top) and S-R 
(bottom) configurations.
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larger size of the detached vortices reduces the percentage of modelled energy in the LES com-
putations accordingly.

5. Conclusion

A comprehensive overview of unsteady deterministic scales, compared to turbulent ones, 
when both basic rotor-stator and stator-rotor configurations are analysed in the case of 
low-speed axial fans is presented. A 3D numerical simulation using LES algorithms has 
been employed to obtain the unsteady flow patterns within the single axial stages as a 
function of the operating conditions. Afterwards, an intensive post-processing has been 
performed to disclose deterministic maps as well as the turbulent structure of the flow, 
revealing its unsteady transport and the typical size of integral scales and their turbulence 
levels.

Figure 13. Percentage of resolved kinetic energy in the LES computations. Comparison of R-S and S-R configurations at 
nominal (top) and off-design (bottom) conditions.
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In summary, it has been shown that in the inter-row region of the R-S configuration, the peri-
odic passing of rotor wakes is the main interaction mechanism, as it may be observed in the 
deterministic unsteadiness of the flow. On the other hand, for the S-R configuration, the major 
interaction mechanisms are viscous and are associated to wake-wake interactions between the 
unmixed lattice of rotor wakes and the stator shear layers.

This methodology may be applied to assess the unsteady effects on the dynamic performance 
and overall efficiency of prospective as well as commercial fan designs. Detrimental frequencies 
may be predicted, and the study of turbulent effects may lead to improvements in design to 
produce lower noise levels, as well as to achieve a better flow guidance that leads to less energy 
losses. Finally, the segregation and study of the deterministic part of the fluctuations leads to 
a better knowledge of the fan working principles. This represents a significant advantage for 
fan designers, as the deterministic part of the flow may be used to maximise energy exchange.

Author details

Jesús Manuel Fernández Oro*, Andrés Meana Fernández and Bruno Pereiras García

*Address all correspondence to: jesusfo@uniovi.es

Fluid Mechanics Area, Department of Energy, University of Oviedo, Asturias, Spain

References

[1]  Menter, F.R., Schütze, J., Kurbatskii, K.A., Gritskevich, M., Garbaruk, A., (2011), “Scale–
Resolving Simulation Techniques in Industrial CFD”, Proceedings of the 6th AIAA 
Theoretical Fluid Mechanics Conference, AIAA2011-3474, June 27-30, Hawaii (USA).

[2] Tucker, P.G., (2013), “Trends in Turbomachinery Turbulence Treatments”, Progress in 
Aerospace Sciences, 63, pp. 1-32.

[3] Shur, M.L., Spalart, P.R., Strelets, M.K. and Travin, A.K., (2008), “A Hybrid RANS–
LES Approach with Delayed-DES and Wall-Modeled LES Capabilities”, International 
Journal of Heat and Fluid Flow, 29, pp. 1638-1649.

[4] Adamczyk, J.J., (2000), “Aerodynamic Analysis of Multistage Turbomachinery Flow in 
Support of Aerodynamic Design”, ASME Journal of Turbomachinery, 122, pp. 189-217.

[5] Goto, A., (1992), “Three–Dimensional Flow and Mixing in an Axial Flow Compressor 
with Different Rotor Tip Clearances”, ASME Journal of Turbomachinery, 112, pp. 675-685.

[6] Lakshminarayana, B., (1981), “Techniques for Aerodynamic and Turbulence Measurements 
in Turbomachinery Rotors”, ASME Journal of Engineering and Power, 103, pp. 374-392.

[7] Camp, T.R., Shin, H.-W., (1995), “Turbulence Intensity and Length Scale Measurements 
in Multistage Compressors”, ASME Journal of Turbomachinery, 117, pp. 38-46.

Turbulence Transport in Rotor-Stator and Stator-Rotor Stages of Axial Flow Fans
http://dx.doi.org/10.5772/67751

141



[8] Fernández Oro, J.M., Argüelles Díaz, K.M., Blanco Marigorta, E., 2009, “Non-
Deterministic Kinetic Energy within the Rotor Wakes and Boundary Layers of Low-
Speed Axial Fans: Frequency-Based Decomposition of Unforced Unsteadiness and 
Turbulence”, Journal of Turbulence, 10, N28.

[9] Davidson, L., Dahlström, S., (2005), “Hybrid LES–RANS: An Approach to Make LES 
Applicable at High Reynolds Numbers”, International Journal of Computational Fluid 
Dynamics, 19 (6), pp. 415-427.

[10] Galdo Vega, M., Rodríguez Lastra, M., Argüelles Díaz, K.M., Fernández Oro, J.M., (2012), 
“Application of Deterministic Correlations in the Analysis of Rotor–Stator Interactions in 
Axial Flow Fans”. Proceedings of the ASME 2012 Fluids Engineering Summer Meeting, 
FEDSM2012-72450, July 8-12, Puerto Rico (USA).

[11] Fernández Oro, J.M., Argüelles Díaz, K.M., Rodríguez Lastra, M., Galdo Vega, M., 
Pereiras García, B., (2014), “Converged Statistics for Time-Resolved Measurements in 
Low-Speed Axial Fans using High-Frequency Response Probes”, Experimental Thermal 
and Fluid Science, 54, pp. 71-84.

[12] Persico, G., Rebay, S., (2012), “A Penalty Formulation for the Throughflow Modeling of 
Turbomachinery”. Computers and Fluids, 60, pp. 86-98.

[13] Tropea, C., Yarin, A.L., Foss, J.F., (eds.), Handbook of Experimental Fluid Mechanics. Ch. 
10. “Measurement of Turbulent Flows”, pp. 745-855, Springer, New York, (2008).

[14] Fernández Oro, J.M., Argüelles Díaz, K.M., Santolaria Morros, C., Blanco Marigorta, E., 
(2007), “On the Structure of Turbulence in a Low–Speed Axial Fan with Inlet Guide 
Vanes”, Experimental Thermal and Fluid Science, 32, pp. 316-331.

[15] Adamczyk, J.J., (1996), “Modelling the Effect of Unsteady Flows on the Time Average 
Flow Field of a Bladerow embedded in an Axial Flow Multistage Turbomachine”, VKI 
Lecture Series, on Unsteady Flows in Turbomachines, 1996-05, Von Karmán Institute for 
Fluid Mechanics, Brussels (Belgium).

[16] Meneveau, C., Katz, J., (2002), “A Deterministic Stress Model for Rotor-Stator Interactions 
in Simulations of Passage-Averaged Flow”, ASME Journal of Fluids Engineering, 124, 
pp. 550-554.

[17] Stollenwerk, S., Kügeler, E., (2013), “Deterministic Stress Modeling for Multistage 
Compressor Flowfields”, Proceedings of the ASME Turbo Expo 2013, GT2013-84860, 
June 3-7, San Antonio (USA).

[18] Porreca, L., Hollestein, M., Kalfas, A.I., Abhari, R.S., (2005) “Turbulence Measurements 
and Analysis in a Multistage Axial Turbine”, Proceedings of the 17th International 
Symposium on Air Breathing Engines, ISABE2005-1032, September 4-9, Munich 
(Germany).

[19] Pope, S.B., Turbulent Flows, Cambridge University Press, New York, (2000).

[20] Bailly, C., Comte-Bellot, G., Turbulence, Springer, Switzerland, (2015).

[21] Tennekes, H., Lumley, J.L., A First Course in Turbulence, MIT Press, Massachusetts, (1972).

Turbulence Modelling Approaches - Current State, Development Prospects, Applications142



[8] Fernández Oro, J.M., Argüelles Díaz, K.M., Blanco Marigorta, E., 2009, “Non-
Deterministic Kinetic Energy within the Rotor Wakes and Boundary Layers of Low-
Speed Axial Fans: Frequency-Based Decomposition of Unforced Unsteadiness and 
Turbulence”, Journal of Turbulence, 10, N28.

[9] Davidson, L., Dahlström, S., (2005), “Hybrid LES–RANS: An Approach to Make LES 
Applicable at High Reynolds Numbers”, International Journal of Computational Fluid 
Dynamics, 19 (6), pp. 415-427.

[10] Galdo Vega, M., Rodríguez Lastra, M., Argüelles Díaz, K.M., Fernández Oro, J.M., (2012), 
“Application of Deterministic Correlations in the Analysis of Rotor–Stator Interactions in 
Axial Flow Fans”. Proceedings of the ASME 2012 Fluids Engineering Summer Meeting, 
FEDSM2012-72450, July 8-12, Puerto Rico (USA).

[11] Fernández Oro, J.M., Argüelles Díaz, K.M., Rodríguez Lastra, M., Galdo Vega, M., 
Pereiras García, B., (2014), “Converged Statistics for Time-Resolved Measurements in 
Low-Speed Axial Fans using High-Frequency Response Probes”, Experimental Thermal 
and Fluid Science, 54, pp. 71-84.

[12] Persico, G., Rebay, S., (2012), “A Penalty Formulation for the Throughflow Modeling of 
Turbomachinery”. Computers and Fluids, 60, pp. 86-98.

[13] Tropea, C., Yarin, A.L., Foss, J.F., (eds.), Handbook of Experimental Fluid Mechanics. Ch. 
10. “Measurement of Turbulent Flows”, pp. 745-855, Springer, New York, (2008).

[14] Fernández Oro, J.M., Argüelles Díaz, K.M., Santolaria Morros, C., Blanco Marigorta, E., 
(2007), “On the Structure of Turbulence in a Low–Speed Axial Fan with Inlet Guide 
Vanes”, Experimental Thermal and Fluid Science, 32, pp. 316-331.

[15] Adamczyk, J.J., (1996), “Modelling the Effect of Unsteady Flows on the Time Average 
Flow Field of a Bladerow embedded in an Axial Flow Multistage Turbomachine”, VKI 
Lecture Series, on Unsteady Flows in Turbomachines, 1996-05, Von Karmán Institute for 
Fluid Mechanics, Brussels (Belgium).

[16] Meneveau, C., Katz, J., (2002), “A Deterministic Stress Model for Rotor-Stator Interactions 
in Simulations of Passage-Averaged Flow”, ASME Journal of Fluids Engineering, 124, 
pp. 550-554.

[17] Stollenwerk, S., Kügeler, E., (2013), “Deterministic Stress Modeling for Multistage 
Compressor Flowfields”, Proceedings of the ASME Turbo Expo 2013, GT2013-84860, 
June 3-7, San Antonio (USA).

[18] Porreca, L., Hollestein, M., Kalfas, A.I., Abhari, R.S., (2005) “Turbulence Measurements 
and Analysis in a Multistage Axial Turbine”, Proceedings of the 17th International 
Symposium on Air Breathing Engines, ISABE2005-1032, September 4-9, Munich 
(Germany).

[19] Pope, S.B., Turbulent Flows, Cambridge University Press, New York, (2000).

[20] Bailly, C., Comte-Bellot, G., Turbulence, Springer, Switzerland, (2015).

[21] Tennekes, H., Lumley, J.L., A First Course in Turbulence, MIT Press, Massachusetts, (1972).

Turbulence Modelling Approaches - Current State, Development Prospects, Applications142

Chapter 6

On Turbulence and its Effects on Aerodynamics of Flow

through Turbine Stages

Galina Ilieva Ilieva

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.68205

Abstract

In reality, the flows encountered in turbines are highly three‐dimensional, viscous, tur‐
bulent, and often transonic. These complex flows will not yield to understanding or pre‐
diction of their behavior without the application of contemporary and strong modeling 
techniques, together with an adequate turbulence model, to reveal effects of turbulence 
phenomenon and its impact on flow past turbine blades. The discussion primarily targets 
the turbulence features and their impact on fluid dynamics; streaming of blades, and effi‐
ciency performance. Turbulence as a phenomenon, turbulence effects and the transition 
onset in turbine stages are discussed. Flow parameters distribution past turbine stages, 
approaches to turbulence modeling, and how turbulent effects change efficiency and 
require an innovative design, among others are presented. Furthermore, a comparison 
study regarding the application and availability of various turbulence models is fulfilled, 
showing that every aerodynamic effect, encountered of flow pass turbine blades can be 
predicted via different model. This work could be very helpful for researchers and engi‐
neers working on prediction of transition onset, turbulence effects, and their impact on 
the overall turbine performance.

Keywords: interaction effects, separation, transition, turbine blade, turbulence, vortices

1. Introduction

The phenomenon known as “turbulence” was already recognized as a distinct fluid behavior 
more than 500 years ago [1]. Figure 1 shows a sketch of L. Da Vinci, related to observations of 
free‐stream turbulence.

Turbulence is defined as flow regime, characterized by changes in pressure and veloc‐
ity, boundary layer separation, creation of vortex structures, and flow disturbances, etc. 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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Turbulence can be discovered in our everyday life and surrounding phenomena such as ocean 
waves, wind storms and smoke coming up from a chimney, among many others. Most flows 
observed in nature and existing in various machines and aggregates, such as pumps, fans, 
turbines, dryers, cyclones, stirred vessels, propulsion systems and their elements (propellers 
as an example), combustion chambers, and many others, are turbulent too.

In particular, a turbulent flow can be expected to exhibit all of the following specifics: dis‐
organized, chaotic, seemingly random behavior; nonrepeatability in its structures; various 
and large range of length and timescales; enhanced mixing and dissipation, depending on 
the viscosity; three dimensionality, time dependence and rotationality; intermittency in both 
space and time [1].

Here, it is better to clarify that the so‐called von Karman vortex street (behind a cylin‐
der) is a vortex flow regular and coherent and cannot be referred to as a turbulent flow, 
Figure 2.

Figure 1. A sketch of turbulence by Leonardo Da Vinci, picture taken from [2].

Figure 2. Von Karman streets behind a cylinder in a nonrotating 2D flow for Re = 140, fluorescein visualization, picture 
taken from [3].

Turbulence Modelling Approaches - Current State, Development Prospects, Applications144



Turbulence can be discovered in our everyday life and surrounding phenomena such as ocean 
waves, wind storms and smoke coming up from a chimney, among many others. Most flows 
observed in nature and existing in various machines and aggregates, such as pumps, fans, 
turbines, dryers, cyclones, stirred vessels, propulsion systems and their elements (propellers 
as an example), combustion chambers, and many others, are turbulent too.

In particular, a turbulent flow can be expected to exhibit all of the following specifics: dis‐
organized, chaotic, seemingly random behavior; nonrepeatability in its structures; various 
and large range of length and timescales; enhanced mixing and dissipation, depending on 
the viscosity; three dimensionality, time dependence and rotationality; intermittency in both 
space and time [1].

Here, it is better to clarify that the so‐called von Karman vortex street (behind a cylin‐
der) is a vortex flow regular and coherent and cannot be referred to as a turbulent flow, 
Figure 2.

Figure 1. A sketch of turbulence by Leonardo Da Vinci, picture taken from [2].

Figure 2. Von Karman streets behind a cylinder in a nonrotating 2D flow for Re = 140, fluorescein visualization, picture 
taken from [3].

Turbulence Modelling Approaches - Current State, Development Prospects, Applications144

The onset of turbulence can be predicted by the Reynolds number, a dimensionless parame‐
ter; it characterizes the ratio between inertial and viscous forces. Reynolds number is equal to

  Re  =    (  ρ . U . L )    / μ,  (1)

In this expression ρ and μ are, respectively, fluid density (kg/m3) and dynamic viscosity (Pa.s), 
U is flow velocity (m/s), and L is length scale (m).

When a subvolume of fluid is characterized by excessive kinetic energy, which is higher than the 
dampening effect of the fluid’s viscosity, in other words, when very high Re number is realized 
in that subvolume, turbulence will appear. That is why turbulence is easier for observation in low 
viscosity fluids, but more difficult for observation in highly viscous fluids. If Reynolds is less than a 
definite critical value, damping friction forces prevent turbulent movement and the flow is laminar.

In a turbulent flow, vortex structures of various sizes and frequencies could be found. Large 
vortex structures, influenced by the domain boundaries and the global flow field, break up into 
smaller structures, characterized of higher frequencies. Small vortex structures are character‐
ized by less frequency. However, due to the flow aerodynamic character and domain boundar‐
ies, small vortices can form bigger vortex structures and vice versa. At the same time, vortices 
in a volume, being at continuous interaction, can exchange energy among them, change their 
energy levels and travel in the flow volume, changing their so‐called “mixing length.”

Vortices, which contain the highest amount of kinetic energy, are described by the Taylor 
scale. In the inertial range, the vortex breakup can be described by inertial effects, thus viscous 
effects are negligible. Small vortices contain a low amount of energy but contribute mostly to 
the dissipation. The smallest turbulent vortices are defined by the Kolmogorov microscale [1].

In general terms, in turbulent flow, unsteady vortices appear of many sizes which interact 
with each other, exchanging energy, as a result drag increases due to friction effects.

The level of turbulence has significant impact on the stability of boundary and shear lay‐
ers. High stream turbulence scales can contribute to earlier laminar‐turbulent transition. 
Small turbulence scales, observed in the boundary layer, are very important for the skin fric‐
tion levels and can exert the separation due to adverse pressure gradients. Thus, separated 
boundary layer and vortices lead to turbulent fluctuations and increase the level of unsteadi‐
ness. Shear layers, between the separated and main flow, act as cores of further developed 
turbulence levels and turbulent scales.

Turbulence of flow through turbine channels is a prerequisite to problems in blades’ streaming; 
they lead to less levels of aerodynamic efficiency; changes in flow regimes; significant pressure 
fluctuations, causing vibrations; and variable forces acting on blade surfaces, among many oth‐
ers. Aforementioned, lead to worse efficiency, possible blades destruction, and problems related 
to other processes and elements, which make part of the turbine aggregate and installation.

The aim of this work is to discuss the complexity of flows through turbine passages with a 
particular emphasis on turbulence and its mechanisms and to explain their effects on turbine 
aerodynamics and efficiency. The chapter discusses some current state of the art in regard to 
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modeling and prediction of turbulence features, adequacy of turbulence models to achieve 
physically correct picture for flow parameters distribution in turbine stages. The aim of this 
chapter is to discuss the follow characteristics and to provide the reader to a better under‐
standing of turbulence mechanisms, their impact on other phenomena in turbines, on the 
design of turbine components and on the working regimes. Also, this work could be very 
helpful for researchers and engineers working on prediction of transition onset, turbulence 
effects, and their impact on the overall turbine performance.

2. Turbulence and its relation to various processes and effects

2.1. Turbulence and interaction effects and losses

Turbulence in turbine stages depends on many aerodynamic features and flow conditions. 
In this chapter, the author is trying to shed light, based on previously conducted researched 
works, on the unsteady effects and loss mechanisms in turbines, how they depend on the tur‐
bulence effects and how the aerodynamic performance could be compromised.

In [4], an extensive review of loss generating mechanisms in turbomachinery is presented. The 
three principal sources of losses in turbine stage, are described as: viscous shear in boundary 
layers, shear layers and mixing processes; nonequilibrium processes such as shock waves and 
heat transfer processes.

Boundary layers are known as highly viscous regions, also could be referred to as regions of 
steep velocity gradients and shear stresses. In the boundary layer, a higher amount of energy 
losses is produced in the areas where the steepest gradients are found [5].

In [6], a parameter called “dissipation coefficient “Cd is described. Its variation for laminar 
and turbulent boundary layers, with Reynolds numbers in the range of 300 < Reθ < 1000, 
shows that the phenomenon of transition prediction is very important in the assessment of 
losses in turbomachinery boundary layers.

Stator and rotor blades interact, thus unsteady flow perturbations will appear both in station‐
ary and rotating frames of reference. Various aerodynamic effects, such as wake shedding at 
the trailing edge, secondary flows in radial direction, blade vibrations, flow leakage in axial 
gaps, shock waves and effects at trailing edge in transonic stages, angles of attack at the lead‐
ing edges, etc., can seriously affect the rotor blades and their efficiency performance. Blades 
loading and forces, acting on blades, are significantly lower under aforementioned condi‐
tions, leading to less efficiency [7].

Vortex shedding, as a phenomenon, will appear if flow detaches periodically from the back of 
a body, forming a Von Kármán vortex street. Such flow picture can occur at the trailing edge 
of the blade profile. The resulting frequency can be estimated based on the Strouhal number, 
Eq. (2).

  St  =    (  fe . L )    / v  (2)
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In Eq. (2) parameters are as follows: L is the characteristic length in (m), the excitation fre‐
quency is fe, and v is the flow velocity (m/s).

Turbulence intensity decays much slower than the velocity deficit in the wake [8]. The velocity 
deficit in an upstream blade wake can be perceived as an incidence variation by the down‐
stream blade row. Turbulence levels in the wake can change the boundary layer from laminar 
to turbulent, leading to additional losses. The influence of wake will maintain through the 
blade rows far in a downstream direction.

Flow, characterized by low velocities, has normal velocity component toward the suction side 
of the downstream blade, thus an upstream wake with low velocities and higher turbulence 
levels can move toward the suction side of the blade. In a similar way, a fluid characterized by 
higher velocity can move toward the pressure side of the downstream blades. This movement 
of fluid particles has the following major effects on the downstream blade row, as described 
in [9]: change in boundary layer characteristics of a profile through its effect on the transition 
processes; affects the secondary flow generation through the blades in downstream direc‐
tion; and influences the wake mixing losses due to the phenomenon of wake stretching or 
compression.

One of the first studies related to the interaction between streamwise vortices and down‐
stream blades is described in [10]. A significant increase in random unsteadiness at the front 
part of rotor blades, in regions associated with stator secondary flow, was observed. This is a 
result of vortex breakdown, and is proposed that it occurred due the vortex filling and cutting, 
and the strong deformation of the vortex cross‐sectional area, at the moment when the vortex 
enters into the rotor interblade channels [10]. The vortex energy is converted into energy of 
random fluctuations during the process of vortex breakdown. Later, more detailed mecha‐
nism for the vortex‐rotor interaction, was developed, see Ref. [11]. According to that model, 
a moment after the vortex is separated from the rotor blade, thus disturbance will create and 
will start propagate along the vortex axis, at the local speed of sound, whilst simultaneously 
being swept downstream, at the local convection velocity. The place where vortex arises is 
located close to the pressure‐side stagnation region [11]. In [12], for one and a half stage, it is 
demonstrated that flow passing through the first row of rotor blades is highly unsteady and 
is much influenced by the flow generated between two adjacent stator blades. Upstream, flow 
disturbances can convect through the rotor blades, without interaction with last mentioned, 
for a short time and vice versa [12].

In a passage of low aspect ratio blades, secondary flows generated in the form of streamwise 
vortices, are significant across the blade and can take more than 1/3 part of the blade span 
[13]. These vortices are convected downstream toward the next blade row where they interact 
with the main flow.

In [14], for first time, results of studies related to the origin and mechanisms of secondary 
flows generation, on the basis of the analytical modeling, Figure 3, are described. The incom‐
ing boundary layer is modeled as a vortex filament ab and is shown that when this filament 
convects in downstream blade rows to def, it produces three forms of vorticity: secondary, 
trailing filament, and trailing shed vorticity. The distributed secondary vorticity is result of 
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the turning of the inlet vortex filament; the trailing filament vorticity forms due to the differ‐
ences in velocity between the concave and convex surfaces. The last one, the so‐called trail‐
ing shed vorticity, is formed as a result of the spanwise variation of the blade circulation. 
Furthermore, it was stated that these mechanisms contribute to the overall secondary flow 
generation [14]. The Hawthorne’s approach, applied and described in [13], is result of many 
assumptions; however, it can shed some light on the origin of the secondary flows. Similar 
models were developed and presented by other scientists [15, 16].

Every wake is initially represented as a perturbation in the uniform flow, as stated in [17, 18]. 
Wakes are transported with the main flow and are cut up into separate segments by the down‐
stream blades. Inside the blade passage, the wake continues to behave as a jet, taking energy 
from the main flow. The velocity induced by that jet leads to generation of wake flow over the 
convex blade surface; the induced wake structure over the concave blade surface disappears. 
As a result of the blade circulation, in axial turbines, formed wake structures can stretch and 
shear over the blade surfaces or along the channel, they are travelling through [19].
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vortices and losses. The streamwise vorticity, introduced to the flow, by the skewed bound‐
ary layer at the inlet, will strengthen the streamwise vorticity, observed at the exit; all that is 
visible in the direction of the turbine rotation.

Existing radial gaps lead to increase in the leakage mass flow rate and causes efficiency 
losses. Leakage flows are formed as a result of pressure differences between concave and 
convex blade surfaces, dominated by formed trailing vortices, shed in the downstream 
direction. These vortices can reduce the local turning, performed by the blade, and can gen‐
erate decrease in the extracted mechanical energy. As a consequence of the viscous effects 
in the tip clearance, entropy increases. The second major feature is the subsequent mixing 
of flow, which passes through the tip clearance gap with that coming from the main flow. 
Flow structure in the tip region is studied and explained by a number of researchers; see 
Ref. [26–29].

Low pressure, generated immediately behind the trailing edge, leads to very high losses at the 
trailing edges. Flow expands around the trailing edge to that low pressure values and is then 
recompressed after a strong shock wave, where meet flows coming from suction and pres‐
sure sides [30, 31]. The interaction between shocks and boundary layers can lead to unsteady 
boundary layer separations and increase in loss for transonic velocities [32, 33].

2.2. Turbulence and condensation effects in two‐phase flows in turbine stages

In two‐phase flows in turbine stages, the liquid phase could be presented both as water film, 
along the streamed blade walls, and as droplets, travelling with the main flow. The inter‐
face between primary and second phases is characterized by many aerodynamic and thermal 
effects.

Developed models for annular two‐phase flows take into account differences and specif‐
ics for both the liquid and vapor phases and also introduce continuous and dispersed 
fields. Knowledge of the turbulence characteristics related to the continuous vapor phase, 
modified due to the presence of the droplet field, is required to introduce closure for 
those models. Vapor core turbulence is known to influence interfacial shear and affects 
transport and specifics in structure of the dispersed liquid droplet field, and ultimately 
interfacial shear effects and droplets dynamics and deposition are affected by vapor core 
turbulence.

• Condensation processes in turbomachines are random and unsteady phenomenon. Drop‐
let growth rates show different characteristics, recognized in numerical simulations and 
experiments, also measured in real low‐pressure steam turbines. These differences result 
by the large‐scale temperature fluctuations, which are caused by the segmentation of blade 
wakes (mainly those at the trailing edges) by successive blade rows.

• In the case of two‐phase flows, one has to clarify the effects of turbulence in relation to 
the gas and liquid phases. In other words, the gas phase turbulence can be affected in a 
two‐way coupled manner by the dispersed phase and the droplet motion may also be influ‐
enced by turbulence. In case of liquid phase, the instantaneous flow velocity is decomposed 
into mean and fluctuating components:
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where П provides normally distributed random number, which allows the fluctuating com‐
ponent ui′ to take different values around a mean velocity ui.

The mean component of the fluid velocity will affect the average trajectory of flow particles. 
Two identical particles can have different trajectories due to the specifics in flow aerodynam‐
ics, such as secondary flows, turbulence, condensation, etc. In the case of turbulent two‐phase 
flows, the fluctuating velocity component leads to particles’ trajectory deviations.

Particles with Re < 400 tend to suppress turbulence and its effects; particles with Re > 400, 
enhance turbulence as a result of vortex shedding [34].

In [35] turbulence measurements in flows with liquid film interface are reported; it was shown 
that turbulence intensities were higher than those in a pipe with wall roughness equivalent to 
that of the film interface.

Aerodynamic and thermal losses in turbine stages, due to the presence of second phase and 
turbulence effects, are as follows:

• Water film losses, originating from the movement of the water film on the blade surfaces;

• Drag loss due to the presence of coarse water droplets: small fraction of the overall losses 
originates from acceleration of the large coarse droplets at the trailing edges;

• Coarse water braking losses: kinetic energy of droplets decreases by impinging on the fol‐
lowing blade row;

• Fog droplet loss due to the interphase velocity slip, entropy increases due to the viscous drag;

• Fog droplet deposition or collection loss, turbine efficiency performance is affected by de‐
creased kinetic energy of fog droplets, merged on the blade surfaces.

The influence of direct losses in nonequilibrium flows grows with the number of stages and 
reaches its maximum at the end of the steam turbine. The indirect losses cause changes in 
aerodynamic loss by departures from equilibrium.

• Changes in flow‐incidence angle, leading to increased losses, especially at the tip regions 
with thin leading edge blade profiles;

• Changes in profile losses due to the variations in surface shear stress, leading to transition 
and separation;

• Interactions between both the condensation‐induced shock waves and formed boundary 
layer;

• Nonuniformity effects—pressure changes along streamed profiles change the working 
conditions for the downstream blade row.
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Other specifics of the two‐phase flow pass turbine surfaces are as follows:

• Formation of water film over streamed surfaces and its defragmentation due to acting vis‐
cous forces, drag forces, pressure differences, secondary flows, deviation of streamlines, 
water particles, trajectories of water particles hit blade surfaces;

• Depending on the axial gap, deviations of streamlines, rate of condensation and water con‐
tent and specifics of pressure and velocity distribution, weaker and stronger turbulent ef‐
fects are observed;

• Boundary layer separation much before the trailing edge is attained, leads to formation 
of droplets of various diameters, most of them are condensation nuclei in the process of 
blades streaming by two‐phase flow [36].

From structural point of view, coarse droplets together with the turbulence impact blade sur‐
faces, leading to erosion and efficiency decrease [36].

2.3. Turbulence and cooling in gas turbine passages

Turbine blades, as part of gas turbine aggregates, must be cooled as they are highly exerted 
by temperature loads, deformations and stresses. Furthermore, unsteady effects, rotationally 
induced forces (Corriolis and centrifugal forces), and secondary flows and change in flow 
parameters, among others complicate the flow aerodynamics within the interblade channels.

The flow field is characterized by higher levels of turbulence, transition effects, secondary 
flows, unsteadiness, particularly due to the cooling flows and effects. Turbulence results due 
to wakes from upstream stages; rotationally induced forces; cooling fluid (coolant) that mixes 
with the main stream in turbine channels; interaction effects between film cooling jets and the 
mainstream flow; complex flow conditions from the combustor; separation of cooling film, 
separation effects associated with cooling jets and cavities, etc.

Heat transfer coefficients increase by the enhancement of flow turbulence levels and bound‐
ary layer separation effects. Last mentioned are accompanied by increase in the examined 
pressure drop [37].

The effect of turbulence levels on heat transfer, aerodynamic performance, drag forces, 
skin friction and flow parameters distribution has been studied by many researchers in last 
decades [38–42].

High turbulence levels are provoked due to the presence of upstream wakes and rotation 
effects [43–45]. High levels of turbulence lead to increased temperatures over blade surfaces, 
particularly at leading edges where temperatures reach maximum values [46].

As an effect of the interaction between cross‐flow and film cooling, higher turbulence levels 
present in turbine flows. These effects depend on the diameter of holes that supply the cool‐
ant jets and their exact place on turbine blade surfaces. Experiments on cooling via inclined 
holes, characterized by ratio (δ1/d<<1), show that a higher percent of turbulence levels 
can be achieved immediately in the downstream direction of a row of film cooling holes 
[47]. Turbulence effects and their increase are found even after film cooling jet  dissipation. 
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By application of hot‐wire measurement techniques is also concluded that in the case of 
(δ1/d<<11) jet‐turbulent fluid could dominate the boundary layer in the downstream direc‐
tion [48].

In [49], authors have studied how circular wall jets can increase the free‐stream turbulence 
intensity. It is found that the increased turbulence levels in the free‐stream can cause high 
levels of mixing and quick dissipation in the film layer.

An increase in heat transfer levels is related to moderate turbulence intensity levels and rela‐
tively small length scales recognized in the fluid.

Mainstream turbulence intensity and length scales have significant impact on the film 
cooling jets and their intensity in the flow, also lead to additional interactions between 
cooling jets and core flow and affect the effectiveness of film cooling in the downstream 
direction [50].

Free‐stream turbulence can decrease the efficiency of film cooling, in the downstream direc‐
tion and can increase it between injection holes, due to the enhanced mixing [51].

An increase in mixing of momentum, that effectively thins the boundary layer, will result in an 
increase in the film cooling efficiency in the downstream direction. At the same time, an increase 
in the rate of cooling film disintegration is a reason for less efficiency performance of the film 
cooling. In general, which case will be dominant depends on the “blowing ratio” [37, 52]. In 
[53–55], the effects of increased turbulence intensity on film cooling performance, at leading 
edge were examined and the effects of increased turbulence intensity are in a strong relation to 
the blowing ratio.

The efficiency of performed film cooling varies rapidly with the blowing ratio and is in func‐
tion of the spanwise angle [56].

At higher blowing ratios and cylindrical film cooling holes, the effectiveness in downstream 
direction will increase if the jet angle is deflected in a close proximity to the wall.

An increase in turbulent mixing levels, due to free‐stream turbulence, leads to improved 
spanwise mixing between holes and better film cooling performance [57].

Film layers characterized with low blowing ratios could be rapidly dispersed by increased 
turbulence intensity, while increasing the local heat transfer coefficient. High blowing ratio 
film layers were found to be relatively insensitive to increase in the turbulence intensity levels, 
consistent with previous studies with flat plates.

Many numerical and experimental studies have been conducted to determine the relation 
between turbulence and the Nusselt number. A numerical study of both heat transfer char‐
acteristics and flow field of a slot turbulent jet impinging, on a concave surface with constant 
heat flux, has been carried out and discussed in [58]. In [59] attention is paid on flat plate with 
varying curvature, results are discussed in [59]. Computational results show that maximum 
value of Nu is attained at the stagnation point and gains higher values as the Reynolds num‐
ber increases.
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3. Transition modeling in turbine stages

3.1. Transition as a phenomenon: transition in turbine stages

Turbulence modeling has been a subject of intensive research for many years. Turbulent 
models are able to predict turbulence occurrence and its effects in turbine passages. 
However, in the case of modeling, with all specific features, such as stator‐rotor interac‐
tion, phase changes (if any), compressible and viscosity effects, pressure gradients, among 
others, turbulent model lacks of applicability is not able to provide accurate predictions 
of turbulence effects on the mean flow characteristics. Models should be more powerful 
and enriched by specific terms related to existing specific aerodynamic observations due to 
turbulent effects.

One of the most important and most difficult turbulent phenomenon, to model and resolve, 
is the so‐called transition.

Reynolds is the first scientist who worked on the transition phenomenon; he investigated the 
transition from laminar to turbulent flow by injecting a dye streak into a flow through a pipe 
having smooth transparent walls [1].

Prediction of the onset of boundary layer transition is one of the most important concerns in 
the area of fluid mechanics. There is a great interest to transition as it plays a major role in 
many engineering applications and raises important questions to the flow physics, also could 
serve as an ingesting example for determinism and chaos.

The so‐called viscous instability of a laminar boundary layer was for the first time taken into 
account and studied by Tollmien. Under low free‐stream turbulence conditions, instability is 
observed in the case of two‐dimensional unstable Tollmien‐Schlichting waves are formed and 
propagate in the streamwise direction. These waves lead to additional 3D aerodynamic effects 
to appear in the flow structure, such as peaks, stronger secondary flow effects, hairpin vorti‐
ces and transition effects. Turbulent spots are formed in the regions of vorticity peaks and can 
develop to continuously spreading turbulence. A turbulent spot model to describe the specif‐
ics of a transitional flow is proposed in [60]. Later, turbulent spots generated over a flat plate 
surfaces, without imposed pressure gradients, were also visualized [61]. Recently, scientists 
have been working on more accurate transition length predictions, based on measurement 
of transition length in a field of adverse pressure gradients and of triggered turbulent spots, 
see Ref. [62]. It was found that spot characteristics, in the case of adverse pressure gradients, 
are different from those formed in the case of zero or favorable pressure gradients. Also, it 
became clear that in the presence of adverse pressure gradient, a spot can be formed at the 
center of a highly amplified transverse waves and is convected at lower velocity than under a 
zero pressure gradient, as discussed in [63].

Laminar to turbulent transition is proved as a phenomenon, which seriously affects the effi‐
ciency performance of various machines. The transition effects contribute to additional drag 
and lift forces, also heat fluxes that are crucial for overall working principles of different types 
of machines and installations.
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A particular field, in which there is a specific interest to the transition phenomenon and its 
physics, is the area of turbomachinery. Transitional flows can be seen in flows past turbine 
blades, mainly in low pressure turbines. Transition is observed when various geometry blades 
are streamed at variable flow parameters and boundary conditions. Turbulence and transition 
effects significantly decrease the aerodynamic performance of turbine stages and must be 
studied and understood in detail [64].

Speaking about transition, one must stress that there are different types of transition [65]. The 
first one is called “natural” transition. It begins with a weak instability in the laminar bound‐
ary layer, as was described years ago by Tollmien and Schlichting [6], next proceeds through 
various stages of amplified instability to fully turbulent flow. The second type of transition is 
the “bypass”” transition, defined by Morkovin [84]. Bypass transition is caused by high lev‐
els of disturbances in the external flow (such as free‐stream turbulence) and can completely 
bypass “natural transition.” The third type of transition is the so called “separated‐flow” 
transition. It exists in a separated laminar boundary layer and may or may not reveals some 
instabilities of the Tollmien‐Schlichting type.

As it is related to the “bypass” transition, some researchers presumed that it could appear as 
an instantaneous turbulent breakdown with zero length of transitional flow. However, the 
bypass transition does not always exclude instability processes. Only the long region of two‐
dimensional wave amplification preceding the appearance of three‐dimensional disturbances 
(spanwise periodicity) in low turbulence flow is bypassed, as clarified in detail in [63, 66]. 
In more detail, during the phase of the so‐called “bypass transition,” not all specific laminar 
breakdown processes would be recognized. Separated‐flow transition occurs when a laminar 
boundary layer separates and transitions in the free shear layer, above the already formed 
bubble. Transition due to separated flow could develop at the leading edge and close to the 
place where minimum pressure on the suction surface sides is formed. This type of transition 
is extremely harmful for low pressure turbines and leads to early separation of the bound‐
ary layer. There is another type of transition, reverse transition, which is known as “relami‐
narization.” Relaminarization is possible to appear at places where a previously turbulent or 
transitional region is affected by strong favorable pressure gradients, and as a result of that, 
it transfers to laminar again. Depending on the profile section geometry and the flow regime, 
near the leading edge, laminar flow followed by a wake‐induced or shock‐induced transition 
could be visualized. Last described phenomenon could be replaced by a relaminarization with 
subsequent transition to turbulence, occurring at multiple locations simultaneously [63].

The phenomenon of “separated‐flow transition” could arise after the so‐called boundary 
layer trip wires as a result of laminar separation under strong adverse pressure gradients. 
Thus, the flow can reattach as turbulent, forming laminar separation/turbulent‐reattachment 
“bubble”, on the surface under consideration. In gas turbine stages, the transition of separated 
flow could be seen in the so‐called overspeed region close to the leading edge of the profile, 
over the convex or concave side, or both, and near the place where minimum pressure on 
the convex side is observed. What will be the bubble size depends on the transition process 
within the free shear layer and may involve all of the stages for a natural transition type. For 
bubbles with bigger size and characterized by low free‐stream turbulence levels, flow in the 
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bubble is dominantly laminar and instabilities could be observed [67]. Big bubbles, along the 
blade surfaces, produce losses and act as a prerequisite to exit flow angles deviation. Small 
bubble configurations are an effective way to increase the turbulence levels and can possibly 
control the blade aerodynamics [63].

Speaking about transition and its effects on the entire flow field, it is necessary to mention that 
flow passing through a turbine stage is essentially turbulent and unsteady. The nonstationary 
pulsations are obtained as a result from the stator‐rotor interaction, mainly. Periodic phenome‐
non, caused by stator‐rotor interaction effects, excites both the flow, passing over blade surfaces, 
and boundary layer characteristics [63]. This results in an increased production of the so‐called 
turbulent spots and shifts the location of laminar‐turbulent transition in the upstream direction. 
This laminar‐turbulent transition phenomenon is known as “wake‐induced transition” [65].

Figure 4, a picture of possible boundary layer development over surfaces of high pressure 
blade is shown, see [65]. On the suction side, it is usually expected that in the downstream 
direction of the initial laminar part, a boundary layer will transfer to turbulent (2) in Figure 4. 
The size of the transition zone is related to the place where transition phenomenon could be 
observed ‐ in upstream direction or downstream direction of the place of minimum pressure. 
In the upstream direction, the zone of transition is expected to comprehend bigger area. If a 
laminar separation bubble occurs in the front part of the suction side (1), then the presence of 
high pressure gradients will force the boundary layer to develop as laminar again in down‐
stream direction; forward transition will take place [63]. The reverse transition may appear on 
the suction surface [67–69]. In the case of research on film‐cooled gas turbine blades, the tran‐
sition is expected to appear at the places where cooling jets are injected in the main flow [63]. 
In downstream, a reverse transition process also could be recognized. This fact could affect 
the heat transfer distribution over surfaces of film‐cooled blades. On the profile pressure side 
‐ if a separation bubble occurs, the reattached turbulent boundary layer may become again 
laminar like, (2) in Figure 4. In the case of lack of separation bubble, a forward transition zone, 
followed by a reverse one, in the rear part of the profile, could be observed, (1) in Figure 4.

Figure 4. Boundary layer development on high pressure turbine blades [65].
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In high pressure turbines, the effect of transition on losses is usually small, because the aero‐
dynamic losses are mainly related to the turbulent flow development after the moment of 
transition. In low pressure turbines, the flow in interblade channels is characterized by low 
Re. Especially for gas turbines, as part of aircraft engines, the operating Reynolds numbers 
are low at high altitudes to begin with and a further decrease can cause separation before 
transition.

In regions where expansion occurs, the fluid is highly accelerated and the boundary layer has 
small thickness due to the favorable pressure gradients.

At high Reynolds numbers, transition occurs far in the upstream direction, flow is mainly 
turbulent over the profile. Near the trailing edge, in function of the blade profile geometry, the 
boundary layer will separate forced by turbulent levels. When Re number decreases, turbu‐
lent separation disappears and transition (the “bypass transition”) moves in the downstream 
direction; at that moment losses are minimal. If Re number decreases more, laminar separa‐
tion ahead of the transition region could appear. In the case of no separation, the bubble is 
small enough so that the flow could reattach to the blade surface. In this case, aerodynamical 
losses are slightly higher than the previously described case. For lower Reynolds numbers the 
increase of laminar shear layer and transition length, until reattachment, before the trailing 
edge, is no longer possible and thus a complete separation occurs, Figure 5.

3.2. What transition depends on?

In general, the turbulence Reynolds number (Reθt) increases with increase in acceleration or 
with decrease in the free‐stream turbulence levels. The effect of acceleration is significant for 
low turbulence levels. However, for turbulence levels found in gas turbine stages, it has a 
negligible value. In the case of high turbulence levels, the transition onset is controlled by the 
free‐stream turbulence [65].

Figure 5. Transition on a low‐pressure turbine airfoil at various Reynolds number.

Turbulence Modelling Approaches - Current State, Development Prospects, Applications156



In high pressure turbines, the effect of transition on losses is usually small, because the aero‐
dynamic losses are mainly related to the turbulent flow development after the moment of 
transition. In low pressure turbines, the flow in interblade channels is characterized by low 
Re. Especially for gas turbines, as part of aircraft engines, the operating Reynolds numbers 
are low at high altitudes to begin with and a further decrease can cause separation before 
transition.

In regions where expansion occurs, the fluid is highly accelerated and the boundary layer has 
small thickness due to the favorable pressure gradients.

At high Reynolds numbers, transition occurs far in the upstream direction, flow is mainly 
turbulent over the profile. Near the trailing edge, in function of the blade profile geometry, the 
boundary layer will separate forced by turbulent levels. When Re number decreases, turbu‐
lent separation disappears and transition (the “bypass transition”) moves in the downstream 
direction; at that moment losses are minimal. If Re number decreases more, laminar separa‐
tion ahead of the transition region could appear. In the case of no separation, the bubble is 
small enough so that the flow could reattach to the blade surface. In this case, aerodynamical 
losses are slightly higher than the previously described case. For lower Reynolds numbers the 
increase of laminar shear layer and transition length, until reattachment, before the trailing 
edge, is no longer possible and thus a complete separation occurs, Figure 5.

3.2. What transition depends on?

In general, the turbulence Reynolds number (Reθt) increases with increase in acceleration or 
with decrease in the free‐stream turbulence levels. The effect of acceleration is significant for 
low turbulence levels. However, for turbulence levels found in gas turbine stages, it has a 
negligible value. In the case of high turbulence levels, the transition onset is controlled by the 
free‐stream turbulence [65].

Figure 5. Transition on a low‐pressure turbine airfoil at various Reynolds number.

Turbulence Modelling Approaches - Current State, Development Prospects, Applications156

For accelerating flows, length of transition is variable for thermal and momentum boundary 
layers [70, 71].

The local point where boundary layer can separate is not in a close relation to the levels of 
free‐stream turbulence. In the case of observed increase in levels of free‐stream turbulence, 
the separation bubble size decreases and turbulent transition point moves in upstream in 
regard to the flow direction. The separation bubble decreases with increase of the Reynolds 
number [72]. At high free‐stream turbulence intensity, the streak structures can be observed 
in the upstream direction and are related to the place of boundary layer separation, showing 
that bypass transition of an attached boundary layer can be realized at the high Reynolds 
number. In the case of low free‐stream turbulence intensity, velocity fluctuations are seen 
within the shear layer of the separation bubble.

The roughness over streamed surfaces is nonuniform and characterized by significant varia‐
tions in streamwise and spanwise directions [73, 74]. Modifications in the behavior of the 
boundary layer due to the presence of definite values of surface roughness can decrease the 
aerodynamic efficiency [75–77] and can also increase the heat transfer [78–80]). Levels of heat 
transfer may also be affected by changes in material properties or in the case of eroded or 
broken protective coatings.

The effect of geometry curvature and/or streamlines curvature on the transition was studied 
and described in [81, 82]. In [81], it was found that a laminar boundary layer formed over a 
concave surface becomes unstable as a result of acting centrifugal forces, three‐dimensional 
disturbances and streamwise vortices presented in the boundary layer. Liepmann in [82] 
showed that transition on a convex surface is only slightly delayed, but can occur earlier over 
the concave surface.

The increase in transition Reynolds number is caused by the Görtler vortices, which can 
increase velocity gradients near the wall and thus can delay the transition. For highly 
curved surfaces, this effect dominates that one caused by turbulence. A concave curvature 
can decrease or can increase the transition The Reynolds number depends on the turbulence 
intensity and the curvature.

Heating or cooling can seriously affect boundary layer transition at low free‐stream turbu‐
lence. Heat transfer through a laminar boundary layer formed over the concave blade sur‐
face is influenced both by Taylor‐Görtler vortices and the main flow turbulence levels [83]. 
Transition occurs when these factors surpass the tendency of boundary layer to remain 
laminar in the presence of higher pressure gradients. If spot production is not affected 
by the heat transfer, at high free‐stream turbulence intensities, transition would not be 
observed.

Film cooling affects the boundary layer formed on the streamed surfaces of gas turbine blades. 
At places where cooling fluid is injected, holes are usually much larger than the boundary 
layer thickness, thus the injection of coolant through these holes disrupts the flow close to the 
surfaces and provides higher turbulence levels within the downstream developing boundary 
layer [63]. Therefore, it may be said that film cooling effect is to “trip” a laminar boundary 
layer and initiates transition to turbulence.
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In the case of acceleration, sufficient to cause reverse transition in the downstream direction 
of the injection, the heat transfer intensity approaches that for laminar flow [69]. This implies 
that even though injection can initiate transition, a subsequent strong acceleration can cause 
the flow to become laminar again. Such a situation is common for film‐cooled blades of first 
gas turbine stages. Heat transfer measurements on a stator vane, presented in [85, 86], indi‐
cated that the behavior of the boundary layer transition along the suction side of the vane 
showed dependency to the film‐cooling injection place.

4. Numerical modeling of turbulence in turbine stages

Many numerical and experimental research works have been performed, and various codes 
and approaches have been developed and applied, for the purposes of modeling and research 
of origin and mechanisms of laminar‐turbulent transition and how it exerts the fluid dynamics 
in turbine stages. However, the phenomenon in turbomachinery flows is not well understood. 
Transition modeling still limits the performance of nowadays CFD codes, and problems in 
estimation of the transition onset and extension of the transition affect the efficiency by sev‐
eral percent and the component life by more than an order of magnitude [87, 88]. Transition 
as a phenomenon and its understanding is of huge importance to arrive to appropriate design 
of blade geometry and increased aerodynamic performance.

A brief history of development of turbulence models dates back more than 140 years ago and 
is shown in [89].

Many of existing turbulence models are applied for modeling and research of turbulence 
effects in turbine stages. The performances of standard k – ε model, RNG k – ε model, realiz‐
able k – ε model, SST k – ω model, and LRR Reynolds stress transport models for the pur‐
poses of research on the convective heat transfer, during slot jet impingement over flat and 
concave cylindrical surfaces, were evaluated against available experimental data [90, 91]). 
Near‐wall models such as equilibrium wall function and two‐layer enhanced wall treatment 
were applied to the boundary layer to obtain physically correct results. When the impinge‐
ment surface is within the potential core of the jet, applied models overpredict the Nusselt 
number in the impingement region, and at the same time, Nu is not very correct in the wall 
jet region. The RNG k – ε model, applied together with the enhanced wall treatment, also the 
SST k – ω model, gives better Nusselt number distribution in comparison with other models 
for flat plate and concave surface impingement cases. However, mean velocity profiles are 
not well predicted by the SST k – ω model for the concave surface impingement case. Results 
for velocity profiles, obtained with RNG k – ε model, agree very well with the experiment. 
The Reynolds stress model could not give better prediction, compared to other eddy viscosity 
models [91].

In [58, 90], performance of various turbulence models to predict the convective heat transfer 
for slot jets impinged on flat and concave surfaces was under consideration. The outcomes 
as a result of application of more specific model are found very accurate in the case of an 
impingement surface placed outside of the jet core. In the case of surface placed inside the jet 
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core, results obtained for Nu demonstrated larger discrepancies and variation in the impinge‐
ment region, as their models overpredicted the Nu in that region. However, prediction of 
values for Nu is fairly accurate in the wall jet region.

Other interesting numerical studies on rib‐roughened channels are related to measurements 
and simulations with standard k – Ɛ and nonlinear k – Ɛ turbulence models [92].

The predicted Nusselt number depends on the selected turbulence model. An improvement 
in the predicted Nusselt number was found when comparing the LES with a standard k – Ɛ 
turbulence model [93].

The standard k – Ɛ and RNG k – Ɛ models can accurately predict streaming over an impinge‐
ment surface [94].

As a result of the numerical modeling and analysis on turbulent flow field and heat transfer 
in 3D ribbed ducts, it is found that heat transfer predictions obtained using the v2– f cannot 
cover well the experimental data for the 3D ribbed duct. On the wall of the duct where ribs 
exist, predicted heat transfer agrees well with the experimental data for all configurations, 
heat transfer predictions on the smooth‐side wall do not cover well the experimental data. It is 
mainly due to the presence of strong secondary flow structures which might not be properly 
simulated with turbulence models based on eddy viscosity.

The standard k – Ɛ turbulence model with wall functions cannot predict very well heat 
transfer, due to the presence of large separation regions in the flow field [95]. In [96], it was 
found that the k – Ɛ model can give only reasonable qualitative agreement with the experi‐
mental data. The application of standard k – Ɛ model to complex 3D problems is computa‐
tionally expensive and leads to wrong results [97, 98]. Application of two‐layer k – Ɛ with 
the effective viscosity model gives bad predictions for heat transfer in rotating ribbed pas‐
sages [99]. Computations with low‐Re models could give good heat transfer predictions by 
introducing a differential version of the Yap length scale correction term [100].

Since low‐Re models cannot correctly capture the separation and reattachment that takes 
place between ribs, v2 – f and Spalart‐Allmaras (S‐A) were taken under consideration in many 
research works. The v2 – f turbulence model was successfully applied to separated flow in 
[100], to 3D boundary layers [101], impinging jets, [102, 103] and prediction of flow character‐
istics and heat transfer in 3D duct with ribs and in model configuration, resembling the tip of 
an axial turbine blade [104].

The model of Spalart and Allmaras [105] was proven to be robust and accurate in aerody‐
namic applications [106].

As discussed before, the phenomenon of transition is very complicated and depends on many 
parameters, such as free‐stream turbulence, roughness, curvature, heat transfer and film cool‐
ing, among others, and needs specific mathematical models and turbulence closures for the 
purposes of its research and analysis.

Due to the strong accelerations and decelerations of flow in turbine cascades, the local value 
of free‐stream turbulence, at the location of boundary layer transition onset, may significantly 
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vary from first to the last turbine stage. Currently applied transition onset correlations involve 
data from many scientists, who have adopted different approaches to define the free‐stream 
turbulence values.

Laminar separation bubbles can result from laminar separation followed by sufficiently early 
transition in the separated shear layer and subsequent turbulent reattachment. Errors in pre‐
dicting the length of these bubbles will lead to failures in the blade design and wrong solu‐
tions. Early attempts at describing bubble development and separation, see [107, 108], were 
based on semi‐empirical models. In those models, constant pressure for the region of the 
separated laminar shear layer, instantaneous transition, and linear variations in free‐stream 
velocities during the phase of turbulent reattachment was assumed. An integral boundary 
layer computation procedure was applied, the location of the transition onset was found with 
correlations for separated laminar layer, in function of the momentum thickness and Re.

Flows with transition and separation phenomena could be modeled with application of con‐
temporary models for accurate description of all aerodynamic effects, which are expected to be 
observed, together with innovative and very correct transition model. Modeling of bubble dynam‐
ics is important for the purposes of research and prediction of separated flows with transition [63].

In [109–113] various predictive techniques were described in detail in the area of turbulence in 
turbines and stressed on the need for application of improved and correct transition modeling.

In the literature, many papers discuss experiments and their outcomes related to turbine 
blades. Mostly, they present research in more global aspect, a small number of experiments 
provide detailed results useful for turbulence modeling. This is related to the fact that it is 
very difficult to obtain sufficiently thick boundary layers to perform detailed measurements 
on the suction and pressure sides. Many results are obtained after modeling and measure‐
ments related to research on a flat plate with a pressure gradient, imposed by the external 
wall [70, 114, 115] for negative pressure gradients; also, after application of Görtler vortex on 
the concave plate [116]. Results for the streaming effects of blade convex side, are shown in 
[12]. Studies in [117] discuss results of measurements on the suction surface of blade under 
conditions of very low Reynolds number.

There are mainly two approaches used to model bypass transition in industry [65]. The first is 
to apply low‐Reynolds number turbulence models in which wall‐damping functions imple‐
mented into the turbulent transport equations were applied to obtain the moment when 
boundary layer transition will occur [129, 130]. Research activities have proved that this 
approach cannot predict very well the influence of various factors, such as pressure gradients, 
free‐stream turbulence, and wall roughness to predict the transition onset [131]. Damping 
functions, optimized to damp the turbulence in the viscous sublayer, cannot give reliable pre‐
diction of the transition when subjected different and complicated processes [132].

The second approach is application of experimental correlations related to the free‐stream 
turbulence intensity and to the transition Reynolds number, with included boundary layer 
momentum thickness [65, 118]. The last approach is proved as accurate, but very challeng‐
ing, ‐ actual momentum‐thickness, Reynolds numbers must be compared with their critical 
values, obtained from correlations, included into the mathematical model, applied for the 
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purposes to arrive to physically correct numerical solution. There are additional difficulties 
related to application of unstructured mesh, not well‐defined boundary layer, and various 
approaches to attain numerical solution [64].

5. An example of modeling of turbine stage with twisted rotor blade with 
three different turbulence models

The main target of this research in which geometry modeling, numerical set‐up, and conver‐
gence problem solution are described in detail in [119, 120] is to define the flow parameters 
distribution in a 3D turbine stage with twisted rotor blade. For the purposes of the turbulence 
modeling, the standard k – ε turbulence model, RNG k – ε, standard k – ε, for the case of 
research on radial gap, and RSM (Reynolds stress model) models are applied, in regard to the 
flow conditions.

The Reynolds stress model (RSM) is applicable for modeling effects of additional vortices, 
found in flow and shear stress effects over fluid particles [122].

The standard k – ε model gives quite good values, especially for the turbulent kinetic energy, 
in the core flow see [119, 121, 122]. In [123], results show that the advantage of using the RSM 
in regions of flow separation; however, the main flow features were still good enough, cap‐
tured by the k – ε model.

The RNG model gives the highest prediction of lift and maximal lift angle [124, 127].

The k – ε turbulence models are appropriate for flows characterized by high adverse pressure 
and intensive separation. This model allows for a more accurate near wall treatment with an 
automatic switch from wall function to low‐Reynolds number formulation, based on grid 
spacing see [125–128].

In the current study, it is found that depending on the specific flow feature, under consider‐
ation, different turbulence model have to be applied.

Qualitative results are shown in Figure 6–Figure 9.

Figure 6 shows velocity field distribution in the case of rotating rotor blade and activated the 
standard k – ε turbulence model.

Figure 7 presents vorticity magnitude values, in radial direction, for the turbine stage under 
consideration.

Numerical results for pressure distribution, in the case of applied standard k – ε model, are 
shown in Figure 8.

Figure 9 visualized vortices, in radial direction, due to difference between the pressure field 
values for hub and shroud sections in the turbine stage, in the case of applied Reynolds stress 
model (RSM). The area occupied by this vortex is bigger than the one formed in the case of 
standard k – ε turbulence model, Figure 7.

On Turbulence and its Effects on Aerodynamics of Flow through Turbine Stages
http://dx.doi.org/10.5772/intechopen.68205

161



Figure 7. Vorticity magnitude values in control sections, in radial direction.

Figure 6. Flow velocity field distribution in control sections, in radial direction.
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Figure 8. Static pressure distribution ‐ by control sections (a), for the turbine blade (b) in the case of rotating rotor blade.
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The outcomes of the performed research are as follows:

• The RNG model is acceptable to study both the shear stress and streamlines curvature 
effects. It presents vortices formed at the trailing edge and also provides results for aerody‐
namic features at the leading edge.

• In the case of applied RSM model, a relative decrease of 1.308% for turbine stage efficiency 
is observed. This is a result of taking into account of all pulsations and vortex structures 
near the wall regions, boundary layer separation, viscosity, and compressibility effects.

• The RNG k – ε turbulence model leads to increased values for turbulent intensity and less 
turbulent viscosity. This is a prerequisite for decrease of the left‐hand side term values 
in the momentum equations, furthermore causes relative increase of stage efficiency with 
0.147%, in a comparison with the case of implemented RSM turbulence model.

6. Conclusion

On the basis of previously performed numerical and experimental works by many research‐
ers and by the author, transition onset, and turbulence origin, their effects and impact on 
efficiency, flow parameters distribution, and possible blades design. Various modeling tech‐
niques, turbulence models and their application are discussed to obtain physically correct 
prediction of turbulence effects in flow past turbine blades. Various turbulence features, and 
fluid dynamics specifics, streaming of blades and their efficiency performance are discussed.

Figure 9. Vorticity magnitude values by control sections, in radial direction.
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The chapter presents contemporary approaches to turbulence modeling and the adequacy of 
turbulence models to obtain flow characteristics, also.

This work could be very helpful for engineers working on prediction of transition onset, tur‐
bulence effects and their impact on the overall turbine performance. Moreover, it could be a 
basis for future research works related to innovative models and advanced numerical tech‐
niques to turbulence modeling and analysis.
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Abstract

Turbulence modelling is a major issue, affecting the precision of current numerical sim-
ulations, particularly for reacting flows. The RANS (Reynolds-averaged Navier-Stokes)
modelling of turbulence is necessary in the development of advanced combustion sys-
tems in the foreseeable future. Therefore, it is important to understand advantages and
limitations of these models. In this chapter, six widely used RANS turbulence models
are discussed and validated against a comprehensive experimental database from a
model combustor. The results indicate that all six models can catch the flow features;
however, various degrees of agreement with the experimental data are found. The
Reynolds stress model (RSM) gives the best performance, and the Rk-ε model can
provide similar predictions as those from the RSM. The Reynolds analogy used in
almost all turbulent reacting flow simulations is also assessed in this chapter and vali-
dated against the experimental data. It is found that the turbulent Prandtl/Schmidt
number has a significant effect on the temperature field in the combustor. In contrast,
its effect on the velocity field is insignificant in the range considered (0.2–0.85). For the
present configuration and operating conditions, the optimal turbulent Prandtl/Schmidt
number is 0.5, lower than the traditionally used value of 0.6–0.85.

Keywords: turbulence modelling, RANS, momentum and scalar modelling, combustor

1. Introduction

Turbulence is one of the principal unsolved problems in physics today [1] and its modelling is
one of the major issues that affect the precision of current numerical simulations in engineering
applications, particularly for reacting flows. Turbulence is characterized by irregularity or
randomness, diffusion, vortices and viscous dissipation, and involves a wide range of time and
length scales. Despite the rapid development of computing power, large eddy simulations are
limited to benchmark cases with relatively simple geometries, while direct numerical simula-
tions of turbulent flows remain practical only at low Reynolds numbers [2–4]. It is particularly

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



true for turbulent reacting flows. Even without turbulence, combustion is a complicated
process and can consist of hundreds of species and thousands of element reactions, where
numerical difficulties occur [5]. Consequently, it is necessary to utilize turbulence models for
the development of advanced combustion systems in the foreseeable future.

Much effort has been made to the development of turbulence modelling in the last six decades.
Advances focused on constant density flows have been reviewed or described by a number of
researchers [6–8] and brought up to date for the second momentum closure in reacting
flows [9]. Various algebraic, one- and two-equation turbulence models were systematically
evaluated [2, 3] against a number of well-documented non-reacting flows, including free-
shear, boundary-layer and separated flows. Some guidelines regarding applications of these
models were provided. Recently, six eddy-viscosity and two variants of Reynolds stress turbu-
lence models were used to study the flow field around a ship hull [10]. It was found that the
two Reynolds stress models were able to reproduce all the salient features and the predicted
Reynolds stresses and turbulence kinetic energy were in good agreement with the experimen-
tal results. Despite the considerable progresse in turbulence modelling, no universal turbulence
model is available for all flows at the current time. Therefore, it is important to understand
advantages and shortcomings of these models and select the best one for defined engineering
problems.

In contrast to turbulence momentum transfer modelling, studies on turbulence scalar transfer
modelling are limited, but are of great engineering interest. From the 1970s (CFD pioneer
work) up to present, in almost all turbulent reacting flow simulations, the Reynolds analogy
concept has been used to model turbulence scalar transfers (mixture fraction, species and
energy or temperature). In this approach, the turbulent Prandtl (Prt) and Schmidt (Sct) num-
bers are used to link the turbulence scalar transfers to the momentum transfer that is calculated
by a selected turbulence model. The main advantage of this approach is that the turbulence
scalar transfers can be effectively computed from the modelled momentum transfer without
solving a full-second moment closure for both momentum and scalar transportations.

The Reynolds analogy concept was first postulated over a century ago on the similarity bet-
ween wall shear and heat flux in boundary layers [11]. This original hypothesis has been
considerably amended and applied to general 3D (three-dimensional) turbulent heat and
species transfers [12, 13]. Recently, its applications to high-Mach-number boundary layers [14],
turbine flows [15] and film cooling [16] have been studied.

In most turbulent reacting or mixing flow simulations, it has become a common practice to set
Prt ¼ Sct [17]. Traditionally, a constant value of Prt ¼ Sct ¼ 0.6–0.85 has been used in jet and
gas turbine flows [18–21], and these values are consistent with numerous measurements
performed in the 1930s–1980s [12, 13]. However, low Prt and Sct numbers from 0.20 to 0.5
have been used by a large number of authors for simulating gas turbine combustors. Effort was
made to validate a two-dimensional finite difference code against a number of isothermal and
reacting flow measurements [22], and a value of Prt ¼ Sct ¼ 0.5 was recommended for recir-
culation zone simulations. The numerical results of five RQL (rich burn, quick quench and lean
burn) low-emission combustor designs were calibrated against CARS (coherent anti-Stokes
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Raman spectroscopy) temperature measurements, and good agreement was found by using
Prt ¼ Sct ¼ 0.2 [23]. An entire combustor from the compressor diffuser exit to the turbine inlet
was successfully studied, and a low value of 0.25 was used for Prt and Sct since it consistently
demonstrated better agreement with the fuel/air mixing results [24]. Moreover, the turbulence
scalar mixing of a gaseous jet issued into a cross airflow was investigated, and in comparison
with the available experimental data, Prt ¼ Sct ¼ 0.2 was recommended [25]. The above
examples suggest that for reacting flow modelling, the scalar transfer modelling or Reynolds
analogy has to be investigated.

Although there are a large number of publications on numerical simulations of practical
combustion systems [for example, 20–24, 26–29], systematic assessment and validation of
turbulence models in combustor flow fields against well-defined comprehensive experimental
results are rare.

This chapter focuses on most widely used turbulence models in practical engineering, that is
RANS (Reynolds-averaged Navier-Stokes) models, including the Reynolds stress model
(RSM), a second moment closure and five popular two-equation eddy-viscosity models, the
standard k-ε, renormalization group (RNG) k-ε, realizable k-ε (Rk-ε), standard k-ω and shear-
stress transport (SST) k-ω model. The contents are based on the author’s experience and
publications accumulated over many years on turbulent reacting flow studies, related to gas
turbine combustion systems [30–36].

A benchmark case, a model combustor, is used as technology demonstration. Although the
model combustor geometry is simple, the complex phenomena, such as jet flows, wall bound-
ary layers, shear layers, flow separations and reattachments, as well as recirculation zones, are
involved, which are fundamental features in practical combustion systems. In addition,
because the model combustor geometry is much simpler than practical combustors, its bound-
ary conditions can be well defined. More importantly, a comprehensive experimental database
is available, and then the assessment of the above issues is appropriate.

In the following sections, firstly, the governing equations, turbulence models and Reynolds
analogy are discussed and then the other physical models and experimental measurements are
briefly described, followed by the benchmark results. Finally, a few conclusions are highlighted.

2. Governing equations, turbulence models and Reynolds analogy

2.1. Governing equations

The first-moment Favre-averaged conservation equations for mass, momentum, species, mix-
ture fraction and total enthalpy may be expressed in a coordinate-free form as [37–39]

∇ � ðρ ~VÞ ¼ 0 ð1Þ

∇ � ðρ ~V ~VÞ ¼ �∇ pþ ∇ � T� ∇ � ðρ v00v00 Þ ð2Þ
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∇ � ðρ ~V ~YÞ ¼ ∇ � ðρDi∇~YiÞ � ∇ � ðρ v00Y00
iÞ þ ωi ð3Þ

∇ � ðρ ~V~f Þ ¼ ∇ � ðρD∇~f Þ � ∇ � ðρ v00f 00 Þ ð4Þ

∇ � ðρ ~V~hÞ ¼ ∇ � μ
P r

∇~h
� �

� ∇ � ðρ v00h00 Þ þ Sh ð5Þ

where ~V stands for the mean velocity vector, ρ represents the mean density, v00 is the

fluctuation velocity vector, T ¼ μ½∇~V þ ð∇~VÞT � � 2
3μ∇ � ~V I represents the viscous stress

tensor with I a unit tensor and µ molecular viscosity, Yi stands for the mass fraction of
the ith species, f denotes the mixture fraction, p is the pressure, h stands for the total

enthalpy, ρ v00v00 is the Reynolds stresses and D and Pr are molecular diffusivity and
Prandtl number, respectively. Note that in all equations, the symbols with straight
overbars are time-averaged variables, and the symbols with curly overbars stand for
Favre-averaged variables.

The source terms in Eqs. (2)–(5) should be modelled or determined in order to close these
equations. A combustion model is chosen to compute the species source term, ωi in Eq. (3). In
Eq. (5), the energy source term, SH contains radiation heat transfer and viscous heating.

Turbulence momentum transfer or Reynolds stresses, ρ v00v00 , in Eq. (2) are calculated by a

selected turbulence model, whilst turbulence scalar transfers in Eqs. (3)–(5), ρ v00Y00 , ρ v00f 00 and

ρ v00h00 are computed by means of Reynolds analogy. That is

�∇ � ρ v00φ00 ffi ∇ � μt

Γt
∇~φ

� �
ð6Þ

where φ stands for species, mixture fraction or enthalpy, µt is the turbulence viscosity that is
computed from the chosen turbulence model and Γt represents the turbulence Prandtl (Prt) or
Schmidt (Sct) number. Note that in Eq. (6), the turbulence scalar transfer coefficients, µt/Гt, are
simply the products of the turbulence momentum transfer coefficient (µt) and 1/Гt.

2.2. Turbulence models

The main features of these turbulence models are outlined here, and detailed description and
formation of each model can be found in the references mentioned below. The Boussinesq
hypothesis is utilized to model Reynolds stresses for the five two-equation eddy-viscosity
turbulence models,

�ρ ui}uj} ¼ μt
∂Ui

∂xj
þ ∂Uj

∂xi

� �
� 2
3
δij μt

∂Uk

∂xk
þ ρ k

� �
ð7Þ

Using this approach, the turbulence viscosity, µt, for high Reynolds number flows is given by
the expression for the standard k-ε, RNG, Rk-ε models,
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μt ¼
ρ Cμk2

ε
ð8Þ

where Cµ is a constant and the values of turbulence kinetic energy, k, and dissipation rate, ε,
are calculated from a pair of transport differential equations. The detailed description of the
standard k-ε turbulence model is given in Ref. [40], which represents a pioneer work in turbu-
lence modelling.

The RNG turbulence model is originated from a re-normalization group theory [41]. The major
difference between the standard k-ε and RNG models is that the coefficient of the destruction
term in the turbulence dissipation rate equation is not a constant, but a function of flow mean
strain rate and turbulence parameters of k and ε. Moreover, an analytical formula to account
for variations of turbulent Prandtl and Schmidt numbers for the energy and species equations
is provided. These modifications have made this model more responsive to the effects of strain
rate and streamline curvature than the standard k-ε model. Using this model, good agreement
between the numerical and experimental results is observed for the isothermal flow over a
backward facing step [41].

The main improvement of the Rk-ε turbulence model is that Reynolds stresses comply with
physics. That is, turbulence normal stresses always remain positive and shear stresses obey
Schwarz inequality [42]. In addition, instead of a constant, Cµ in Eq. (8) is a function of the
turbulence parameters and mean strain and rotation rates. The turbulence dissipation rate
equation is obtained from the dynamic equation of the mean-square vorticity fluctuation
at high Reynolds numbers. Some advantages have been observed with this model for flows
with separations and recirculation zones, as well as jet spread rates over the standard k-ε
model [42, 43].

The details of the standard k-ω and SSTmodels are given in Refs. [2, 3, 44]. The corresponding
turbulence viscosity for high Reynolds number flows is obtained by the following two expres-
sions, respectively,

μt ¼
ρ k
ω

ð9Þ

μt ¼
ρk
ω

1

max 1,
SF
aω

� � ð10Þ

In Eqs. (9) and (10), a pair of transportation differential equations is used to obtain turbulence
kinetic energy, k, and specific dissipation rate, ω; F equals zero in the free-shear layer and one
in the near-wall region; ‘a' is a constant and S stands for the strain rate magnitude.

For the above two-equation models, the linear relationship of Reynolds stresses with mean strain
rate and isotropic eddy viscosity is presumed, as implied in Eqs. (7)–(10). For turbulent flow
simulations with the RSM, a transportation differential equation is solved for each Reynolds
stress component in the flow field. Therefore, it is expected that this second-moment closure
model is more ‘applicable’ than the two-equation, eddy-viscosity models. To convert Reynolds
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stress equations into a closed set of equations, unknown terms must be modelled by mean flow
variables and/or Reynolds stresses [45].

2.3. Reynolds analogy

By reducing the three-dimensional conservation equations (2)–(5) to two-dimensional steady
boundary flows and neglecting the streamwise pressure gradient, molecular viscous terms and
source terms, Eqs. (11) and (12) are obtained and the rationale and limitation of Reynolds
analogy can be revealed.

ρ~u
∂~u
∂x

þ ρ~v
∂~u
∂y

≈
∂
∂y

μt
∂~u
∂y

� �
ð11Þ

ρ~u
∂~φ
∂x

þ ρ~v
∂~φ
∂y

≈
∂
∂y

μt

Γt
∂~φ
∂y

 !
ð12Þ

In Eqs. (11) and (12), the turbulence viscosity concept is applied to both streamwise momen-
tum and scalar transfers. With Гt ¼ 1, the two equations become identical. That is, under
appropriate boundary conditions, the solution of all these flow parameters can be obtained
from a single-partial differential equation or the momentum and scalar fields are similar. For
wall boundary flows, the original form of Reynolds analogy can be deduced [15],

2St
cf

¼ ðh=ρ Cp U∞Þ
ðτw=ρ U2

∞Þ
≈ 1 ð13Þ

where cf ¼ τw=ð0:5ρU2
∞Þ represents the wall friction coefficient, and St ¼ h=ðρCpU∞Þ denotes

the Stanton number. From Eq. (13), the turbulence heat transfer coefficient can be calculated
from the measured pressure loss owing to friction in the flow.

The above analysis suggests that the Reynolds analogy method can be used to adequately
calculate turbulence scalar transfers in a boundary type of flows, such as free jets, wall
boundary layers and shear layers, where the effects of the streamwise pressure gradient,
viscous and source terms are minor. However, it should be cautious to apply it to general
complex three-dimensional flows. Its failure to disturbed turbulent boundary flows has been
reported by a number of authors [46–48].

2.4. Other physical models and numerical methods

For combustion modelling, the laminar flamelet, probability density function (PDF) and eddy-
dissipation (EDS) models were considered. The previous benchmark study on combustion
models indicated that for mixing-control dominated diffusion flames the temperature and
velocity fields could be fairly well captured by these three combustion models [33].

A major advantage of the flamelet model over the probability density function and eddy-
dissipation models is that detailed more realistic chemical kinetics can be incorporated into
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∞Þ represents the wall friction coefficient, and St ¼ h=ðρCpU∞Þ denotes

the Stanton number. From Eq. (13), the turbulence heat transfer coefficient can be calculated
from the measured pressure loss owing to friction in the flow.

The above analysis suggests that the Reynolds analogy method can be used to adequately
calculate turbulence scalar transfers in a boundary type of flows, such as free jets, wall
boundary layers and shear layers, where the effects of the streamwise pressure gradient,
viscous and source terms are minor. However, it should be cautious to apply it to general
complex three-dimensional flows. Its failure to disturbed turbulent boundary flows has been
reported by a number of authors [46–48].

2.4. Other physical models and numerical methods

For combustion modelling, the laminar flamelet, probability density function (PDF) and eddy-
dissipation (EDS) models were considered. The previous benchmark study on combustion
models indicated that for mixing-control dominated diffusion flames the temperature and
velocity fields could be fairly well captured by these three combustion models [33].

A major advantage of the flamelet model over the probability density function and eddy-
dissipation models is that detailed more realistic chemical kinetics can be incorporated into
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turbulent reacting flows [49]. For the present case, the propane-air chemical mechanism from
Ref. [50] was used. This mechanism was consisted of 228 element reactions, and 31 chemical
species, i.e. O2, N2, CO2, H2O, C3H8, CH4, H2, CHO, CH2O, CH2CO, CH3CO, CH3CHO, C2H,
C2H2, C2H3, C2H4, C2H5, C2H6, C3H6, O, OH, H, H2O2, HO2, CO, CH, CH2, CH3, C2HO,
N*C3H7 and I*C3H7.

The PDF combustion model is based on the mixture fraction approach with an assumption of
fast chemistry [51]. It offers some advantages over the EDS or EDS-finite-rate models and
allows intermediate (radical) species prediction, more thorough turbulence-chemistry cou-
pling and dissociation effect. Eighteen species were considered for the PDF model, including
C3H8, CO2, H2O, O2, N2, CO, HO, H, O, H2, C3H6, C2H6, C2H4, CH4, CH3, CH2, CH and C(s).
The selection of these species was based on the basic chemical kinetics and requirements for
pollutant predictions [52]. As full chemical equilibrium gave considerable errors in tempera-
ture on the rich side of hydrocarbon flames [53, 54], to avoid this, a partial equilibrium
approach was applied in the rich flame region. When the instantaneous equivalence ratio
exceeded 1.75, the combustion reaction was considered extinguished and unburned fuel
coexisted with reacted products.

The EDS model is widely accepted in diffusion flame modelling [53]. For this model, the
reaction rate is governed by turbulent mixing, or the large-eddy mixing timescale, k/ε [55]. In
the present case, the heat radiation from the hot gas mixture to the surroundings was com-
puted by the discrete ordinates model [56], where the local species mass fractions were used to
calculate the absorption coefficient of gaseous mixture in the flow. At all wall boundaries, an
enhanced wall boundary approach was utilized, where the traditional two-layer zonal model
was improved by smoothly combining the viscous sub-layer with the fully turbulent region.

The specific heat of species was calculated by polynomials as a function of temperature. For the
case of the flamelet and PDF models, the polynomials were determined from the JANAF
tables [57]; while in the case of the EDS model, the polynomials from Rose and Cooper [58] were
used, where the chemical dissociation was considered. For other thermal properties such as
molecular viscosity, thermal conductivity and diffusivity, the values of air at 900 K were used.

A segregated solver with a second-order-accuracy scheme from a commercial software, Fluent,
was used to resolve the flow fields. The results were well-converged, and the normalized residuals
of the flow variables were about or less than 10–5 for all test cases. The axial velocities monitored in
shear layers of the flow fields were unchanged for the first four digits. A LINUX cluster with eight
nodes and 64-GB RAM/node was employed to perform all numerical simulations.

3. Benchmark experimental measurements

A series of experimental measurements on a diffusion flame model combustor were carried
out at the National Research Council of Canada (NRCC). The results provided a comprehen-
sive database for the evaluation and development of various physical models, including mean
and fluctuation velocity components, mean temperature, wall temperature, radiation heat flux
through walls, as well as species concentrations [59].
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The test apparatus and model combustor are shown in Figure 1 where all dimensions are in
mm. The model combustor consists of the air and fuel inlet section, combustion chamber and
contracted exhaust section. Fuel entered the combustion chamber through the centre of the
bluff body, while air flowed into the chamber around a disc flame-holder. The combustor was
mounted on a three-axis traversing unit with a resolution of �100 µm. Fuel was commercial
grade propane, and air was from a dry air supply. Both air and fuel flow rates were regulated
by Sierra Side-Trak mass-flow controllers with 2% accuracy of the full scale (100 l/min for fuel
and 2550 l/min for air).

A 25.4-mm thick fibre blanket of Al2O3 was wrapped around the combustion chamber in order
to reduce the heat losses through the combustor walls. The optical and physical access to the
combustion chamber was through four windows. The viewing area of the windows measured
17 mm in width, 342 mm in length and 44–388 mm from the disk flame-holder in the axial
direction. Interchangeable sets of stainless steel and fused silica windows were used, the
former for physical probing with gas sampling probes, radiometers and thermocouples, and
the latter for optical probing with a laser Doppler anemometer (LDA).

Both two- and three-component LDA systems operating in a back-scattering mode were used
to measure flow velocities. The restricted optical access in the lower section of the combustion
chamber forced the use of a single fibre head to measure axial and tangential velocities, and a

Figure 1. The test apparatus and model combustor.
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complete three-component LDA system was applied in the upper section of the chamber. An
uncoated 250-µm diameter, type ‘S’ thermocouple held by a twin-bore ceramic tube was used
to measure gas temperatures in the flow field. The wall temperatures were measured by the
thermocouples embedded in and flush with the wall. Gas sample was obtained by a sampling
probe and the species were measured using a Varian model 3400 gas chromatograph. The
measured major species were CO, CO2, H2O and C3H8. In addition, minor species fractions,
such as CH4 and C2H2, were also obtained. NOx and NO were collected through the same
probe but analysed using a Scintrix NOx analyser.

4. Application of RANS turbulence models

4.1. Computational domain and boundary conditions

The computational domain covers the entire combustor flow field from the fuel and air inlets
to the exhaust exit, as shown in Figure 2. The two-dimensional quadrilateral meshes were
generated because of the axisymmetric geometry. To resolve the recirculation region, fine grids
were created behind the flame-holder in the combustion chamber. Fine grids were also laid in
the shear layers between the fuel and air jets and recirculation region, and the gap between the
flame-holder edge and air inlet section wall as well. In the solid stainless steel wall and ceramic
blanket regions, coarse grids were generated. A number of meshes were created and tested to
check mesh independence issue. Finally, a mesh with 74,100 cells was used for most of the
simulations. The skewness in the flow-field domain was less than 0.2 and the aspect ratio was
less than 12 for 99.5% cells. Effort was made to keep the wall parameter, yþ (

ffiffiffiffiffiffiffiffiffiffiffi
τw=ρ

p
y = υ), in

the desired range of 30–60.

The air and fuel flow rates were 550 and 16.2 g/s, respectively, and the corresponding overall
equivalence ratio was 0.46. The inlet temperature for both flows was 293 K. The Reynolds
number based on the flame-holder diameter and air entry velocity was 1.9 � 105. To estimate
Reynolds stress components and turbulence dissipation or specific-dissipation rates at the
fuel and air inlets, the turbulence intensity of 10% and hydraulic diameters were specified.
The effect of the inlet turbulence intensity assignment on the flow field was examined by
comparing the simulation results from three inlet turbulence intensity settings, 2, 5 and 10%.
The effect is only observable for turbulence variables, for example, the change in turbulent
kinetic energy was seen in the fuel inlet path and a small portion at x ≈ 80 mm along the
combustor axis, with a maximum difference of 2.3%. For the mean flow variables along the
combustor axis, such as temperature and axial velocity, the deviation from the experimental
data was negligibly small.

At the upstream edges of the ceramic insulation and combustion chamber and at the inlet
section walls, the room temperature of 293 K was defined. Along the outer boundary of the
ceramic insulation, a linear temperature profile from 294 to 405 K was assigned. The tempera-
ture of the external boundary of the contract section was set to 960 K. The same temperature
was given to the downstream edge of the combustion chamber since the metal heat resistance
was much smaller than the ceramic insulation. For the downstream edge of the insulation, a
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linear temperature profile from 960 to 405 K was defined. Finally, the atmospheric pressure
was set at the combustor exit.

4.2. Velocity distributions

The predicted distributions of velocity, temperature and species inside the combustor chamber
are presented in the following sections. These results are obtained with the flamelet combus-
tion model and an optimized turbulent Prandtl/Schmidt number of 0.5 (please see Section 5).
The advantages and limitations of the six turbulence models can be found by comparing the
numerical results with the experimental data.

The numerical results of axial velocity contours and flow path lines for six turbulence models
are shown in the upper halves of six plots in Figure 3, respectively, while the experimental data
with the zero axial velocity lines specified are displayed in the lower halves. Owing to the
limited number of measured data points, no flow path lines are drawn for the experimental

Figure 2. Computational domain.
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plots. It is noted that all models can catch the main flow features or patterns in the combustion
chamber. There are two recirculation zones behind the flame-holder, i.e. a central recirculation
zone (CRZ) created by the central fuel jet flow and an annular recirculation zone (ARZ)
induced due to the annular air jet flow. The CRZ is completely buried inside the ARZ region,
which indicates that the laminar and turbulent diffusions across the ARZ are only mechanisms
for fuel transportation into the main flow field. Each recirculation zone is divided to two
regions by the zero axial velocity line, and the gas mixture moves downstream in one region
and moves upstream in the other. In addition, at the upper left corner of the combustion
chamber, another small recirculation zone is formed due to the same reason, flow passage
increases suddenly.

Various degrees of agreement with the experimental data are illustrated among the six models
for predicting the reattachment points or lengths of the ARZ and CRZ. As shown in the first
plot for the standard k-εmodel, both ARZ and CRZ lengths are considerably under-predicted.
This type of shortcoming is also pointed out by other researchers for non-reacting flow stud-
ies [60, 61]. The Rk-ε model illustrates superior performance over the standard k-ε model. It
can properly predict the ARZ length and give a moderate result for the CRZ length. The RNG
model underestimates the ARZ length slightly, but the CRZ length considerably. The results

Figure 3. Axial velocity contours and flow path lines.
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from the two k-ω models are poorer than those from the Rk-ε and RNG models. The k-ω
model underestimates the ARZ length, while overestimates the CRZ length. In terms of the
SST model, it considerably over-predicts the ARZ length though it gives a good result for
the CRZ length. The RSM model, as shown in the last plot of Figure 3, illustrates the best per-
formance, where both ARZ and CRZ lengths are satisfactorily provided.

A few parameters that may be valuable to combustion emission and stability studies can be
obtained from the above RSM results. It is found that the gas mixture flow rate re-circulated in
the ARZ is equal to 5.5% of the total inlet airflow, and the ARZ length is 1.7 times longer than
the diameter of the flame-holder.

The axial velocity profiles along the combustor axis are illustrated in Figure 4 for the six
turbulence models and compared with the experimental data. As shown in the figure, the
peak value of measured negative axial velocity is �10 m/s, located at x ≈ 80 mm. The error bars
representing 4% measurement accuracy are included in the figure. Considerable differences
are found in the upper stream region from 10 to 80 mm for the k-ε and k-ω models, and in the
downstream region from 80 to 360 mm for the k-ε and SST models. The RSM, Rk-ε and RNG
models reasonably well predict the axial velocities along the central axis. Generally, the RSM
gives the best results among the six turbulence models, which is consistent with the fact that
only the RSM can adequately calculate both recirculation zones. For the five two-equation
models, the Rk-ε illustrates better performance than the other four models.

The axial velocity profiles from x ¼ 20 to 240 mm are displayed in Figure 5 at selected seven
cross-sections. Among these sections, three pass through the recirculation zones, one nearly
cuts through the annular stagnation point and the remaining three are located further down-
stream. The features and magnitudes predicted from these models are generally close to the
experimental measurements, but considerable differences are found at x ¼ 40 – 200 mm
sections for the k-ε model, and x ≥ 160 mm downstream sections for the SST model. The best
performance at the three upstream sections is given by the SST model because it adequately

Figure 4. Axial velocities along the combustor central axis.
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Figure 5. Axial velocity profiles at cross-sections, x ¼ 20–240 mm.
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estimates the central recirculation zone, as shown in Figure 3. The results of the Rk-ε and RNG
models are close to those obtained from the RSM. The improvement of the RSM over the Rk-ε
model is observed in the regions of x ¼ 120–200 mm and R ¼ 30–40 mm.

The comparisons between the numerical and experimental results for the turbulence kinetic
energy at four cross-sections from x ¼ 60 to 240 mm are presented in Figure 6, and the
measurement accuracy of 8% is shown by error bars. Again, only the RSM provides encourag-
ing predictions at all sections. In addition, the promising results of three normal turbulence
stresses and one shear stress from the RSM model are also obtained. The numerical results
agree reasonably well with the experimental data, particularly for the shear-stress profiles.
Please see Ref. [31] for detail.

In Figure 6, the turbulence kinetic energy is considerably overestimated by the RNG model at
all sections and the k-ε model at the upstream sections. For the Rk-ε and k-ω models, except
for the k-ω model at section x ¼ 100 mm, reasonable agreement with the experimental data is
observed. The SST model fairly well predicts the turbulence kinetic energy in the central area,
and however overestimates its value away from the combustor axis. These comply again with
the above observation shown in Figure 3 that the SST model can properly calculate the CRZ,
but fails to assess the ARZ. Note that since the x ¼ 60 mm section crosses both recirculation

Figure 6. Turbulence kinetic energy profiles at cross-sections, x ¼ 60–240 mm.
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zones where the two peak regions of turbulence kinetic energy are located, it represents a
challenging task for numerical prediction. Unfortunately, none of these models can properly
capture the central peak value.

In short, in terms of velocity flow-field prediction, the RSM is superior over the five two-
equation models and in general, the Rk-ε model illustrates better performance than the other
four two-equation models.

4.3. Temperature distributions

The upper halves of Figure 7 present the temperature contour results of the six turbulence
models. The stoichiometric line of the mean mixture fraction is superimposed in each plot, and
it starts from the edge of the disk flame-holder, passes through the high-temperature region
and ends at the combustor axis. As illustrated in the figure, the flame is ignited at the down-
stream end of the flame-holder edge and propagates downstream over the annular recir-
culation zone envelope. Along the envelope, the gaseous mixture of fuel and hot gas
re-circulated from downstream mixes with the fresh air from the inlet section and the combus-
tion takes place. During the experimental testing, a carbon deposit was observed at the disk
edge of the flame-holder, which is consistent with the numerical prediction.

The comparisons of the numerical results with the experimental data in the lower halves of
Figure 7 have shown that the size and location of the high-temperature region are in good
agreement with the experimental data for the RSM and Rk-ε models, while the RSM perfor-
mance is a little better than the Rk-εmodel. As shown in the figure, the standard k-ε and RNG
models underestimate high-temperature region and the high-temperature regions are shifted
upstream. On the contrary, the k-ω and SST models considerably overestimate high-tempera-
ture region, and the high-temperature regions are shifted downstream.

Figure 8 quantitatively compares the calculated temperature profiles along the combustor
central axis with the experimental data, where the measurement error is about 5%. The
calculated trends are close to the experimental values along the combustor central axis from
50 to 350 mm. However, in the central portion, the experimental profile is almost flat, while the
predicted profiles display peak values. Overall, the better performance is given by the RSM
and Rk-ε models among the six models. The k-ε and RNG models predict higher temperature
than the experimental data in the upstream area and lower temperature in the downstream
area. On the contrary, the k-ω and SST models underestimate the temperature in the upstream
and significantly overestimate it in the downstream.

As indicated in Figures 7 and 8, the calculated temperatures are higher than the measured
values in the centre region from x ≈ 140 to 250 mm, and the maximum deviation is about 150 K.
Three reasons are anticipated. Firstly, as mentioned earlier, the temperature was measured by
thermocouples. Due to the radiation and conduction heat losses from the thermocouple, the
measurement error could be higher than 100 K at the locations where the flow velocity was
low and the gas temperature was high [62]. Secondly, the temperature probe could modify
local flow structure, thus increases local turbulent mixing and causes an increase in local temp-
erature [62]. Thirdly, the turbulence kinetic energy (Figure 6) may not be properly calculated in
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the local region, and consequently the combustion and temperature calculation could be
affected.

The temperature profiles at seven cross-sections, x¼ 52–353mm are presented in Figure 9 for the
six models. For the RSM and Rk-ε models, the predicted results agree reasonably well with the
experimental data, besides the most upstream section and the small local area near the combus-
tor wall. The RNG model illustrates the similar performance at sections from x ¼ 82 to 293 mm.

Figure 7. Temperature contours and flow path lines.

Figure 8. Temperature profiles along the combustor central axis.
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For the other threemodels, poor performance is found at upstream sections from x¼ 52 to 112mm
for the k-ε model, x ¼ 82, 232–353 mm sections for the k-ω model, and most sections for the SST
model.

Similar to the velocity predictions observed above, in general, the predicted temperature
results from the RSM and Rk-ε models fairly agree with the experimental data.

4.4. Species distributions

Figure 10 presents the CO2 mole fraction profiles at five cross-sections, from x ¼ 21 to 171 mm
for six turbulence models, and compares them with the experimental data. These results are
obtained with the flamelet combustion model (31 species) and the estimated error for species
measurements is about 5%, as shown by error bars in the figure. The five cross-sections are
chosen to show the main trends of chemical reactions, that is two passing through the central
recirculation zone, two across the annular recirculation zone and the last one after the recir-
culation region (see Figure 3).

Carbon dioxide is one final major species of propane-air combustion. The Rk-ε and RSM
predictions agree fairly well with the experimental data, except for the central region at
x ¼ 111 mm and the middle region at x ¼ 81 mm, as illustrated in Figure 10. Poor prediction

Figure 9. Temperature profiles at cross-sections, x ¼ 52–353 mm.
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is found at x ¼ 51 mm section for the k-εmodel, x ¼ 81 and 171 mm sections for the k-ωmodel
and x ¼ 171 mm section for the SST model.

Carbon monoxide, CO, is one major immediate species in hydrocarbon fuel combustion. The
CO radial profiles are represented in Figure 11, where the numerical results are compared with
the experimental data. Similar to the CO2 case, all models properly estimate the CO profile at
the most upstream section, except for the SST model showing a small bump at R ≈ 38 mm. The
RSM and Rk-ε predictions agree fairly with the experimental data at x ¼ 51 and 171 mm. It is
found that the two models over-predict the CO mole fraction in the central region, while
under-predict the CO2 at the two other sections, x ¼ 81 and 111 mm. However, the sum of
CO2 and CO of the predicted results is close to the sum of the experimental data for CO2 and
CO. This indicates that the calculated oxidization of CO at these two sections is lag behind.
Poor prediction is found again for the k-ε model at section x ¼ 51 mm, k-ω model at section
x ¼ 171 mm and SST model at sections x ¼ 111 and 171 mm.

Figure 10. CO2 profiles at cross-sections, x ¼ 21–291 mm.
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In brief, the Rk-ε and RSM results are consistent with the experimental data except for some local
regions, and better than the other models. The species predictions are encouraging in general.

The above qualitative and quantitative comparisons of velocity, temperature and species
distributions inside the combustor between the numerical results and experimental database

Figure 11. CO profiles at cross-sections, x ¼ 21–291 mm.
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clearly indicate that the RSM model, a second-moment closure, is better than the eddy-viscos-
ity models. This agrees with the findings from other authors, such as Ref. [10] for a non-
reacting flow and Ref. [27] for a reacting flow. Furthermore, the Rk-ε model illustrates better
performance than other four two-equation models. Instead of the RSM, utilization of the Rk-ε
model for practical gas turbine combustor simulations can avoid some numerical problems,
such as stability and time-consuming issues.

For the SST model, it can provide good solutions in many non-reacting flows, such as the
NACA 4412 air foil, backward-facing step and adverse pressure gradient flows [44]. However,
the model considerably overestimates the high-temperature region and annular recirculation
zone in the combustion chamber and this type of result is also found in the simulations of a
real-world gas turbine combustor [36]. Two reasons are anticipated. Firstly, the testing cases
used for model validation are isothermal or almost isothermal flows, and the considerable
thermal expansion and chemical reaction may not be adequately accounted for in the model
[3, 44]. This may justify that the features in the central recirculation zone can be appropriately
estimated by the SSTmodel, as seen from Figures 3, 5 and 6, because the temperature is low in
the central recirculation zone, as seen from Figure 7. Secondly, multiple large vortices or
recirculation regions play an important role in fuel-air mixing and combustion management
in the combustion chamber, and this type of flow is more complex than single vortex flows,
such as the backward-facing step flow. For example, in the present case, the whole central
recirculation zone is buried inside the annular recirculation zone.

5. Application of Reynolds analogy

Most of these results are obtained with the RSM turbulence model and PDF combustion
model. By comparing the numerical results with the experimental database, the Reynolds
analogy approach can be assessed and the optimized turbulence Prandtl/Schmidt number for
the combustor flow-fields can be identified.

5.1. Velocity distributions

The predicted axial velocity contours are illustrated in Figure 12 for Lt ¼ Prt ¼ Sct ¼ 0.85, 0.50
and 0.25, respectively, and compared with the experimental data. The flow patterns in the
combustion chamber are well captured in all three plots and two reattachment points or
lengths of the two recirculation zones are properly predicted.

As mentioned earlier, turbulence scalar transfers are calculated based on the modelled turbu-
lent momentum transfer, and however the former may also affect the latter since they are
coupled. As shown in Figure 12, the effect of Γt on velocity field for Γt ¼ 0.85–0.25 is minor.
For Γt ¼ 0.25, the length and volume of the annular recirculation zone are slightly reduced in
comparison with those from Γt ¼ 0.50 and 0.85.

The similar trends for the axial velocity profiles along the combustor central axis, and the axial
velocity, turbulence kinetic energy and shear-stress profiles at a number of cross-sections are
also observed [32]. These results indicate that the effect of Гt variation on the predicted velocity
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field is minor, and the predicted velocity fields agree fairly well with the experimental data for
Гt > 0.35.

5.2. Temperature distributions

The temperature contours for Гt ¼ 0.85, 0.50 and 0.25 are presented and compared with the
experimental database in Figure 13. Strong turbulent mixing makes the temperature in the
recirculation region relatively uniform. Along the envelope of the annular recirculation zone,
combustion occurs intensively. In comparison with the experimental data, for the large Гt
number of 0.85, the high-temperature region is enlarged and shifted downstream, while for
the small Гt number of 0.25, the high-temperature region is considerably reduced and shifted
upstream. The best results are observed for Гt ¼ 0.50. Generally, as Гt decreases, the turbulence
transfers of fuel into the airflow and then the chemical reaction are enhanced. As a result, the
high temperature region is smaller and shifts upstream. Figure 13 shows that the predicted
maximum temperature in the high temperature region is higher than the measured values,
which has been explained earlier.

Figure 14 illustrates the effect of Гt on the predicted flame length. In the upper plot, the stoi-

chiometric line of the mean mixture fraction (~f ¼ 0:0603) is used to signify the flame length,
and in the lower plot, the OH mole fraction contour lines are employed. The effect of Гt on the
flame volume or length is clearly observed. Both the flame volume and length are substantially
decreased as Гt decreases from 0.85 to 0.25, and the flame length reduces more than three times
from 365 to 110 mm.

The predicted temperature profiles along the combustor central axis are compared with the
experimental data in Figure 15. The limited effect of Гt is shown in the upstream region
(x < �80 mm); the predicted values for Гt ¼ 0.50 and 0.85 agree well with the measured data.

Figure 12. Axial velocity contours and flow path lines, Γt ¼ 0.85, 0.50 and 0.25.
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Conversely, the strong effect of Гt is observed in the downstream region. This is because the
fuel distribution or chemical reaction in the upstream region is mainly controlled by the size
and location of the annular recirculation zone, which is created by complex flow interactions
among the central fuel jet, annular airflow and two recirculation zones. In other words, the
flow field is dominated by convection. However, the turbulent diffusion or transfer in the
downstream region plays a major role in the fuel spreading away from the axis of symmetry,
as shown in Figure 12 where the flow path lines are almost parallel to each other. As shown in
Figure 15, Гt ¼ 0.50 gives the best results although the predicted profile shows a peak in the
middle portion, while the measurements tend to be flat.

Figure 16 presents the temperature profiles for Гt ¼ 0.85, 0.50 and 0.25 at five cross-sections
from x ¼ 52 to 233 mm. The temperature profiles become flatter or the fuel spreading becomes
faster as Гt decreases at all sections. Generally, the predicted results for Гt¼ 0.50 are close to the
measured data, except for the local regions around the combustor wall. In these near-wall
regions, the temperature is underestimated and it may indicate the under-prediction of fuel
spreading in these regions. Poor prediction is found for Гt ¼ 0.25 at sections x ¼ 82 and 233 mm,
and Гt ¼ 0.85 at section x ¼ 52 mm. The effect of Гt is strong at all five sections.

Figure 13. Temperature contours, Гt ¼ 0.85, 0.50, 0.25.

Figure 14. Variation of predicted flame length with Гt.
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5.3. Wall temperature distribution

Variation of combustor wall temperature with Гt is shown in Figure 17, and the numerical
results are evaluated against the experimental data. Unsurprisingly, the predicted wall tem-
perature increases as Гt decreases. The best agreement with the experimental data is obtained
with Гt ¼ 0.35 although the wall temperature is a little overestimated in the upstream region
and underestimated in the downstream region. Note that this Гt number is different from the
preferred value of 0.50 for the temperature prediction inside the combustor as discussed
earlier. It may indicate that instead of a constant number, varying Гt should be considered in
turbulent reacting flow simulations.

In order to thoroughly assess the Reynolds analogy issue, numerical simulations were also
carried out with the eddy-dissipation (EDS) and laminar flamelet combustion models. A large
amount of numerical results and figures were generated, with a Гt increment of 0.05 or even
0.01. The trends and magnitudes of velocity, turbulence kinetic energy, Reynolds stresses and
temperature distributions are similar to those obtained from the PDF combustion model.
Although the results are not presented in this chapter, the optimized Гt numbers are given in
Table 1 for the purpose of comparison.

As shown in the above results, the optimal Гt number for the temperature prediction inside the
combustor is 0.50 for all three combustion models. This number is different from 0.20 [23] and
0.25 [24] for gas turbine combustor studies, and 0.20 for a cross-jet flow simulation [25]. How-
ever, it is the same as recommended by Syed and Sturgess [22] for recirculation zone simulations.

Two important facts are revealed from the above all examples. Firstly, the Гt number optimized
is smaller than the conventionally accepted value of 0.6–0.85. Secondly, most likely the

Figure 15. Temperature profiles along the combustor central axis.
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combustor configuration and possibly the operating conditions affect the optimal value of Гt.
Therefore, a priori optimization of Гt is preferred in order to confidently predict temperature
and species distributions inside combustors.

These observationsmay be attributed to the following reasons. Firstly, theoretically, Eqs. (11)–(13)
are only valid for boundary layer flows, where the streamwise pressure gradient, viscous and
source terms can be neglected. Certainly, its application to complex turbulent reacting flows is
questionable. Secondly, the experimental numbers of Гt (�0.7) aremeasured from fully developed
boundary or pipe flows [12, 13, 63], which are quite different from practical three-dimensional

Figure 16. Temperature profiles at sections x ¼ 52–233 mm.
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turbulent reacting flows. In terms of the relative strength between the turbulencemomentum and
scalar transfers for the numerical methods andmodels used today, a low value of Гt is true, and it
may change with flow configurations.

Thirdly, the gradient-type diffusion assumption used in Eqs. (11)–(13) has been questioned by
a large number of researchers, in particular for turbulent energy and heat transfer. As pointed
out in Ref. [12], to adequately model turbulence scalar transfers, not only the gradient-based
diffusion from small-scale turbulence, but also the convection effect from large-scale turbulent
motion should be taken into consideration. This may imply that the gradient-based diffusion
method is appropriate for turbulent boundary flows, but it may not be proper for complex
flows, such as practical combustion systems.

As a summary, the Reynolds analogy approach has been applied to general three-dimensional
flow-field simulations from the 1970s. In order to accurately predict the turbulence scalar
transfers without a prior optimization, the improvement of the current approach is necessary,
and new ideas should be considered.

Figure 17. Temperature profiles along the combustor wall.

Flamelet PDF EDS

T in chamber 0.50 0.50 0.50

T at wall 0.40 0.35 0.5

Table 1. Optimal Prandtl/Schmidt number.
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6. Conclusions

Turbulence modelling is one of major issues, which affects the precision of current numerical
simulations in engineering applications, particularly for reacting flows. To systematically
study and validate various physical models, a series of experimental measurements have been
carried out at the National Research Council of Canada on a model combustor, and a compre-
hensive database has been obtained. The combustor simulations with the interior and exterior
conjugate heat transfers have been carried out with six turbulence models, i.e. the standard k-ε,
re-normalization group k-ε, realizable k-ε, standard k-ω, shear-stress transport (SST) and
Reynolds stress models. The laminar flamelet, PDF and EDS combustion models and the
discrete ordinate radiation model as well are also used.

All six turbulence models can capture the flow features or patterns; however, for the quantita-
tive predictions of velocity, temperature and species fields, different levels of performance are
revealed. The RSMmodel gives the best performance, and it is the only one that can accurately
predict the lengths of both recirculation zones and offer reasonable prediction on the turbu-
lence kinetic energy distribution in the combustor. In addition, the performance of the Rk-ε
model is better than other four two-equation models, and it can give similar results as those
from the RSM under the present configuration and operating conditions.

The effect of the turbulent Prandtl/Schmidt number on the flow field of the model combustor
has also been numerically studied. In this chapter, some of the results obtained with turbulent
Prandtl/Schmidt number varying from 0.85 to 0.25 have been presented and discussed. It has a
strong effect on the temperature fields, particularly downstream in the combustor. This is also
true for the temperature profile along the combustor wall. On the contrary, its effect on the
velocity field is limited.

For all three combustion models, the optimal Гt is 0.5 for temperature prediction in the
combustor, while for predicting temperature at the combustor wall the optimal value alters
from 0.35 to 0.50. With Гt ¼ 0.50, except for some local regions, the velocity, temperature and
major species fields in the combustor are fairly well simulated.

As a final point, considering the foundation and shortcoming of the Reynolds analogy, to
accurately predict temperature and species distributions in turbulent reacting flow fields
without an optimization of turbulent Prt and Sct numbers, the Reynolds analogy approach
should be enhanced and new ideas should be considered.
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Abstract

An alternative formulation for the low wind speed-meandering autocorrelation function
is presented. Employing distinct theoretical criteria, this mathematical formulation,
from a physical point of view, is validated. This expression for the meandering autocor-
relation function reproduces well-observed wind-meandering data measured in a
micrometeorological site located in a pampa ecosystem area (South Brazil). The compar-
ison shows that the alternative relation for the meandering autocorrelation function is
suitable to provide meandering characteristic parameters. Employing MacLaurin’s
series expansion of a lateral dispersion parameter that represents cases in which turbu-
lence and oscillatory movements associated to the meandering events coexist, a new
formulation for the turbulence/meandering dissipation rate has been presented.

Keywords: wind meandering, meandering autocorrelation function, physical and
mathematical criteria, turbulent energy spectrum, meandering period

1. Introduction

The autocorrelation function is a physical quantity important both for diffusion investigation
and to provide basic relations concerning the turbulence processes in the planetary boundary
layer (PBL). The employment of autocorrelation functions derived from observed data for
distinct movement patterns in the PBL allows to evaluate relevant quantities used to under-
stand complex phenomena in geophysical flow. Therefore, the utilization of the autocorrelation
function in the Taylor statistical diffusion theory provides directly the dispersion parameters

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



and also formulations for the turbulence dissipation rate, which are utilized, respectively, in
Eulerian (Gaussian diffusion plume) and Lagrangian dispersion models.

Simulating turbulent diffusion and species scalar and vector transport in low wind speed
situations is a challenging problem. For conditions, in which the mean wind speed tends to
be negligible [1], it is very difficult to identify a defined mean wind direction. In this case,
large-scale motions, such as submeso motions, control, in a dominate manner, the atmospheric
contaminant dispersion [2]. These large horizontal wind oscillations are called meandering
and are responsible for the fact that measured autocorrelation functions of the horizontal wind
velocity components show a looping behavior, characterized by the presence of negative lobes
[3]. This looping pattern with the presence of negative lobes in autocorrelation functions,
which characterize the meandering observed phenomenon, can be well reproduced by partic-
ular mathematical formulations. With this good fit, it is possible to estimate the principal
physical variables that specify the meandering flow [4, 5].

Recently, Moor et al. [6] proposed to utilize a new mathematical formulation to fit the observed
low wind speed-meandering autocorrelation functions. This functional form for the horizontal
wind velocity components u and v may be written as follows:

RðτÞ ¼
cos mτ

ðm2þ1ÞTL

� �

1þ τ
ðm2þ1ÞTL

� �2 ð1Þ

where τ is the time lag, TL is the decorrelation time scale, and m is the loop parameter. The
mathematical formulation, as provided by Eq. (1), is composed of the product of the binomial
function (describing the autocorrelation function for the turbulent degrees of freedom [7]) by
the cosine (describing the influence of the submeso motions in the autocorrelation function [8]).
Therefore, this formulation presents a heuristical flexibility that allows describing the observed
characteristics of the atmospheric multiple-scale interaction. Eq. (1) can also be written in a
distinct way, namely

RðτÞ ¼ cosðqτÞ
ð1þ pτÞ2 ð2Þ

with

p ¼ 1
ðm2 þ 1ÞTL

ð3Þ

and

q ¼ m
ðm2 þ 1ÞTL

ð4Þ

q and p are hybrid relations described in terms of the turbulent (TL) and meandering parame-
ters (m) and are originated from the Frenkiel autocorrelation function [9]. Furthermore, a
meandering characteristic time scale (meandering period) can be represented as
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T� ¼ 2π
q

ð5Þ

and will be calculated by

T� ¼ 2π ðm2 þ 1ÞTL

m
ð6Þ

The purpose of this study is to verify that the expression given by Eq. (1) fills the mathematical
and physical requirements that must be fulfilled by an autocorrelation function. An additional
aim is to employ the best-fitting curves, obtained from Eq. (1), to calculate the loop parameter
and the meandering characteristic time scale. The present investigation also provides a new
relation for the turbulence/meandering dissipation rate.

2. Discussion of the physical and mathematical criteria to the
autocorrelation function

In this part of the chapter, we use four established criteria [10] to validate the autocorrelation
function, as given by the mathematical formulation described in Eq. (1). Therefore, these
criteria are applied to stationary and homogeneous turbulence, which are mathematical
descriptions of respective physical requirements for the validation of the autocorrelation func-
tion applied to the studies of turbulence. Eq. (1) is described in terms of a parameter m, which
indicates the intensity of the meandering phenomena. This parameter is responsible to intro-
duce variations in the usual results that are those normally expected in the classical forms that
represent the autocorrelation functions. In sequence, the four criteria are discussed in detail as
follows:

(I) R(τ) is an even function, and it has the following properties:

a. |R(τ)| ≤ = R(0), it is limited in the origin and its maximum value 1 occurs in τ = 0. This
fact agrees with the theoretical consideration presented in [11, 12]. The authors sug-
gest that R must osculate the theoretical parabolic form of R in the origin (τ ≈ 0).

b. The next property takes into account the qualitative behavior to large values of
autocorrelation time. In this case, R(τ) ! 0 when |τ| ! ∞. In Eq. (1), this consider-

ation results of confront theorem applied in jRðjτjÞj ≤ ð1þ pjτjÞ�2;

c. To define the integral time scale, it is necessary to calculate the integral
ð∞
0
RðτÞdτ,

namely the integral must be convergent. Thus,
ð∞
0
RðτÞdτ ≤

����
ð∞
0
RðτÞdτ

���� ≤
ð∞
0

��RðτÞ��dτ ¼ 1
p
¼ ðm2 þ 1ÞTL ð7Þ

is a finite value.
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(II) RðτÞ∈C0ðRÞ, wherever the smoothness is not valid in τ because the lateral derivatives in
origin are not defined. This fact yields the angular functional form of the autocorrelation
function to τ = 0, and its physical implication is that this autocorrelation function is not
suitable to investigate the viscous microstructure of turbulence [13]. Therefore, to practi-
cal applications, where the hypothesis of fully developed turbulence is admitted (Re≫ 0),
the validity of this criteria is not relevant by the fact that the energy-containing and the
characteristics scales of eddies in this region are not relevant in the scalar diffusion
process.

(III) As already mentioned, the integral time scale TL is well defined and its value is obtained

as
ð∞
0
RðτÞdτ. Here, it is necessary to make some considerations:

- the integral resolution is1

ð∞
0

cos ðqτÞ
ð1þ pτÞ2 dτ ¼ ð1þm2ÞTL 1�m sinðmÞCiðmÞ � cos ðmÞ SiðmÞ � π

2

� �� �h i

¼ ð1� βmÞð1þm2ÞTL

ð8Þ

- to m = 0, the result obtained is TL, in agreement with [7] and attends the given interpre-
tation of [10] to these criteria, and, following [14], this result is expected because the
argument of the autocorrelation function has dimensions of length inverse and after
integration recovers dimensions of integral scale;

- but to m 6¼ 0. There is the factor (1 � βm), which goes to zero when m goes to infinity.
This fact tells us that it does not have significant correlation to large values of m;

Therefore, using the above considerations, this result suggests the following interpreta-
tion: the case m = 0 will establish the autocorrelation time TL to a fully developed
turbulence hypothesis. On the other hand, when m 6¼ 0, the time scale will be propor-
tional to TL by the following correction factor (1 � βm) yielding

TLm ¼ ð1� βmÞð1þm2ÞTL ð9Þ

(IV) To validate these criteria, basically, we must verify the following relation [15]:

EðωÞ ¼ 2〈u2〉
π

ð∞
0
RðτÞcos ðωτÞdτ ≈ω�2 ð10Þ

1Ci(m) is the cosine integral function and Si(m) is the sine integral function.
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In this case, applying the Fourier transform in Eq. (1) results

EðωÞ
〈u2〉TL

¼ ðm2 þ 1Þ
π

2� A cos ðAÞ π
2
� SiðAÞ

� �
þ sin ðAÞCiðAÞ

h in

�B cos ðBÞ π
2
� SiðBÞ

� �
þ sin ðBÞCiðBÞ

h io ð11Þ

with A ¼ ðm2 þ 1ÞðωTLÞ þm and B ¼ ðm2 þ 1ÞðωTLÞ �m:

Eq. (11) does not express the form ω�2, explicitly, but this behavior is founded in its
graphic representation (see Figure 1).

The present analysis, based on mathematical and physical criteria extensively discussed in
the literature, showed that the meandering autocorrelation function, as given by Eq. (1), can
be employed to investigate the physical patterns associated to the meandering multiple-
scale flow.

3. Reproducing observed meandering autocorrelation functions

In this part of the study, we use meandering data observed in a low wind speed PBL to
calculate the experimental autocorrelation functions. These experimental meandering autocor-
relation functions were obtained from the following relation:

Figure 1. Turbulent energy spectrum from the autocorrelation functions (Eq. (1)) for distinct values of the m parameter.
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RðτÞ ¼ 〈uðtÞuðtþ τÞ〉
〈u2〉

ð12Þ

where 〈u2〉 ¼ σ2u is the variance of the velocity. These observed functions are fitted by Eq. (1).
Therefore, Eq. (1) is evaluated as a mathematical representation to reproduce the observed
negative lobes in the meandering autocorrelation functions and utilized to calculate the loop
parameter and the meandering period.

The low wind speed data were collected at the Federal University of Santa Maria (Rio Grande
do Sul, Brazil) meteorological site. The wind velocity components were sampled at a frequency
of 10 Hz by a sonic anemometer installed at a height of 3 m located in a pampa ecosystem area.

Figures 2 and 3 establish the comparison among the autocorrelation function obtained from
the low wind speed data set (continuous line) and the correspondent best fit (dashed line)

Figure 2. Autocorrelation function for the horizontal wind-velocity component u.
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provided from Eq. (1). These figures were calculated from 1-h time series presenting the mean
horizontal speed ðu ¼ 0:96 ms�1Þ. They show that the autocorrelation function, provided by
the mathematical formulation (Eq. (1)), represents fairly well the observed form of the
meandering autocorrelation functions including their negative lobes. This oscillatory behavior,
generating negative lobes in the autocorrelation functions, calls attention for the presence of
multiple scales in the horizontal wind-meandering flow. The action of the submeso [8] and
turbulent scale motions provoke, for short-time intervals, large variations in the horizontal
wind direction.

Employing Eqs. (3)–(5) and a best-fit curve condition, it is possible to calculate, respectively,
the magnitudes for the looping parameter and meandering period (a complete discussion
about this development can be seen in [1]). These values are presented in Table 1.

Figure 3. Autocorrelation function for the horizontal wind-velocity component v.
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The magnitudes for mu and mv in Table 1 agree very well with the results obtained by Moor
et al. [6] that employed wind-meandering data which were collected in a nocturnal stable PBL
in a Brazilian Amazon Large Scale Biosphere-Atmosphere Project. The meandering periods T�

u

and T�
v in Table 1 present similar magnitudes with the mean values found by [4]. The charac-

teristic values of the meandering phenomenon are exhibited in Table 1, which can be used in
Eqs. (6) and (9) to obtain the new turbulent scales, yielding TL,mu ≈ 70 s and TL,mv ≈ 62 s. These
magnitudes of TL,m are in agreement with the results estimated by Moor et al. [6].

4. Turbulence/meandering dissipation rate

The lateral dissipation parameter σy is a statistical quantity fundamental for the dispersion
modeling and for the derivation of turbulence/meandering dissipation rate functional form
[16, 17]. From the Taylor statistical diffusion theory, this relevant parameter may be described as

σ2yðtÞ ¼ 2σ2v

ðt
0
ðt� τÞRvðτÞdτ ð13Þ

where σv is the standard deviation of the turbulent lateral velocity.

Taylor [18] considered an exponential form for the autocorrelation function and first derived
an expression for σ2y

σ2yðtÞ ¼ 2σ2vT
2
Lv

t
TLv

� 1þ e
�t
TLv

� �
ð14Þ

where t is the travel time of the fluid particle, TLv is the lateral Lagrangian integral time scale
(defined in Criteria III).

Tennekes [16] used Eq. (14) and inertial subrange similarity arguments [15, 12] to derive the
following fundamental expression for the turbulence dissipation rate ε:

ε ¼ 2
C0

σ2v
TLv

ð15Þ

where C0 is the Kolmogorov constant.

Following the above development and employing the autocorrelation function as given by
Eq. (1) into Eq. (13) yields

T�
uðsÞ T�

vðsÞ mu mv

1337 1337 5.2 4.2

Table 1. Meandering period and loop parameter values for the u and v components.
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For t ≪ TLv, MacLaurin’s series expansions of the meandering and turbulent dissipation
parameter (Eq. (16)) can be approximated by

σ2yðtÞ ¼ σ2vt
2 � 2pσ2v

3
t3 ð17Þ

The confrontation of Eq. (17) with the Taylor statistical diffusion theory (Eq. (13)), for disper-
sion periods that are very smaller than the Lagrangian integral time scale, demonstrates that
the negative expression in Eq. (17) represents a term that reduces the hybrid dispersion
parameter. This negative contribution results in the suppression of a number of degrees of
freedom of the turbulent field associated to the high-frequency harmonics [17]. As a conse-

quence, it is reasonable to relate the term 2pσ2v
3 t3 to the Kolmogorov spectrum high-frequency

eddies. This comparison was accomplished by [16] employing the Lagrangian structure func-
tion, the Lagrangian autocorrelation function, and the inertial subrange Lagrangian turbulent
spectrum. Tenneke’s derivation provides the following relationship for the lateral dispersion
parameter in terms of inertial subrange quantities:

σ2yðtÞ ¼ σ2vt
2 � C0ε

6
t3 ð18Þ

The comparison of Eq. (17) with Eq. (18) leads to the following fundamental relation:

ε ¼ 4
ðm2 þ 1Þ

σ2v
C0TLv

ð19Þ

The new expression, as given by Eq. (19), maintains the basic argument that turbulent motion
is dissipated at a rate proportional to the kinetic energy and inversely proportional to the
memory effect associated to the energy-containing eddies. Therefore, Eq. (19) is described in
terms of the looping parameter m. Such a parameter, associated to the meandering phenome-
non, becomes the new dissipation rate distinct of those applied to the purely turbulent cases.
The looping parameter m determines the magnitudes of the dissipation rate. Hence, the
dissipation rate increases when the turbulence is dominant. On the other hand, the dissipation
rate decreases when submeso motions, associated to the meandering phenomenon, control the
geophysical flow.
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5. Conclusion

In this study, a mathematical relation to represent observed meandering autocorrelation func-
tions, derived from the heuristic arguments, is tested and validated using well-known mathe-
matical and physical criteria. Therefore, it is employed to describe experimental wind-
meandering data. From this approach and utilizing best-fitting curves, it was possible to
obtain characteristic values for the loop parameter and the meandering period. These quanti-
ties, which characterize the wind-meandering phenomenon, are shown in Table 1.

An important aspect in the present development has been the derivation of Eq. (11) which
represents a theoretical formulation to model observed wind-meandering spectral data. Thus,
Eq. (8) is able to describe the effect of the submeso and turbulent scales and hence allow to
identify the low frequencies associated to the meandering spectral peaks.

Another relevant result is provided by Eq. (19). Therefore, this expression is able to evaluate
dissipation rates generated from complex flows. Complex flows, such as meandering motions,
are those in which there are interactions between distinct circulations characterized by move-
ments presenting different spatial and time scales. As a consequence, Eq. (19) allows to
describe this atmospheric phenomenon type.
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Appendix A

In this appendix, the general criteria to validate mathematical formulation for the autocorrela-
tion function are presented. These criteria are a summary of physical and mathematical
requirements applied in the statistical treatment of the turbulence founded in the classical
literature [10, 13].

In particular, Manomaiphiboon and Russell [10] presented four criteria for the validation of the
ACF to homogeneous and stationary turbulence, as follows:

(I) R(τ) is limited at origin (neighborhood of origin) jRðτÞj ≤ 1 ¼ Rð0Þ. Besides, limjτj!∞RðτÞ
¼ 0 and

ð∞
0
jRðτÞjdτ < ∞.

In fact, the generic form of the autocorrelation function is given by the Eq. (12)

following R(0) = 1, which indicates that the maximum correlation is τ = 0 and, conse-
quently to any other correlation time, is given by |R(τ)| ≤ 1.
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On the other hand, the condition that
ð∞
0
jRðτÞjdτ must be finite will permit to obtain the

Lagrangian integral scale time, which will be defined in Criteria III.

(II) R(τ) is smooth in τ. At origin dRðτÞ
dτ

���
τ¼0

¼ 0 and d2RðτÞ
dτ2

���
τ¼0

< 0.

The mathematical properties described by Criteria II result of the Taylor series expansion
of R(τ) in the neighborhood of origin (τ ≈ 0),

RðτÞ ¼
X∞
n¼0

dnRðτÞ
dτn

����
τ¼0

τn

n!
: ð20Þ

Due to the parity of R(τ) (stationary turbulence), the odd-order derivatives are null, in

particular, dRðτÞdτ jτ¼0 ¼ 0. Therefore, from Eq. (20), it results as follows:

RðτÞ ¼ 1þ 1
2
d2RðτÞ
dτ2

����
τ¼0

τ2 þOðτ4Þ ð21Þ

and, consequently, 1
2
d2RðτÞ
dτ2

jτ¼0 < 0. The test of the second derivative in an interval cen-

tered at the origin (τ ≈ 0) ensures a representation of R(τ) by quadratic polynomial and, at
τ = 0, agrees with the first criteria.

Following [12], to introduce a time scale τL, which contains temporal values close to the
origin, the Taylor’s autocorrelation function can be approximated by

RðτÞ ≈ 1� τ2

τ2L
ð22Þ

meaning an osculating parabola R(τ) at origin. This expression defines the time scale τL
by the relation

1
τ2L

¼ � 1
2
d2RðτÞ
dτ2

����
τ¼0

: ð23Þ

(III) The Lagrangian integral time scale given by TL ¼
ð∞
0
RðτÞdτ is limited and well defined.

It is a direct consequence of Criteria I.

(IV) FromWiener-Khintchin theorem [19], the R(τ) and E(ω) are expressed by a pair of Fourier
cosine transform:

RðτÞ ¼ 1
〈u2〉

ð∞

0

EðωÞcos ðωτÞdω ð24Þ
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and

EðωÞ ¼ 2〈u2〉
π

ð∞

0

RðτÞcos ðωτÞdτ ð25Þ

where ω is the turbulent frequency.

According to the inertial subinterval theory (K41) [20], E(ω) can be expressed by
EðωÞ ¼ κEω�2 ∝ ω�2, to 1≪ωTL ≪ TL

τη
, where κ is the dimensional universal constant, E is

the average rate of turbulent energy dissipation, and τη is the Kolmogorov time scale.
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Abstract

Underwater optical wireless communications (UOWC) have gained a considerable interest
during the last years as an alternative means for broadband inexpensive submarine com-
munications. UOWC present numerous similarities compared to free space optical (FSO)
communications or laser satellite links mainly due to the fact that they employ optical
wavelengths to transfer secure information between dedicated point-to-point links. By using
suitable wavelengths, high data rates can be attained. Some recent works showed that
broadband links can be achieved over moderate ranges. Transmissions of several Mbps
have been realized in laboratory experiments by employing a simulated aquatic medium
with scattering characteristics similar to oceanic waters. It was also demonstrated that
UOWC networks are feasible to operate at high data rates for medium distances up to a
hundred meters. However, it is not currently available as an industrial product and
mainly test-bed measurements in water test tanks have been reported so far. Therefore,
extensive research is expected in the near future, which is necessary in order to further
reveal the “hidden” abilities of optical spectrum to transfer broadband signals at higher
distances. The present work summarizes the recent advances in channel modeling and
system analysis and design in the area of UOWC.

Keywords: underwater optical wireless communications (UOWC), channel modeling,
propagation phenomena, oceanic turbulence, experimental studies

1. Introduction

The present work summarizes the recent advances in channel modeling and system analysis
and design in the area of underwater optical wireless communications (UOWC). UOWC have

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



gained a considerable interest during the last years as an alternative means for broadband
inexpensive submarine communications.

The technology that is mostly used nowadays among divers, ships, etc. is mainly based on
acoustic wave transmission. However, it is restricted to several hundreds of kbps at ranges of a
few kilometers, supports slow data rates, and distresses marine mammals such as dolphins
and whales. On the other hand, traditional electromagnetic (EM) waves are highly attenuated
in water due to both absorption and scattering. Therefore, they can be used only for relatively
short-range real-time applications in the order of a few centimeters to a few meters.

EM waves in the visible spectrum, for example, optical signals between 400 and 700nm,
propagate faster in water than acoustic ones. However, the optical transmitters and receivers
must be located at a short distance, since turbulence and multiscattering effects significantly
deteriorate the performance. Chromatic dispersion also causes temporal broadening of the
optical pulses. In contrast to the above impairments, seawater shows a decreased absorption
in the blue/green region of the visible spectrum. Hence, using suitable wavelengths, high data
rates can be attained. Moreover, some recent works showed that broadband links can be
achieved over moderate ranges. Transmissions of several Mbps have been realized in labora-
tory experiments by employing a simulated aquatic medium with scattering characteristics
similar to oceanic waters. It was also demonstrated that UOWC networks are feasible to
operate at high data rates for medium distances up to a hundred meters.

UOWC present numerous similarities compared to free space optical (FSO) communications
or laser satellite links mainly due to the fact that they employ optical wavelengths to transfer
secure information between dedicated point-to-point links. It constitutes an alternate and
effective transmission technique for underwater communications, instead of the traditional
acoustic one. However, it is not currently available as an industrial product and mainly test-
bed measurements in water test tanks have been reported so far. Therefore, extensive research
is expected in the near future which is necessary in order to further reveal the “hidden”
abilities of optical spectrum to transfer broadband signals at higher distances.

In the current chapter, we outline the main characteristics of UOWC channel models based on
theoretical and experimental results, the phenomena limiting their performance, and the key
research trials reported so far for this novel branch of optical wireless systems. A brief review
of acoustic and EM communication techniques is also presented, which helps the readers
better understand the different ways UOWC operates.

2. Wave transmission in the aquatic medium

2.1. Acoustic waves

Until today, underwater transmission is attained by employing acoustic waves. This technol-
ogy supports, relatively, low data rates for medium distances and does not ensure the link
security. Furthermore, the information signal delay is quite increased. It is a legacy technology,
and even it works at long distances, it can only establish low speed transmissions. Therefore, it

Turbulence Modelling Approaches - Current State, Development Prospects, Applications220



gained a considerable interest during the last years as an alternative means for broadband
inexpensive submarine communications.

The technology that is mostly used nowadays among divers, ships, etc. is mainly based on
acoustic wave transmission. However, it is restricted to several hundreds of kbps at ranges of a
few kilometers, supports slow data rates, and distresses marine mammals such as dolphins
and whales. On the other hand, traditional electromagnetic (EM) waves are highly attenuated
in water due to both absorption and scattering. Therefore, they can be used only for relatively
short-range real-time applications in the order of a few centimeters to a few meters.

EM waves in the visible spectrum, for example, optical signals between 400 and 700nm,
propagate faster in water than acoustic ones. However, the optical transmitters and receivers
must be located at a short distance, since turbulence and multiscattering effects significantly
deteriorate the performance. Chromatic dispersion also causes temporal broadening of the
optical pulses. In contrast to the above impairments, seawater shows a decreased absorption
in the blue/green region of the visible spectrum. Hence, using suitable wavelengths, high data
rates can be attained. Moreover, some recent works showed that broadband links can be
achieved over moderate ranges. Transmissions of several Mbps have been realized in labora-
tory experiments by employing a simulated aquatic medium with scattering characteristics
similar to oceanic waters. It was also demonstrated that UOWC networks are feasible to
operate at high data rates for medium distances up to a hundred meters.

UOWC present numerous similarities compared to free space optical (FSO) communications
or laser satellite links mainly due to the fact that they employ optical wavelengths to transfer
secure information between dedicated point-to-point links. It constitutes an alternate and
effective transmission technique for underwater communications, instead of the traditional
acoustic one. However, it is not currently available as an industrial product and mainly test-
bed measurements in water test tanks have been reported so far. Therefore, extensive research
is expected in the near future which is necessary in order to further reveal the “hidden”
abilities of optical spectrum to transfer broadband signals at higher distances.

In the current chapter, we outline the main characteristics of UOWC channel models based on
theoretical and experimental results, the phenomena limiting their performance, and the key
research trials reported so far for this novel branch of optical wireless systems. A brief review
of acoustic and EM communication techniques is also presented, which helps the readers
better understand the different ways UOWC operates.

2. Wave transmission in the aquatic medium

2.1. Acoustic waves

Until today, underwater transmission is attained by employing acoustic waves. This technol-
ogy supports, relatively, low data rates for medium distances and does not ensure the link
security. Furthermore, the information signal delay is quite increased. It is a legacy technology,
and even it works at long distances, it can only establish low speed transmissions. Therefore, it

Turbulence Modelling Approaches - Current State, Development Prospects, Applications220

is inappropriate for broadband transmission driven by the current and ongoing communica-
tion demands.

Although sound travels decently through air, it travels much better through water. The speed
of sound in clear air is 340m/s, which is almost four times smaller than the speed of sound in
water, which is 1500m/s. However, it is much smaller than the speed of light and EM waves.

The speed at which sound travels through water is highly dependent on the temperature,
pressure, and salinity of the water. While the sound waves travel through water, the energy is
absorbed by the aquatic medium and can be transformed to other forms, such as heat [1].
Roughly speaking, the main impairments of underwater acoustic transmission are presented
in the sequel.

Path Loss: The attenuation or path loss in an underwater channel is frequency dependent and
expressed as [2]

Aðl, f Þ ¼ lkαðf Þl ð1Þ

where l is the distance between the transmitter and the receiver, f is the frequency of the signal,
k is the propagation constant with values usually between 1 and 2, and a(f) is the absorption
coefficient, which depends on frequency. The cause for the frequency dependence is the energy
absorption of the pressure waves and the spreading loss that increases by the distance. The
seawater absorption coefficient is expressed by the sum of chemical relaxation processes and
absorption from pure water [3]

α ¼ Α1Ρ1f 1f
2

f 21 þ f 2
þ Α2Ρ2f 2f

2

f 22 þ f 2
þ A3P3f 2 ð2Þ

where f1 and f2 are for the relaxation process in boric acid and magnesium sulfate parameters,
P1 and P2 are parameters for pressure, and A1, A2, and A3 are constants.

Multipath: The multipath propagation is a common problem for underwater acoustic links
and causes the acoustic signals to reach the receiver following different multiple paths. In
general, reflected waves from the bottom, from the surface, or from other objects are received
from the transmitter. Moreover, sound speed variations with depth create wave refraction
[4, 5]. As a result, the receiver detects more than one pulses with a different amplitude phase
and instant of arrival [6]. An efficient expression for the channel impulse response is the
following [7]

cðτ, tÞ ¼
X
P

APðtÞδðτ� τpðtÞÞ ð3Þ

where APðtÞ is the path amplitude and τpðtÞ is the path delay, both time dependent.

The transmission range, the depth, the geometry of the channel, the frequency, and the sound
speed profile are the main factors that create multipath effects. As a result, horizontal channels
(according to the direction of the wave with respect of the ocean bottom) exhibit longer
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multipath spreads, whereas vertical channels have little time dispersion [8]. Multipath propa-
gation can severely deteriorate the acoustic signal as it generates intersymbol interference
(ISI) [9].

Noise: Noise is created by machines which are in use or by shipping activities usually in high
traffic areas. Another kind of noise is ambient noise, which is mostly related to hydrodynamics
caused by the movement of water from one place to another like currents or tides. Weather
effects on the sea like winds, rains, storms, atmospheric turbulence, thermal noise, seismic, and
biological phenomena can also induce noise [2, 8]. The primary sources of noise in shallow
waters seem to be created by ships and snapping shrimps [10].

Doppler spread: Doppler frequency spread is caused by the relative motion between the
transmitter and the receiver. ISI is also related to Doppler spread mostly in high data rate
transmissions where adjacent symbols interfere at the receiver. The Doppler effect can be
estimated by the ratio a¼Ur/c where Ur is the relative velocity between the transmitter and
the receiver, and c is the signal propagation speed. The Doppler factor is about a¼10�4 due to
the relatively low frequency of the acoustic signals inside water (1500m/s) [2, 8, 11].

Even at short ranges, the acoustic channel is limited to low data rates under Mbps. For
medium ranges (1–10km), the data rate drops to approximately 10kbps, and eventually at
very long ranges (>100km), the data rate is less than 1kbps [9, 12, 13]. Therefore, the acoustic
wave transmission cannot satisfy the needs of new demanding technologies because of the
inability to achieve high data rate communications in real-time operation.

2.2. EM waves

EM waves in the RF band can be used in order to achieve faster wireless transmission. They are
also unaffected by temperature and depth. Attenuation is the main effect of water in all EMwaves,
due to both absorption and scattering. EM wave behavior in freshwater and seawater is quite
different and that is due to the fact that sea water is a high-loss medium. Propagation velocity and
the absorptive loss of EM waves can be described as functions of carrier frequency [14, 15].

EM waves inside water are highly frequency dependent and proportional to the square root of
frequency. This is the main reason for using low frequencies VLF and ELF. VLF band consists
of radio waves between 3 and 30kHz, can achieve data rates of 300bit/s, and is able to
penetrate seawater at a depth of 20m. ELF band (3–300Hz) can penetrate seawater at depths
of hundreds of meters, something quite useful for communications between submarines.

To sum up, the main limitations of EM waves are the big antenna size needed in freshwater
and the high attenuation for seawater [16]. Available commercial products for underwater in
RF band can achieve bit rates of 100bps for a range of several decades of meters. 1–10Mbps
within 1m range has been reported, as well [17].

2.3. Optical waves

Optical wireless communications are a relatively new technology providing many serious
advantages, such as the very high rates of data transmission, secure links, very small and light

Turbulence Modelling Approaches - Current State, Development Prospects, Applications222



multipath spreads, whereas vertical channels have little time dispersion [8]. Multipath propa-
gation can severely deteriorate the acoustic signal as it generates intersymbol interference
(ISI) [9].

Noise: Noise is created by machines which are in use or by shipping activities usually in high
traffic areas. Another kind of noise is ambient noise, which is mostly related to hydrodynamics
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the absorptive loss of EM waves can be described as functions of carrier frequency [14, 15].

EM waves inside water are highly frequency dependent and proportional to the square root of
frequency. This is the main reason for using low frequencies VLF and ELF. VLF band consists
of radio waves between 3 and 30kHz, can achieve data rates of 300bit/s, and is able to
penetrate seawater at a depth of 20m. ELF band (3–300Hz) can penetrate seawater at depths
of hundreds of meters, something quite useful for communications between submarines.

To sum up, the main limitations of EM waves are the big antenna size needed in freshwater
and the high attenuation for seawater [16]. Available commercial products for underwater in
RF band can achieve bit rates of 100bps for a range of several decades of meters. 1–10Mbps
within 1m range has been reported, as well [17].

2.3. Optical waves

Optical wireless communications are a relatively new technology providing many serious
advantages, such as the very high rates of data transmission, secure links, very small and light
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size of the transceiver components, including apertures, low installation and operational cost,
and no need of licensing fees and tariffs, since the optical band is not included in the telecom-
munications regulations [18]. Optical wireless uses modulated optical beams in order to
establish short, medium or long communications. Unfortunately, because the propagation
medium is the free space, the performance and the reliability of these systems depend mainly
on the weather conditions between the receiver and the transmitter [19, 20].

EM waves in the visible spectrum (400–700nm) present an alternative way to provide broad-
band communications in the water. They propagate faster in water (300,000,000m/s) than the
acoustic ones (∼340m/s in air–∼1500m/s in water), which is about 200,000 times faster than
sound travels through water. That is the main reason why they have gained a considerable
interest during the last years to serve as a broadband (10–100Mbps), safe (non-interceptable),
and reliable complement to legacy acoustic underwater communications systems [6].

In general, optical signals are highly absorbed in water, and this is one of the main disadvan-
tages; the other one is the optical scattering by all the particles existing inside the sea. However,
seawater shows a decreased absorption in the blue/green region of the visible spectrum. Thus,
using suitable wavelengths, for instance in the blue/green region, high speed connections can
be attained according to the type of water (400–500nm for clear to 300–700nm for turbid water
conditions). Minimum attenuation is centered near 0.460μm in clear waters and shifts to
higher values for dirty waters approaching 0.540μm for coastal waters [21, 22].

Roughly speaking, the power received P(z), given initial power P0, propagating through a
medium of thickness z is estimated by the Beer’s Law as follows

PðzÞ ¼ P0e�cðλÞz ð4Þ

c(λ)(m�1) is the extinction coefficient expressing the total attenuation occurred by the propa-
gation through the water. According to the Haltrin’s model in Ref. [23], the total attenuation
can be described as the sum of absorption and scattering. For a completely absorbing or
completely scattering medium, the total attenuation coefficient in Eq. (4) can be replaced with
the absorption coefficient, that is, a, or scattering coefficient, that is, b, respectively. The
product cz is also referred as attenuation length, and it contributes on the reduction of the
received power by a factor of exp(�1), or ~63% [24]. Based on the above, we have

cðλÞ ¼ αðλÞ þ βðλÞ ð5Þ

where a(λ) is the absorption coefficient, b(λ) is the scattering coefficient, and λ is the wave-
length.

Beer’s Law provides a limited applicability as it describes only the attenuation due to absorp-
tion and single scattering events. In reality, however, many cases of multiple scattering may
occur. Also it presumes that the source and receiver are in exact alignment with each other, and
it can be applied only in Line-of-Sight (LOS) communication scenarios. Moreover, Beer’s Law
ignores temporal dispersion [25].
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More accurate expressions have to take the link geometry into account. For instance, assuming
that the transmitter and receiver are positioned in a LOS configuration, the received power can
be estimated by [24]

PRðt, r, zÞ ¼ PTðtÞDTLwðt, r, zÞDR ð6Þ

where PR(t, r, z) is the received power dependent on time t, lateral displacement from the beam
axis r, and range z, PT (t) represents the transmitted power, DT is the aperture and divergence
of the optical source, and DR is the photoreceiver aperture and field of view. The channel loss
term, LW (t, r, z), characterizes the spatial and temporal characteristics of light propagation in
seawater.

3. UOWC propagation phenomena

3.1. Aquatic medium characteristics

The aquatic medium contains almost 80 different elements, dissolved or suspended in pure
water, with different concentrations. Some of them are listed below [26, 27]

• Various dissolved salts such as NaCl, MgCl2, etc, which absorb light at specific wavelengths
and induce scattering effects.

• Detrital and mineral components, for example, sand, metal oxides, which contribute to both
absorption and scattering.

• Colored dissolved organic matters such as fulvic and humic acids which affect absorption,
mainly in blue and ultraviolet wavelengths.

• Organic matters such as viruses, bacteria, and organic detritus which add backscattering,
especially in the blue spectral range.

• Phytoplankton with chlorophyll-A which strongly absorbs in the blue-red region and scat-
ters green light.

Since chlorophyll absorbs the blue and red wavelengths and the particles strongly contribute
to the scattering coefficient, we can use its concentration C (in mg/m3) as the free parameter to
calculate the absorption and scattering coefficients [23, 28].

The exact type of water plays a significant role in the estimation of the amount of chlorophyll
concentration and consequently the amount of absorption and scattering for a specific geo-
graphic location. A classification system for the clarity of water types based on their spectral
optical attenuation depth zk ¼ 1 kd= was proposed by Jerlov in 1968. This classification was made
in the upper portions of the ocean, and it was based on spectral irradiance transmittance
measurements [29]. The four major water types that are usually referred in the literature are
the following [30, 31]

• Pure deep ocean waters cobalt blue where the absorption is high and the scattering coeffi-
cient is low.
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• Clear sea waters with higher scattering due to many dissolved particles.

• Near coasts ocean waters with absorption and scattering due to planktonic matters, detri-
tus, and mineral components.

• Harbor murky waters, which are quite constraining for optical propagation due to
dissolved and in-suspension matters.

3.2. Absorption

The absorption coefficient, αðλÞ, is the ratio of the absorbed energy from an incident power per
unit distance due to various dissolved particles such as phytoplankton, detritus, etc. [19, 23]

αðλÞ ¼ αwðλÞ þ α0
c ðλÞðCc=C0

c Þ0:602 þ α0
f Cf e�kf λ þ α0

hChe�khλ ð7Þ

where αwðλÞ is the absorption by the pure water in m�1, λ is the wavelength in nm, α0
c ðλÞ is the

absorption coefficient of chlorophyllin m�1, Cc is the total concentration of chlorophyll
per cubic meter (C0

C ¼ 1mg/m3), α0
f ¼ 35.959 m2/mg is the absorption coefficient of fulvic

acid, kf ¼ 0.0189 nm�1, α0
h ¼ 18.828 m2/mg is the absorption coefficient of humic acid, and

kh ¼ 0.01105 nm�1. The concentrations Cf and Cc, are expressed through Cc as follows

Cf ¼ 1:74098 Cce
0:12327 Cc

C0c

� �
ð8Þ

Ch ¼ 0:19334 Cce
0:12343 Cc

C0c

� �
ð9Þ

3.3. Scattering

Scattering coefficient, bðλÞ, is the ratio of energy scattered from an incident power per unit
distance. It is the sum of backward scattering, bbðλÞ, and forward scattering coefficient, bf ðλÞ.
Scattering is caused by small and large particles. Small particles are the particles with refrac-
tive index equal to 1.15, whereas large particles have a refractive index of 1.03.

The scattering and backscattering coefficients are calculated as follows [23]

bðλÞ ¼ bwðλÞ þ b0s ðλÞCs þ b0l ðλÞCl ð10Þ

bBðλÞ ¼ 0:5bwðλÞ þ Βsb0s ðλÞCs þ Blb0l ðλÞCl ð11Þ

For small and large particulate matter, b0s and b0l are given as follows

b0s ðλÞ ¼ 1:151302 ðm2=gÞ 400
λ

� �1:7

ð12Þ

b0l ðλÞ ¼ 0:341074 ðm2=gÞ 400
λ

� �0:3

ð13Þ

and the concentrations are expressed through the chlorophyll concentration as follows
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Cs ¼ 0:01739ðg=mgÞ Cce
0:11631 Cc

C0c

� �
ð14Þ

Cl ¼ 0:76284ðg=mgÞ Cce
0:03092 Cc

C0c

� �
ð15Þ

3.4. Oceanic turbulence

Optical wireless communications are greatly affected by optical turbulence, which refers to
random fluctuations of the refraction index. In the case of underwater systems, these fluctua-
tions are mainly caused by variations in temperature and salinity of the oceanic water.

An important parameter for the description of oceanic turbulence is the scintillation index,
which expresses the variance of the wave intensity. As shown in Ref. [32], when a Gaussian
beam propagates through weak turbulence and without taking into consideration the scatter-
ing phenomenon, the scintillation index is expressed as the sum of two components

σ2Ι ð r! , L,λÞ ¼ σ2Ι, lð0, L,λÞ þ σ2Ι, rð r! , L,λÞ, ð16Þ

where

σ2Ι, lð0, L,λÞ ¼ 8π2k2L
ð1

0

ð∞

0

κΦnðκÞ exp �ΛLκ2ξ2

k

� �
· 1� cos

Lκ2

k
ξ
�
1� ð1�ΘÞξ

�� �� �
dκ dξ

ð17Þ
is the longitudinal component and

σ2Ι, rð r! , L,λÞ ¼ 8π2k2L
ð1

0

ð∞

0

κΦnðκÞ exp �ΛLκ2ξ2

k

� �
½I0ð2ΛrξκÞ � 1�dκ dξ ð18Þ

is the radial component. In the above equations, λ is the wavelength, k is the wave number, L is the
direction of propagation, κ is the magnitude of spatial frequency, ξ is the normalized path length,
I0ðxÞ is the zero order Bessel function, and Λ, Θ are parameters of the Gaussian beam given by

Λ ¼
2L
kW2

0

2L
kW2

0

� �2
þ 1� L

F0

� �2 ð19Þ

and

Θ ¼ 1� L
F0

2L
kW2

0

� �2
þ 1� L

F0

� �2 ð20Þ

where W0 is the radius of the Gaussian beam at the 1/e amplitude at the plane of propagation
and F0 is the radius of curvature of the beam wavefront. The function ΦnðκÞ is the power
spectrum of turbulence and for homogeneous and isotropic oceanic waters takes the form [32]
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ΦnðκÞ ¼ 0:38∙10�8ε�
1
3κ�11

3 1þ 2:35ðκηÞ23
h iχΤ

w2 ðw2e�ATδ þ e�ASδ � 2we�ATSδÞ ð21Þ

where η ¼ 10�3 m is the Kolmogorov microscale, ε is the rate of dissipation of turbulent kinetic
energy per unit mass of fluid, χΤ is the rate of dissipation of mean-square temperature,

δ ¼ 8:284ðκηÞ4=3 þ 12:978ðκηÞ2, and AT , AS, and ATS are constants with values AT ¼ 1:863 · 10�2,
AS ¼ 1:9 · 10�4, and ATS ¼ 9:41 · 10�3. The unitless variable w is the relative strength of the
fluctuations caused by either temperature or salinity.

The separation between weak and strong turbulence is usually done via Rytov variance σ2R,
which is the scintillation index when a plane wave is considered. More specifically, values of
σ2R ≪ 1 correspond to weak fluctuations, whereas σ2R≫1 indicates a strong turbulence regime.
In contrast to atmospheric studies, strong oceanic turbulence appears at distances shorter than
100m [32].

The fading coefficient can be computed statistically using a proper distribution depending on
the turbulence regime. As discussed in Ref. [33], the log-normal distribution is used in situa-
tions of weak fluctuations, and its probability density function (PDF) can be written as follows
[34]

f ~hð~hÞ ¼
1

2~h
ffiffiffiffiffiffiffiffiffiffiffi
2πσ2Χ

q exp �ðln~h � 2μΧÞ2
8σ2Χ

! 
ð22Þ

The fading coefficient in the above Eq. (22) takes the form ~h ¼ e2X, where X is the fading log-
amplitude with mean μΧ and variance σ2Χ. Normalizing the fading coefficient so as to ensure
that fading does not affect the average power leads to μΧ ¼ �σ2Χ.

For strong turbulence, the distribution that is usually used is the K distribution with PDF [34]

f ~hð~hÞ ¼
2α
ΓðαÞ ðα

~hÞðα�1Þ
2 Κα�1

�
2
ffiffiffiffiffiffi
α~h

p �
ð23Þ

where ΓðαÞ is the Gamma function, α ¼ 2=ðσ2Ι � 1Þ is a positive parameter, and KpðxÞ is the pth
order modified Bessel function of the second kind.

Jamali et al. [34] also proposed the combination of exponential and log-normal distributions,
creating a two-lobe distribution, to better describe situations of received signals with a large
dynamic range. Such a case corresponds to the extensive intensity fluctuations of the received
signal, due to the presence of air bubbles. The PDF of this two-lobe distribution is as follows

f ~hð~hÞ ¼
k
γ
exp �

~h
γ

!
þ
ð1� kÞ exp �ðln~h�μÞ2

2σ2

� �

~h
ffiffiffiffiffiffiffiffiffiffiffi
2πσ2

p
0
@ ð24Þ

where k determines the balance between the two distributions, γ is the mean of the exponential
distribution, and μ, σ2 are the mean and variance of the log-normal distribution, respectively.
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4. Link budget and modulation techniques

4.1. Link budget

Empirical path loss models are effective enough to estimate the received optical power for
underwater communications under LOS conditions. Several models appeared in the literature
but the most generic is the following which considers the transmitter power, telescope gain,
and losses [6, 19]

Pr ¼ Ptηtηre
�cðλÞR
COS θ

AR cosθ
2π R2ð1� cosθ0Þ

ð25Þ

where Pt is the transmitted power, ηt and ηr are the optical efficiencies of the Tx and Rx

correspondingly, c(λ) is the extinction coefficient, R is the perpendicular distance between the
Tx plane and the Rx plane, θ0 is the Tx beam divergence angle, θ is the angle between the
perpendicular to the Rx plane and the Tx-Rx trajectory, and Ar is the receiver aperture area [19].

4.2. Optical modulation techniques

The most simple and widespread modulation technique is the indirect modulation with direct
detection (IM/DD) with on-off keying (OOK). OOK is divided into two categories, the return to
zero (RZ) OOK and the non-return to zero (NRZ). The expressions for the anticipated bit error
rate (BER) are usually produced using the Poisson model for photon arrival in photon counters
[6, 19].

The main disadvantage of OOK modulation is that it requires dynamic thresholding for the
direct detection; something not necessary for pulse position modulation (PPM). Here, the
transmitter transmits a light pulse and creates a specific time slot, while the receiver detects
the pulse, calculates its position, and reforms the signal to the original pulse [35]. PPM
consumes lower energy but it has lower bandwidth efficiency. For the L-PPM scheme, the
symbol corresponds to M ¼ log2 L bits. Other modified PPMmodulations have been proposed
such as differential pulse position modulation (DPPM), dual pulse interval modulation
(DPIM), and dual header pulse interval modulation (DH-PIM).

By exploiting the different polarization states of light, we can improve the performance of
UOWC systems in case of intense backscattering, turbulence, and ambient light. Such a way
was proposed in Ref. [36], where a binary polarization shift keying (BPolSK) system was
employed. Another modulation technique with better numerical results is the polarized PPM
(P-PPM) [37]. P-PPM is a combination of PPM and PolSK and manages to maintain the benefits
of both schemes improving data rate, BER, and link distance.

5. Research on UOWC systems

Research on UOWC is a quite intriguing topic, and several experiments were carried out
worldwide. The following are some indicative of the many studies presented in the open
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technical literature. For more information, the readers are referred to the complete surveys of
Refs. [38, 39], which examine the UOWC area in more details.

An optical modem capable of optical data mulling was designed and implemented in 2005 at
Massachusetts Institute of Technology by Vasilescu et al. [40]. They used a LED with 532nm,
700mW radiant power and a PIN photodiode receiver with surface area of 8 mm2. They
employed DPIM at an average data rate of 320kb/s with 2bits per pulse. A 4% packet loss
communication over 7m distance and a close to error-free over 6.4m through clear waters was
noticed.

Two early versions of AquaOptical, that is, a lightweight device for high rate long range
underwater point-to-point communication are shown in Ref. [41]. The researchers used a
Luxeon V LED at 470nm (480 mW) or 532nm (700mW) and a PDB-C156 photodiode in the
first version. This is actually a miniaturized version capable of error-free communication in
ocean water at data rates of 4Mbps over a distance of 2.2m (470nm) and 2.4m (532nm). In the
second one, they employed an array of six such LEDs and an avalanche photodiode, and they
managed to achieve a BER of 0.05 at 8m. The improved AquaOptical II with 18 LEDs and
APD at the receiver was demonstrated in 2010. It operated at 470nm with total transmit power
of 10W. Data rates of 4Mb/s at 50m in a swimming pool were achieved using NRZ amplitude
modulation with 2bits per symbol [42, 43]. In Ref. [44], a robot estimating its position
according to a sensor node in a data mulling application—another usage of Aquaoptical II—
was described.

A link budget analysis of NLOS geometries and variations of point-to-point links performed in
2005 and 2006 at Woods Hole Oceanographic Institution (Woods Hole MA USA), by Farr et al.
[45]. Their work is only valid in clear waters because they do not take spatial dispersion and
multiple scattering into account even if they consider the attenuation coefficient. Their analysis
showed that a LOS link could achieve 10Mbps at 100m with 6mW of transmitted power.
However, for the NLOS link, a 50-fold increase in transmit power is necessary to achieve the
same data rates at similar range due to broader transmit beams. In 2008, they achieved
transmission, at a distance of 200m for a data rate of 5Mbps, and in 2010, at a distance of 108m
for a data rate of 10Mbps [46, 47].

In 2006, Cochenour et al. used BPSK with a 70-MHz radiofrequency (RF) carrier at Naval Air
Warfare Center to accomplice error-free communication at a data rate of 1 Mb/s in deep turbid
water. Emission wavelength was 532nm and output power 500mW [48]. The work was
extended in 2007, to 5Mbps with QPSK, 8-PSK, 16-QAM and 32-QAM modulations and
output power 750mW [49]. Results showed that even in turbid waters (c¼3.0/m and cz¼11),
no loss of modulation depth, that is, no temporal dispersion of the 70MHz carrier was
observed, even with a large receiver FOV of approximately 100degrees. As such, the only
channel impairment was due to attenuation. Therefore, with enough optical power (∼3W), a
32-QAM link achieved almost 5Mbps.

Hanson and Radic [30] presented a Monte Carlo model to predict the spreading of an optical
pulse for different water types for various FOVs. They managed to improve the signal to noise
ratio (SNR) by increasing the FOV for low frequencies. They also observed temporal dispersion
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at high frequencies. After some manipulations, they eventually achieved 1GHz transmission
over a 2m water pipe that simulated coastal ocean waters with 36dB of attenuation. Moreover,
Jaruwatanadilok [50] tried to predict temporal dispersion by following the vector radiative
transfer theory to model the UOWC channel which includes the multiple scattering effects and
polarization. He examined the effect of the transmission distance on channel dispersion and
showed a diminishing value of ISI for high data rates over a long distance.

In 2008, Cochenour et al. [31], conducted an analysis of multiple scattering special effects. They
measured the beam-spread function experimentally in a large test tank, by scanning a photo-
detector laterally to the beam axis after the beam has propagated some distance. Results
showed that in clear waters, the intensity falls off rapidly with lateral distance from the beam.
However, their estimation ignored any impact of temporal dispersion. In another study on
spatial dispersion, they investigated the impact of absorption on forward scattered light [51].
Later the authors also launched a set up which measured the transmission of light modulated
at frequencies up to 1GHz in simulated ocean water up to 55 attenuation lengths [52–54].
Finally, the authors examined a retro-reflecting link and managed to reduce the contribution
of backscattered light using polarization discrimination techniques [55].

An experiment conducted in North Carolina State University where a 405nm laser with OOK
was tested in a water tank of 3.66m long. At first, a reliable transmission at 500kbps was
achieved [56]. Some years later, a duplex communication at 1Mbps was attained [57]. More-
over, Simpson et al. created two separated optical beams of 405nm with two transmitters and
two receivers combined with a beam splitter [58]. In a later work, they presented two set ups,
one in 3m through turbid water and the other over a length of 7.7m through less turbid water
and achieved 5Mbps throughput [59].

Dalgleish et al. [60] developed a Monte Carlo simulation method to estimate impulse
responses for a particular system hardware design over a large range of environmental condi-
tions in turbid ocean environments. Furthermore, a powerful tool to evaluate the performance
of an underwater system for autonomous underwater vehicle communications was presented
in Ref. [61]. Experimental tests were also carried out. Hardware modules and circuits design
for underwater optical point to point links are also discussed in Ref. [62].

NLOS arrangements where optical beams are reflected in the atmosphere-water interface were
discussed in Ref. [6]. These geometries have the benefit to avoid occasional obstructions but
they do not have the same performance as LOS links. Gabriel et al. [27] assumed a Monte Carlo
model of an underwater channel and simulated the trajectories of the emitted photons. They
considered several parameters, for example, the transmitter beam width and beam divergence,
beam wavelength, link distance, FOV, water types and turbidity, and aperture size. They
reached the conclusion that the channel delay spread is nearly zero when the scattering albedo
is moderate in small distances.

In the last years, the research is focused on spatial diversity, as a way to improve overall the
performance contaminated by turbulence. This is usually accomplished by adding more
sources or detectors. Moreover, aperture averaging methods were proposed. In Ref. [63], Yi
et al. implemented an aperture averaging technique on the scintillation index for either plane
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or spherical waves, in order to annihilate the negative effects of fading resulting from oceanic
turbulence. A multiple-input single-output (MISO) link was described in Ref. [64], where the
source is replaced by a uniform circular array of sources, and the photons are collected by a
single detector. The numerical results indicated a degradation in BER, under turbulence con-
ditions. A single-input multiple-output (SIMO), consisting of a LED as a source and a concen-
tric circular array of lenses as a detector, was discussed in Ref. [65]. The system manages to
extend the effective communication range by about 20m, even in the case of strong turbulence.
A more general set up of the multiple-input multiple-output (MIMO) systems was presented
in Ref. [66]. Finally, in Ref. [67], a spatial diversity technique in combination with optical
amplification to further improve performance was proposed.

6. Conclusions

The need to provide broadband wireless communications for underwater applications will be
increasing in the forthcoming years. UOWC constitutes an alternate and effective transmission
technique which can attain this scope, instead of the traditional acoustic one. Due to this fact,
several studies on UOWC systems were devised worldwide in the recent years. The present
study provided a concise review of the key advances in channel modeling and experimental
works reported so far in the technical literature.
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