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Preface

Augmented Reality (AR) technologies and tools have found numerous applications
since their appearance two decades ago. At present, applications can be found in the
gaming world, the movie industry, advertising, interior design, fashion, education and
learning, medical and surgical operations, product design and manufacturing,
construction and archeological restoration, and countless other areas. AR is a natural
development from virtual reality (VR), which was developed several decades before
AR. In terms of application, AR complements VR in many ways. Due to the
advantages of a user being able to see both the real and virtual objects simultaneously,
AR has the upper hand, though it is not completely free from human factors and other
restrictions. AR also doesn't consume as much time and effort in many applications
because it's not required to construct the entire virtual scene, which can be tedious and
time-consuming.

In this book, several new and emerging application areas of AR are presented. It is
divided into three sections. The first section contains applications in outdoor and
mobile AR, such as construction, restoration, security, and surveillance. The second
section deals with AR in medical, biological, and human bodies. The third and final
section contains a number of new and useful applications in daily living and learning.

Section 1 — Outdoor and Mobile AR Applications (Chapters 1-4)

In Chapter 1, Ai and Livingston described a mixed reality (MR) based system for
security monitoring, and large area intelligence gathering or global monitoring, where
geo-registered information is integrated with live video streams. The authors called
this Collaborative AR because the 3D models, aerial photos from Google Earth, and
video streams are combined to form one MR environment in real time.

In Chapter 2, Gimeno et al. presented an AR CAD system at construction sites. Mobile
computing has been suggested as a feasible platform for the development of AR
applications for construction sites. Their system manages three different sources of
information: viz., background images, AutoCAD DXF as 2D design plans and as-built
images. By merging these data, a new augmented CAD (AR-CAD) data model is
defined, allowing building plans to be annotated with real images from the current
state of the building work.
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In Chapter 3, Luo presented a new computing paradigm called Cloud-Mobile
Convergence (CMC) for implementing a mobile AR system. The design principle of
CMC is introduced and several sample scenarios were applied to illustrate the
paradigm developed. Scalable gesture interaction for large display systems has been
demonstrated. The CMC approach has good potential to be used in a wide range of
mobile AR systems.

In Chapter 4, Saggio and Borra used AR tools for the realization of virtual
reconstruction/restoration of historical structures with artistic or historical values,
heritage, cultural artifacts, etc., before starting such a project. The role played by AR is
highlighted, among other various techniques and applications, such as auto-
stereoscopy, different input devices, human-computer interaction, etc. New methods
and materials for future work in reducing time, effort, and cost are also mentioned.

Section 2 — AR in Biological, Medical and Human Modeling and Applications (Chapters 5-10)

In Chapter 5, Engwall constructed a computer-animated face of a speaker, the talking
head, to produce the same articulatory movements as the speaker. This development
has good potential for supporting speech perception and production. The developed
speech perception support is less susceptible to automatic speech recognition errors,
and is more efficient in displaying the recognized text strings. The AR talking head
display also allows a human or virtual instructor to guide the learner to change the
articulation for achieving the correct pronunciation.

In Chapter 6, Woodward and Hakkarainen reported the application of AR in the
architecture, engineering, and construction sector using mobile technology. The
chapter presents an overall review of their software system, its background, current
state, and future plans. The lightweight mobile phone is used to implement the
system. Field test results are tested and presented.

In Chapter 7, NeuAR, an AR application in the neurosciences area, was reported by
Gamito et al. This chapter first describes the application of virtual reality (VR) in
treating mental disorders, such as phobias like acrophobia, agoraphobia,
schizophrenia, and rehabilitation of post-traumatic stress disorder, traumatic brain
injury, etc. The authors then mentioned that AR presents additional advantages over
VR since the patients can see their own hands and arms in AR while in VR, avatars to
simulate patients’ bodies need to be built, but they are never realistic in most cases.

In Chapter 8, AR-assisted therapy for upper limb rehabilitation is reported by Jordan
and King. AR provides a composite view of the real and virtual and hence has
significant advantages over VR for neurorehabilitation. Many physical issues giving
rise to a stroke-induced impoverished environment can be solved or circumvented
using augmented environments. The system they developed has the potential to
provide a calibrated range of exercises to suit the physical and cognitive abilities of a
patient.
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In Chapter 9, Stadon addresses social and cultural impacts of mixed reality systems,
using traditional explanation of humans integrating themselves as individuals in a
greater social context. The chapter then discusses the “deterritorialisation” of the
human body through its dispersion into multiple reality manifestations in relation to
mixed reality data transfer, which can be both biological and physical, e.g. bio-
imaging, motion tracking, bio-microscopy, etc. The so-called “hypersurfacing” system
is discussed, and this could result in a media convergence, creating the collective
intelligence which exists in a global society of knowledge transfer.

In Chapter 10, Wen et al. developed an AR interface for robot-assisted surgery. AR
technology is used as a therapeutic intervention combining the virtual augmented
physical model with locally detected real-time medical information such as geometric
variance and respiration rate. The interface is coupled with the augmented physical
model, the surgeon’s operation, and robotic implementation through vision-based
tracking and hand gesture recognition. The interface provides a powerful integrated
medical AR platform linking all other medical devices and equipment in the operating
theatre.

Section 3 — Novel AR Applications in Daily Living and Learning (Chapters 11-13)

In Chapter 11, an AR platform for collaborative e-maintenance system is described by
Benbelkacem et al. Their study comprises of the establishment of a distributed
platform for collaboration between technicians and remote experts using AR
techniques. A collaboration strategy based on Service Oriented Architecture (SOA) is
proposed. Maintenance procedures are transferred from the remote expert to the work
site in real time, creating a visual space shared by the technician and the remote
expert.

In Chapter 12, Wang and Chiu described the use of AR technology for effective use in
education to enhance the students for more productive learning. The Multi-user
augmented reality integrated system (OMARIS) was developed to offer instructional
material, providing personal AR learning and collaborative AR learning systems to be
more flexible with use and reuse of AR materials.

In Chapter 13, Betancur presented a Head-Up Display (HUD) system in projecting the
dashboard information onto the windshield of an automobile. This chapter focuses on
the approach of the functional design requirements of the HUD in current
automobiles. The automobile’s display information, such as driving speed, engine
rotation speed, music system, etc. can be displayed onto the windshield, thus easing
the driver from the need of looking down at the dashboard, while at the same time
watching the road condition. This system provides an improved virtual user interface,
and could eliminate any potential distraction from the driver.

This book presents a snapshot of some of the useful and emerging applications of AR
technologies, while hundreds of other applications have been reported elsewhere.

Xl



XV Preface

With the rapid advent of tools and algorithms contributed by thousands of scientists
and technologists worldwide, AR is expected to shape the world that we live in, by
connecting every person and object in an unprecedented way since the development
of IT. We truly look forward to an augmented world, body and life, to come in time.

Special thanks are due to Associate Professor S. K. Ong for making valuable
discussions and suggestions during the editing of the book. This is much appreciated
by the Editor Professor A. Y. C. Nee.

November, 2011

A.Y.C. Nee
National University of Singapore
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Outdoor and Mobile AR Applications






Mixed Reality on a Virtual Globe

Zhuming Ai and Mark A. Livingston

3D Virtual and Mixed Environments

Information Management and Decision Architectures,
Naval Research Laboratory

Washington

USA

1. Introduction

Augmented reality (AR) and mixed reality (MR) are being used in urban leader tactical
response, awareness and visualization applications (Livingston et al., 2006; Urban Leader
Tactical Response, Awareness & Visualization (ULTRA-Vis), n.d.). Fixed-position surveillance
cameras, mobile cameras, and other image sensors are widely used in security monitoring
and command and control for special operations. Video images from video see-through AR
display and optical tracking devices may also be fed to command and control centers. The
ability to let the command and control center have a view of what is happening on the ground
in real time is very important for situation awareness. Decisions need to be made quickly
based on a large amount of information from multiple image sensors from different locations
and angles. Usually video streams are displayed on separate screens. Each image is a 2D
projection of the 3D world from a particular position at a particular angle with a certain field
of view. The users must understand the relationship among the images, and recreate a 3D
scene in their minds. It is a frustrating process, especially when it is a unfamiliar area, as may
be the case for tactical operations.

AR is, in general, a first-person experience. It is the combination of real world and
computer-generated data from the user’s perspective. For instance, an AR user might wear
translucent goggles; through these, he can see the real world as well as computer-generated
images projected on top of that world (Azuma, 1997). In some AR applications, such as the
battle field situation awareness AR application and other mobile outdoor AR applications
(Hollerer et al., 1999; Piekarski & Thomas, 2003), it is useful to let a command and control
center monitor the situation from a third-person perspective.

Our objective is to integrate geometric information, georegistered image information, and
other georeferenced information into one mixed environment that reveals the geometric
relationship among them. The system can be used for security monitoring, or by a command
and control center to direct a field operation in an area where multiple operators are engaging
in a collaborative mission, such as a SWAT team operation, border patrol, security monitoring,
etc. It can also be used for large area intelligence gathering or global monitoring. For outdoor
MR applications, geographic information systems (GIS) or virtual globe systems can be used
as platforms for such a purpose.
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2. Related work

On the reality-virtuality continuum (Milgram et al., 1995), our work is close to augmented
virtuality, where the real world images are dynamically integrated into the virtual world in
real time (Milgram & Kishino, 1994). This project works together closely with our AR situation
awareness application, so it will be referred as a MR based application in this paper.

Although projecting real time images on top of 3D models has been widely practiced
(Hagbi et al., 2008), and there are some attempts on augmenting live video streams for
remote participation (Wittkdmper et al., 2007) and remote videoconferencing (Regenbrecht
et al.,, 2003), no work on integrating georegistered information on a virtual globe for MR
applications has been found.

Google Earth has been explored for AR/MR related applications to give “remote viewing”
of geo-spatial information (Frohlich et al., 2006) and urban planning (Phan & Choo, 2010).
Keyhole Markup Language (KML) files used in Google Earth have been used for defining the
augmented object and its placement (Honkamaa, 2007). Different interaction techniques are
designed and evaluated for navigating Google Earth (Dubois et al., 2007).

The benefit of the third-person perspective in AR was discussed in (Salamin et al., 2006).
They found that the third-person perspective is usually preferred for displacement actions
and interaction with moving objects. It is mainly due to the larger field of view provided by
the position of the camera for this perspective. We believe that our AR applications can also
benefit from their findings.

There are some studies of AR from the third-person view in gaming. To avoid the use of
expensive, delicate head-mounted displays, a dice game in a third-person AR was developed
(Colvin et al., 2003). The user-tests found that players have no problem adapting to the
third-person screen. The third-person view was also used as an interactive tool in a mobile
AR application to allow users to view the contents from points of view that would normally
be difficult or impossible to achieve (Bane & Hollerer, 2004).

AR technology has been used together with GIS and virtual globe systems (Hugues et al.,
2011). A GIS system has been used to work with AR techniques to visualize landscape
(Ghadirian & Bishop, 2008). A handheld AR system has been developed for underground
infrastructure visualization (Schall et al., 2009). A mobile phone AR system tried to get content
from Google Earth (Henrysson & Andel, 2007).

The novelty of our approach lies in overlaying georegistered information, such as real time
images, icons, and 3D models, on top of Google Earth. This not only allows a viewer to view
it from the camera’s position, but also a third person perspective. When information from
multiple sources are integrated, it provides a useful tool for command and control centers.

3. Methods

Our approach is to partially recreate and update the live 3D scene of the area of interest
by integrating information with spatial georegistration and time registration from different
sources on a virtual globe in real time that can be viewed from any perspective. This
information includes video images (fixed or mobile surveillance cameras, traffic control
cameras, and other video cameras that are accessible on the network), photos from high
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altitude sensors (satellite and unmanned aerial vehicle), tracked objects (personal and vehicle
agents and tracked targets), and 3D models of the monitored area.

GIS or virtual globe systems are used as platforms for such a purpose. The freely available
virtual globe application, Google Earth, is very suitable for such an application, and was used
in our preliminary study to demonstrate the concept.

The target application for this study is an AR situation awareness application for military
or public security uses such as battlefield situation awareness or security monitoring.
An AR application that allows multiple users wearing a backpack-based AR system or
viewing a vehicle mounted AR system to perform different tasks collaboratively has been
developed(Livingston et al., 2006). Fixed position surveillance cameras are also included in
the system. In these collaborative missions each user’s client sends his/her own location to
other users as well as to the command and control center. In addition to the position of the
users, networked cameras on each user’s system can stream videos back to the command and
control center.

The ability to let the command and control center have a view of what is happening on the
ground in real time is very important. This is usually done by overlaying the position markers
on a map and displaying videos on separate screens. In this study position markers and videos
are integrated in one view. This can be done within the AR application, but freely available
virtual globe applications, such as Google Earth, are also very suitable for such a need if live
AR information can be overlaid on the globe. It also has the advantage of having satellite
or aerial photos available at any time. When the avatars and video images are projected on
a virtual globe, it will give command and control operators a detailed view not only of the
geometric structure but also the live image of what is happening.

3.1 Georegistration

In order to integrate the video images on the virtual globe, they first need to be georegistered
so that they can be projected at the right place. The position, orientation, and field of view of
all the image sensors are needed.

For mobile cameras, such as vehicle mounted or head mounted cameras, the position and
orientation of the camera are tracked by GPS and inertial devices. For a fixed-position
surveillance camera, the position is fixed and can be surveyed with a surveying tool. A
calibration process was developed to correct the errors.

The field of view and orientation of the cameras may be determined (up to a scale factor) by
a variety of camera calibration methods from the literature (Hartley & Zisserman, 2004). For
a pan-tilt-zoom camera, all the needed parameters are determined from the readings of the
camera after initial calibration. The calibration of the orientation and the field of view is done
manually by overlaying the video image on the aerial photo images on Google Earth.

3.2 Projection

In general there are two kind of georegistered objects that need to be displayed on the virtual
globe. One is objects with 3D position information, such as icons representing the position of
users or objects. The other is 2D image information.
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To overlay iconic georegistered information on Google Earth is relatively simple. The AR
system distributes each user’s location to all other users. This information is converted from
the local coordinate system to the globe longitude, latitude, and elevation. Then an icon can
be placed on Google Earth at this location. This icon can be updated at a predefined interval,
so that the movement of all the objects can be displayed.

Overlaying the 2D live video images on the virtual globe is complex. The images need to
be projected on the ground, as well as on all the other objects, such as buildings. From a
strict viewpoint these projections couldn’t be performed if not all of the 3D information were
known along the projection paths. However, it is accurate enough in practice to just project the
images on the ground and the large objects such as buildings. Many studies have been done
to create urban models based on image sequences (Beardsley et al., 1996; Jurisch & Mountain,
2008; Tanikawa et al., 2002). It is a non-trivial task to obtain these attributes in the general case
of an arbitrary location in the world. Automated systems (Pollefeys, 2005; Teller, 1999) are
active research topics, and semi-automated methods have been demonstrated at both large
and small scales (Julier et al., 2001; Lee et al., 2002; Piekarski & Thomas, 2003). Since it is
difficult to recreate 3D models in real time with few images, the images on known 3D models
are projected instead at least in the early stages of the study.

To display the images on Google Earth correctly, the projected texture maps on the ground
and the buildings are created. This requires the projected images and location and orientation
of the texture maps. An OpenSceneGraph (OpenSceneGraph, n.d.) based rendering program is
used to create the texture maps in the frame-buffer. This is done by treating the video image
as a rectangle with texture. The rectangle’s position and orientation are calculated from the
camera’s position and orientation. When viewing from the camera position and using proper
viewing and projection transformations, the needed texture maps can be created by rendering
the scene to the frame-buffer.

The projection planes are the ground plane and the building walls. This geometric information
comes from a database created for the target zone. Although Google Earth has 3D buildings
in many areas, including our target zone, this information is not available for Google Earth
users and thus cannot be used for our calculations. Besides, the accuracy of Google Earth 3D
buildings various from places to places. Our measurements show that our database is much
more accurate in this area.

To create the texture map of the wall, an asymmetric perspective viewing volume is needed.
The viewing direction is perpendicular to the wall so when the video image is projected on the
wall, the texture map can be created. The viewing volume is a frustum of a pyramid which is
formed with the camera position as the apex, and the wall (a rectangle) as the base.

When projecting on the ground, the area of interest is first divided into grids of proper size.
When each rectangular region of the grid is used instead of the wall, the same projection
method for the wall described above can be used to render the texture map in the frame-buffer.

The position and size of the rectangular region are changing when the camera moves or
rotates. the resolution of the texture map is kept roughly the same as the video image
regardless of the size of the region, so that the details of the video image can be maintained
while the memory requirement is kept at a minimum. To calculate the region of the projection
on the ground, a transformation matrix is needed to project the corners of the video image to
the ground:
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M=PxTxR

where R and T are the rotation and translation matrices that transform the camera to the right
position and orientation, and P is the projection matrix, which is

d0 00
0d 00
00—-d0
0010

P =

where d is the distance between the camera and the projection plane (the ground).

While the camera is moving, it is possible to keep the previous textures and only update the
parts where new images are available. In this way, a large region will be eventually updated
when the camera pans over the area.

The zooming factor of the video camera can be converted to the field of view. Together with
the position and orientation of the camera that are tracked by GPS, inertial devices, and
pan-tilt readings from the camera, we can calculate where to put the video images. The
position and size of the image can be arbitrary as long as it is along the camera viewing
direction, with the right orientation and a proportional size.

3.3 Rendering

The rendering of the texture is done with our AR/MR rendering engine which is based on
OpenSceneGraph. A two-pass rendering process is performed to remove part of the views
blocked by the buildings.

In the first pass, all of the 3D objects in our database are disabled and only the camera image
rectangle is in the scene. The rendered image is grabbed from the frame-buffer. Thus a
projected image of the video is obtained. In the second pass the camera image rectangle is
removed from the scene. The grabbed image in the first pass is used as a texture map and
applied on the projection plane (the ground or the walls). All the 3D objects in the database
(mainly buildings) are rendered as solid surfaces with a predefined color so that the part on the
projection plane that is blocked is covered. The resulting image is read from the frame-buffer
and used as texture map in Google Earth. A post-processing stage changes the blocked area
to transparent so that the satellite/aerial photos on Google Earth are still visible.

3.4 Google Earth interface

Google Earth uses KML to overlay placemarks, images, etc. on the virtual globe. 3D models
can be built in Collada format and displayed on Google Earth. A Google Earth interface
module for our MR system has been developed. This module is an hyper-text transfer protocol
(HTTP) server that sends icons and image data to Google Earth. A small KML file is loaded
into Google Earth that sends update requests to the server at a certain interval, and updates
the received icons and images on Google Earth.
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4. Results

An information integration prototype module with the Battlefield Augmented Reality System
(BARS) (Livingston et al., 2004) has been implemented. This module is an HTTP server
implemented in C++ that sends icons and image data to Google Earth. The methods are
tested in a typical urban environment. One user roams the area while another object is a
fixed pan-tilt-zoom network surveillance camera (AXIS 213 PTZ Network Camera) mounted
on top of the roof on a building by a parking lot. This simulates a forward observation post
in military applications or surveillance camera in security applications. The command and
control center is located at a remote location running the MR application and Google Earth.
Both the server module and Google Earth are running on a Windows XP machine with dual
3.06 GHz Intel Xeon CPU, 2 GB RAM, and a NVIDIA Quadr04 900XGL graphlcs card.

Fig. 1. Video image of the parking lot and part of a building from a surveillance video
camera on the roof top.

The testing area is a parking lot and some buildings nearby. Figure 1 is the video image from
the roof top pan-tilt-zoom camera when it is pointing to the parking lot. One of the parking
lot corners with a building is in the camera view. Another AR user is on the ground of the
parking lot, the image captured by this user in shown in Figure 2 which shows part of the
building.

Google Earth can display 3D buildings in this area. When the 3D building feature in Google
Earth is enabled, the final result is shown in Figure 4. The images are projected on the
buildings as well as on the ground and overlaid on Google Earth, together with the icon of an
AR user (right in the image) and the icon representing the camera on the roof of the building
(far left in the image). The parking lot part is projected on the ground and the building part
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Fig. 2. Image from a AR user on the ground.
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Fig. 3. Image of the target zone on Google Earth.
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Fig. 4. Recreated 3D scene viewed with 3D buildings on Google Earth. The two field
operator’s icons and the video image are overlaid on Google Earth.

(the windows, the door, and part of the walls) is projected on vertical polygons representing
the walls of the building. The model of the building is from the database used in our AR/MR
system. When the texture was created, the part that is not covered by the video image is
transparent so it blended into the aerial image well. The part of the view blocked by the
building is removed from the projected image on the ground.

Google Earth supports 3D interaction; the user can navigate in 3D. This gives the user the
ability to move the viewpoint to any position. Figure 4 is from Google Earth viewed from an
angle instead of looking straight down. This third-person view is very suitable in command
and control applications. The projected images are updated at a 0.5 second interval, so viewers
can see what is happening live on the ground. It needs to point out that the 3D building
information in Google Earth is not very accurate in this area (especially the height of the
buildings), but is a good reference for our study.

The result shows the value of this study which integrates information from multiple sources
into one mixed environment. From the source images (Figure 1 and Figure 2), it is difficult to
see how they are related. By integrating images, icons, and 3D model as shown in Figure 4,
it is very easy for the command and control center to monitor what is happening live on the
ground. In this particular position, the AR user on the ground and the simulated forward
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observation post on the roof top can not see each other. The method can be integrated into
our existing AR applications so that each on-site user will be able to see live images from
other users’ video cameras or fixed surveillance cameras. This will extend the X-ray viewing
feature of AR systems by adding information not only from computer generated graphics but
also live images from other users in the field.

5. Discussion

The projection errors on the building in Figure 4 are pretty obvious. There are several sources
of errors involved. One is the accuracy of the models of the buildings. More serious problems
come from camera tracking, calibration, and lens distortion. The lens distortion are not
calibrated in this study due to limited time, which is probably one of the major causes of
error. This will be done in the near future.

Camera position, orientation, and field of view calibration is another issue. In our study,
the roof top camera position is fixed and surveyed with a surveying tool, it is assumed that
it is accurate enough and is not considered in the calibration. The orientation and field of
view were calibrated by overlaying the video image on the aerial photo images on Google
Earth. The moving AR user on the ground is tracked by GPS and inertial devices which can
be inaccurate. However in a feature-based tracking system such as simultaneous localization
and mapping (SLAM) (Durrant-Whyte & Bailey, 2006), the video sensors can be used to feed
Google Earth and accuracy should be pretty good as long as the tracking feature is working.

The prerequisite of projecting the images on the wall or other 3D objects is that a database
of the models of all the objects is created so that the projection planes can be determined.
The availability of the models of such big fixed objects like buildings are in general not a
problem. However there is no single method exist that can reliably and accurately create all
the models. Moving objects such as cars or persons will cause blocked parts that can not be
removed using the methods that are used in this study. Research has been done to detect
moving objects based on video images (Carmona et al., 2008). While in theory it is possible to
project the video image on these moving objects, it is not really necessary in our applications.

Google Earth has 3D buildings in many areas; this information may be available for Google
Earth users and thus could be used for the calculations. The accuracy of Google Earth 3D
buildings varies from place to place; a more accurate model may be needed to get desired
results. Techniques as simple as manual surveying or as complex as reconstruction from
Light Detection and Ranging (LIDAR) sensing may be used to generate such a model. Many
studies have been done to create urban models based on image sequences (Beardsley et al.,
1996; Jurisch & Mountain, 2008; Tanikawa et al., 2002). It is a non-trivial task to obtain these
attributes in the general case of an arbitrary location in the world. Automated systems are an
active research topic (Pollefeys, 2005; Teller, 1999), and semi-automated methods have been
demonstrated at both large and small scales (Julier et al., 2001).

6. Future work

This is a preliminary implementation of the concept. Continuing this on-going effort, the
method will be improved in a few aspects. This includes registration improvement between
our exiting models and the Google Earth images as well as the calibration issues noted above.
The zooming feature of the camera has not been used yet, which will require establishing
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a relation between the zooming factor and the field of view, another aspect of camera
calibration. Other future work includes user studies related to effectiveness and efficiency
of the system in terms of collaboration.

Currently when the texture map is updated, the old texture is discarded, it is possible to keep
the previous textures and only update the parts where new images are available. In this way,
a large region will be eventually updated when the camera pans over a larger area.

There are a few aspects contributing to the error of the system that should be addressed in the
future. This will be done in the near future.

7. Conclusion

In this preliminary study, the methods of integrating georegistered information on a virtual
globe is investigated. The application can be used for a command and control center to
monitor the field operation where multiple AR users are engaging in a collaborative mission.
Google Earth is used to demonstrate the methods. The system integrates georegistered icons,
live video streams from field operators or surveillance cameras, 3D models, and satellite or
aerial photos into one MR environment. The study shows how the projection of images is
calibrated and properly projected onto an approximate world model in real time.
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1. Introduction

Augmented Reality (AR) technologies allow computer-generated content to be
superimposed over a live camera view of the real world. Although AR is still a very
promising technology, currently only a few commercial applications for industrial purposes
exploit the potential of adding contextual content to real scenarios. Most of AR applications
are oriented to fields such as education or entertainment, where the requirements in terms
of repeatability, fault tolerance, reliability and safety are low. Different visualization devices,
tracking methods and interaction techniques are described in the literature, establishing a
classification between Indoor and Outdoor AR systems. On the one hand, the most common
AR developments correspond to Indoor AR systems where environment conditions can be
easily controlled. In these systems, AR applications have been oriented traditionally to the
visualization of 3D models using markers. On the other hand, outdoor AR developments
must face additional difficulties such as the variation on lighting conditions, moving or new
objects within the scene, large scale tracking, etc... which hinder the development of new
systems in real scenarios.

Although AR technologies could be used as a visual aid to guide current processes in
building construction as well as inspection tasks in the execution of construction projects,
the special features involving construction site environments must be taken into account.
Construction environments can be considered as specially difficult outdoor AR scenarios for
several reasons: structures change frequently, additional structures (scaffolding or cranes)
cover several visual elements during the simulation, every technological part (sensors,
wearable computers, hand held devices) can be easily broken, etc. For this reason, although
the capability of AR technologies in construction site environments is a hot-topic research,
very few developments have been presented in this area beyond of laboratory studies or ad-
hoc prototypes.

In this work, key aspects of AR in construction sites are faced and a construction AR aided
inspecting system is proposed and tested. Real world would appear in the background with
the construction plans superimposed, allowing users not only to inspect all the visible
elements of a given building, but also to guarantee that these elements are built in the
correct place and orientation. Besides merging computer-generated information from CAD
(Computer Aided Design) plans and real images of the building process, the proposed
system allows users to add annotation, comment or errors as the building process is
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completed. Since this information is saved in DXF (Drawing Exchange Format) format, a
new layer can be added to the original CAD plans including the accomplished
modifications. Therefore, users can import original CAD plans to be visualized on real
environments, to perform the required modifications using actual image from the current
states of the construction site and, finally, to save the final results in the original CAD file.
The aim of this new way of working is not to replace the usual CAD applications, but to add
a new, more intuitive, faster and reliable stage, in the testing, assessment and modification
of plans for construction and reconstruction projects.

2. Background

The term Augmented Reality (AR) is often used to define computer graphic procedures
where the real-world view is superimposed by computer-generated objects in real-time
(Azuma, 1997). Unlike Virtual Reality, where the user is provided with a completely natural
experience in a realistic simulated world, the goal of Augmented Reality is to realistically
enhance the user’s view of the real-world with visual information provided by virtual
objects. AR systems are currently used in numerous applications such as medical,
maintenance, scientific visualization, maintenance, cultural heritage and military
applications (Cawood & Fiala, 2008).

Besides these contexts, outdoor construction is considered as a suitable application area for
AR developments (Thomas et al., 2000), (Klinker et al., 2001; Piekarski & Thomas, 2003;
Honkamaa et al., 2007; Izkara et al., 2007; Hunter, 2009; Dunston & Shin, 2009; Hakkarainen
et al., 2009). In fact, the development of a construction project includes an important number
of three-dimensional activities. Professional traits and work behaviours are all oriented
towards the design, understanding, visualization and development of 3D procedures.
Workers are used to graphical descriptions such as 2D/3D maps or designs. Moreover, most
of this information is already represented and communicated in a graphical form. Therefore,
new graphical user interfaces like Augmented Reality could be introduced very naturally
into current work practices.

Most of AR applications specifically developed for the construction industry are oriented to
outdoor construction processes (Thomas et al., 2000; Klinker et al., 2001; Honkamaa et al.,
2007). Initially, the aim of these AR systems was to provide the users with a sense of space
and realism about the size and dimensions of the construction tasks developed in outdoor
environments (Thomas et al., 2000). Moreover, new approaches based on augmented video
sequences, and live video streams of large outdoor scenarios with detailed models of
prestigious new architectures (such as TV towers and bridges) were presented (Klinker et
al., 2001). Currently, the last developments of AR applications oriented to construction
processes not only avoid the use of external markers within the real scene, but also integrate
sensors such as GPS devices, rate gyroscopes, digital compasses and tilt orientation elements
of the viewer’s location (Honkamaa et al., 2007).

Although the marketplace offers several toolkits for the development of AR applications,
some of them have been specially oriented towards the necessities of applications in the
construction sector (Thomas et al., 2000; Piekarski & Thomas, 2003). In much the same way,
the design of TINMITH2 (Piekarski & Thomas, 2003) is based on a highly modular
architecture where the software system is split into various modules that communicate with
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each other using the connection oriented TCP/IP protocol. Otherwise, the architecture
proposed in a similar approach (Piekarski & Thomas, 2003) is optimised to develop mobile
AR and other interactive 3D applications on portable platforms with limited resources. This
architecture is implemented in C++ with an object-oriented data flow design and manages
an object store based on the Unix file system model.

Mobile computing could offer a suitable hardware platform for the development of AR
applications to be executed in construction sites (Piekarski & Thomas, 2003; Honkamaa et
al., 2007; Izkara et al., 2007; Hakkarainen et al., 2009). These contributions address a number
of problems affecting mobile AR and similar environments related to performance and
portability constraints of the equipments (Piekarski & Thomas, 2003). In much the same
way, an AR mobile application developed for architectural purposes (Honkamaa et al., 2007)
includes a feature tracking for estimating camera motion as the user turns the mobile device
and examines the augmented scene. Another approach integrates an RFID reader, a headset
and a wristband to be used by workers in order to improve their safety at work place in
construction sites (Izkara et al., 2007). A recent work presents an AR system which places
the models in geographical coordinates, as well as managing data intensive building
information models (BIM) on thin mobile clients (Hakkarainen et al., 2009).

Along with the developments of mobile computing, the technologies based on Augmented
Reality exploit a promising field for wearable computers oriented to construction sector
(Piekarski & Thomas, 2003; Hunter, 2009). Since the main idea behind wearable computing
is the augmentation of human capabilities by wearing devices, these technologies allow
construction workers to facilitate critical tasks such as determining the proper excavation for
buildings (Dunston & Shin, 2009), visualising conceptual designs in-situ (Piekarski &
Thomas, 2003), making modifications on site, and representing construction and
engineering data on real-time (Hunter, 2009). In addition to these purposes oriented to the
construction sector, the setting out process has been denoted as a challenge when AR
technologies are applied to the construction sector (Dunston & Shin, 2009). This process
guarantees that components are built in the right position and to the correct level from the
location information provided by design plans. Although these technologies could (with a
proper visualization device) be used by construction technicians to identify the positions of
reference points easily and mark them on the site by simply observing the rendered virtual
reference points, from our knowledge all the current approaches are under development
and not in commercial use at the present time.

3. AR-CAD, augmenting the traditional CAD

The aim of this work is to introduce AR guidance technologies into the daily tasks
performed in construction sites, in order to create a construction control system. For that
purpose, instead of creating a new AR system including complex and fragile visualization
systems and 3D models, a well-known CAD package (AutoCAD®) and other 2D /3D design
tools that export files to a DXF format, have been selected as a base to develop an AR tool
that adds new features to the existing ones that CAD users are familiar with. As a result, the
common tools for 2D data design such as measuring, annotation, selection, etc. are
augmented with tools that allow visualizing these actions over the real image obtained from
the current state of the construction site. As a quick walk-through of the construction site,
the users can measure the distance between two existing pillars or even the area delimited
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by a new concreting area and, therefore, check if the obtained results coincide with the
expected data included within the original design plans. In case the user finds differences
between the original and the obtained measurements, then some quick notes, draws or
pictures denoting these differences can be on the augmented view of the construction site.
Therefore, some of the inspection tasks in construction sites can be performed using a
computer remotely in the same way that 2D plans are used on-site in the construction zones.

This system manage three different sources of information: background images, AutoCAD
DXF as 2D design plans and as-built images. As a result of the merging of these types of
data, a new augmented CAD (denoted as AR-CAD) data model is defined, where the
common building plans are augmented with both annotation and real images from the
current state of the building work. Moreover, the new augmented CAD information can be
visualized over the images obtained from the building work. By means of managing this
new type of CAD information, both the coherence among 2D design plans and the execution
of the construction projects can be easily controlled. Thus, a new link between the traditional
CAD information and the on-site tasks in construction works is defined.

Following the same approach and objectives, the next sections describes some software
modules oriented to transform classical CAD tools and operations into new versions able to
work with real images from the current state of the construction site.

3.1 Scene navigation in AR-CAD

The user can navigate through the augmented construction plans in the same way as he
would do it in a conventional 2D CAD plan, by moving the user’s view and performing
zoom in/out actions. Moreover, a new user’s action, denoted as “orbitation”, enables the
user to move the augmented view around a focus point. In this new mode, the system
controls a Pan-Tilt-Zoom (PTZ) camera aiming towards the same focus point of the
augmented view, so all the elements around the real camera can be inspected in detail.
Figure 1 shows how the PTZ camera, described in Section 4.3, follows the movement
indicated by the user and therefore different zones (belonging to the same construction site)
can be controlled using a single device. The operation of the PTZ camera is transparent to
the user, since the camera movements are calculated automatically depending on the user’s
action within the augmented view of AR-CAD.

15° rotation

Fig. 1. AR-CAD scene rotation when using the PTZ camera.
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3.2 Dynamical image interaction for AR-CAD

In order to help users in the interaction process of the augmented image in AR-CAD, a
magnet-based feature has been developed. This user’s action is well-known in some CAD
programs such as AutoCAD® or SolidWorks® and snaps the cursor into the correct location
more accurately than common mechanism of selection based on grids or grips. In case of
AR-CAD, the magnet option make common operations on augmented views -such as scene
calibration, note addition, measurement, etc- easier for the user. Following the same
approach, an augmented magnet has been developed, so that the user can select lines in the
real image in the same way that it would be performed in the 2D design plans, as shown in
Figure 2. As a result, when the user tries to measure a distance between two points within
the augmented image, the mouse is automatically snapped into the nearest outline instead
of expecting a manual positioning of points by the user. In this sense, the user’s experience
is significantly improved since the users of AR-CAD work with a new but familiar tool
because of its similarities to the most common operations in CAD applications. The right
picture of Figure 2 shows the results of this feature, which is especially useful when a
significant zoom-in operation is performed and the user has to select lines on a blurred
image. In addition, a more precise measure can be obtained because the new snap position
is calculated using the straight line detected instead a single pixel coordinate, so sub-pixel
precision can be obtained.

Fig. 2. AR-CAD line selection. A red line shows the line computed from the blue border
pixels detected near the mouse. A white cross and a black pointer show the final pointer
position (left). The result of the line selection process for a low resolution augmented image
(right).

4. System description

The proposed setting out system for construction sites consists of a hardware platform and
an Augmented Reality application. Since one of the main goals of the system is the
development of a more affordable alternative than conventional equipment for surveying
purposes in construction sites, the hardware platform has been developed using commercial
off-the-shelf (COTS) components.

This type of developments is oriented to reduce expenses and to shorten the development
time, while maintaining the quality of the final product. Moreover, the AR application has
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been designed following a component-based model to enable a continuous increase of
functionality and portability.

4.1 Hardware description

The hardware device of the proposed system includes a high performance PTZ network
camera, a reliable 3G-WiFi router and an AC voltage stabilizer in a 15-inch watertight box.
This box is made of fiberglass and is located at the top of the main crane obtaining a high
resolution top view of the overall construction site. Figure 3 shows an image of the final
aspect of development as well as the final location of the hardware device when the
experiment tests, described in Section 5, were completed.

In order to fulfil the high performance PTZ network camera requirements, a Toshiba IKWB-
21A model was selected (see Figure 3). This IP camera includes a 1280x960 resolution CCD
camera with a 15x optical zoom lens. In addition, this camera operates as a stand-alone unit
with a built-in web server where the AR application connects and obtains top-view images
of the construction site in real time.

Fig. 3. PTZ camera (left); installation of the camera on a crane (right).

4.2 Software description

The design of the software application for the proposed system has a software architecture
following an “event-driven object-oriented” model. These software designs describe
synchronous event-driven architectures composed of a set of components (modules), which
are based on a classic object-oriented approach. The modules exchange custom messages
that model internal actions or external events captured in real-time. In the case of the
proposed application, the software system is composed of 8 independent and interrelated
subcomponents, which work concurrently in a real-time manner. Figure 4 shows the
diagram view of the architecture that relies on a centralized approach around an AR engine.
The kernel of the proposed system, denoted as SICURA Engine, is responsible for launching
the application, controlling the user interface, and keeping the coherence among the rest of
the modules. The three Data I/O modules manage all the information: construction plans,
as-built photos and external camera images, so all this data can be loaded and saved.
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Finally, three functionality modules -“Image analyzer”, “Measure & annotation” and
“Background calibration”- implement the system functionalities. All these modules are
detailed in the next sections.
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Fig. 4. SICURA software system architecture.

4.3 Data Input/Output modules

The software architecture designed for the proposed system includes three input-output
data modules denoted as AS-Built Manager (ABM), DXF-Plan Manager (DPM) and Camera
Communication (CC). The ABM module manages the AS-Built images, obtained from
relevant areas of the construction site, and inserts additional information into the images
using the EXIF fields. The EXIF format was created by the Japan Electronic Industry
Development Association and is referenced as the preferred image format for digital
cameras in ISO 12234-1 (Gulbins & Steinmueller, 2010). Basically, this format defines a
header, which is stored into an "application segment" of a JPEG file, or as privately defined
tags in a TIFF file. As a result, the resulting JPEG or TIFF images keep a standard format
readable by applications that are ignorant of EXIF information. In the proposed system, the
EXIF fields save information related to the exact point of the construction site where the
picture was taken, additional comments, relevant elements included within the picture, etc.
The DPM module opens, reads and writes the 2D design plans of the construction site
exported in DXF format. Moreover, this module accesses to the different layers, which are
commonly included in the plans. These layers are defined by the architects or draftsmen and
allow to organize information about the setting out, structure, pipelines, etc. The properties,
comments and measurements related to each layer are also accessible and modifiable by the
DPM module. Finally, the CC module provides the communication with the IP-camera,
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receives images from it and produces basic commands to modify the orientation, zoom and
image resolution of the camera. This module makes the camera communication transparent
to the rest of the system, so different IP cameras could be used simply modifying the CC
module.

4.4 The user’s interface in AR-CAD

The user’s interface module integrates the graphical user interface (commonly denoted as
GUI module) defining a single point of communication to the user within the entire
application. This module controls the 2D design plan user’s view, the configuration dialogs
and shows as many augmented views of the construction zone as the user defines. The
pictures used as background images within the augmented views can be selected as real-
time video images, static images and compound images.

The option corresponding to the real-time video images seems the most appropriate choice
because they make the most of the features of the PTZ camera located at the top of the main
crane of the construction site. Otherwise, the static image is useful in scenarios where it is
not possible to properly locate a camera in the top of a crane to cover the main surface of the
construction site. In those cases, aerial pictures taken from helicopters, helium balloons or
specialized small planes can be used as input to the module for defining the background of
the augmented view of the scene. Finally, the compound images are a special type of
background, which is generated automatically from the images of the augmented views,
regardless if they were real-time video images or static images. The compound image is
located under the 2D design plan and can be hidden depending of the user’s preferences.
Section 5 shows some examples of different scenarios and types of background images.

The GUI module of the proposed AR system has been developed under Microsoft Windows
Xp/Vista/7 operative systems as a .NET Windows Forms application in C++ using
Microsoft Visual Studio 2010. All the windows handled by the application are dockable
windows so the workspace is completely configurable. This dock feature is very useful due
to the important amount of augmented views that a user can create for the same
construction site. Figure 5 shows different views of the user’s interface of the system.

Fig. 5. Distintas vistas del interfaz de usuario.

In order to properly represent and to visualize the augmented view of the construction site,
OpenSceneGraph has been selected as a high performance graphics library (Burns &
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Osfield, 2004). OpenSceneGraph is an OpenGL-based high performance 3D graphics toolkit
for visual simulation, games, virtual reality, scientific visualization, and modeling. Basically,
this toolkit is a scene graph-based open source graphics library, which provides all the
functions required for representing three-dimensional models in virtual environments.
Besides the common features included in OpenSceneGraph, the library has been extended
(with a so-called NodeKit) by means of an own development incorporating not only AR
features, but also configurable graphic windows oriented to AR content. This interface
allows users to show, to hide and to modify layers included in the original DXF design
plans, to visualize and to edit measurements and annotations. Moreover, the interface can
be used to adjust common image parameters, such as brightness, contrast and saturation, for
each one of the background images of the augmented views, separately. This feature allows
to represent images in black and white or gray scale in order to bring out the color images of
the design plans, when they are superimposed to real images from the camera in the
augmented views. Since this feature generates a computational intensive operation when
the real-time video image is selected as background of the augmented views, a shader has
been defined to perform this operation into the GPU.

Fig. 6. Examples of the modification of brightness, contrast and saturation of the
background images in the augmented views.

One of the main problems concerning to the development of the interface was that OpenGL
(@ low level graphics interface supporting OpenSceneGraph) cannot properly render
irregular 4-vertex textured polygons. The left and center images of Figure 7 show the
deformation effect of the texturing process performed by with OpenGL for a regular (left)

Fig. 7. 4-vertex regular textured polygon (left); OpenGL problem on 4-vertex irregular
textured polygon (center); 4-vertex irregular textured polygon using our correction shader.
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and irregular polygon (center). In order to solve this OpenGL visualization problem, a two-
step software correction has been developed. In the first step, a correspondence matrix
between the irregular polygon and the square texture is calculated, obtaining a 3x3
homography matrix. Next, in a second step, a fragment shader computes the proper texture
coordinates for each pixel of the irregular polygon, using the pixel coordinates and the
homography matrix. Figure 7 shows the differences between the original texture on a
regular polygon (left), the distortion effect on an irregular polygon (center) and the result of
the developed two-step solution.

4.5 Image analyzer

The Image Analyzer module (IA) analyzes the image in order to obtain supporting data as
input for the magnet-based feature for lines in the augmented view. This module examines the
static images (or even the real-time video image), extracts contours, finds the nearest contour
points from the cursor and calculates the corresponding straight line (when possible), all these
in real time. Since there are several moving objects in a construction site environment, as well
as objects not related to the construction process of the building, a lot of unnecessary
information is computed if the whole process is performed for each new image. In order not to
evaluate unnecessary information and to result in an interactive system for the users, this
operation should be performed as quickly as possible, so the tasks related to the interaction
process with lines have been divided into two decoupled steps. In the first step, the contour
points are identified each time the background image changes (Fig. 8 left). Next, in a second
step, the closest contour points to the current position of the cursor are obtained, and, finally
(starting with these points) the straight line is computed. This second step is only executed
when the user moves the mouse cursor and therefore a significant computation time is saved
decoupling this process. In this sense and for the purposes of the magnet tool, it is only
necessary to obtain the straight line among the closest zone to the place where the user is
working on. Figure 8 (left) shows the total obtained contour points in a 1440x920 pixels image
and the straight line (right) obtained from the current cursor position. The blue pixels in the
right picture of Figure 8 correspond to the selected contour points and the red pixels of this
figure define the obtained line. In addition, a white cursor has been included to show the
initial position of the cursors for the IA module and the black cursor indicates the position of
this element obtained by the two-step process.

e

Fig. 8. Contour mask extracted from the background image (left); straight line computed
(red line) and pixels selected (blue) from the initial white cursor position to obtain the final
black cursor position (right).
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4.6 Measure & annotation tools

The proposed system includes a module oriented to directly add measurements and
annotations to the original 2D design plans. In this sense, this module allows the user to
quantify and to draw the deviations of the execution of the construction project, as well as to
save them with the original plans in a unified manner. The development loop is closed by
means of this module since the original 2D design plans are made by a commercial CAD
application. Then, these plans are completed with measurements and geometry showing the
reality of the execution of the construction project and, finally, the last version of these
updated plans is generated following the same format in which they were initially created.
The aim of this module is not to replace the drawing and design features of current CAD
commercial application (such as Autocad®, Intellicad®, MicroStation®, etc.), but to include
a reduced set of tools in a AR development to edit directly and efficiently construction
plans.

The measurement functions include two different options denoted as lineal or area
estimations. The option for lineal measurements obtains an estimation of the distance
between two points, while the option for area estimations infers the area surface in a
polyline. In both cases, the user uses the mouse to select the different points on the 2D
original map, or in the augmented view, and the result of the measurement appears on the
selected zone.

For the case of the annotations, three types of tagging elements, denoted as text marks,
geometric marks and AS-BUILT images have been developed. The text annotations consist
of a reduced text describing a situation or a problem detected. The central image of the
Figure 9 shows an example how these annotations are placed together with a 2D reference
indicating the beginning of the position of the text mark within the plan. The geometric
annotations follow the same procedure that was developed for the area measurements in
polylines since the objective of this module is not to replace a CAD commercial application,
but to include some common drawing and labeling features. The last type of annotation
corresponds to the AS-BUILT images and assigns pictures, showing the current state of the
construction site, to the place where they were taken. Usually, these pictures are managed
by the construction site manager who has to organize and classify them into several criteria
as well as creating the construction site delivery document, denoted also as CSDD. The
developed system not only lets users to organize, categorize and classify the AS-BUILT

Fig. 9. Lineal and area measure (left); text and geometric annotations (center); as-built photo
annotation (right).
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images, but also allows these images to be inserted into exact points within the 2D original
plans and the augmented views of the construction site. The right image of Figure 9 shows
an example of the result of these features. This annotation method is especially useful for the
construction site manager in the last stages of the construction process, where it is necessary
to control and review the task performed by outsourced work-teams such as carpenters,
electricians, etc.

4.7 Background calibration

This module computes the correspondence between the background image of the
augmented views and the computer-generated information. This correspondence is a key
aspect of the system because all the geometrical information (including measures) is
computed using this correspondence. The accuracy of the system proposed depends directly
on the precision of the calibration performed for each augmented view. Due to the
importance of the calibration process, an easy-to-use calibration tool has been developed.
Using this tool the user defines the points of correspondence between the real background
images and the 2D design plans. This action can be performed using the magnet-based
feature for lines and its augmented version if a higher degree of accuracy is desirable. When
this correspondence has been established, the system obtains the position and orientation of
the camera, which collected the image. The user can modify the calibration points and watch
the result in real time, so it is possible to improve the initial estimation only moving each
point to its correct place. This process needs to know the intrinsic parameters of the camera,
in terms of camera geometry, in order to complete the calibration successfully.

Moreover, this module obtains de proper movements from controlling the PTZ camera
according to the CAD augmented view when the orbital mode is selected. In this sense, the
corresponding values for the pan, tilt and zoom parameters that the system needs to point
the camera at any given position are obtained from the initial calibration of the augmented
view. In the cases where the desired point to monitor is physically unreachable because of
the camera placement, the system locates the camera pointing at the closest zone to the
desired point, always within the eye camera field-of-view. Using this correspondence, the
orbital mode is automatically restricted to the feasible zoom and camera operations that can
be performed by the system camera.

5. Experiments and results

Different experiments have been conducted in actual construction sites in order to evaluate
the system performance of the proposed approach. This section shows the description and
the obtained results in the three more representative cases corresponding to the construction
of a building of apartments, the enlargement of a parking area and the tasks for the
rehabilitation of an old building.

5.1 A low-height construction site building

The first performed evaluation corresponds to the use of the system in the monitoring
processes for the construction of a seven-floor building for apartments. The size of the
construction size is roughly 6840 (95x72) square meters. In this experiment, a Toshiba
IKWBA-21A camera, described in Section 4.1, has been used. This camera was located at top
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of a tower crane of 50 meters high. Using this configuration, it was impossible to obtain a
high resolution top view of the overall construction site in a single snapshot of the camera.
To improve this situation, an augmented view of the system was configured including three
different views of the same construction site. Figure 10 shows the configuration of the three
different views of the scene as well as the obtained results.

In this first experiment, the construction site manager used the system to verify the setting
out of pillars in the building. This process has to be completed in order to guarantee that the
pillars belonging to the building are constructed in the right position and level from the
location information provided by the 2D design plans. Although the construction of pillars
should be a very accurately tasks, some errors can occur because bad interpretations of the
plans, or even because of non-commented last-moment modifications performed by the
topographers. These mistakes are especially dangerous if they are not detected in the early
stages of the construction site process, since sometimes they cannot be solved and involve
modifying the original design plans.

Fig. 10. Example of the use of the system in a construction site for a 7-floor building; three
augmented views(right) and composed background mixed with 2D plan (left).

The construction site manager (an expert AutoCAD © user) learnt easily the main features
and operations of the system, following a two-hour tutorial, and worked with the system for
a period of 3 months, until the end of the setting out tasks in the construction site. For this
period of time, the main problems were caused by the unexpected low performance of the
wireless connection to the system camera, caused by the radio magnetic interferences
generated by the surveillance equipment of a very near military building. As a result of the
use of the system, the manager showed a high level of satisfaction and emphasized the ease
of the system to check the setting out tasks at a glance, when testing pillars, elevator holes,
stairs, etc. Moreover, the resulting accuracy of these verifications was enough to measure the
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length and width of pillars remotely because of the optical zoom provided by the PTZ
camera.

5.2 Construction and enlargement of a parking area

In this experiment, the system was evaluated to monitor the construction and enlargement
of a three-floor parking lot with an area of 19.800 (165x120) square meters. Because not only
by the large surface of the construction site, but also by the low height of the installed tower
cranes, the system worked with aerial images obtained by an air company specialized in this
type of services. Figure 11 shows an example of the use of the system using this type of
pictures, which were obtained every two weeks providing a complete evolution of execution
of the construction project. Since aerial pictures are not usually taken with conventional
digital cameras, it was necessary to calculate the intrinsic parameters of the camera along
with the distortions at a predefined number of measured points of focus and zoom. In order
to complete this tuning process, a set of different 50 pictures corresponding to a calibration
pattern for this professional camera was provided by the air company.
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Fig. 11. Image of the system in the construction of a parking area using aerial images as
background for the augmented views.

As in the previous experiment, the construction site manager was trained in a one-day
course and evaluated the performance of the system, which was used for eleven months. In
this case, the most profitable feature by the manager was the measurement of irregular
areas. This measurement is significantly important in the development of the daily tasks in a
construction site environment, since it sets the amount of money to be paid to outsourcers
(concrete company, companies providing metallic framework, etc...) as they complete their
tasks. In most cases, the measurements of areas (which are finished by the subcontractors)
are obtained from either the initial 2D design plans, or a topographic service. Both solutions,
or could be erroneous, because the differences between the scheduled and the executed
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tasks, or even are difficult to perform in all the cases since. Concretely, some completed
elements in a construction work cannot be measured by a topographic service, because the
occlusions problems in a classical construction process.

5.3 Restoration of a building (Nou de Octubre)

The last presented experiment corresponds to the use of SICURA for the restoration tasks of
an old building converted into an office building with communal services. The three-floor
building covers an area of roughly 4.340 (70x62) square meters. In this project a Sony
DSCF828, 8MP compact digital camera, was used as input device for the images inserted
into the background of the augmented views.

One of the main features of the building restoration projects is the important amount of
work related to the review, estimation and updating of the 2D original plans with the
restoration actions to be performed. The restoration actions assign information about
material, task description, estimated time, etc. to different points of the 2D original plans.
These actions require several visits to the construction site to review measurement,
estimations and tasks to be performed.

Fig. 12. Example of the restoration process using compound images.

In this case, the system was evaluated by two restoration building technicians, who use the
system in the restoration tasks corresponding to the building facades. As in the previous
experiments, the users were considered as experts AutoCADO© and passed a one-day
training season. After an evaluation of two-month of duration, the users stressed the speed
of the annotation operations since they were performed on actual pictures of the building
under restoration.
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In this sense, SICURA was also considered as valuable new way of inspection and planning
for construction purposes. The reasons of these considerations are not only the time and
costs savings in the measurement of facades, but also the speed in the annotation taks for
the cataloguing processes. Figures 12 and 13 show some results of the use of SICURA for
restoration purposes in an actual building restoration project. As a result, the restoration
technicians could update and add measurements and restoration tasks to be performed
regardless the topography department of the construction company. Moreover, all the new
or updated measurement and annotations were exported into an AutoCAD®© format to
generate the final restoration project for the building.
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Fig. 13. Snapshots of the system in the restoration process of an old building. Area and lineal
measurements over the real image (left); plane and measures superimposed the real image
(right).

6. Conclusions

In this paper, we have proposed a new system based on Augmented Reality technologies for
the area of building construction. The system is devised to the improvement in the building
control process performed by the construction responsible in building areas. The system has
been designed and created with current CAD tools (widespread used in this area) in mind,
in order to minimize the learning curve for the final users and to guarantee a good level of
acceptance of the new functionalities included in our system.

With the SICURA system we have been able to merge three different information sources
into the building control process: AS-BUILT photographs, CAD planes and background
images from different sources. The SICURA system becomes, thus, an enhanced CAD
system, that we call AR CAD. The system is able to combine in a coherent an accurate way
these different sources offering an interesting framework for the indicated supervision task.

To show the potentialities of the system three different scenarios of use have been tested.
The selection of the scenarios has been based on different types of building area, building
heights and the kind of construction tasks required in each case. In all of them, the system
worked properly, with only a few issues in the wireless camera connection, due to
frequency inhibitors placed in a close building.

After the tests, interviews were performed with the supervisors of each building area. All
users showed a good degree of acceptance of the system. We think that this is because of
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two main reasons: on the one hand, the appearance of the software with the same look and
feel and the same interaction present in current CAD systems, so they feel quite familiarized
with the use of the system. On the other hand, the extra functionalities included in the
system where very appreciated because with non-extra 3D models or physics models they
were able to compare real images with CAD designs in an accurate way, being able to even
make measurements and quite precise estimations of deviations from initial designs without
even being physically in the building area.

However there are still some minor issues to improve in order to make easier the actual
introduction of this system in the daily control of the building process. In this way, the
main drawback that users found using the system was the calibration method. Although all
the users understood why this process was necessary, the most of the users suggested a
more automatic calibration process, instead of placing the control points, which can be
sometimes confusing. So, these are the kind of considerations we are using to drive our
work to obtain a more usable system.
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1. Introduction

Mobile computing for massive users has gained enormous progresses in the last few years.
Among the main propelling forces for this momentum are the performance improvements
of mobile application processors, increasing of storage and sensing capabilities, as well as
breakthroughs in manufacturing technologies for high-quality mobile displays. Along with
such progresses, the way people perceive mobile devices evolved over time as well, maybe
best reflected by the changing names. During the 1990s, the mobile devices were called
cellular phones and PDAs (personal digital assistants), to differentiate between the then-major
functionalities of voice communication and handheld computing. Later the word "smart
phone" was more popularly used, attesting the convergence between communication and
computing elements. Nowadays, new technical jargons such as tablets, pads, and smart books
are often used to refer to mobile devices. Behind the hype of this name changing game is the
simple fact that personal computing is rapidly shifting towards being mobile.

There are large number of applications and services designed and optimized for mobile
computing. Within the herd Augmented Reality (AR) stands out and attracts considerable
attention. AR is the technology that superimposes computer generated graphics over real-life
live video feeds, using registration as the magic glue to blend the two seamlessly together.
The origin of the term "Augmented Reality" can be traced back to 1990, although applications
featuring some of the basic characteristics had been in place as early as the 1960s. On the other
hand, mobile AR systems which are of practical use are relatively new and did not emerge
until recently. The reason is that such systems put high requirements on the hosting device’s
software and hardware configurations.

To better understand the challenges, let’s take a look at Figure 1 which illustrates the
components of a conceptual mobile AR system. In this system, sensor (including both the
camera sensor and others) inputs are used to estimate the six degree-of-freedom pose of
the on-device camera. The sensor inputs are also used by a user interaction module which
implements functionality of gesture control. An I/O module reads graphics models from a
database and provides them to a rendering module. The latter combines rendered graphics
with live video. As the orchestrated output of all the modules, the interactive and augmented
scene is presented to the end user.

Now we examine what are the necessities to make the illustrated system capable of providing
smooth user experiences. First of all, the system needs to have interactivity, which translates
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Fig. 1. The components of a typical mobile AR system.

to frame rates above a minimum number, usually 30 frames per second. Fidelity is another
requirement, which means resolution of the final combined frames should achieve beyond
a decent level such as VGA (640 by 480 pixels), with sufficient graphical details. A further
requirement is scalability, indicating that there shall not be stringent restrictions on the
quantity of graphics models, nor the size of each individual ones. Last but not least, users
desire robustness, that is, even under noisy and complex environment conditions the pose
estimation module should still function with satisfactory detection rate and accuracy. Not
surprisingly, meeting these requirements calls for fast video processing, high I/O bandwidth
and efficient algorithm computation. These have been equipped more or less by modern
mobile devices, but not yet enough. The obstacles are multi-folds:

* Architecture difference - It is often the case that mobile application processors are designed
to have different architectures from high-end servers and even low-end PCs. The rationale
for such differences is mostly for power efficiency. At the price of this design choice is the
performance discrepancy introduced by architecture difference.

¢ Hardware capability — It is not completely uncommon for mobile devices to share the
same or similar architectures with their stationed counterparts. However, even under
this situation, significant capability gap may still exist between them. Take multi-core
architecture for example: the number of cores in a mobile multi-core processor is usually
much fewer than that of a desktop multi-core processor. Programable GPU architecture is
another example: most mobile GPUs implement only a subset of the functionalities of the
desktop products.

¢ System availability — Because mobile devices do not have the luxury of unlimited power,
energy conservation is a must-have for them. This impacts the system availability
accordingly. For instance, we cannot assume a smart phone in the field to run an intensive
computer vision task overnight without being plugged with external power supply. Albeit
the same operation could be conducted by a desktop PC with the same processor clock
frequency without difficulty.

Up to now, the approaches to tackle these constraints have been mainly focused on designing
algorithms as "lean and mean" as possible on the mobile devices. From this point of view,
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the endeavors of making AR to work on mobile devices are very similar to those of making
AR to work on PCs a decade ago. But unlike PCs by then, mobile devices nowadays often
find themselves surrounded by abundantly available cloud-based resources. In addition to
that, it is even often the case that correspondent AR components have been implemented on
these cloud peers more efficiently already. In this chapter we attempt to look at the problem
from a new and different perspective, i.e. closely integrate the computing resources on the
mobile device as well as in its cloud environment. We propose a novel alternative paradigm,
named Cloud-Mobile Convergence (CMC). Both the high-level design principle and low-level
proof-of-concept implementations of CMC are presented.

The rest of this chapter is organized as follows. In section 2 a review of traditional
techniques to solve "performance vs. resource" problem in AR is briefly given. Section
3 describes key concepts and high-level design principles of CMC. Following that, several
sample scenarios are presented in section 4. Section 5 conducts a deeper dive by studying in
detail a proof-of-concept application, which applies CMC paradigm to accelerate computer
vision-based human-computer interaction. We conclude the chapter in section 6 with
discussions.

2. Existing optimization measures for mobile AR

As illustrated in Figure 1, AR systems can use multiple sources of sensor inputs for camera
pose estimation and interaction. In practice, the camera sensor is mostly used. For simplicity
reasons, from now on if not specifically mentioned, the AR systems we discuss only include
vision-based ones. In such systems, vision-based processing tasks consists of recognition and
tracking.

Recognition is the task to find one or multiple pre-defined objects in the video scene. The
objects are first summarized — off-line or on-line — into digital presentation of features, and
then matched with the features extracted from the video scene. If there are matches found, the
corresponding objects are recognized. There have been a large number of feature detection
and description methods proposed and developed in recent decades. Representative ones
among them include Harris Corners (Harris & Stephens, 1988), Shi and Tomasi (Shi & Tomasi,
1994), SIFT (Lowe, 2004), SURF (Bay et al., 2006), FERNS (Ozuysal et al., 2007), and FAST
(Rosten & Drummond, 2003; 2005). Tracking is the task to keep track of the recognized
objects in video scene, and estimate camera pose continuously. In contrast to recognition task,
tracking task is free (or largely liberated) from the obligations of feature detection, description
and matching. This advantage makes it relatively faster to perform.

Although often underlooked, video acquisition itself is by no means a cheap operation. Quite
a few pre-processing steps need to be done before the video is supplied to recognition and
tracking tasks with satisfying quality: exposure control, focusing tuning, color adjustment etc.
State-of-art camera sensors try best to automate these steps, at the price of pre-processing time
that could be of the magnitude of tens of mini-seconds. The time taken by video acquisition
further tightens tracking and detection budgets.

One of the research directions undertaken is to make use of hardware elements that are more
efficient for computer vision algorithms processing than general-purpose CPUs. For instance,
with the rapid growing of programmable GPU capabilities, researchers have explored the
feasibility of porting some of the fundamental computer vision algorithms used by AR to
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GPU and showcased proven performance gains. Wu developed a software library for the
SIFT feature detector and descriptor (Wu, 2007). Terriberry et al. focused their efforts on
SUREF (Terriberry et al., 2008) and provided a working prototype. But the gains provided by
following this direction were not as large as AR system designers and users had expected.
On one hand, parallelism potentials of many computer vision algorithms are intrinsically
limited, leaving a constrained space to fully utilize the GPU capability. On the other hand,
heavy communications cost introduced by data transfer between the CPU and GPU, or among
multiple GPU cores further handicapped the benefits introduced by the usage of parallel
computing. It is worth noting that the numbers in (Wu, 2007) and (Terriberry et al., 2008)
were based on the more favorable experimental results of using desktop GPU processors. The
benchmark values on mobile GPUs would obviously be even worse.

Another viable path is to reduce the complexity of the AR tasks. Not surprisingly, this has
been more or less used by most mobile AR developers. There have been several popular
practices:

1. Image resolution reduction. This is intuitive to understand with a simple example: the
number of pixels contained in a QVGA (320 by 240) resolution video frame is only a quarter
of those in a VGA (640 by 480) resolution counterpart. Although processing complexity
is not strictly linearly correlated with number of pixels, the reduction of pixels normally
brings down required CPU cycles considerably. Many mobile AR systems down-sample
camera frames with a gaussian kernel to archive the goal of pixel reduction.

2. Parametric tuning for computer vision algorithms. For example, the original SIFT
(Lowe, 2004) implementation used a 128-dimension feature descriptor. Some variant
implementation, such as (Wagner et al., 2009) used data dimension less than that to lower
processing time and memory usage. Similar measures had been taken by some systems by
restricting the number of feature points to detect and match.

3. Utilization of assumptions and heuristics. In a specific AR application, some useful
assumptions and heuristics can be made use of to make the computer vision tasks easier.
Quite a few mobile AR systems in the literature assumed that there should be no drastic
camera displacements across adjacent frames. By asserting this, the burden of extensive
area processing for tracking is eased. In the gesture recognition system described in
(Kolsch et al., 2004), users are required to put the hand within a certain sub-region of the
camera view in order to start the system. Consequently the detection cost was much lower
than a full frame search. Similar requirements were also imposed by some real-time text
translation applications on mobile devices (Fragoso et al., 2011).

Strictly speaking, the practices listed above should not be regarded as optimization measures.
The reason is that they are not able to realize repeatable results of tackling the problem at
original complexity: Down-sampling VGA resolution frames to QVGA might improve the
frame rate, but it is more likely to decrease the detection rate and tracking continuity; Tuning
feature descriptor dimension brings down both memory usage and detection accuracy;
Assumptions and heuristics work "most of the time" and fail in corner cases, which are
sometimes not rare at all to spot. Use of such techniques should be carefully thought of and
conducted.

Yet another approach is to optimize the AR processing pipeline. Because there are
multiple computer vision tasks in a mobile AR system, processing of them could be
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optimized by using concurrent programming techniques such as multi-threading. In a typical
acquisition-recognition-tracking pipeline, each downstream stage of the pipeline can start as
a separate thread and synchronize with the upper stream counterparts in parallel. When
the camera imager thread acquires a new frame and delivers it to recognition thread, it
starts the next frame acquisition right away instead of waiting for the latter to complete.
Recognition thread works in a similar relationship with the tracking thread. In general, this
mechanism can be applied for any intermediate processing stages in the pipeline: In the
Envisor (DiVerdi et al., 2008) system, an inertial sensor interpolation thread and a vision-based
calibration thread complemented each other for tracking and map construction. In the
HandyAR (Lee & Hollerer, 2007) system, separation was made for a foreground recognition
thread using low-cost features and a background calibration thread using expensive features.

Limitation of the pipeline optimization approach is that even under the most idealistic
situation, total processing time of the pipeline is still capped by the duration of the most
time-consuming stage. The work of (Wagner et al., 2009) proposed a solution which partially
alleviated this problem. The solution amortized the most expensive processing task, i.e. target
detection into multiple consecutive frames. By using this technique, it achieved the relatively
best performance among peers at the time of publication (multiple target recognition and
tracking in real-time on mobile phones). The caveat was that the number of frames involved
for task amortization could not be too large otherwise the system could be subject to stability
issues.

3. The Cloud-Mobile Convergence paradigm

In section 2 we briefly reviewed the existing performance optimization measures for mobile
AR. It can be seen that none of them could solve the performance issue with full satisfaction.
These measures differ largely from each other, but share one thing in common: they rely only
on the mobile device itself to overcome its intrinsic shortcoming of constrained resources.

In this section, we think "outside of the device" and present a novel paradigm called
Cloud-Mobile Convergence (CMC). CMC is based on the observation that present day mobile
devices are surrounded by abundantly available cloud resources, and access to these resources
has never been as convenient before. The fundamental difference between CMC and other
state-of-art solutions is that CMC considers performance improvement factors external of the
mobile device, in conjunction with those on the device itself.

Under the CMC paradigm, when a mobile AR system is designed at high level, the resources
pool available to it is not considered to merely reside locally. Instead, all the resources are
regarded as being possible to present either internally or externally of the device. The only
differentiations among the resources are the benefits they bring and the costs to use them,
rather than whether they reside on the mobile device or in the cloud. This is the "convergence"
essence of the paradigm.

The CMC paradigm considers computing for mobile AR tasks an optimization problem with
the optional requirement of satisfying multiple constraints. If we denote Ry, Ry, ..., Ry as the
N available resources, B(R;) to be the benefits brought by resource i, C(R;) to be the cost of
using resource i, T1, T, ..., Ty to be the M constraints to be satisfied, then the problem of
optimizing a mobile AR system can be abstracted as:
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N
maximize Y B(R;)
i=1
s.t.
T, Ty, ... Ty (1)

optionally,

N
minimize Y C(R;)
i=1

Now that the abstraction is in place, it is time to look at how to apply the CMC paradigm to
a specific mobile AR system. In a real world application, each of the variables in Equation
1 is mapped to an application-specific factor. Let’s use one hypothetical system as example.
This system employs two resources in the recognition stage: a worker thread R; that matches
features extracted from the video scene to the local database, and another worker thread R,
which performs the same matching task but against a video library stored in a data center.
In this scenario two sets of definitions can be used to model benefits and costs, leading to
two different resource convergence strategies adopted by the system. In one set of definition,
B(R;) is the total number of objects available in R;, and C(R;) is the average recognition time
for each object in the video scene. This set of definition is obviously favorable to cloud resource
Ry, because R is able to provide more object candidates and perform faster object recognition
using data center processor farms. In another set of definition, B(R;) is the number of objects
accessible in unit time in R;, and C(R;) is the average access latency. In contrast to the first set
of definition, this one favors local resource R;, because of the higher I/O throughput and
lower access latency provided by R;. Under both sets of definitions, constraint T can be
defined as a threshold of unit time power consumption, i.e. T regulates the battery draining
rate.

The above example clearly manifests the power of CMC paradigm: the generalized
description is concise, yet the parameterized interpretation is flexible. Because of these
advantages, CMC is an effective meta-method and philosophy that has the potential to be
used widely for mobile AR system design and implementation.

4. Sample scenarios for CMC paradigm

In this section we showcase three different sample scenarios where CMC paradigm could
be beneficial. Each of the scenarios sets up an unique environmental mix of on-device and
cloud resources. It is worth noting that the classification criteria of these scenarios resemble
those used for mobile networking characterization. The subtle difference here is that they are
modeled by computing and not communications contexts. In all three scenarios, we define
the benefit of a resource B(R) to be its processing power, and the cost C(R) to be its access
latency.

4.1 Enterprise

It is common that in an enterprise environment, mobile device users have access to high
quality-of-service infrastructure of Wi-Fi network, as well as powerful backend servers. Such
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servers could be maintained by the IT department of the enterprise itself, or leased from
server farm providers such as the Amazon Elastic Computing Cloud!. In this scenario, B(R)
is high and C(R) is low for the cloud resources. It is thus possible to fully offload some of the
computing intensive tasks, like recognition and tracking to the cloud resources, and render
the processed result on mobile device, making the latter a thin client (e.g. (Taylor & Pasquale,
2010)).

4.2 Hotspot

In some public locations, limited computing service might be provided by the venue
management. For example, at a metropolitan airport, in addition to the complementary
Wi-Fi service, computer nodes attached to the Wi-Fi access points could be offering users
with their processing capacities complementarily or at a nominal charge. In some literatures,
such enhanced network access points are called "Access Point 2.0". The characteristics of this
scenario is that B(R) has a moderate value, but C(R) is also considerable. With the presence
of "Access Point 2.0", the preferred approach is to rely on the on-device resources to perform
tasks that require low latency, in the mean time utilize the cloud resources to perform tasks
that are not sensitive to latency. For example, tracking could be conducted on-device, while
recognition could be accomplished in the cloud. Because the latter is either conducted at
application starting time or as a background task, latency introduced by using cloud-based
resources is less detrimental.

4.3 At home

In the home environment, each family member could own one or more mobile devices.
Additionally, these devices are capable of communicating with each other through ad-hoc or
home Wi-Fi network, or other short range radios such as Bluetooth®. The resources provided
by each mobile devices to others can be regarded as in the cloud from the other parties’ point of
view. In this scenario, B(R) is low and C(R) is high for the cloud resources, making them less
popular than in the previous two scenarios. Cloud resources thus cannot play primary roles
in computing, but only serve as auxiliary assistants. Possible usage of the CMC paradigm
include assigning some of the off-line tasks in AR to cloud resources. Such kind of tasks
include object database construction, feature updating in the database, and so on.

5. A proof-of-concept application

In this section we analyze an application in-depth to further study the CMC paradigm. This
application employs vision-based techniques for natural human-computer interaction with
the mobile device. As a result, it is subject to expensive computation of processing camera
frames and track the hand in real-time, which exceeds the capability of the mobile device
itself. We show that by using a computer cluster which is in the mobile device’s proximity,
the system performance can be speeded up and achieve significantly better usability. Abstract
of this work was originally published in (Luo & Kenyon, 2009). This section is an extended
version of the original publication.

1 http:/ /aws.amazon.com/ec2/
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Fig. 2. A user interacts with a display wall with gestures, performing 2D window resizing
and moving tasks. Video frames are captured by a single camera on the tripod but processed
by multiple nodes of the cluster driving the display wall.

5.1 Background of the application

The last decade witnessed an increasing need for multi-million pixel resolution displays,
propelled by applications such as scientific visualization, viewing satellite/aerial imagery,
teleconferencing and a plethora of others. A successfully implemented solution to address this
need is to construct display systems that consist of multiple screen tiles driven by a computer
cluster. In such systems, each node in the computer cluster powers one or more of the display
tiles. Building on this hardware configuration, the synergy among the cluster nodes ensures
that pixel rendering across all the tiles are coordinated to provide the user with a large "single"
screen experience. Cluster-driven large displays can be a projection-based wall(Mechdyne,
2008), flat panel-based wall (Jeong et al., 2006; Sandin et al., 2005; Sandstrom et al., 2003) or
flat panel-based tabletop (Krumbholz et al., 2005). Two detailed reviews of recent progress on
large displays can be found in (Wallace et al., 2005) and (Ni et al., 2006).

Vision-based gesture interaction methods have focused on the most dexterous part of the
human body - the hand - so as to provide an intuitive means for human computer
interaction (HCI). For a large number of applications that use large displays, these approaches
can be especially advantageous compared to instrument-based counterparts under certain
circumstances. For instance, interacting from-afar the screens will provide more freedom
for the user to do arms-reach tasks. Similarly, during a tele-collaborative session, remote
speaker’s gestures can be automatically mapped to proper computer operation commands
(e.g. playing forward or backward presentation slides), in this way the users’ actions become
intuitive and they need not resort to any additional devices. That said, gesture-based methods
face a number of the performance challenges because of the requirements for low latency and
high throughput needed for video processing. High latency causes lengthy response time and
jeopardizes the user interactivity. On the other hand, low throughput forces the system to
monitor a limited field of view, which in turn constrains the user’s movement space.
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A promising way to address the performance challenge is using scalable computing
techniques to accelerate vision-based gesture interactions. This is based on the observation
that large displays boast not only display size, but also computing power. The number
of computer nodes in a cluster-driven large display system is usually considerable. In the
mean time, the CPU performance of each node is growing exponentially with Moore’s Law.
For example, Varrier (Sandin et al., 2005), a 35-tile system uses an 18-node cluster. While
Hyperwall (Sandstrom et al., 2003), a 49-tile system uses a 49-node cluster. In this section we
describe the scalable computing techniques for vision-based gesture interaction that utilize
the computing power inherent in cluster-driven displays. The processing of captured video
frames from a single camera is parallelized by multiple nodes of the cluster. Consequently,
we are able to achieve a lower processing latency and a higher processing throughput. When
the user’s hand is in the field of view of the camera, performance of predefined gestures
is interpreted into interaction commands for the large display system. Figure 2 shows a
prototypical vision-based gesture interface in use by a display wall, with the help of the
proposed methods. Our work has three major contributions: first, it analyzes the task
partitioning strategies for frame image scanning, a key task in both hand detection and
gesture identification. By examining in detail the advantages and disadvantages of two
strategies: by-region and by-scale, a hybrid strategy is developed by combining both of
them. Furthermore, a novel data structure, named the scanning tree, is devised for computing
nodes management. A load balancing algorithm for workload distribution across scanning
tree nodes is also presented. Last but not least, implementation has been accomplished
to incorporate the scalable computing techniques into a vision-based gesture interface for
a ultra-high-resolution tiled display wall. Evaluation results show the effectiveness of our
proposed techniques.

The rest of this section is organized as follows. Section 5.2 reviews related work in the existing
literature. The by-region and by-scale task partitioning strategies are discussed in section 5.3.
Based on the discussions, our final hybrid approach is presented. Section 5.4 describes the
scanning tree data structure, together with the load balancing algorithm. Integration work of
the prototypical vision-based gesture interface with the display wall is described in section 5.7.
Section 5.8 illustrates the evaluation results which validate the effectiveness of the proposed
techniques. At last, section 5.9 concludes the section.

5.2 Similar systems

Gesture-based HCI has been an active research topic for decades (Crowley et al., 2000;
Kage et al., 1999). Due to hardware limitations, early systems used tethered mechanical or
electromagnetic sensors to monitor hand gestures. For example, the MIT Media Room (Bolt,
1980) used an electromagnetical tracking sensor embedded in the wrist cuff to track spatial
translation of the user’s hand. The tracked gestures acted as an auxiliary control to move
objects displayed on a projection screen. The CHARADE system (Baudel & Beaudouin-lafon,
1993) improved gesture detection by having the user wear a data glove. Finger segments
positions reported by the glove are interpreted as gestures and then mapped to commands to
control computerized objects. With the advances of camera hardware and CPU processing
power, vision-based systems began to emerge for interaction with display systems. The
early systems used simple features and could recognize a limited number of gestures.
Freeman et al (Freeman & Weissman, 1995) used a video camera to detect hand movement.
In their system only one hand gesture, i.e. the open hand facing the camera could be
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identified. By waving the hand from side to side, the user was able to remotely control
the sound volume of a television. Segen et al (Segen & Kumar, 1998; 2000) constructed a
two-camera system to extract the fingertips of a hand from video, applied reverse kinematics
to derive an articulated hand model, and subsequently used the derived hand posture for
gesture-commands interpretation. Their system was fast (60Hz) because only the fingertips
needed to be tracked. However it was also prone to low accuracy since reverse kinematics
compute multiple hand postures for the the same fingertip configuration, which leaded to
ambiguous gesture interpretations. A comprehensive survey of these systems can be found in
(Joseph J. LaViola, 1999).

Besides the images of the hand itself, projected hand shadows could also be utilized for the
recognition of certain gestures. The Barehands system (Ringel, 2001) used infrared LED arrays
to illuminate a translucent touch screen from the rear. When the user’s hand touched the
screen a camera (with infrared filter) captured the hand’s shadow and translated it into gesture
commands. Image processing for Barehand was not computationally intensive, averaged
13.37 ms per frame. However, the needs for a touch-screen and high-intensity infrared
illumination limited its use for large displays needing interaction from-afar.

HandVu (Kolsch et al., 2004) is a vision-based gesture HCI developed by Kolsh et al. It allows
real-time capturing and processing of VGA-quality video frames, from a HMD-mounted
camera. HandVu is capable of working under different illumination conditions as well as
with various image backgrounds. Not surprisingly, such advantages are gained at the price
of computation-intensive image processing on multiple features: shape, color, optical flow,
and motion constraints. HandVu employs MPI(Message Passing Interface)-based parallel
processing for off-line model training but not for online video processing. To optimize online
processing performance, it takes several trade-offs in the implementation. For example,
hand presence is only detected in a sub-region of the camera’s field of view to initiate the
interaction. In the mean time, when running under asynchronous mode where response time
is guaranteed, unprocessed frames are discarded when timed out in a wait queue.

Researchers at the University of Toronto investigated interaction with large displays with
pen-based (Cao & Balakrishnan, 2003) and gesture-based techniques (Malik et al., 2006). The
work presented in (Malik et al., 2006) was a vision-based bimanual interaction system, which
used two 320 x 240 cameras to track the user’s fingers on a touch pad of black background.
The system mapped a rich set of gestural input on the touch pad to interaction commands
for a large display. Although detailed performance data was not available from the paper, the
authors discussed that frame processing time prevented the deployment of higher resolution
cameras. As a consequence, some users’ object-manipulation experiences were undermined.

It can be learned from (Kolschetal., 2004) and (Malik et al., 2006) that the performance
of a single computer has already been one of the bottlenecks deterring the deployment
of computation-intensive image processing methods for vision-based gesture interaction
systems. Our scalable techniques are designed to address this challenge. The proposed
solution partitions the processing workload of each captured video frame across multiple
cluster nodes. Through such approach, it effectively improves the system performance.

Our solution complements other research work in the literature that uses computer cluster to
speed up image processing. In the RPV (Real-time Parallel Vision) programming environment
(Arita et al., 2000), three low level cluster computing functionalities, namely data transfer,
synchronization and error recovery are taken care of by the environment, and the user can



The Cloud-Mobile Convergence Paradigm for Augmented Reality 43

use these functionalities directly instead of implement his/her own. An extension work
called RPV-II (Arita & ichiro Taniguchi, 2001) introduces stream data transfer to RPV, thus
the transmission latency is reduced. However, both RPV and RPV-II are only programming
environments and put the responsibility on their users to design parallel algorithms for a
specific computer vision application. A similar middleware is FlowVR (Allard & Raffin,
2006), which provides a data-flow model to encapsulate computation and I/O tasks for
parallel image processing. Most recently, the GrImage platform (Allard et al., 2007) proposes
a complete scalable vision architecture for real-time 3D modeling but not gesture interaction,
which is the question to be addressed by this paper.

5.3 Design of task partitioning strategy

Vision-based gesture interaction can be modeled as a pipeline process that consists of four
stages: detection, tracking, identification and interpretation. These stages can be disjointly
sequential with each other or have overlaps depending on the specific system. Generally
the pipeline runs as follows. First, detection senses the presence of the hand in the camera’s
field of view. Tracking is then conducted to monitor the hand position and report its spatial
coordinates. Any user gesture that has matches an entry in the predefined gesture vocabulary
is recognized by identification. As a final step, identified gestures are mapped to interaction
commands through interpretation.

It would be impractical to devise a universal solution for all vision-based gesture HCI systems
due to the large variety of implementations. To strike a balance between specificity and
generality, we examine the group of systems that use template matching during the detection
and identification stages. Such systems count for a considerable portion of the state-of-art
vision-based gesture HCIs. In them each incoming frame from the camera is scanned to find
possible matches with defined templates. If a match is found during the detection stage,
the hand is regarded to be in the camera’s field-of-view. Similarly, matches found during
the identification stage are recognized as gestures performed by the user. From this point of
view both the detection and identification stages can be abstracted to the same task of image
scanning. The difference is that they might use distinct template databases. Section 5.3.1
elaborates on the image scanning task.

5.3.1 Analysis of the image scanning task

In the image scanning task, each sub-window of the frame image of the templates’ size are
compared with templates stored in the vocabulary database. If the similarity between the
sub-window image and a template image satisfies a certain threshold, a template match is
reported. To enumerate all sub-windows of the frame image, the task scans along X and Y
dimensions in small steps until the whole image has been examined.

The size of the template remains constant once defined, but the size of the hand appearing in
a frame image could vary dynamically with viewing depth. To address this, it is necessary
for the image scanning task to do comparisons at multiple scales. Either the template or the
captured image can be scaled for this purpose. Which one is scaled does not affect the overall
computation complexity. Algorithm 1, which assumes that the captured frame image is scaled
to multiple levels, illustrates an abstracted image scanning task.

Algorithm 1 shows that the image scanning task fulfills a group of comparisons between
sub-windows of the captured frame image and the template. Because size of the template
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Algorithm 1 An abstracted image scanning task

Input:

frame image: F.

template: T.

scanning translation steps: Xstep, Ystep-
scanning start/stop scales: Sstart, Sstop-
scanning scale step: Ssyep.

Output:
set of template matches: M.

1. M+ &

2: S < Sstart

3: while S < Sstop do

4: Scale F at S

5: X<+0

6: Y+« 0

7: W < width of F at scale S

8: H < height of F at scale S

9: while X < W do
10: while Y < H do
11: Compare sub-window of F starting at (X, Y) with T
12: if there is a match then
13: Add the match into M
14: end if
15: Y < Y + Ystep
16: end while
17 X X + Xstep

18: end while
19: S < S+ Sstep
20: end whilereturn M

is an invariant, processing load of each comparison (line 11 in Algorithm 1) is a constant.
If this group of comparisons could be distributed evenly over multiple computing nodes, the
image scanning task would be gracefully parallelized. In the next sections the two partitioning
strategy candidates, by-region and by-scale, are discussed. The by-region strategy divides a
frame image into multiple sub-regions, and assigns the processing of each sub-region to a
computing node. The by-scale strategy assigns the processing of the whole frame image to
computing nodes, but each of these nodes only handles certain scale levels.

5.3.2 The by-region choice

Figure 3 illustrates the principle of the by-region task partitioning strategy. Blocks of
identical color indicate that they are processed by the same cluster node. With this strategy,
a given cluster node is always assigned to process a fixed portion of the whole frame
image, and processes this portion at all scales levels. For example, assuming that the
frame image is captured at 640 x 480 resolution, and node A is assigned to process a
sub-region with the corner coordinates to be [0, 0, 320, 240] (coordinates are in the form of



The Cloud-Mobile Convergence Paradigm for Augmented Reality 45

Dﬁutle 1 :|Nn:le 2 . .Nudl: N
- Image Scale M

Image Scale 1

Fig. 3. lllustration of the by-region task partitioning strategy.

[Xieft Xright Yeops Ypottom]) for the scanning scale of 1. When the scanning scale becomes 0.5,
the frame image is reduced to 320 x 240, and the sub-region to which node A is assigned
changes accordingly to [0, 0, 160, 120].

One advantage of the by-region strategy is straightforward load balancing: as long as the
sub-regions assigned to different cluster nodes are of same size, workload distribution will
be theoretically even. However, this strategy is subject to the drawback of high processing
overhead. To illustrate this, consider the situation where the hand appears in the image area
that crosses two sub-regions. If the two sub-regions are disjoint, the appearance of the hand
will be missed by the image scanning task, causing reduced detection and identification rates.
Thus it is necessary for the sub-regions to overlap with each other to make sure that sub-region
borders are properly taken care of. The size of the overlapped area is solely determined by
the size of the template. In Equation 2, the quantitative measure R,,;j¢qq is defined as the
overhead ratio. R,pespeqq is calculated as the ratio between the size of the sub-region that a
cluster node actually has to process versus the sub-region size that is assigned to it>. Table 1
shows how the overhead ratio values grow at several representative scanning scales.

(Wsubregion xS+ Wtemplute)(Hsubregion XS5+ Htemplate)
(Wsubregion X S) X (Hsubregion X S)

Roverhead =

5.3.3 The by-scale choice

Figure 4 illustrates the principle of the by-scale task partitioning strategy. The same legends
for Figure 3 are used here. With this strategy, all cluster nodes are assigned to process the
whole frame image, but each with a different range of scanning scales. For instance, for an

2 For simplicity reasons, boundary conditions are not discussed for all equations and algorithms listed in
this section.
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Scanning Scale Overhead Ratio

0.2 211%
0.3 170%
0.4 151%
0.5 140%
0.6 133%
0.7 128%
0.8 124%
0.9 121%

1 119%

Table 1. Overhead Ratio vs. Scales for By-region Strategy
(Wsubregion =320, Hsubregion = 240, Wtemplute =25, Htemplute = 25)

DNu{Iel D.‘Iﬂdci . .lee N
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Fig. 4. Illustration of the by-scale task partitioning strategy.

image frame of 640 x 480 resolution, node A is assigned to process the scale levels within the
range of 1-0.8. Node B is assigned to process the scale levels within the range of 0.7-0.5, and
so on. The advantage of the by-scale strategy is that no processing overhead is introduced
by sub-region overlapping, because each cluster node processes the whole image frame.
However, there are unbalanced workloads at each image scale. When the image scanning
task is performed at high scales, there are more sub-windows to compare. Consequently, the
number of template comparisons is large. Similarly this number is small when the image
scanning task is performed at a low scale. Because each template comparison takes the
same amount of processing time, cluster nodes with different assigned scale ranges will have
different workloads. Equation 3 presents the number of template comparisons needed at a
given scanning scale S. With this equation, Table 2 shows that the number of comparisons
needed increases at roughly the second order of the scanning scale. It is clear in the table that
the highest number of comparisons (at scale 1.0) can be a magnitude higher than the lowest
value (at scale 0.2).
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Scanning Scale Number of Comparisons

0.2 1219
0.3 3312
0.4 6430
0.5 10571
0.6 15736
0.7 21926
0.8 29138
0.9 37376
1 46638

Table 2. Number of Template Comparisons vs. Scales for By-scale Strategy
(Wframe = 640, Hfrume = 480, Wtemplate =25, Htemplute =25, Xstep =3, Ystep =2)

(Wframe x5 - Wtemplate) % (Hframe x5— Htemplate)
Xstgp Ystep

Ncompurison =

5.3.4 The final hybrid approach

Based on the previous discussions, it can be asserted that using either by-region or by-scale
strategy alone will not be sulfficient to achieve effective partitioning for the image scanning
task. The by-region strategy creates high overhead for each single cluster node, and lowers
the overall performance of parallel processing. On the other hand, the by-scale strategy
overly engages the cluster nodes which scan at large scale levels, at the same time underly
utilizes the cluster nodes which scan at small scale levels. The result is that parallel processing
performance as a whole is affected.

We propose a hybrid approach that uses both by-region and by-scale task partitioning. The
basic idea is to take advantage of the better load balancing inherent in by-region strategy,
and lower the computation overhead, as much as possible, by exploiting the characteristics of
by-scale strategy. More specifically, this approach works as follows:

* The captured image frame is distributed to all cluster nodes at the same level. Each cluster
node is assigned to process the whole frame image at a single scale level, or within a certain
scale level range.

¢ Scanning tasks at small scale levels, which are less computationally demanding, are
grouped and assigned to a single cluster node. In this way the light workloads are
aggregated to avoid under-utilized cluster nodes.

* A cluster node which has been assigned to scan at a large scale level further partitions its
workload using the by-region strategy, and assigns the processing of sub-regions to next
level cluster nodes.

* If the workload of scanning at a scale level is comparable to either aggregated small
scanning scale levels or partitioned large scanning scales, it is assigned to a single cluster
node.

* The partitioning process is repeated recursively until an optimized overall system
performance is achieved.

Implementing this hybrid approach requires two additional components. The first component
is a data structure that is capable of managing the cluster nodes involved in the image
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scanning task with a layered architecture, because the hybrid approach partitions workload
at multiple levels. Therefore, a data structure called a scanning tree is designed to handle this
need. The second is a load balancing algorithm based on the scanning tree data structure.
This algorithm is responsible for fine tuning three configuration tasks in the hybrid approach:
workload grouping for scanning at small scale levels, workload partitioning for scanning at
large scale levels, and the determination of scale levels that need neither grouping nor further
partitioning. Section 5.5 introduces the scanning tree and Section 5.6 the load balancing
algorithm.

5.4 Node management and load balancing

Designing of the hybrid task partitioning strategy lays out the foundation for a concrete
implementation. One part of the implementation is the formation of the underlying system,
i.e. management of the cluster nodes. The other part of the implementation is the synergistic
scheme, of which the the load balancing algorithm is a main component.

5.5 The scanning tree

In our solution the scanning tree data structure is designed to manage the cluster nodes for
the image scanning task. Figure 5 gives a graphical presentation of this data structure. The
scanning tree can have one or more levels. Every node of the tree represents a cluster node
and is indexed with a unique key, which is the node’s IP address. Each edge of the scanning
tree maps to a dulplex network link between the two connected nodes.

A node of the scanning tree has two data attributes: scan_region and scale_range. The
scan_region attribute is a quadruple [Xjers, Xrignt, Yiop, Yoottoml that specifies the unscaled
sub-region coordinates to be scanned in the frame image. The scale_range attribute is a triple
[Sstart, Sstep, Sstop] that denotes the start, step and stop of scanning scales performed by the
node on its scan_region. To make these descriptions more intuitive, two examples are given
below, assuming that the frame image is of resolution 640 x 480:

* Node A has the index "10.0.8.120" and the data attributes {scan_region: [0, 0, 640, 480],
scale_range [1.0, 0, 1.0]}. This is a cluster node with an IP address 10.0.8.120 which scans
the whole frame image, at the single scale value of 1.0.

¢ Node B has the index "10.0.8.121" and the data attributes {scan_region: [0, 0, 320, 240],
scale_range [0.5, 0.1, 0.8]}. This is a cluster node with an IP address 10.0.8.121 which scans
the upper left quarter portion of the frame image, at four scales 0.5, 0.6, 0.7 and 0.8.

Each node of the scanning tree does three jobs: distributing the frame image to its children
(with the leaf nodes being exceptions); scanning the specified sub-region at the specified
scale_range; and reporting to its parent (with the head node being an exception) any template
matches found by the subtree headed by itself. Under this mechanism, starting from the head
node, a frame image is passed to all the nodes of the scanning tree in a top-down fashion.
In a reverse flow fashion, template match results are gathered in a bottom-up manner and
eventually converge at the head node.

The workload of a scanning tree node is determined by its data attributes. These data
attributes can be manually planned based on the principles described in section 5.3.4, or
constructed by an automated process as described in the next section.
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Fig. 5. The scanning tree.

5.6 Load balancing algorithm

Algorithm 2 automates the planning work for:

¢ Construction of the scanning tree: given a desired speedup Pjesjr, this algorithm
constructs a scanning tree Tscq,, the number of nodes in the scanning tree N,,4.5, and an
estimated best-effort speedup Pes; to match Pygipe.

¢ Load balancing across the scanning tree nodes: this algorithm distributes workload
across scanning tree nodes as evenly as possible, using the hybrid task partitioning
strategy.

* Estimation of the communication costs: this algorithm outputs the estimations for two
communication costs: the cost at the head node Cy,,,; and the cost across the scanning tree
Coperall- The unit of these costs is number of frame image copies transmitted.

Following the pseudo-code for Algorithm 2 below, the algorithm works as follows. It
first calculates the number of template comparisons at each of the scanning scale values,
and sums these numbers to get the total number of template comparisons needed for the
image scanning task (lines 8-13). The template comparison numbers are then normalized as
percentages of the totalled number. Besides the percentages array, an integral percentages
array is also constructed, for each scanning scale value(lines 15-19). The classification of
low, middle and high scanning scales is based on the desired speedup. According to the
value of desired speedup, line 21 finds the value below which are treated as low scanning
scales. Subsequently, line 22 finds the value beyond which are treated as high scanning scales.
The values in-between fall into the category of middle scan scales. Once is classification
is completed, the rest of the algorithm handles the processing for each class of scan scales
respectively. All scanning scales in the low class are grouped to form a scan scale range. The
first scanning scale in the middle class is handled by the head node. And the rest of each
middle scanning scales is handled by a single node. For the processing of high scan scales, the
by-region strategy is first applied and the algorithm is used recursively to construct a sub-tree
for each high scanning scale (lines 34-36). Upon the creation of each tree node its workload
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is defined, through the scan_region and scale_range attributes. When the algorithm finishes,
the image scanning task has been partitioned to nodes across the constructed scanning tree.

Algorithm 2 Scanning tree construction and load balancing

Input:

desired speedup: Pj,gjr-

width and height of the image frame: Wramer Hrame-
width and height of the template: Wiemplater Hiemplate-
scanning translation steps: Xstep Ystgp.

scanning start/stop scales: Sstart, Sstop-

scanning scale step: Sstgp.

Output:

scanning tree: Tscqy.

number of nodes in the scanning tree: N, .

estimated speedup: Pes;.

estimated communication cost at head node: Cy,py4.
estimated communication cost across scanning tree: Cyepq11-

: Tscan <= ¢

: Nyodes < 0
Pest - 0

: Chead ~0

: Coverall <0

NG LN

: Populate Array_Scales with scale values from Sgart to Sstop at interval Sstep, record the size
of Array_Scales as Len
8: Zeros Array_Ncomparison Of size Len
9: Niota1 < 0

10: for (i =1 to Len) do

11: Calculate Array_Neomparison[i] using Equation 3, with the parameters Array_Scales|i],

Wframer Hfrume/ Wtemplate/ Htemplate/ Xstepr Ystep

12: Niotar <= Niotar + Arm]/—Ncompurison[i]

13: end for

14:

15: Zeros Array_Pecentage, Array_Grouped_Pecentage of size Len

16: for (i =1 to Len) do

17: Array_Pecentageli] = Array_Nomparisonli]/ Niotal

18:  Array_Grouped_Pecentage[i] = X.(Array_Pecentage[l : i])

19: end for

20:

5.7 Display wall integration

A gesture interface is implemented using the OpenCV computer vision library, with
KLT feature-based template comparison. The implementation uses parallel frame image.
A baseline implementation that does not use the scalable computing techniques is also
implemented for evaluation purposes. The gesture interface is then integrated with an
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Algorithm 2 Scanning tree construction and load balancing (continued)

21: Find the highest index Igyoup that satisfies Array_Grouped_Pecentage|lgroup] < 1/P

22: Find the lowest index I that satisfies Array_Pecentage[ls, ;] > to 1/P

23:

24: Create Nodejeaq with scan region to be [0,0,Wyqpe,Hframe]l and scanning scale value of
Array_Scales(Igroup + 1]

25: Add Nodey,,,; to Tscan as head node

26:
27: for (iigdle = (Igroup +2) to (Isplit —1))do
28: Create a node Node,34;, with scan region to be [0,0,W,qme,H frqmel and scanning scale

value of Array_Scales[iyiza.]- Add Node,,ijare to Tscan as a child of the head node

29: end for

30:

31: Create a node Nodegroup with scan region to be [0,0,W 14, H frame] and scanning range of
[Array_Scales[1], Sstep, Array_Scales[Igroup]], add Nodegroup to Tscan as a child of the head
node

32: Pest < 1/ Array_Grouped_Pecentage[Igroup)

33:

34: for (ispyj = Lspiit to Len) do

35: Use the by-region strategy to partition the processing at Array_Scales[isp;;| into a
sub-tree, add this subtree as a child to the head node of T4,

36: end for

37:

38: Nyodes ¢ total number of nodes in Tsean

39: Cjpopg < number of children of the head node in Tsc4n

40: Cyperqnr < total number of edges in Tscan

return Tscan, Nyodess Pests Cheads Coverall

ultra-high-resolution tiled display wall. The wall has 55 LCD screen tiles, and is driven by
a 32-node cluster. Each node in the cluster has a 64bit architecture with two 2GHz AMD
processors and 4GB RAM. Nodes are interconnected with gigabit network interfaces. An open
source high performance graphics streaming middleware SAGE (Jeong et al., 2006) is used by
the display wall for frame rendering and Ul management.

Hardware integration is performed as follows. The head node of the computer cluster is
connected to a Dragonfly camera (Pointgrey Research Inc). The Dragonfly captures frame
image at 640 x 480 resolution, 30 Hz rate and 8-bit gray scale. All nodes in the computer
cluster participate visualization, coordinated by SAGE. A subset of them are used for the
gesture interface under the management of a scanning tree. Regardless of the number of nodes
in the scanning tree, it always uses the cluster head node as its head node. Communications
among the scanning tree nodes are handled by the open source library QUANTA (He et al,,
2003).

On the software integration side, the gesture interface runs as a standalone application,
independent of the SAGE middleware. Interprocess communication using socket connection
is setup between the gesture interface and SAGE. Whenever a user gesture is identified, the
interface sends an interaction command to SAGE. SAGE then performs corresponding 2D
window manipulation operations based on the interaction command. With this collaboration
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the user can move, resize and close application windows displayed on the wall using
free-hand gestures, as shown in Figure 2.

5.8 Evaluation results

A set of experiments are conducted with the gesture interface to evaluate the scalable
computing techniques. These experiments measure three groups of metrics: speedup values
under different scanning tree configurations, workload balance across nodes in the scanning
tree, as well as performance impacts to the graphics streaming.

5.8.1 Speedup

Using the desired speedup values of 2.0, 3.0, 4.0, 6.0 and 9.0, algorithm 2 constructs five
scanning trees. The node numbers in these trees are 3, 4, 8, 12 and 16 respectively. The
estimated speedup values are 2.1, 3.06, 4.49, 6.63 and 9.25.

The times taken for frame image scanning during the detection and identification stages are
profiled in the gesture interface. Same profiling are performed in the baseline implementation.
Speedup values are obtained by calculating the ratio of averaged baseline processing times for
image scanning over the counterpart in parallelized processing. Figure 6 shows the actual
speedup values measured for the five scanning tree configurations described above. The
measured speedup values are very close to the estimations for the 3-, 4- and 8-node scanning
trees (difference is within 20%). For 12- and 16-node scanning trees the discrepancies are
relatively large. This is mainly due to the increased communication cost during parallel
processing. Communication costs are not taken into account in Algorithm 2. This fact leads to
estimation errors.

5.8.2 Load balancing

Figure 7 illustrates the workload distribution estimated by the load balancing algorithm and
the actual measured numbers, over a an 8-node scanning tree. Note the difference in units
used by the top and bottom plots of figure 7. The estimated numbers are represented as
the percentages of processing amount at all nodes against the processing amount of baseline
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Fig. 7. Estimated and actual workload distributions across a 8-node scanning tree. Note that
the units used by top and bottom plots are different.

implementation. In the mean time, the actual workload values are measured as average CPU
load recorded at each of the nodes. Although the numbers in the top and bottom plots are not
directly comparable, it can be seen that the actual workload distribution roughly follows the
estimated outcome, with the exception at the head node. The larger readings at the head node
is because that CPU load is measured as a whole for the gesture interface. Besides the work of
image scanning, the head node is also in charge of video capturing, whose CPU usage is not
easily separated when doing application-level profiling.

5.8.3 Performance impacts

Because the gesture interface shares the same computing resources with the SAGE
middleware, its impact on the graphics streaming performance of SAGE is of interest. This
experiment is conducted by running the OpenGL "Atlantis" application over SAGE, with the
application window covering 20 display tiles. The profiling tools that come with SAGE is used
to measure its display bandwidth and display frame rate. The display bandwidth reflects
SAGE data throughput, which is calculated as the product of number of frames streamed
in unit time and the data size of each frame. The display frame rate indicates the update rate
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SAGE could maintain across the display wall. Two conditions are tested, i.e. with and without
the gesture interface running. For the "with gesture interface running" condition, a 12-node
scanning tree is used for parallel processing. The nodes of the scanning tree belong to a subset
of the nodes that drive the 20 LCD tiles where "Atlantis" is displayed.

Figure 8 shows the side-by-side comparison results of SAGE display bandwidth under two
conditions. Without gesture interface in place, the display bandwidth is 485.54 &= 59.74Mbps.
While with gesture interface running, the display bandwidth is 430.77 & 49.84Mbps. Display
bandwidth drops by 11% when the gesture interface is active. Similar results on display frame
rates can be seen in figure 9. Without the gesture interface active the frame rate is 69.21 + 5.26.
With gesture interface active, frame rate becomes 61.03 & 6.44. The frame rate decrease is
about 12%. Considering the gain of a five-fold speedup for gesture detection and recognition,
the performance impacts to graphics streaming are relatively insignificant.
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5.9 Results discussion

This section explores the techniques to utilize the computing power of cluster-driven large
displays to alleviate the performance needs for vision-based gesture interaction. It makes
three contributions: 1) an analysis of the task partitioning choices, which leads to the
proposition of a hybrid strategy, 2) the scanning tree data structure together with the load
balancing algorithm, and 3) implementation and evaluation of the integration with a real
system. Experimental results show that the proposed techniques are effective and exhibits
promising speedup, estimation accuracy and performance impact metrics. To our best
knowledge, this section is the first to address scalable gesture interaction for large display
systems.

The solution presented can be applied to a broader range of computer vision interfaces
beyond gesture-based systems, such as silhouette tracking. Being at the application-level,
it is also feasible to be stacked on programming environment-level parallelization techniques
and achieve further performance gains.

Presently communication factors, such as latency, overhead and bandwidth are not explicitly
addressed in system modeling. As can be seen in section 5.8, this limitation can cause
considerable estimation inaccuracy when data distribution is intensive. One extension could
be the addition of several communication parameters in the LogP model (Culler et al., 1993)
into the solution design. We leave it as a future work.

6. Conclusions and discussions

In this chapter we presented our work to enhance mobile AR system performance with a
novel computing paradigm, named Cloud-Mobile Convergence (CMC). The design principle
and philosophy of CMC is introduced, and several sample scenarios to put this paradigm into
practical use are discussed. We also described in detail a real life application which adopts
CMC paradigm. As a meta computing method, CMC exhibits potentials to be used in a wide
range of mobile AR systems.

It should be pointed out that the research of using CMC for AR applications is still in its
growing age. Solutions to some interesting problems remain largely unexplored. One of
these problems is how to discover the cloud-based resources and configure the collaboration
relationship between the mobile device and its cloud environment in an automated fashion.
Up to now we always assumed that the mobile device had obtained information about
its environment before conducting computation using CMC paradigm. We also assumed
that the cloud-based resources were ready to be utilized as soon as requested by the
mobile device. Both assumptions were simplified and might not be true under real world
circumstances. For this, some well-established discovery and auto-configuration protocols,
software implementations and standards may be integrated into a CMC application.
Examples of such protocols, implementations and standards include Apple Inc’s Bonjour
(Apple, 2005), UPnP Forum’s UPnP (UPnP, 2011), and Qualcomm Inc’s AllJoyn (Qualcomm,
2011), to name just a few.

Another problem is inter-operability across heterogenous systems. When mobile device
is collaborating with its cloud environment, they need to work out a solution to address
possible heterogeneities at the levels of operating system, application programming interface,
data format, and many others. To deal with the OS and API discrepancies, inter-process
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communication methods such as RPC (Remote Procedure Call) may be useful. While data
format differences need to be solved by techniques like interpretation middleware and
application gateway. The importance of unification and standardization has been realized
by the community, but to be able to get some real progresses there are still long roads to go.

In a broader sense, CMC paradigm belongs to the field of collaboration computing, and people
had split views on collaborative computing. User experience had long been a controversial
topic in the debates. Proponents argued that the performance gains collaborative computing
brought to the table helped to achieve better user satisfaction. While the opponents believed
that the discontinuity in service quality actually hampered user experience and so that
collaborative computing would not be preferred by the mass users. With all these opinions
said, there haven't been decisive and convincing evidences for either side found in the
literature. To concretely evaluate the users’ preference of CMC paradigm, extensive user
study and human factors experiments should be conducted. We leave this as a potential future
direction of the follow-up work.

Optimization using hybrid approaches, involving the CMC paradigm and methods discussed
in section 2 would also be an interesting direction to explore. What if we reduce the
computing problem complexity on the mobile device to get coarse tracking results, and refine
it with the reminder of the computing task done outside of the device? What if we unify
the parameter tuning both internal and external of the device, and make the cloud-based
resources scheduling part of the parameter tuning process? Such hybrid approaches might
very likely open new avenues to the performance improvement challenges. We will keep
polishing the CMC paradigm to reflect the new findings and improvements.
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1. Introduction

The artistic or historical value of a structure, such as a monument, a mosaic, a painting or,
generally speaking, an artefact, arises from the novelty and the development it represents in
a certain field and in a certain time of the human activity. The more faithfully the structure
preserves its original status, the greater its artistic and historical value is. For this reason it is
fundamental to preserve its original condition, maintaining it as genuine as possible over
the time. Nevertheless the preservation of a structure cannot be always possible (for
traumatic events as wars can occur), or has not always been realized, simply for negligence,
incompetence, or even guilty unwillingness. So, unfortunately, nowadays the status of a not
irrelevant number of such structures can range from bad to even catastrophic.

In such a frame the current technology furnishes a fundamental help for reconstruction/
restoration purposes, so to bring back a structure to its original historical value and
condition. Among the modern facilities, new possibilities arise from the Augmented Reality
(AR) tools, which combine the Virtual Reality (VR) settings with real physical materials and
instruments.

The idea is to realize a virtual reconstruction/restoration before materially acting on the
structure itself. In this way main advantages are obtained among which: the manpower and
machine power are utilized only in the last phase of the reconstruction; potential
damages/abrasions of some parts of the structure are avoided during the cataloguing
phase; it is possible to precisely define the forms and dimensions of the eventually missing
pieces, etc. Actually the virtual reconstruction/restoration can be even improved taking
advantages of the AR, which furnish lots of added informative parameters, which can be
even fundamental under specific circumstances. So we want here detail the AR application
to restore and reconstruct the structures with artistic and/ or historical value.

2. Reality vs. Virtuality

With the Virtuality-Reality Continuum is intended a scale ranging from a complete real world
to a complete virtual world, passing through intermediate positions (Fig. 1, Milgram &
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Kishino, 1994). So we can refer to Reality or Real Environment (RE), Augmented Reality (AR),
Augmented Virtuality (AV), Virtual Environment (VE) or Virtuality or Virtual Reality (VR).
Intuitively the RE is defined as the world how is perceived by our senses, and the VE
defines totally constructed or reconstructed scenario with computers. The intermediate
values of the scale are generally referred as Mixed Reality (MR), which can be made with
different “percentages” of reality vs. virtuality.

— Mixed Reality (ME) —
~ g ™~
- >
Real Aungmented Augmented Wirmal
Environment Reality (AR) Virtuality (AV) Environment

Fig. 1. Virtuality-Reality Continuum.

So, AV refers to scenarios where the virtual part is predominant, but where the physical
parts (real objects, real subjects) are integrated too, with the possibility for them to
dynamically interact with the virtual world (preferably in real-time), so the scenarios to be
considered as “immersive” as, for instance, a “Cave Automatic Virtual Environment” can be
(Cruz-Neira et al., 1992).

On the other hand, the term AR refers to scenarios where the real part is predominant, for
which artificial information about the environment and its objects are overlaid on the real
world, thanks to a medium such as a computer, a smart phone, or a simply TV screen, so
additional information directly related to what we are seeing are easily obtained (see Fig. 2
as an example).
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Fig. 2. Virtual information overlaid on a real image.
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2.1 The reconstruction/restoration cycle

Generally speaking the VR can be “self consistent”, in a sense that some virtual scenario
remain within its boundaries and utilized as such, let’s think about some playstation’s
games for instance. On the contrary, when we deal with restoration and/or reconstruction
of architectural heritages or historical artefacts, it is commonly adopted a criteria for which
the Virtuality-Reality Continuum is crossed (see Fig. 3). This happens in the sense that we
start from the real status of matters (RE step), perform the analysis of the current status (AR
step), run a virtual restoration/reconstruction of artefacts and materials (AV step) and
produce a complete virtual representation of reconstructed scenario (VE step). All of these
steps are finalized to accurately describe, analyze and indicate the exact passages to be
executed in reality to obtain the best possible operational results.

REALITY
ORIGINAL

MEDIATED REALITY
CURRENT S5TATUS ANALYSIS

REAL
RESTORATION f
RECONSTRUCTION

MIXED REALITY - IMMERSIVE VIRTUAL REALITY
VIRTUAL RESTORATION [/ RECOMSTRUCTION

VIRTUALITY UNREAL - COPY
REPRESEMNTATION OF RESTORED f RECONSTRUCTED

Fig. 3. V-R Continuum, and the flow diagram for architectural heritages
reconstruction/ restoration.

At first glance, the concept to operate in reality passing through the virtuality seems to be
not so practical. After all we change our domain (the reality) for another one (the virtuality)
but with the final aim to return to the starting one (the reality). Conversely to cross the
Virtuality-Reality Continuum offers some advantages discussed in a while.

We can report a similar occurrence in the electronic field, for which the circuital analysis,
necessary in the time domain, is realized in the frequency domain and then returning to the
time as an independent variable. This way of proceeding is applied because of its advantages
(less time consuming procedures, algorithms with minor complexity, filters which can be
more easily implemented).

The idea to exploit the potentialities of the VR and AR domains in archaeology is not new.
Examples come from “Geist” (Ursula et al., 2001) and “Archeoguide” projects (Vassilios et
al., 2001; Vlahakis et al., 2002). The first allows the users to see the history of the places while
walking in the city, and was tested in the Heidelberg castle. The second wants to create a
system to behave like an electronic guide during the tours made by the visitors in cultural
sites, and was used in the archaeological site of Olympia in Greece. After these early
examples, many other projects come in the latest years, as the one that regards a virtual
exploration of underwater archaeological sites (Haydar et al., 2010).
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But we want here point out that the AR can be successfully used for restoration and/or
reconstruction purposes, so can play an active role, rather than be utilized for mere tutorial
reasons, so to be confined in a passive part. To this aim, it is really useful to start from the
mere real side of the problem, to cross the Virtuality-Reality Continuum, passing through
AR and AV, till the mere virtual side, and to come back to the origin, as already stressed.
This is for several reasons:

e restoration and/or reconstruction time can be reduced;

e the costs for restoration and/or reconstruction can be reduced: manpower and machinery
are utilized only at the real final step, so even the energy consumption is saved;

e some potential breakages or risk of destruction of the archeological, often fragile but
valuable, artifacts to be restored and/or reconstructed can be avoided;

e some potential abrasions/changes in colors of the artifacts can be avoided;

e it is possible to establish forms and dimensions of the parts which are eventually
incomplete so to rebuilt the artifact in an exact manner;

e it is possible to assemble the artifacts without damage its remains and even cause
damages in the excavation site where the artifact was found;

e itis possible to preview the possibilities of assembling more easily, reducing errors and
the time spent in those tasks;

e the 3D scanning procedure is also useful to create a database, for cataloging reasons, for
tourism promotion aims, for comparison studies, etc.;

e in cases where the structural stability of a monument is not in danger, nonintrusive
visual reconstructions should be preferred to physical reconstruction;

and so on.

VR played an active role in a project concerning the recovery of some artifacts that were
buried in the Museum of the Terra Cotta Warriors and Horses, Lin Tong, Xi'an, China
(Zheng & Li, 1999). Another example comes from a project to assemble a monument, like the
Parthenon at the Acropolis of Athens (Georgios et al., 2001), for which one of the motivation
to utilize the VR was the size and height of the blocks and the distance between one block
and a possible match, so VR helps the archaeologists in reconstructing monuments or
artifacts avoiding the manual test of verifying if a fragment match with another.

Archaeologists can spend even several weeks drawing plans and maps, taking notes and
pictures of the archaeological findings. But VR offers systems to create a 3D reconstruction
by simply take several pictures by which it is possible to get a 3D model of the artifacts
(Pollefeys et al., 2003).

Among all the possibilities, we want here to point out that VR and, especially, AR can furnish
a further meaningful help if joined with Human-Computer Interaction (HMI) possibilities. To
do so, we will further detail new acquisition systems capable to measure human movements
and translating them into actions, useful for the user to virtually interact with an AR scenario
where archaeological artifacts are visualized (see paragraphs 4.3 and 4.4).

2.2 The models

In addition to the previous flow diagram regarding the restoration cycle (Fig. 3), it makes
sense to define also the evolving situation of the artefacts to be restored during that cycle. So
we can distinguish: original, state, restoration, and reconstruction models.
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The original model concerns the parts of the monument, mosaic, painting, ancient structures,..
or, generally speaking, artefacts, which survive intact today without being subjected to
tampering, just as they were in the past.

The state model just regards the current situation of the artefacts, with its original model but
after being integrated with “addictions”.

The restoration model consists of the original model with manual interventions of addictions
of what has been destroyed over time, so to bring back the artefacts to their native status.

The reconstruction model is defined when we are not limited to “simply” manual intervention
of “addictions”, because of so little remains that even an original model is difficult to define. So
the interventions are quite addressed to built something almost from beginning, taking
account only of really “skinny” original parts of the artefact.

So, restoration model can be visualized for the Colosseum (also known as Coliseum) originally
the Flavian Amphitheatre in the centre of the city of Rome (Italy), while reconstruction model is
for the Jewish Second Temple practically destroyed by the Roman legions under Titus.

The restoration and reconstruction models can be realized by means of mixed reality in the V-
R continuum.

3. AR applications

We know pretty well that the AR term refers to the fact that a viewer observes a view of the
real world upon which is superimposed computer generated graphics. But the viewer can
have a direct view of the real world, or can experience a mediated observation of the reality
via video coupling or, finally, can experience an observation of post-processing real images.
We will refer to this latter case. Being not completely virtual and not fully real, AR has quite
extreme requirements to be suitably adopted. But its great potentiality makes AR both an
interesting and challenging subject from scientific and business perspectives.

At one side we have the reality, or its digital representation (which we understand as real
data), and at the other we have a system of representation of such a form of informative
multimedia database (the digital information). The connection between these two worlds is
the geo-referentiation, understood in a broad sense, that is the need to place the information
coherently upon the data element, in the three-dimensional space.

The information can be represented in various shapes: a written text, floating windows with
images, graphics, videos or other multimedia item, or rendering of the 3D virtual
reconstruction, mono or stereoscopic, generated in a real time by trough a virtual model.

The contributions can come from specific files “ad hoc” prepared, structured database, search
engines or blog generated by users. The databases can be off-line or on-line. The AR
applications can restrict the user in exploring the informative setting by using the eyes
movement (directly or through a device) or in offering different interactions, some of which
we later detail according to our experiences, that allow to choose among the informative set
available.

The geo-referencing can be accomplished by GPS detectors (outdoor), position/motion
tracking systems (indoor), until the simplest recognising shaping system based on graphic
markers framed by a webcam (AR desktop).
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Although AR is usually used to identify a strongly oriented images technology, its general
sense is the benchmark also for the description of the audio or tactile/haptic AR
experiences.

The virtual audio panorama generation, the geo-places audio notice and the virtual
strengthening of the tact, have to be included in the general AR discipline; these aspects play
an important and innovative role for the CH improvement. Therefore, the overall added
value of this technology is the contextualization of real data and virtual information, and
that value increases because of two main factors: the real-time interaction and the multi-
dimensionality.

With real-time interaction, we can understand both the need to have a visual rendering at
25fps, to ensure a good visual exploration of the real/virtual space and also the ability to
make queries and actions in the informative database so that determine changes in a status
of the system (human in the loop).

For example, if an architect could choose the maximum and minimum values of a static
deformation’s map of a facade of a historic building under restoration (derived from a real-
time simulation), and if the results of this query will be visible superimposed on this facade,
certainly would be a better understanding of the variables to control to make decisions.

Within this frame, the multi-dimensionality furnish an improvement, leading to the
possibility to use images in stereoscopy (or stereophony/holophony, the third dimension
anyway) and to scroll the information displayed along the time (the fourth dimension). In
paragraph 4.2 we will furnish some new elements that we experienced in our labs.

These technological extensions become strategic in every operative field dealing with the
space and matter like architecture, cultural heritage, engineering, design etc. In fact, thanks
to the stereoscopic vision, is possible to create an effective spatial representation of the
deepness that is fundamental in an AR application that allow to wander in the ruins of an
archaeological site visualising the 3D reconstruction hypothesis upon the real volumes, as
already highlighted in this article with the “Archeoguide” project.

If we could choose among a series of virtual anastylosis from different historical periods, we
would obtain the best representation of a time machine available in a very natural way.

This type of experience allow to come in contact with the information linked to a place,
architecture, ruin or object in a way completely different than in the past, thanks to the
possibility to explore the real-virtual space in a real scale (immersion) and in a high level of
embodiment that is produced, i.e. in being in the space, actively, offering the moving body to
the cognitive process (in fact “embodied” or “embodiment” is the concepts that identify the
body and immersion in a subject's perceptual and experiential information).

It's the paradigm of the enaction, or enactive, i.e. the knowledge, enactive interfaces, enactive
didactic, which are terms coined by Bruner and later by H. Maturana and F. Varela to
identify interactive processes put in place between the subject and significance of the subject
in which the action is fundamental to the process of learning (Maturana & Varela 1980;
Varela et al, 1991; Bruner, 1996). Enaction can be proposed as a theoretical model to
understand the way of development of knowledge starting from the perceptual-motion
interaction with the environment. This neuro-physiological approach is based on the idea
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that the cognitive activity is embodied, that not separable from the corporeal perception and
that it can come out only in a well defined context through the direct action of the user with
the context and with the other users. Interactivity, immersion, embodiment and enactivity
are the key words of the new VR paradigm that, in the case of AR, shows all its power.

3.1 Criticalness
The represented technology is not immune by criticalness anyway:

e the need to have power of calculation and the speed of data transmission, to grant
effective performances in the interaction;

¢ theneed to have a rendering software able to get high level of photorealism in real-time;

e the need to create virtual light, audio and haptic condition as close as possible to the
reality, all calculated in real-time. The trend is to measure the lighting condition
through the construction of a HDRI map (Hight Dynamic Range Images on the “use of”
in computer graphics, that visit the site of their greatest contemporary), by means of
web-cam images, immediately applied to the virtual set;

e the need to increase the effectiveness of the tracking, in different environmental
conditions;

e the adoption of video, audio and haptic hardware that can be worn easily even by
people with a physical or cognitive limitations;

¢ the need to propose usable interfaces when the state of application changes (language,
detail of the elaboration, historic period, etc..)

It is certainly not an exhaustive list, but he wants to be significant analysis of the importance
of the current state of the art, when you design an application of AR.

3.2 Evolution of the AR techniques in the computer graphic

Apart from the well known computer graphic techniques that get into the AR family, like
the bi-dimensional superimposing, the green/blue screen used in the cinema (augmented
reality), the television virtual set (augmented virtuality) or the sophisticated technologies
used by James Cameron for the known “Avatar” (mixed reality), we will try to offer a point
of view about the AR used in a general purposes or in the specific VCH (Virtual Cultural
Heritage) field (meaning the discipline that studies and proposes the application of digital
technologies of virtual cultural experience understood in the broad sense, including photos,
architectural walktrough, video anastylosis, virtual interactive objects, 3D websites, mobile
applications, virtual reality and, of course, mixed reality), detailing:

AR desktop marker-based

AR desktop marker-less

AR freehand marker-less

AR by mobile

AR by projection

Collaborative AR

Stereo & Auto-Stereoscopic AR
Physics AR

Robotic AR

O 0NN O W=
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3.2.1 AR desktop marker-based

It’s the best known AR application as it is the predecessor of the following evolutions. It,
basically, is based upon the space trends tracking of a graphical marker, usually a geometric
black&white symbol called “confidence marker” on which you can hook in real time a
bi/three-dimensional input. The trace is possible using common web-cam with a simple
shape recognition software by color contrast. The marker can be printed on a rigid support
to allow an easily handling, but some more flexible supports are already available.

The most common application published so far allow the user to explore a 3D model object,
experiencing 360 degree vision, as he holds in his hand (see Fig. 4). The model can be static,
animated or interactive. The application can have many markers associated to different
objects displayed one by one or all at the same time.

In the VCH area, the best known applications have been realized flanking the archaeological
piece showed in the case side by side both to the marker (printed on the catalogue, on the
invitation card or on special rigid support) and to the multimedia totem that hosts the AR
application. In this way the user can simulate the extraction of the object from the case and
see it from every point of view. He can also use many markers at the same time to compare
the archaeological evolution of a building in the time.

The NoReal.it company we are dealing with, showed many experiences during some
scientific exhibit like the “XXI Rassegna del Cinema Archeologico di Rovereto” (TN-Italy)
and “Archeovirtual stand” into the “Borsa Mediterranea del Turismo Archeologico di
Paestum” (SA - Italy).

e

Fig. 4. An example of marker-based AR desktop session with a simplified 3D model of an
ancient woman's head. The model was created using data derived from 3D laser scanner.
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The technology is useful to solve a very important problem of the new archaeological
museums: the will to carry on the emotion even after the visit has finished. Thanks to the
AR marker-based, the user can connect to the museum’s website, switch on the web-cam,
print the graphic markers and start the interaction with the AR applications, realizing a very
effective home edutainment session and customer loyalty in the action of the latest
techniques museum marketing require. Some examples come from the Paul Getty Museum
in Los Angeles or cited in the “Augmented reality Encyclopaedia”.

Another advantage of the AR marker-based is the possibility to highlight it, in a clear way,
the contributions in AR, printing the graphic symbol everywhere. This freedom is very
useful in technical paper, interactive catalogues, virtual pop-up books, interactive books,
that link the traditional information to the new one. “ARSights” is a software that allow to
associate 3D Sketch-Up model to an AR marker so that you can visualize almost all the
Google Earth buildings, working with a big worldwide CH database.

3.2.2 AR desktop marker-less

You can realize AR applications even without a geometric marker through a process that
recognize graphically a generic image or a portion of it, after which the tracking system will
be able to recognize identity and orientation. In this way, a newspaper page, or part of it,
will become the marker and the AR contribution will be able to integrate the virtual content
directly in the graphic context of the paper, without resorting to a specific symbol.

From another side, you need to make people understand that that page has been created to
receive an AR contribution, as it is not in the symbol. You use the same interaction as in the
marker-based applications, with one or multiple AR objects linked to one or different part of
the printed image. There are many applications for the VCH: see, for example, the “AR-
Museum” realized in 2007 by a small Norwegian company (bought a year later by Metaio),
where you can visualize virtual characters interacting with the real furniture into the real
space of the museum room.

Fig. 5. A frame of the AR-Museum application that superimpose a character animation to
the real museum's rooms. The characters, in real scale, offer an immediate sense of presence.
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3.2.3 AR freehand marker-less
We can include in the “AR freehand marker-less” category:

e applications that trace position, orientation and direction of the user look, using
tracking systems and various movement sensors, associated to a gesture recognition
software;

e applications that recognize the spatial orientation of the visual device.

The main difference, within the previous two categories, is the user role: in the first case the
user interacts with his own body, in the second he activates a bound visualizing device
spatially traced. In both cases the application control experiences through natural interactive
system are becoming very common thanks to Microsoft “Kinetc” or the “Wavi Xtion” by
PrimeSense with Asus3D, or even the Nintendo “Wii-mote” and the Sony “PlayStation
Move”, that still require a pointing device.

But the most extraordinary applications, even in the VCH, are the ones where the user can
walk in an archaeological site, visualizing the reconstruction hypothesis superimposed to
the real ruins. The first experience is from an European project called “Archeoguide”
(http:/ /archeoguide.intranet.gr), where a rudimentary system made of a laptop and
stereoscopic viewer allowed to alternate the real vision to the virtual one. Recently, an
Italian company named “Altair4” realized a 3D reconstruction of the “Tempio di Marte
Ultore”, temple in the “Foro di Augusto” in Rome, although the hardware is still
cumbersome and the need to have a real time calculation remains fundamental.

A third field of application could be to calculate the structural integrity of architectural
building with a sort of wearable AR device that permit a x-ray view from the inside of the
object around. This kind of application has been presented at the IEEE VR 2009 by Avery et
al. (2009) (IEEE VR is the event devoted to Virtual Reality, organized by the IEEE Computer
Society, a professional organization, founded in the mid-twentieth century, with the aim of
enhancing the advancement of new technologies).

3.2.4 AR by mobile

The latest frontier of the AR technology involves the personal mobile devices, like the
mobile phones. Using the GPS, the gyroscope and the standard web-cam hosted in the
mobile devices, you can create the optimal conditions for the geo-reference of the
information, comparing them with the maps and the satellite orthophotos available by the
most common geo-browser (Google Maps, Microsoft Bing, etc).

The possibility to be connected, from every place in the world, permits to choose the type of
information to superimpose. In the last five years the first testing were born for Apple
mobile devices (iPhone, iPad, iPod), Android, and Windows CE devices. The applications
today available tend to exploit the Google Map geo-referencing to suggest informative tags
located in the real space, following the mobile camera. You can see, for example,
“NearestWiki” for iPhone or “Wikitude” for iPhone, Android and Symbian OS, but many
other application are coming out. A particular application VCH is “Tuscany+” that
publishes AR informative tags in AR, specific for a virtual tour in the the tuscanies cities
with various types of 2D and 3D contributes.
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During “Siggraph 2008”, the IGD Fraunhofer with ZGDV, presented their first version of
“InstantReality”, a framework for VR and AR that used historical and archaeological images
as a markers to apply the 3D model of the reconstruction hypothesis. Another example of
VCH AR application, made for the interactive didactics, has been carried out in Austria (see
www.youtube.com/watch?v=denVteXjHlIc).

3.2.5 AR by projection

The 3D video-mapping techniques has to be included in the AR applications. It is known
because of its application to the entertainment, to the facade of historical and recent
buildings, but also used to augmented the physical prototypes used the same way as three-
dimensional displays.

The geo-referencing is not subjected by a tracking technique, as in the previous cases, but
through the perfect superimpose setting of the lighting projection on the building’s wall
with the virtual projection on the same wall, virtually duplicated. The video is not planar
but is distorted, in compliance with the 3D volumes of the wall. The “degree of freedom” of
the visitor is total, but in some case the projection could be of a lower quality cause of the
unique direction of the lighting beam.

Today we don’t know many 3D video-mapping applications for the edutainment, but many
entertainment experiences can be reported. 3D video-mapping can be used to expose
different hypothesis solution of a facade building in different historical ages or to simulate a
virtual restoration, as it is for the original color simulation of the famous “Ara Pacis” in
Rome (Fig. 6).

Fig. 6. A frame of the Ara Pacis work. On the main facade of the monument, a high-
definition projection presents the hypothesis of ancient colors.

3.2.6 Collaborative AR

The “Second Life” explosion, during the 2008-2009 years, bring the light on the meta-verses
like 3D collaborative on-line engines, with many usable capabilities and a high level of
production of new 3D interactive contents and the avatar customization. The aesthetic
results, and the character animation, obtained a very high technical level.
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Other useful aspects of the generic MMORG (Massively Multiplayer Online Role-Playing Game,
a type of computer role-playing game within a virtual world) allow to develop and gather
together big content-making communities and content generators, in particular script
generators that extend the applicative possibilities and the usable devices. “Second Life”
and “Open Sim”, for instance, have been used by T. Lang & B. Macintyre, two Researchers
of Georgia Institute of Technology in Atlanta and of Ludwig-Maximilians Universitat in
Monaco, as a rendering engine able to publish avatar and objects in AR (see
http:/ /arsecondlife.gvu.gatech.edu). This approach makes the AR experience not only
interactive, but also shareable by the users and pursuant to the 2.0 protocol. We can stand
that it’s the first home low cost tele-presence experience.

Fig. 7. The SL avatar in AR, in real scale, and controlled by a brain interface.

An effective use of the system was obtained in the movie “Machinima Futurista” by J.
Vandagriff, who reinvent the Italian movie “Vita Futurista” in AR. Other recent experiment
by D. Carnovale, link Second Life, the AR and a Brain Control Interface to interact at home
with his own avatar, in real scale, with anything but his own thoughts (Fig. 7).

We don’t know yet a specific use in the VCH area, but we surely think about an avatar in
AR school experiences, a museum guide, an experimental archaeology co-worker, a cultural
entertainer for kids, a reproduction of ancient characters and so on.

3.2.7 Stereo & auto-stereoscopic AR

The Stereoscopic/ Auto-Stereoscopic visualization is used in VCH as an improving
instrument in the spatial exploration of objects and environments, both addressed to the
entertainment and the experimental research, and it draw on the industrial research, applied
since 10 years, that consider the AR stereoscopic use as fundamental.

The ASTOR project has been presented at Siggraph 2004, by some Royal Institute of
Technology of Stockholm-Sweden (Olwal et al., 2005) teaching fellows, but thanks to the
new auto-stereoscopic devices, we will increase it's possibilities in the near future.
Currently, the only suite that include Stereoscopy and Auto-Stereoscopy in the marker-
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based/free AR applications is Linceo VR by Seac02, that manage the real-time binoculars
rendering using a prismatic lens up the ordinary monitors.

Mobile devices like “Nintendo3D” and the “LG Optimus 3D” will positively influence the
use for a museum interactive didactics, both indoor and outdoor experiences.

3.2.8 Physics AR

Recently, AR techniques have be applied to the interactive simulation processes, pursuant to
the user actions or reactions as happens, for instance, with simulation of the physical
behaviour of objects (as the DNA ellipses can be). The AR physical apparatus simulation can
be used in the VCH to visualise tissues, elastic elements, ancient earthquake or tsunami,
fleeing crowd, and so on.

3.2.9 Robotic AR

Robotics and AR, so far, match together for some experiments to put a web-cam on different
drone and then create AR session with and without markers. There are examples of such
experiments which realized esacopter and land vehicle. “AR Drone” is the first UAV
(Unmanned Aerial Vehicle) Wi-Fi controlled through iPhone or iPad that transmit in real
time images of the flights and augmented information (see www.parrot.com). “Liceo VR”
that include SDK to control the Wowee Rovio. With “Lego Mindstorm NXT Robot” and the
“Flex HR” software, you can build robotic domestic experiences.

There are new ways for an AR virtual visit, from high level point of view, dangerous for a
real visit or underwater. The greatest difficulties are the limited Wi-Fi connection, the public
securities laws (because of flying objects), the flight autonomy and/or robot movement.

iy

Fig. 8. A frame of a AR Drone in action. On the iPhone screen you can see the camera
frames, in real time, with superimposed information. Currently it is used as a game device.
In a future we will use for VCH aerial explorations.

3.3 Commercial software and open-source

We can list the most popular AR software currently in use. The commercial company are the
German Metaio (Munich, San Francisco), the Italian SEAC02 (Turin), the French Inglobe
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technologies (Ceccano, FR), the American Total Immersion (Los Angeles, Paris, London, Hong
Kong). Every software house proposes different solutions in term of rendering performances,
3D editing tools, format import from external 3d modelling software, type and quantity of
control devices, etc. The commercial offer is based on different user licence. Some open/free
suite are available with different GNU licences, and the most known is “ARToolKit”, usable in
its original format or Flash-included (“FLARToolKit”) or with the more user friendly interface
by “FLARManager”. But more and more other solution are coming.

The VCH natural mission is the spatial exploration, seen as an open environment (the
ground, the archaeological site, the ancient city), as a close environment (the museum or a
building), and as a simple object (the ruin, the ancient object). The user can live this
experience in the real time, perceiving himself as a unit ad exploiting all his/her senses and
the movement to complete and improve the comprehension of the formal meaning he/she’s
surrounded by. The mobile technologies allow to acquire information consistent to the
spatial position, while the information technologies make the 3D virtual stereoscopic
rendering reconstruction very realisticc. The VCH will pass through MR technologies,
intended as an informative cloud that involve, complete and deepen the knowledge and as
possibility to share virtual visit with people online.

4. New materials and methods

For the aim of the restoration/reconstruction of structures with artistic or historical values,
architectural heritages, cultural artefacts and archaeological materials, three steps have been
fundamentals since now: acquiring the real images, representing the real (or even virtualized)
images, superimposing the virtual information on the real images represented keeping the
virtual scene in sync with reality. But with the enhanced latest technologies, each of these
steps can find interesting improvements, and a even a fourth step can be implemented. We
refer to the possibility that the images can be acquired and represented with auto-
stereoscopic technologies, that an user can see his/her gestures mapped on the represented
images, and that these gestures can be used to virtually interact with the real or modelled
objects. So after a brief description of the standard techniques of image acquisition
(paragraph 4.1), we will discuss, on the basis of our experiences, on the new auto-
stereoscopy possibilities (paragraph 4.2), on the new low-cost systems to record human
gestures (paragraph 4.3) and to convert them into actions useful to modify the represented
scenario (paragraph 4.4), for an immersive human-machine interaction.

4.1 3D Image acquisition

Nowadays the possibility to obtain 3D data images of object appearance and to convert
them into useful data, comes mainly from manual measuring (Stojakovic and Tepavcevica,
2009), stereo-photogrammetry surveying, 3D laser-scanner apparatuses, or an mixture of
them (Mancera-Taboada et al., 2010).

The stereo-photogrammetry allows the determination of the geometric properties of objects
from photographic images. Image-based measurements have been carried out especially for
huge architectural heritages (Jun et al., 2008) and with application of spatial information
technology (Feng et al., 2008) for instance by means of balloon images assisted with
terrestrial laser scanning (Tsingas et al., 2008) or ad-hoc payload model helicopter (Scaioni et
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al., 2009) or, so called, Unmanned Aerial Vehicles or UAVs (van Blyenburg, 1999), capable to
allow a high resolution image acquisition.

With the laser-scanner can be obtained the spatial coordination of the surface points of the
objects under investigation (Mancera-Taboada et al., 2010, Costantino et al., 2010) as, for
example, we did for the pieces of an ancient column of the archeological site of Pompeii (see
Fig. 9). Anyway, according to our experience, the data acquired with laser-scanner are not so
useful when it is necessary to share them on the web, since the huge amount of data
generated, especially for large objects with many parts to be detailed. In addition, laser-
scanning measurements can often be characterized by errors of different nature, so
analytical model must be applied to estimate the differential terms necessary to compute the
object’s curvature measures. So statistical analyses are generally adopted to overcome the
problem (Crosilla et al., 2009).

(b) ©

Fig. 9. (a) A picture from Pompeii archeological site (Italy) with parts of an ancient column
on the right, (b) pieces of a laser scanned column, (c) the column after the virtual
reconstruction.
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In any case, the 3D data images can be useful adopted both for VR than for AR. In fact, in
the first case data are used to build virtual environments, more or less detailed and even
linked to a cartographic model (Arriaga & Lozano, 2009), in the second occurrence data are
used to superimpose useful information (dimensions, distances, virtual “ghost”
representation of hidden parts,...) over the real scene, beyond mere presentation purposes
towards being a tool for analytical work. The superimposed information must be deducted
from analysis of the building materials, structural engineering criteria and architectural
aspects.

The latest technological possibilities allow online image acquisition for auto-stereoscopic
effects. These present the fundamental advantage that 3D vision can be realized without the
need for the user to don special glasses as currently done. In particular we refer to a system
we have adopted and improved, detailed in the following paragraph.

4.2 Auto-stereoscopy

The “feeling as sensation of present” in a AR scene is a fundamental requirement. The
movements, the virtual interaction with the represented environment and the use of some
interfaces are possible only if the user “feels the space” and understands where all the
virtual objects are located. But the level of immersion in the AR highly depends on the
display devices used. Strictly regarding the criteria of the representation, the general
approach of the scenario visualization helps to understand the dynamic behaviour of a
system better as well as faster. But the real boost in the representation comes, in the latest
years, from a 3D approach which offers help in communication and discussion of decisions
with non-experts too. The creation of a 3D visual information or the representation of a
“illusion” of depth in a real or virtual image is generally referred as Stereoscopy. A strategy
to obtain this is through eyeglasses, worn by the viewer, utilized to combine separate
images from two offset sources or to filter offset images from a single source separated to
each eye. But the eyeglass based systems can suffer from uncomfortable eyewear, control
wires, cross-talk levels up to 10% (Bos, 1993), image flickering and reduction in brightness.
On the other end, AutoStereoscopy is the technique to display stereoscopic images without
the use of special headgear or glasses on the part of the viewer. Viewing freedom can be
enhanced: presenting a large number of views so that, as the observer moves, a different
pair of the views is seen for each new position; tracking the position of the observer and
update the display optics so that the observer is maintained in the AutoStereoscopic
condition (Woodgate et al., 1998). Since AutoStereoscopic displays require no viewing aids
seem to be a more natural long-term route to 3D display products, even if can present loss of
image (typically caused by inadequate display bandwidth) and cross-talk between image
channels (due to scattering and aberrations of the optical system. In any case we want here
to focus on the AutoStereoscopy for realizing what we believe to be, at the moment, the
more interesting 3D representations for AR.

Current AutoStereoscopic systems are based on different technologies which include
lenticular lens (array of magnifying lenses), parallax barrier (alternating points of view),
volumetric (via the emission, scattering, or relaying of illumination from well-defined
regions in space), electro-holographic (a holographic optical images are projected for the
two eyes and reflected by a convex mirror on a screen), and light field displays (consisting
of two layered parallax barriers).
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Our efforts are currently devoted respect to four main aspects: user comfort, amount of
data to process, image realism, deal both with real objects or graphical models. In such a
view, our collaboration involves the Alioscopy company (www.alioscopy.com) regarding
their 3D AutoStereoscopy visualization system which, despite non completely satisfy all
the requirements, remain one of the most affordable systems, in terms of cost and time
efforts. The 3D monitor is based on the standard Full HD LCD and its feature back 8
points of view is called “multiscope”. Each pixel of the panel combines three sub-pixel
colour (red, green and blue) and the arrays of lenticular lenses cast different images onto
each eye, since magnify different point of view for each eye viewed from slightly different
angles (see Fig. 10).
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Fig. 10. (a) LCD panel with lenticular lenses, (b) Eight points of view of the same scene from
eight cameras.

This results in a state of the art visual stereo effect rendered with typical 3D software such as
3ds Max, Maya, Lightwave, and XSI. The display uses 8 interleaved images to produce the
AutoStereoscopic 3D effect with multiple viewpoints. We realized 3D images and videos,
adopting two different approaches for graphical and real model. The graphical model is
easily managed thanks to the 3D Studio Max Alioscopy plug-in, which is not usable for real
images, and for which it is necessary a set of multi-cameras to recover 8 view-points.

@) (b)

Fig. 11. The eight cameras with (a) more or (b) less spacing between them, focusing the
object at different distances
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Fig. 12. (a) schematization of the positions of the cameras among them and from the scene,
(b) the layout we adopted for them

The virtual or real captured images are then mixed, by means of OpenGL tools, in groups of
eight to realize AutoStereoscopic 3D scenes. We paid special attention in positioning the
cameras to obtain a correct motion capture of a model or a real image, in particular the
cameras must have the same distance apart (6.5 cm is the optimal distance) and each camera
must “see” the same scene but from a different angle.

Fig. 13 reports screen capture of three realized videos. The images show blur effects when
reproduced in a non AutoStereoscopic way. In particular, the image in Fig. 13c reproduces
eight numbers (from 1 to 8), and the user see only one number at time depending on his/her
angular position with respect the monitor.

(@) (b) ©
Fig. 13. Some of realized images for 3D full HD LCD monitors based on lenticular lenses. (c)

image represents 8 numbers seeing on at time by the user depending from his/her angle of
view.

The great advantage of the AutoStereoscopic systems consists of an “immersive” experience
of the user, with unmatched 3D pop-out and depth effects on video screens, and this
without the uncomfortable eyewear of any kind of glasses. On the other end, an important
amount of data must be processed for every frame since it is formed by eight images at the
same time. Current personal computers are, in any case, capable to deal with these amount
of data since the powerful graphic cards available today.
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4.3 Input devices

The human-machine interaction has historically been realized by means of conventional
input devices, namely keyboard, mouse, touch screen panel, graphic tablet, trackball, pen-
based input in 2D environment, and three dimensional mouse, joystick, joypad in 3D space.
But new advanced user interfaces can be much more user friendly, can ensure higher user
mobility and allow new possibilities of interaction. The new input devices for advanced
interactions take advantage from the possibility of measuring human static postures and
body motions, translating them into actions in an AR scenario. But there are so many
different human static and dynamic posture measurement systems that a classification can
be helpful. For this, a suggestion comes from one of our work (Saggio & Sbernini, 2011),
completing a previous proposal (Wang, 2005), which refers of a schematization, based on
position of the sensors and the sources (see Fig. 14). Specifically:

e Outside-In Systems: the sensors are somewhere in the world, the sources are attached to
the body.

o Inside-Out Systems: the sensors are positioned on the body, the sources are somewhere
else in the world.

o Inside-In Systems: the sensors and sources are on the user’s body.

e Outside-Out Systems: both sensors and sources are not (directly) placed on the user’s
body

The Outside-In Systems typically involve optical techniques with markers, which are the
sources, strategically placed on the wearer’s body parts which are to be tracked. Cameras,
which are the sensors, capture the wearer’s movement, and the motion of those markers can
be tracked and analyzed. An example of application can be found in the “Lord of the Rings”
movie productions to track movements for the CGI “Gollum” character. This kind of system
is widespread adopted (Gavrila, 1999) since it is probably the oldest and perfected ones, but
the accuracy and robustness of the AR overlay process can be greatly influenced by the
quality of the calibration obtained between camera and camera-mounted tracking markers
(Bianchi et al., 2005).
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Fig. 14. Classifications of systems for measuring postures and kinematics of the human
body.
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The Inside-Out Systems deal with sensors attached to the body while sources are located
somewhere else in the world. Examples are the systems based on accelerometers (Fiorentino
et al., 2011; Mostarac et al., 2011; Silva et al., 2011), MEMS (Bifulco et al., 2011), ensemble of
inertial sensors such as accelerometers, gyroscopes and magnetometers (Benedetti, Manca et
al.,, 2011), RFID, or IMUs which we applied to successfully measure movements of the
human trunk (Saggio & Sbernini, 2011). Within this frame, same research groups and
commercial companies have developed sensorized garments for all the parts of the body,
over the past 10-15 years, obtaining interesting results (Giorgino et al.,, 2009; Lorussi,
Tognetti et al., 2005; Post et al., 2000).

The Inside-In Systems are particularly used to track body part movements and/or relative
movements between specific parts of the body, having no knowledge of the 3D world the
user is in. Such systems are for sensors and sources which are for the most part realized
within the same device and are placed directly on the body segment to be measured or even
sewed inside the user’s garment. The design and implementation of sensors that are
minimally obtrusive, have low-power consumption, and that can be attached to the body or
can be part of clothes, with the employ of wireless technology, allows to obtain data over an
extended period of time and without significant discomfort. Examples of the Inside-In
Systems come from application of strain gauges for stress measurements (Ming et al., 2009),
conductive ink based materials (Koehly et al., 2006) by which it is possible to realize bend /
touch / force / pressure sensors, piezoelectric materials or PEDOT:PSS basic elements for
realizing bend sensors (Latessa et al., 2008) and so on.

The Outside-Out Systems consider both sensors and sources not directly placed on the user’s
body but in the surrounding world. Let’s consider, for instance, the new Wireless
Embedded Sensor Networks which consist of sensors embedded in object such as an
armchair. The sensors detect the human postures and, on the basis of the recorded
measures, furnish information to modify the shape of the armchair to best fit the user body
(even taking into account the environment changes). Another application is the tracking of
the hand’s motions utilized as a pointing device in a 3D environment (Colombo et al., 2003).

In a next future it is probable that the winning rule will be played by a technology which
will take advantages from mixed systems, i.e. including only the most relevant advantages
of Outside-In and/or Inside-Out and/or Inside-In and/or Outside-Out Systems. In this sense
an interesting application comes from the Fraunhofer IPMS, where the researchers have
developed a bidirectional micro-display, which could be used in Head-Mounted Displays
(HMD) for gaze triggered AR applications. The chips contain both an active OLED matrix
and therein integrated photo-detectors, with a Front brightness higher than 1500 cd/m?. The
combination of both matrixes in one chip is an essential possibility for system integrators to
design smaller, lightweight and portable systems with both functionalities.

4.4 Human-computer interaction

As stated at the beginning of paragraph 4, we want here to point out on the utilization of the
measurements of the human postures and kinematics in order to convert them into actions
useful to somehow virtually interact with represented real or virtual scenario. We are
representing here the concept of Human-Computer Interaction (HCI), with functionality
and usability as its major issues (Te’eni et al., 2007). In literature there are several examples
of HMI (Karray et al., 2008).
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In the latest year our research group realized systems capable to measure human postures
and movements and to convert them into actions or commands for pc based applications.
This can be intended an example of Human Computer Interaction (HCI) which, more
specifically, can be defined as the study, the planning and the design of the interaction
between users and computers. We designed and realized different systems which can be
framed into both the Inside-Out and Inside-In ones. An example comes from our “data glove”,
named Hiteg glove since our acronym (Health Involved Technical Engineering Group). The glove
is capable to measure all the degree of freedom of the human hand, and the recorded
movements can be then simply represented on a screen (Fig. 15a) or adopted to virtually
interact, manipulate, handle object on a VR/ AR scenario (Fig. 15b).
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Fig. 15. Hiteg Data Glove measures human hand movements (a) simple reproduced on a
computer screen or (b) utilized to handle a virtual robotic arm.

Fig. 16. The restoration/reconstruction of an ancient column. From (a) to (d) the passages to
integrate a last piece
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Fig. 17. (a) the pieces of an ancient amphora are (b) virtual reproduced in a VR scenario and
the hand gestures measured with the hiteg glove are utilized (c) to virtually interact or (d) to
retrieve additional information of the selected piece

On the basis of the Hiteg glove and of a home-made software, we realized a project for the
virtual restoration/reconstruction of historical artifacts. It starts from acquiring the spatial
coordinates of each part of the artifact to be restored/reconstructed by means of laser
scanner facilities. Each of these pieces are then virtually represented in a VR scenario, and
the user can manipulate them to virtually represent the possibilities of a restoration/
econstruction steps detailing each single maneuver (see Fig. 16 and Fig. 17).

We developed noninvasive systems to measure human trunk static and dynamic postures
too. The results are illustrated in Fig. 18a,b where sensors are applied to a home-made
dummy, capable to perform the real trunk movements of a person, and the measured
positions are replicated by an avatar on a computer screen.
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Fig. 18. (a) Lateral and (b) front measured trunk movements are replicated on a pc screen.

Thanks to the measured movements, one can see him-herself directly immersed into an
AR scenario, and his/her gestures can virtually manipulate the virtual represented
objects. But the mixed reality can be even addressed to more sophisticated possibilities. In
fact, adopting systems which furnish feedback to the user, it is possible to make the action
of virtually touch a real object seen in a pc screen, but having the sensation of the touch as
being real. So, the usual one-way communication between man and computer, can now
become a bidirectional information transfer providing a user-interface return channel (see
Fig. 19).
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Fig. 19. Exchange information between user and computer

We can have sensations to the skin and muscles through touch, weight and relative
rigidity of non existing objects. Generally speaking we can treat of force or haptic
feedbacks, properties which can be integrated into VR and AR scenario. The force
feedback consists in equipment to furnish the physical sensation of resistance, to trigger
kinetic stimuli in the user, while the haptic consists in apparatus that interfaces with the
user through the sense of touch (for its calibration, registration, and synchronization
problems see Harders et al., 2009). In particular the so called affective haptic involves the
study and design of devices and systems that can elicit, enhance, or influence emotional
state of a human just by means of sense of touch. Four basic haptic (tactile) channels
governing our emotions can be distinguished: physiological changes (e.g., heart beat rate,
body temperature, etc.), physical stimulation (e.g., tickling), social touch (e.g., hug,
handshake), emotional haptic design (e.g., shape of device, material, texture) (Wikipedia,
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2011). In our context frame we refer only on the physical stimulation part, since it is the less
emotional but the only that makes sense for our purposes. Within it the tactile sensation is
the most relevant and includes pressure, texture, puncture, thermal properties, softness,
wetness, friction-induced phenomena such as slip, adhesion, and micro failures, as well as
local features of objects such as shape, edges, embossing and recessed features (Hayward
et al., 2004). But also vibro-tactile sensations, in the sense of the perception of oscillating
objects in contact with the skin can be relevant for HCI aspects. A possibility to simulate
the grasping of virtual objects can be realized by means of small pneumatic pistons in a
hand worn solution, which make it possible to achieve a low weight and hence portable
device (an example is the force-feedback glove from the HMI Laboratory at the Rutgers
University, Burdea et al., 1992)

5. Conclusion

Stands the importance of restoration and/or reconstruction of structures with artistic or
historical values, architectural heritages, cultural artefacts and archaeological materials, this
chapter discussed about the meaning and importance of AR applications within this frame.
So, after a brief overview, we focused on the restoration cycle, underlining the Reality and
Virtuality cross relations and how them support AR scenarios. An entire paragraph was
devoted to AR applications, its criticalness, developments, and related software. Particular
attention was paid for new materials and methods to discover (more or less) future
possibilities which can considerably improve restoration/reconstruction processes of
artefacts, in terms of time, efforts and cost reductions.
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1. Introduction

Visual face gestures, such as lip, head and eyebrow movements, are important in all human
speech communication as a support to the acoustic signal. This is true even if the speaker’s
face is computer-animated. The visual information about the phonemes, i.e. speech sounds,
results in better speech perception (Benoit et al., 1994; Massaro, 1998) and the benefit is all the
greater if the acoustic signal is degraded by noise (Benoit & LeGoff, 1998; Sumby & Pollack,
1954) or a hearing-impairment (Agelfors et al., 1998; Summerfield, 1979).

Many phonemes are however impossible to identify by only seeing the speaker’s face, because
they are visually identical to other phonemes. Examples are sounds that only differ in
voicing, such as [b] vs. [p], or sounds for which the difference in the articulation is too far
back in the mouth to be seen from the outside, such as [k] vs. [y] or [h]. A good speech
reader can determine to which viseme, i.e. which group of visually identical phonemes,
a speech sound belongs to, but must guess within this group. A growing community of
hearing-impaired persons with residual hearing therefore relies on cued speech (Cornett &
Daisey, 1992) to identify the phoneme within each viseme group. With cued speech, the
speaker conveys additional phonetic information with hand sign gestures. The hand sign
gestures are however arbitrary and must be learned by both the speaker and the listener.
Cued speech can furthermore only be used when the speaker and listener see each other.

An alternative to cued speech would therefore be that the differences between the phonemes
are directly visible in an augmented reality display of the speaker’s face. The basic idea
is the following: Speech recognition is performed on the speaker’s utterances, resulting in
a continuous transcription of phonemes. These phonemes are used in real time as input
to a computer-animated talking head, to generate an animation in which the talking head
produces the same articulatory movements as the speaker just did. By delaying the acoustic
signal from the speaker slightly (about 200 ms), the original speech can be presented together
with the computer animation, thus giving the listener the possibility to use audiovisual
information for the speech perception. An automatic lip reading support of this type
already exists, in the SYNFACE extension (Beskow et al., 2004) to the internet telephony
application Skype. Using the same technology, but adding augmented reality, the speech
perception support can be extended to display not only facial movements, but face and tongue
movements together, in displays similar to the ones shown in Fig. 1. This type of speech
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perception support is less vulnerable to automatic speech recognition errors and is therefore
preferred over displaying the recognized text string.

Similarly, second language learners and children with speech disorders may have difficulties
understanding how a particular sound is articulated or what the difference compared to
another phoneme is. Both these groups may be helped by an augmented reality display
showing and describing tongue positions and movements. The AR talking head display
allows a human or virtual teacher to instruct the learner on how to change the articulation
in order to reach the correct pronunciation.

For both types of applications, augmented reality is created by removing parts of the facial
skin or making it transparent, in order to provide additional information on how the speech
sounds are produced. In this chapter, we are solely dealing with computer-animated talking
heads, rather than the face of a real speaker, but we nevertheless consider this as a good
example of augmented reality, rather than virtual reality, for two reasons: Firstly, the displayed
articulatory movements are, to the largest extent possible, real speech movements, and hence
relate to the actual reality, rather than to a virtual, and possibly different, one. Secondly,
the listener’s perception of reality (the sounds produced) is enhanced using an augmented
display showing another layer of speech production. In addition, many of the findings and
discussions presented in this chapter would also be also relevant if the augmented reality
information about tongue movements was displayed on a real speaker’s cheek.

. N
k’,{?

(b) Front view (c) Back view

(a) Side view (d) Half head view  (e) Vocal tract view

Fig. 1. lllustration of different alternatives to create the augmented reality display. (a) Skin
made transparent in order to show the movements of the articulators. Display used for the
experiments described in Section 3.2. (b) Front view with transparent skin, similar to one
option in Massaro & Light (2003). (c) Viewer position inside the talking head, similar to one
display in Massaro & Light (2003). (d) Front half of the head removed, similar to the display
in Badin et al. (2008). (e) Displaying the vocal tract only, similar to the display in Kroger et al.
(2008).
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Since we are normally unaccustomed to seeing the movements of the tongue, the use of such
a display leads to several research questions. AR talking head displays have therefore been
created by several research teams, in order to investigate their usefulness as a support for
speech perception or for speech production practice. This chapter will first introduce and
discuss the different types of augmented reality displays used (Section 2) and then present a
set of studies on speech perception supported by AR talking heads (Section 3). The use for
speech production practice is more briefly discussed in Section 4, before ending with a general
outlook on further questions related to the use of AR talking heads in Section 5.

2. Augmented reality talking heads

Augmented reality displays of the face have been tested for both speech perception (Badin
et al., 2008; Engwall, 2010; Engwall & Wik, 2009a; Grauwinkel et al., 2007; Kroger et al., 2008;
Wik & Engwall, 2008) and speech production (Engwall, 2008; Engwall & Bélter, 2007; Engwall
et al., 2006; Fagel & Madany, 2008; Massaro et al., 2008; Massaro & Light, 2003; 2004). These
studies have used different displays to visualize the intraoral articulation, as examplified in
Fig. 1 and summarized in Table 1. The list excludes the epiglottis and the larynx, which are
only shown in the studies by Badin et al. (2008) and Kroger et al. (2008).

As is evident from Table 1 and Fig. 1, there are several different choices for the presentation
of the AR display. It is beyond the scope of this chapter to try to determine if any set-up is
superior to others, but it may nevertheless be interesting to compare the different alternatives,
as it is not evident what articulators to display and how. In addition to the tongue, all
studies show the jaw in some form, since it is needed as a reference frame to interpret
tongue movements and since it in itself gives important information for speech reading
(Guiard-Marigny et al., 1995). One could argue that all other articulators that are relevant
to speech production should be displayed as well, in order to give the viewer all the available
information. However, most viewers have a diffuse and superficial understanding of the
intraoral anatomy and articulatory movements and may hence be confused or frightened
off by too much detail in the display. Some articulators may also hide others if a full
three-dimensional representation is used.

Displays that show the entire 3D palate, either fully visible or semi-transparent, may
encounter problems in conveying sufficiently clear information about if and where the tongue
touches the palate, which is vital in speech production. To overcome such problems, Cohen
et al. (1998) proposed to supplement the face view with a separate display that shows the
regions were the tongue is in contact with the palate. This additional display would however
split the learner’s visual attention and it has not been used in the subsequent studies by
Massaro et al. The alternative opted for by Badin et al. (2008), Engwall (2010); Engwall & Wik
(2009a); Wik & Engwall (2008) and Massaro et al. (2008) is to concentrate on the midsagittal
outline of the palate to facilitate the perception of the distance between the tongue and the
palate. Engwall (2010); Engwall & Wik (2009a); Wik & Engwall (2008) simplified the display
further by showing the tongue and jaw moving inside a dark oral cavity, with the limit of the
transparent skin region corresponding to the palate outline (Fig. 1(a)). This choice was made
since the children who were shown a line tracing of the palate in Engwall et al. (2006) found it
difficult to interpret (they e.g., speculated that it was a small tube where the air passes in the
nose). Kroger et al. (2008) on the other hand presented the vocal tract movements without the
surrounding face, as in (Fig. 1(e)), and avoided occluding articulators this way:.
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The velum has been included in some of the studies in Table 1, but the usefulness of displaying
it can be discussed. Seeing tongue movements is strange for many viewers, but they are at
least conscious of the appearance and proprioceptic responses of the tongue surface, whereas
it is much more difficult to internally visualize the placement and movement of the velum.

B=Badin et al. (2008)

E={ E1=Wik & Engwall (2008), E2=Engwall & Wik (2009a), E3=Engwall (2010) }
F=Fagel & Madany (2008), K=3D model in Kroger et al. (2008)

M=Massaro et al. (2008), ML=Massaro & Light (2003), Massaro & Light (2004)
View Side view (B, E, E, K) (Fig. 1(a)), with a small angle (M) (Fig. 1(d))

Front view (K, ML) (Fig. 1(b))

Back view (ML) (Fig. 1(c))

Face Video-realistic. Closer half removed, remoter half a black silhouette (B)
Synthetic-looking. Closer half removed (M), semi-transparent skin (F, ML),
transparent skin at the oral cavity (E)

No face (K) (Fig. 1(e))

Lips 3D and video-realistic (B)

3D and synthetic-looking (F, K, L)

3D for the remoter part of the face (E, M)

Tongue Midsagittal shape (in red, B; or turquoise, M) and the remoter half (B, M)
Upper tongue surface (K)

3D body (E, E ML)
Jaw & Midsagittal shape of the incisor (in blue, B; or green, M) and the remoter half
teeth of the lower and upper jaw (B, M)

Semi-transparent schematic teeth blocks or quadrangles (F, K)
Semi-transparent and realistic in 3D (ML)

Visible and realistic 3D jaw, lower teeth and upper incisor (E)
Palate Midsagittal shape (in yellow, B; or green, M) and the remoter half (B, M)
Uncoloured semi-transparent tube walls (K)

Semi-transparent schematic (F) or realistic (ML)

Upper limit of transparent part of the skin corresponds to the
midsagittal contour of the palate (E, Fig. 1(a))

Velum Midsagittal shape (B) and the remoter part (M)

Part of the semi-transparent tube walls (K)

As part of the palate surface (F)

Pharynx  |Realistic remoter half (B)

walls Non-realistic surface at the upper part of the pharynx (F, M)
Semi-transparent tube wall (K)

Limit of transparent part corresponds to upper pharynx walls (E)

Movements|Resynthesis of one speaker’s actual movements measured with EMA (B,E2)
Rule-based, but coarticulation adapted to measurements (E1, E3, K)
Rule-based with coarticulation models from facial animation (F, M, ML)

Table 1. Alternative representations of the articulators in the augmented reality display.
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Another simplification, used in several studies, is to present the intra-oral articulations from a
side view that makes the display similar to traditional two-dimensional tracings in phonetics,
even if the model is in 3D. The side-view is the one that makes different articulations most
distinct (which is why this display is used in phonetics), but one may well argue that different
viewers may prefer different set-ups. Massaro & Light (2003) in addition used a front (as in
Fig. 1(b)) and a back (as in Fig. 1(c)) view of the head, but without attempting to investigate
if any view was better than the other. As an alternative, one could choose an interactive
display, in which the user can rotate the 3D structure to different view points, but there is a
risk that the structure complexity in other views may hide important articulatory features. To
the best of our knowledge, the side view is hence the best alternative for displaying intra-oral
movements.

The studies also differ in the attempted realism of the articulator appearance, anatomy and
movements. For the appearance, several researchers, e.g., Badin et al. (2008); Massaro et al.
(2008) intentionally depart from realism by choosing contrasting colours for the different
articulators. No user study has yet been performed to investigate whether viewers prefer
easier discrimination between articulators or caricaturized realism. The meaning of the latter
would be that the appearance does not have to be photo-realistic, but that the articulator
colours have the expected hue. Concerning anatomy, the models were created from Magnetic
Resonance Imaging (MRI) (Badin et al., 2008; Engwall, 2010; Engwall & Wik, 2009a; Wik
& Engwall, 2008) or adapted through fitting of an existing geometric model to data from
MRI (Fagel & Madany, 2008; Kroger et al., 2008) or three-dimensional ultrasound (Cohen
et al.,, 1998). For the articulatory movements, Badin et al. (2008); Engwall & Wik (2009a)
used actual Electromagnetic articulography (EMA) measurements of the uttered sentences,
while the other studies used rule-based text-to-speech synthesis. Experiments reported in
Section 3.2 indicate that this choice may have an influence on speech perception. On the one
hand, prototypic or exaggerated movements created by rules may be easier to understand
than real tongue movements, but on the other, real movements may be closer to the viewer’s
own production and therefore more easily processed subconsiously.

A final issue regarding realism concerns the appearance of the face and its correspondence
with the intra-oral parts. A video-realistic face may have benefits both for pleasantness of
appearance and possibly also for speech perception, since finer details may be conveyed by
the skin texture. There is however a risk of the so called uncanny valley effect when the
intra-oral articulation is shown within a video-realistic face. In the current scope, the uncanny
valley effect signifies that users may perceive the talking head as unpleasant if the face has
a close-to-human appearance, but includes non-human augmented reality, with parts of the
skin removed or transparent. This question is further discussed in Section 5.

3. AR talking heads as a speech perception support

AR talking heads as a speech perception support have been investigated in several studies
in the last years (Badin et al., 2008; Engwall, 2010; Engwall & Wik, 2009a; Grauwinkel et al.,
2007; Kroger et al., 2008; Wik & Engwall, 2008). The studies have shown that even if the
intraoral articulators give much less information than the face, at least some listeners benefit
from seeing tongue movements; but only if they have received explicit or implicit training on
how to interpret them.
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Badin et al. (2008) tested audiovisual identification of all non-nasal French voiced consonants
in symmetrical vowel-consonant-vowel (VCV) contexts with [a, i, u, y] and different levels
of signal-to-noise ratio (SNR). To one group the stimuli was presented in four decreasing
steps of SNR, from clean conditions to muted audio, whereas the steps were reversed with
increasing SNR for the other group. The first group hence received implicit training of the
relationship between the acoustic signal and the tongue movements. Four different conditions
were presented to the subjects, acoustic only and three audiovisual conditions. They were a
cutaway display showing the outline of the face, the jaw and palate and pharynx walls, but
not the tongue (AV]); a cutaway display that in addition also showed the tongue (AVT); and
a display showing the face with skin texture instead (i.e., a realistic display, rather than AR).
The main results of the study were that the identification score was better for all audiovisual
displays than for the acoustic only, but that the realistic display was better than the two
augmented reality displays (of which AVT was the better). The subjects hence found it easier
to employ the less detailed, but familiar, information of the face. The group that had received
implicit training was however significantly better in the AR conditions than the one that had
not. For the first group, the AVT display was moreover better than the realistic display in
mute condition.

Similarly, Grauwinkel et al. (2007) concluded that the additional information provided by
animations of the tongue, jaw and velum was not, in itself, sufficient to improve the consonant
identification scores for VCV words in noise. Ten German consonants in symmetric [a, i, u]
context were presented in white noise at SNR=0 to two groups of subjects who saw either
the external face or a semi-transparent face with movements of the tongue and velum. The
audiovisual recognition scores were significantly higher than the acoustic ones, but the subject
group that saw an AR face was not significantly better than the one that saw a non-transparent
face, unless subjects had received training prior to the test. The training was in the form of a
video presentation that explained the place and manner of articulation of the consonants and
the movement of the articulators for all consonants in all vowel contexts in a side view display.

Kroger et al. (2008) performed a visual only test of 4 vowels and 11 consonants with German
articulation disordered children. Mute video animations of the articulatory movements at half
speed were displayed in a 2D- or 3D-model and the children were asked to acoustically mimic
the sound they saw. One repetition was used for the 2D-model and two, with different views,
for the 3D-model. The phoneme recognition rates and correct identification of articulatory
features (i.e., the case when the child produced a different phoneme, but it had the same type
of lip rounding, place of articulation, manner of articulation or used the same articulator, as
in the stimuli) were significantly above chance level and similar for the two models.

The implications of these three studies for general speech perception are nevertheless limited,
since only forced-choice identification of consonants and four isolated vowels were tested.
If the articulatory display is to be used as an alternative to cued speech, a more varied
and less restricted corpus needs to be tested as well. It is also of interest to explore the
importance of realism of the displayed articulatory movements. Finally, the role of the training
merits further investigation to determine if the subjects are learning the audiovisual stimuli
as audiovisual templates or if they start to make use of already established articulatory
knowledge. In order to do so, we have conducted a series of tests, focused on the use of
AR talking heads as a general speech perception support (Section 3.1), on comparing speech
perception with authentic and rule-generated articulatory movements (Section 3.2) and on the
subjects internalized articulatory knowledge (Section 3.3).
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Fig. 2. The dual face display showing a normal front view and an AR side view
simultaneously. The picture in addition shows the experimental display set-up with an entry
frame, in which the subjects typed in the sentence that they perceived.

3.1 AR talking heads as an alternative to cued speech

In the first study, we tested a setting simulating what a hearing impaired person could use as
a speech reading support. A group of listeners were presented vocoded speech accompanied
by a dual display, showing a normal front view of the face and an augmented reality side view
(c.f. Fig. 2). Vocoded speech is a good simulation of a hearing impairment and a dual display
would be used in a speech reading support, since the front view is the best for lip reading,
while the side view is better to show the articulation of the tongue.

3.1.1 Stimuli and subjects

The stimuli consisted of acoustically degraded short Swedish sentences spoken by a male
Swedish speaker. The audio degradation was achieved by using a noise-excited channel
vocoder that reduces the spectral details and creates an amplitude modulated and bandpass
filtered speech signal consisting of multiple contiguous channels of white noise over a
specified frequency range (Siciliano et al., 2003). In this chapter, the focus is placed on 30
sentences presented with a three-channel vocoder, but Wik & Engwall (2008) in addition give
results for sentences presented with two channels.

The sentences have a simple structure (subject, predicate, object) and “everyday content”,
such as “Skjortan fastnade pd en spik” (The shirt got caught on a nail). These sentences are part
of a set of 270 sentences designed for audiovisual speech perception tests, based on MacLeod
& Summerfield (1990). The sentences were normally articulated and the speech rate was kept
constant during the recording of the database by prompting the speaker with text-to-speech
synthesis set to normal speed.

The sentences were presented in three different conditions: Acoustic Only (AO), Audiovisual
with Face (AF) and Audiovisual with Face and Tongue (AFT). For the AF presentation a
frontal view of the synthetic face was displayed (left part of Fig. 2) and the AFT presentation in
addition showed a side view, where intra-oral articulators had been made visible by making
parts of the skin transparent (Fig. 2).
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18 normal-hearing native subjects (15 male and 3 female) participated in the experiment. All
were current or former university students and staff. They were divided into three groups,
with the only difference between groups being that the sentences were presented in different
conditions to different groups, so that every sentence was presented in all three conditions,
but to different groups. The sentence order was random, but the same for all subjects.

3.1.2 Experimental set-up

The acoustic signal was presented over headphones and the graphical interface was displayed
on a 15” laptop computer screen. The perception experiment started with a familiarization
set of sentences in AFT condition, in which the subjects could listen to and watch a set of
five vocoded and five clear sentences as many times as they wanted. The correct text was
then displayed upon request in the familiarization phase. When the subjects felt prepared
for the actual test, they started it themselves. For each stimulus, the subjects could repeat it
any number of times and they then typed in the words that they had heard (contrary to the
familiarization phase, no feedback was given on the answers during the test). No limit was set
on the number of repetitions, since the material was much more complex than the VCV words
of the studies cited above and since subjects in Badin et al. (2008) reported that it was difficult
to simultaneously watch the movements of the lips and the tongue in one side view. Allowing
repetitions made it possible for the subjects to focus on the front face view in some repetitions
and the augmented side view in others. This choice is hence similar to that in Grauwinkel
et al. (2007), where each stimulus was repeated three times. The subjects’” written responses
were analyzed manually, with the word accuracy counted disregarding morphologic errors.

3.1.3 Results

The results for the two audiovisual conditions were significantly better than the acoustic
only, as shown in Fig. 3(a). A two-tailed t-test showed that the differences were significant
at a level of p<0.05. The word recognition for the two audiovisual conditions was very
similar, with word accuracy 70% vs. 69% and standard deviation 0.19 vs. 0.15 for AF vs.
AFT. Overall, the augmented reality display of the tongue movements did hence not improve
the performance further compared to the normal face view, similar to the findings by Badin
et al. (2008) and Grauwinkel et al. (2007). Fig. 3(a) however also shows that the performance
differed substantially between the groups, with higher accuracy in AFT condition than in AF
for groups 1 and 2, but lower for group 3.

The reason for this may be any of, or a combination of, differences in the semantic complexity
between the sentence sets, in the phonetic content of the sentences between the sentence sets
or in the distribution of individual subjects’ ability between the subject groups. Sentences and
subjects were distributed randomly between their three respective groups, but it could be the
case that the sentences in one set were easier to understand regardless of condition, or that
one group of subjects performed better regardless of condition. Since the sentence sets were
presented in different conditions to the subject groups, both differences between sentence
sets and subject groups can make comparisons between conditions unfair. The differences
between sentence sets and subject groups were therefore first analyzed. For the sets, the
average word accuracy was 71% for set 1, 59% for set 2 and 64% for set 3, where the difference
between sets 1 and 2 is statistically significant at p<0.005, using a paired t-test, whereas the
difference between sets 1 and 3 and between sets 2 and 3 is non-significant. For the groups,
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the average word accuracy was 66% for group 1, 62% for group 2 and 66% for group 3, and
none of the intra-group differences are significant.

There is hence an artifact of set difficulty that needs to be taken into account in the following
analysis. In order to be able to compare display conditions without the influence of the
intra-set differences, a weighted word accuracy was calculated, in which the average score
of each set was normalized to the average of the three sets (66%). The word accuracy for
sentences belonging to set 1 was decreased by multiplying it by a factor 0.66/0.71=0.92, while
that of sets 2 and 3 was increased by a factor 1.12 and 1.03, respectively. The weighted word
accuracy for the different display conditions is displayed in Fig. 3(b). The difference between
the weighted AF and AO conditions is significant at a level of p<0.05, while that between AFT
and AOQ is significant at p<0.001. The difference between the two audiovisual conditions is
still not significant.

The intra-subject differences are a natural consequence of different subjects having different
multimodal speech perception abilities to make use of augmented reality displays of intraoral
articulations, and this was also observed in the study by Badin et al. (2008) (personal
communication). Fig. 4 shows that six subjects (1:3, 1:5, 1:6, 2:3, 2:6, 3:3) clearly benefited
from the augmented reality view, with up to 20% higher weighted word accuracy scores in
AFT than in AF, while three others (2:4, 3:2, 3:5) were as clearly better in the AF condition.

In future studies we plan to use an eye-tracking system to investigate if the differences
between subjects may be due to where they focus their visual attention, so that subjects who
have higher recognition scores in the augmented reality condition give more attention to the
tongue movements. Such an evaluation has also been proposed by Badin et al. (2008).

In order to analyze how different phonetic content influenced the speech perception in
different display conditions, the average word accuracy per sentence was first considered.
Fig. 5 shows the weighted word accuracy, where the effect of differences in subject
performance between the groups has been factored out through a normalization procedure
equivalent to that described for the sentence set influence (however, contrary to the set
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Fig. 3. Word accuracy for all subjects and the three different groups. a) The numbers in the
bars indicate which set of sentences that was presented in the different conditions. b) The
weighting is a normalization, applied to factor out the influence of intra-set differences.
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influence, the effect of the different subject groups was marginal, with scale factors 0.98, 0.98
and 1.05).

From Fig. 5 one can identify the sentences for which AFT was much better than AF (sentences
5,9, 10, 17, 21, 22, 28) and vice versa (1-3, 6-8, 12, 27). A first observation concerning this
comparison of the two audiovisual conditions is that of the first eight sentences, seven were
more intelligible in the AF display. This suggests that the subjects were still unable to use
the additional information from the AFT display, despite the familiarization set, and were
initially only confused by the tongue animations, whereas the more familiar AF view could
be used as a support immediately. The very low AFT score for sentence 12 is probably due to
a previously unnoticed artifact in the visual synthesis, which caused a chaotic behavior of the
tongue for a few frames in the animation.

The analysis of the sentences that were better perceived in AFT than in AF condition is
tentative and needs to be supported by more, and more controlled, experimental data, where
sentences can be clearly separated with respect to the type of articulatory features they
contain. As a first hypothesis, based on the words that had a higher recognition rate in AFT
condition, it appears that subjects found additional information in the AFT display mainly
for the tongue dorsum raising in the palatal plosives [k, g] and the tongue tip raising in
the alveolar lateral approximant [1] and the alveolar trill [r]. In addition, the fricatives [§, ¢]
also seem to have been better perceived, but they appeared in too few examples to attempt
hypothesizing. The animations of the tongue in particular appear to have been beneficial for
the perception of consonant clusters, such as [kl, ml, pl, sk, st, kt, rd, rt, rn, dr, tr], for which
the transitions are difficult to perceive from a front face view.

Note that there is a weak negative correlation (c=-0.09) between the number of repetitions for
a sentence and the accuracy rates, and the accuracy rate is hence not increased if the subjects
listened to the stimuli additional times. The word accuracy decreased almost monotonously
with the number of repetitions after an initial peak (at 1-2 repetitions for AO and AF and at
3 for AFT), as shown in Fig. 6. A two factor ANOVA with number of repetitions and display
condition as factors indicates that there is no interaction between number of listenings and
display condition for the word recognition accuracy. Fig. 6 also shows that, on average, the
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Fig. 4. Average weighted mean word accuracy per subject in the acoustic only (AO)
condition and the change compared to the AO condition when the AF or the AFT display is
added. Numbers on the x-axis indicate group and subject number within the group. Subjects
have been sorted on increasing AO performance within each group.
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Fig. 5. The weighted mean word accuracy for each stimulus in the acoustic only (AO)
condition and the change compared to the AO condition when the AF or the AFT display is
added. The sentences have been sorted in order of increasing AFT change.

stimuli were mostly played two, three or more than six times. From the number of repetitions
used and the corresponding word accuracy, it appears that the subjects were either certain
about the perceived words after 1-3 repetitions, or they used many repetitions to try to decode
difficult sentences, but gained little by doing so. Fig. 6 suggests that the additional repetition
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Fig. 6. Lines show the average weighted mean word accuracy in the three display conditions
as a function of number of times the stimulus was repeated before the subject gave an answer.
Bars show the distribution of the average number of repetitions for the different conditions.
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with the AFT display allowed users to take more information from both face views into
account.

Due to the rapidity of the tongue movements and the comparably low word recognition for
one repetition, it seems unrealistic that the AR talking head could be used as an alternative to
cued speech for real-time speech perception for an average person, at least not without large
amounts of training. However, the study shows that some subjects are indeed very strong
“tongue readers”, and such persons could well be helped by an AR talking head display.
The following two sections continue to explore how the tongue movements in the augmented
reality animations are processed by the listeners.

3.2 0On the importance of realism of articulator movements

As described in Section 2, both rule-based and recorded articulator movements have been
used in the AR animations. Movements created from rules are more prototypic, may be
hyperarticulated (i.e. more exaggerated) and have no variation between repetitions of the
same utterance. Recorded movements display speaker specific traits, with variability and
more or less clearly articulated words, but they are, on the other hand, natural movements. We
have performed a study on VCV words and sentences to investigate if the difference between
these two types of movements influences the perception results of the viewers. Realistic
tongue movements could be more informative, because the listener can unconsciously map
the displayed movements to his or her own, either through activation of mirror neurons
(Rizzolatti & Arbib, 1998) when seeing tongue movements, or if the theory of speech motor
control is applicable (Perkell et al., 2000). It may, on the other hand, be so that the rule-based
movements give more information, because the hyperarticulation means that the articulations
are more distinct. This was indeed found to be the case for the velar plosive [g], for the part
of this test on VCV words (Engwall & Wik, 2009a). The consonant identification rate was
0.44 higher with animations displaying rule-based [g] movements than for those with real
movements. For other consonants ([v, d, 1, r, n, s ¢, fj]), the difference was either small or
with the recorded movements resulting in higher identification rates. For a description of the
test with VCV words, please refer to Engwall & Wik (2009a), as the remainder of this section
will deal with sentences of the same type as in Section 3.1.

3.2.1 Stimuli and subjects

For the animations based on recorded data (AVR), the movements were determined from
measurements with the MacReflex motion capture system from Qualisys (for the face) and the
Movetrack EMA (for the tongue movements) of one female speaker of Swedish (Beskow et al.,
2003). For the face, 28 small reflective markers were attached to the speaker’s jaw, cheeks, lips
and nose, as shown in Fig. 7(a). To record the tongue movements, three EMA coils were placed
on the tongue, using a placement shown in Fig. 7(b). In addition, EMA coils were also placed
on the jaw, the upper lip and the upper incisor. Beskow et al. (2003) describe how the recorded
data was transformed to animations in the talking head model through a fitting procedure to
minimize the difference between the data and the resynthesis in the model.

For the rule-based synthesis animations (AVS), the movements were created by a text-to-visual
speech synthesizer with forced-alignment (Sjolander, 2003) to the recorded acoustic signal.
The text-to-visual speech synthesis used is an extension to the one created for the face by
Beskow (1995) and determines the articulator movements through targets for each phoneme
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(a) Motion capture markers (b) EMA coil placement

Fig. 7. Set-up used to collect data for the AVR animiations. (a) Placement of the Qualisys
motion capture markers. (b) The corresponding virtual motion capture markers (+) and
articulography coils (circled) in the talking head model.

and interpolation between targets. The targets and the timing for the tongue movements are
based on data from static MRI and dynamic EMA (Engwall, 2003), but the interpolation is
the same as for the face, which might not be suitable for the tongue movements, since they
are much faster and of a slightly different nature. It has been shown that the synthetically
generated face animations are effective as a speech perception support (Agelfors et al., 1998;
Siciliano et al., 2003), but we here concentrate on if the synthesis is adequate for intraoral
animations.

The stimuli were 50 Swedish sentences of the same type (but not necessarily the same content)
and with the same acoustic degradation as described in Section 3.1.1. The sentences were
divided into three sets S1, S2 and S3, where S1 contained 10 stimuli and S2 and S3 20 stimuli
each.

The subjects were 20 normal-hearing native speakers of Swedish (13 male and 7 female). They
were divided into two groups, I and II. The sentences in 52 were presented in AVS condition
to Group I and in AVR to Group II, while those in S3 were presented in AVR to Group I and in
AVS to Group II. Both groups were presented S1 in acoustic only (AO) condition. To determine
the increase in word recognition when adding the AR animations to the acoustic signal, a
matched control group (Group III) was presented all stimuli in AO. For the comparisons
below, the stimuli were hence the same as for Groups I and II, but the subjects were different in
Group III. The results on set S1 were therefore used to adjust the scores of the control group so
that the AO baseline performance corresponded to that of Groups I-1I on S1, since inter-group
differences could otherwise make inter-condition comparisons invalid.

3.2.2 Experimental set-up

The AR talking head shown in Fig. 1(a) was used to display the animations and the acoustic
signal was presented over high-quality headphones. The sentence order was the same for all
subjects and the display condition (AVR, AVS or AO) was random, but balanced, so that all
conditions were equally frequent at the beginning, middle and end of the test.
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Each sentence was presented three times before the subjects typed in their answer in five entry
frames. The five frames were always active, even if the sentence contained fewer words.

Before the test, the subjects were given the familiarization task to try to identify the connection
between the sound signal and tongue movements in five sentences presented twice with
normal acoustic signal and twice with degraded.

3.2.3 Results

Both types of animations resulted in significantly higher word recognition rates than the
acoustic only condition, when comparing the perception results for Groups I and II with those
of Group III for sets S2 and S3, as shown in Table 2. When considering the two audiovisual
conditions, the word recognition rate was 7% higher when the animations were based on
recorded data than when they were synthesized, and the difference is highly significant, using
a single factor ANOVA (p<0.005).

|[AO  AVS AVR
acc.|54.6% 56.8% 63.9%
std.[0.12 0.09  0.09

Table 2. Word accuracy rates (acc.) and standard deviation (std) when the stimuli were
presented as acoustic only (AO), with animations created from synthesis (AVS) and from
measurements (AVR). The differences AVR-AO and AVS-AO are significant at p<0.005,
using a paired two-tailed t-test.
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Fig. 8. Rate of correctly recognized words for animations with recorded data (AVR, black
line) and difference in recognition rate between AVR and synthetic movements (AVS, striped
bars) for each subject. The AVR average for the group (m) and the average improvement for
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Fig. 9. Difference in recognition rate between AVR and AVS for each sentence. The sentences
have been sorted in order of increasing AVR-AVS difference.

Since the same subject was not presented the same sentences in both AVR and AVS, the
recognition scores were weighted, so that the average score for the two sets S2 and S3 over
all subjects and both conditions AVR and AVS is the same. The scale factors were wg;=0.97
and wgy=1.03. As shown in Fig. 8, the accuracy rate in the AVR condition varied between
45% and 85% for different subjects, and 40% of the subjects actually performed better in AVS
condition. The majority of the subjects nevertheless performed better in the AVR condition,

and whereas four subjects were more than 10% better with AVR, only one was 10% better with
AVS.

The word accuracy rate per sentence, shown in Fig. 9, was higher in AVR for 70% of the
sentences, and for about half of these, the difference is large. For one of the sentences (”Snin
lag metertjock pd marken”, i.e. "The snow lay a meter deep on the ground”), the word accuracy is
35% higher in AVR, and the difference is significant at the sentence level at p<0.0005.

In a follow-up study, published in Engwall & Wik (2009b), it was shown that subjects (of
which 11 out of the 22 were the same as in the experiment presented here) could not judge
if an animation was created from real recordings or from text-to-speech synthesis. It is hence
the case that even though subjects are unaccustomed to seeing tongue movements and can
not consciously judge if the animations are truthful representations of the tongue movements,
they are, as a group, nevertheless better if the actual articulations that produced the acoustics
are displayed.

A possible explanation for this would be that there is a more direct connection between
speech perception and articulatory movements, rather than a conscious interpretation of
acoustic and visual information by the subjects. There are indeed several theories and
evidence that could point in that direction. Skipper et al. (2007) showed that perception of
audiovisual speech leads to substantial activities in the speech motor areas of the listener’s
brain and that the activated areas when seeing a viseme are the same as when producing the
corresponding phoneme. However, the connection between visemes and speech perception
could be established through experience, when seeing the speaker’s face producing the
viseme simultaneously with hearing the phoneme, whereas we here deal with a connection
between acoustics and visual information that is not normally seen. A potential explanation
could be provided by the direct realist theory of speech perception (Fowler, 2008), which
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states that speech is perceived through a direct mapping of the speech sounds to the listener’s
articulatory gestures. Hence, seeing the gestures may influence perception unconsciously.
Similarly, the speech motor theory (Liberman & Mattingly, 1985) stipulates that both acoustic
and visual gestures are processed in accordance with how the speaker produced them.
This would explain why the AVS animations, which are realistic, but are not necessarily
in accordance with the speaker’s gestures, gave lower recognition rates than AVR, where
acoustic and visual gestures correspond.

The above explanations are however problematic, since the speaker’s and the listener’s oral
anatomy differ, and they would use slightly different gestures to produce the same sequence
of sounds. It is hence unclear if the listener could really map the speaker’s articulatory
gesture’s to his or her own. An alternative explanation is provided by the fuzzy logical
theory of speech perception (Massaro, 1998), which argues that perception is a probabilistic
decision based on previously learned templates. Acoustic and visual information is processed
independently and then combined in a weighted fusion to determine the most probable match
with both sources of information. While this appears to be a plausible explanation for visemes
(see further the explanation of the McGurk effect in Section 3.3), it is unclear how the visual
templates for the tongue movements could have been learned. In the next section, this issue
of learning is investigated further.

3.3 How do people learn to "read” tongue movements?

All perception studies cited above indicated that a training phase in some form was
required if the subjects should be able to use the information provided by the AR talking
head. A fundamental question is then what the subjects learn during this training phase:
Is it a conscious mapping of articulatory movements to corresponding phonemes in a
template learning scheme? Or are tongue reading abilities pre-existing, and the role of the
training phase is to make subjects sub-consciously aware of how to extract information from
animations of articulatory movements?

In order to investigate this issue, the so called McGurk effect (McGurk & MacDonald, 1976)
can be used. The McGurk effect describes the phenomenon that if the acoustic signal of
one phoneme is presented together with the visual lip movements of another, it is often the
case that a third phoneme is perceived, because of audiovisual integration. For example, if
auditory [ba] is presented with visual [ga], then for the very large majority of subjects [da] is
perceived. The reason is that the visual signal is incompatible with [ba] (since the lip closure
is missing) and the acoustic with [ga] (the acoustic frequency pattern in the transition from the
consonant to the following vowel is wrong) and the brain therefore integrates the two streams
of information to perceive [da], which is more in agreement with both streams. It should be
noted that this effect is sub-conscious, that the subject actually perceives [da], and that the
effect appears even for subjects who know about the conflicting stimuli.

For the AR talking heads, the McGurk effect was adapted to create mismatches between the
acoustic signal and the tongue movements in the AR display, rather than with face movements
in a normal display. Subjects were then randomly presented either matching stimuli (the
acoustics and the animations were of the same phoneme) or conflicting (McGurk stimuli).
The underlying idea was that if the subjects had an existing subconscious notion of general
articulatory movements, then the perception score for the matching stimuli should be higher
and that some type of McGurk effect should be observed for the conflicting stimuli.
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3.3.1 Stimuli and subjects

24 different symmetric VCV words, with C=[p, b, t, d, k, g, 1, v] and V=[a, 1, v], uttered by a
female Swedish speaker, were presented at four different levels of white noise (signal-to-noise
ratio SNR=+3dB, -6dB, -9dB and Clean speech) and three different audiovisual conditions.
The stimuli were presented in blocks of 48 stimuli at each noise level, in random order between
noise levels and audiovisual conditions, but in the same order for all subjects. The 48 stimuli
consisted of the 24 VCV words played in acoustic only condition (AO), plus 12 of these VCV
words played with the animations of the tongue matching the acoustic signal (AVM) and
12 played with animations of the tongue movements that were in conflict with the acoustics
(AVC).

The conflicting animations were created by in turn combining the acoustic signal of each of the
bilabials [p, b], alveolars [t, d] and velars [k, g] with tongue movements related to one of the
other two places of articulation. The conflicting condition for [1] was visual [v] and vice versa.
The display excluded the lip area (in order to avoid that lip movements, rather than those of
the tongue, influenced the results), and the labial consonants [p, b, v] therefore constitute a
special case for both AVM and AVC. Since the subjects did not see the articulation of the lips,
AVM in this case signifies that there were no conflicting tongue movements in the animation,
and AVC for acoustic [k, g, t, d, 1] with the animation showing the articulation of [p, b, v] in
this case signifies that there were no supporting tongue movements in the animation.

Subjects were divided into two groups, with the only difference between groups being that
the were presented the AVM and AVC stimuli in opposite conditions. That is, Group I was
presented Set 1=[apza, 1d:1, uku, 1b:r, utiu, ag:a, upru, ad:a, ik, al:a, v, uliu] with matched
animations and Set 2=[ab:a, 1ti1, ugiu, 1p:, udmu, ak:a, ubru, atia, 1g:1, avia, i, uviu] with
conflicting. Group II was, on the other hand, presented Set 1 with conflicting and Set 2 with
matching animations. Note that Sets 1 and 2 are balanced in terms of vowel context and
consonant place of articulation and voicing, i.e., if Set 1 contains a VCV word with an unvoiced
consonant, then Set 2 contains the voiced consonant having the same place of articulation in
the same vowel context, and this is reversed for another vowel context.

The 18 subjects (13 male and 5 female, aged 21-31 years, no known hearing impairment) had
different language backgrounds. Four were native speakers of Swedish; two each of Greek,
Persian and Urdu; and one each of German, English, Serbian, Bangla, Chinese, Korean, Thai
and Tamil. The heterogeneous subject group was chosen to investigate if familiarity with the
target articulations influenced perception results. The question is relevant in the light of the
use of AR talking heads for pronunciation training of a foreign language (c.f. Section 4). The
influence of the subjects’ first language is further discussed in Engwall (2010), while we here
deal with the general results.

The description in this chapter concentrates on the stimuli presented at SNR=-6dB, where the
combination of audio and animations was the most important. An analysis of the results at
the other noise levels is given in Engwall (2010).

3.3.2 Experimental set-up

Each stimulus was presented once, with the acoustic signal played over high quality
headphones and the animations of the tongue movements shown on a 21” flat computer
screen. AVM and AVC animations displayed the movements in an AR side view, such as
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‘AO AVM AVC
acc.|36.2% 43.1% 33.8%
std.|0.13 0.15 0.14

Table 3. Word accuracy rates (acc.) and standard deviation (std) when the stimuli were
presented as acoustic only (AO), with matching animations (AVM) and with conflicting
(AVC). The differences AVM-AO and AVM-AVC are significant at p<0.05, using a single
factor ANOVA.

the one in Fig. 1(a), but translated to hide the lip area. For AO, an outside view, without any
movements, was instead shown.

For the auditory stimuli, the SNR for the added white noise spectrum was relative to the
average energy of the vowel parts of each individual VCV word and each VCV word was
then normalized with respect to the energy level.

Before the test, a set of 9 VCV words with C=[m, n, y] and V=[a, 1, v] was presented in AVM at
SNR=Clean, -6dB and -9dB, as a familiarization to the task. No feedback was given and these
stimuli were not included in the test. The familiarization did hence not constitute a training
phase.

A forced choice setting was used, i.e., subjects gave their answer by selecting the on-screen
button for the consonant that they perceived. In the results below, accuracy is always counted
with respect to the acoustic signal.

3.3.3 Results

The mean accuracy levels at SNR=-6dB are shown in Table 3. The differences between AVM
and AO and between AVM and AVC are significant at p<0.05 using a single factor ANOVA.
Note that voicing errors were disregarded and responses were grouped as [p/b], [t/d] and
[k/g], giving a chance level of 20%. The reasons for this was that several subjects were from
language backgrounds lacking the voiced-unvoiced distinction (such as between [t] and [d])
and that the aim was to investigate the influence of the visual information given about the
tongue articulation. In the following, /p/ refers to [p, b], /t/ to [t, d] and /k/ to [k, g].

As a general result, the animations with matching articulatory movements hence gave an
important support to the perception of the consonants in noise. This is all the more true if
only the consonants that are produced with the tongue [t, d, k, g, 1] are considered. Fig. 10
summarizes the individual and average perception scores (1 4y 1=59%) for these consonants.
The graph shows that 14 of the 18 subjects performed better with matched animations than
with only audio and that 9 performed worse with conflicting animations than with audio only.
Curiously, 9 subjects however performed better with conflicting animations than with audio
only, indicating that one effect of presenting the animations may have been that the subjects
listened more carefully to the acoustic signal than if the same acoustic signal was presented
without animations. The graph also shows, just as the results for the studies presented above,
that the differences between subjects were very large, with e.g., subject 18 being a particularly
gifted tongue reader (100% recognition in AVM compared to 32.5% in AO)

When analyzing the responses with respect to accompanying animation shown in Fig. 11,
several patterns appear, both in terms of the strength of the information given by a particular
acoustic signal or articulatory movement and integration effects for conflicting acoustic and



Augmented Reality Talking Heads as a Support for Speech Perception and Production 107

visual signals. For the acoustic signal, [1] is the most salient with over 90% correct responses
already with AO and consequently only marginal improvement with AVM or decline with
AVC. On the other hand, the fricative [v] is particularly vulnerable to the background noise,
with the AO accuracy level being half that of the next lowest, /p/. For the visual signal,
the articulatory movement of /k/ has the strongest influence: For acoustic /k/, when the
movement is shown in AVM, the accuracy in the responses increases with 50%, and when
it is lacking in AVC, the accuracy decreases by 25%, regardless of if the animation shows no
tongue articulation (for /p/) or a conflicting movement (for /t/). Further, for /t/, a conflicting
/k/ animation decreases the recognition score in AVC by 10% compared to AO.

Concerning audiovisual integration, shown in Fig. 12, the changes listed in Table 4 are the
most important that can be observed. Several of these changes are similar to the McGurk
effect, even if the change is much smaller (and only took place with a noisy acoustic signal).

In conclusion for this study we can argue that the subjects must have a prior knowledge
of articulatory movements of the tongue, since the animations were randomly matched and
conflicting and the subjects performed significantly better with the matching movements. The
conflicting animations further showed that subjects integrated both signals in their perception.

We are currently planning a follow-up study with a training phase prior to the test, in order
to investigate if consistency between training and test or between acoustics and articulation is
the most important. In this, subjects will be divided into four groups. Group I will be shown
matching audiovisual stimuli in both training and test. Group II will be shown conflicting
audiovisual stimuli in both training and test, but the audiovisual combinations would be
consistent between training and test. Group III will be shown conflicting audiovisual stimuli

100%
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Fig. 10. The accuracy rate for [t,d k,g,d,l] in the matched (AVM) condition (black line), and
the difference between the matched AVM (red and white striped bars) or conflicting AVC
(blue bars) conditions and the acoustic only (AO), for each individual subject, and for the
group (m). Subjects are presented in order of increasing AVM score.
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Fig. 11. The accuracy rate in acoustic only AO condition (black line), and the change (bars)
when animations were added. The stimuli having the same acoustic signal ([p/b, t/d, k/g, 1,
v]) are grouped on the x-axis and within each group the bars indicate the difference in
perception score, for that stimuli, compared to AO. Red and white striped bars signal
matching condition AVM, blue bars conflicting AVC.

in the training, but matching in the test. Group IV will be shown matching audiovisual stimuli
in the training, but conflicting in the test.

If match between the acoustic and visual signals is the most important, then Group I and
Group III will have higher recognition scores than Groups II and IV. If, on the other hand,
consistency between training and test is more important, Groups I and II will perform
similarly, and better than Groups III and IV.

4. AR talking heads in speech production training

Several studies on the use of AR talking heads in pronunciation training have been performed
(Engwall & Bilter, 2007; Engwall et al., 2006; Fagel & Madany, 2008; Massaro et al., 2008;
Massaro & Light, 2003; 2004).

In Massaro & Light (2003), Japanese students of English were instructed how to produce /r/
and /1/ with either a normal front view of the talking face or with four different AR displays
that illustrated the intraoral articulation from different views (c.f. Section 2). In Massaro &
Light (2004), American hearing-impaired children were instructed how to produce consonant
clusters, the fricative-affricate distinction and voicing differences in their native language,
using the same four AR displays. In Massaro et al. (2008), English speakers were instructed
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Fig. 12. The change in response rate for different consonant labels when comparing AVC

with AO.

The conflicting stimuli are given on the x-axis, with AxVy indicating that the

acoustic signal was of consonant x and the visual signal of consonant y.
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The acoustic signal is incompatible with /t/ &

the visual with /p, v/, /k/ is the most compatible with both.

The visual signal is incompatible with /t/,

the jaw movement in /k/ may be interpreted as signaling a bilabial closure.
The visual signal is incompatible with /k/.

The acoustic signal is incompatible with /k/, the visual with /t,1/ &

the jaw movement in /k/ may be interpreted as signaling a bilabial closure
The acoustic signal is incompatible with /p/ &

the visual with /k/, /t/ is the most compatible with both.

The visual signal is compatible with /t/ and incompatible with /k/.

The visual signal is incompatible with /1/.

The acoustic signal is incompatible with /1/ &

the visual with /p/, /t/ is the most compatible with both.

Table 4. Observed changes in response when a conflicting animation is added to an acoustic
stimuli. The table lists the acoustic (A) and the visual (V) signals, the main increase (+) and
decrease (-) in the subjects’ responses compared to the AO condition and a tentative
explanation on why the change takes place.
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how to produce either one pair of similar phonemes in Arabic or one pair of similar phonemes
in Mandarin. For the Arabic phoneme pair, the main articulatory difference was the place of
contact between the tongue and the palate, while for the Mandarin pair, the difference was
in the lip rounding. For the Arabic pair, a cut-away AR side-view was used to illustrate the
position of the tongue, while a normal front view was used for the Mandarin pair.

These three studies did not provide any strong evidence that the AR view was beneficial, as
judged by listeners rating the students production before and after the training. In Massaro
& Light (2003), the students improved in both training conditions, but those who had been
presented the AR displays did not improve more than those who had seen the normal face
view. In Massaro & Light (2004), the children did improve, but since they were not compared
with other subjects who had not been shown the AR talking heads, it can not be concluded that
this was thanks to the augmented reality-based training. In Massaro et al. (2008), the group
that practised the Mandarin pair with the normal face view had improved significantly more
than a control group that had only been presented the auditory targets, while the group that
practised the Arabic phoneme pair was not significantly better than the acoustic only control
group. However, many of the subjects in the three studies reported that they really enjoyed
the practise with the AR talking head and believed that it was useful.

The outcome in Fagel & Madany (2008) was somewhat better in terms of subject improvement.
Children with pathological lisping were instructed how to produce [s, z] during two
interactive lessons with a human teacher and the AR talking head was used as a tool to
illustrate prototypic correct articulations. Listeners, who rated the degree of lisping before
and after the lessons, judged that there was a significant reduction in lisping for the children
as a group, but that there were large individual differences.

In Engwall et al. (2006), Engwall & Balter (2007) and Engwall (2011), the subjects were given
feedback on their articulation, using the AR talking head display shown in Fig. 1(a). The
feedback was in the form of instructions on how to change the articulation, e.g., “Lower the
tongue tip and move the back of the tongue as far back as you can in the mouth and then slightly forward,
to create a wheezing sound.” in order to change the articulation from [[] to [f], accompanied
by animations illustrating the instructions in the AR talking heads. In the first study, the
subjects were Swedish children with pronunciation disorders and in the other two, they were
non-native speakers without prior knowledge of Swedish. The first two studies focused
on user evaluations of the interface and the subjects” improvement in the production of the
practice phoneme, the velar fricative [§], was not investigated quantitatively. In the last study,
the articulation change that the subjects did when they received feedback on the production
of the Swedish [r] and [§] was measured with ultrasound. Some subjects readily followed
the audiovisual instructions, as exemplified in Fig. 13, showing two French speakers who
changed their articulation from the French rhotic [g] with a low tongue tip to the Swedish [r]
with a raised tip, after a number of attempts and feedback. However, other subjects had great
difficulties changing the articulation in the short practice session.

The studies described above indicate that it is not an easy task initially to transfer articulatory
instructions to the own production. However, throughout the different studies, the subjects
were positive about the usefulness of the AR talking heads. They stated that they thought that
they had improved through the practise and that the feedback instructions had been helpful
to change the articulation. As an example, in Engwall & Bélter (2007), subjects were asked to
rate the pronunciation training system’s usability on a number of aspects, using a 1-9 Likert
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Fig. 13. Change in the tongue articulation of 'r’, from a French rothic in the first attempt
(black line, +) to a Swedish alveolar trill (red line, o; blue line, /) in the sequence "rik”.

scale. For the question regarding if the articulatory animations were confusing (1) or clear (9),
the mean opinion score was m=7.75 with a standard deviation of p=1.18, and the subjects
further stated that the interaction with the virtual teacher was clear (m=7.68, p=1.04) and
interesting (m=8.06, p=1.31). They also thought that the practice had helped them improve
their pronunciation (m=7.32, p=1.37). It may hence well be the case that AR talking heads
could provide the learners with useful information after additional familiarization. For a
more thorough discussion of the use of AR talking heads in computer-assisted pronunciation
training, please refer to Engwall & Blter (2007) or Engwall (2011).

5. Paths for future research

Many questions concerning AR talking head support remain, regarding both the large
differences between subjects and for which phoneme sequences the AR animations are
helpful.

It would be interesting to monitor the subjects’ visual attention using an eye-tracking
system to investigate if there is evidence that the subjects’ viewing patterns influence their
performance. That is, if subjects with higher perception rates or adequate production changes
focus more on the areas on the screen that provide important information about place and
manner of articulation. By analysing the looking pattern one could also look into if the
important factor is where the subject looks (on what part of the display) or how (focused
on the task or watching more casually).

All the studies described above have further used naive subjects, in some cases with a short
explicit or implicit training prior to the perception test. An intriguing question is if long-term
use would make tongue reading a viable alternative for some hearing-impaired subjects, just
as normal speech reading abilities improve with practice and experience. The experiments
have shown that some subjects are in fact very apt at extracting information from the AR
talking head displays and it would be of interest to investigate recognition accuracy and user
opinion for such subjects after several longer practice sessions.

Further, systematic larger studies are required to determine how AR talking heads may be
used as a support for speech perception and in production. With larger subject groups and a
larger speech material, the potentials for long term use could be more clearly evaluated.

Another question, already introduced in Section 2, concerns the realism of the AR talking
head: How are the recognition rates and the subjects’ impression of the interface influenced by
the visual representation? That is, are recognition rates higher with videorealistic animations
of the face and/or the intraoral parts or with schematic, more simplified illustrations of the
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most important articulatory features? We are planning for a perception study comparing the
3D AR talking head display with simplified 2D animations of the midsagittal tongue, lips and
palate contours. Kroger et al. (2008) found that 5-8 year old children were as successful in
mimicking vowels and consonants if they were presented a 2D- as a 3D-representation of the
articulation. The authors therefore concluded that the more complex 3D view did not provide
any additional information. It could however be argued that the 3D model used (only the
surface of the tongue moving in a semi-transparent vocal tract tube, with no face, similar to
the display in Fig. 1(e)) may not represent the full potential of AR talking heads.

Other issues that merit further consideration include user preferences for colour coding of
different articulators (contrast vs. realism), correspondence in realism between the face and
intraoral parts (potential problems of combining a videorealistic face with computer graphics
for the tongue and mouth cavity) and strategy to create the Augmented Reality display
(see-through or cut-away of the facial skin, or hiding the face).

For the last issue, we are interested in investigating the uncanny valley effect for Augmented
Reality talking heads. The uncanny valley effect normally refers to the situation in robotics
and 3D computer animation when human observers become negative towards the robot or
avatar because it appears to be or act almost like a human, but either lack or have some aspects
that one would or would not expect from a human. In the case of AR talking heads the effect
could appear if the face of the avatar is so truthfully videorealistic that viewers feel uneasy
about representations suggesting that the head of the avatar has been cut in half or that parts
of the skin have been surgically removed. To avoid such reactions it may be suitable either to
choose a less realistic face or to project intraoral information on the skin of the avatar’s cheek
instead. This could for example be in the form of stylized X-ray or MR Images, which many
viewers are familiar with and they would hence immediately understand the analogy that
these imaging techniques allow to see what is underneath the skin. With further advances in
Augmented Reality display technology and response times for Automatic Speech Recognition
one can also envisage that such a display could be used to provide information directly on a
real speaker’s cheek.

Even if much research is required to further investigate user reactions, preferences and
performance with AR talking heads, we are convinced that they could potentially have an
important role to play as a support for speech perception and production. In addition, the
methods described above to illustrate tongue movements in an AR setting are also of interest
for numerous other applications, such as planning for and rehabilitation after glossectomy
surgery, education in phonetics, and animation in computer games and movies.
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1. Introduction

The Architecture, Engineering and Construction (AEC) sector is widely recognized as one of
the most promising application fields for Augmented Reality (AR). Building Information
Models (BIM) and in particular the Industry Foundation Classes (IFC) data format are
another main technology driver increasingly used for data sharing and communication
purposes in the AEC sector (Koo & Fischer 2000). For example, the Finnish state owned
facility management company Senate Properties demands use of IFC compatible software
and BIM in all their projects (Senate 2007).

At some advanced construction sites, 3D/4D Building Information Models are starting to
replace paper drawings as reference media for construction workers. Thus, workers can
check daily work tasks using BIM systems installed at site offices, sometimes with remote
connections to BIM databases, and even annotate the virtual model with information
relating to the construction site. However, the model data is mostly hosted on desktop
systems in the site office, which is situated far away from the target location and not easily
accessible. Combined with mobile Augmented Reality and time schedules, 4D BIMs could
facilitate on-the-spot comparisons of the actual situation at the construction site with the
building’s planned appearance and other properties at the given moment.

Besides augmented visualization, the related camera tracking technologies open up further
application scenarios, enabling mobile location-based feedback from the construction site to
the CAD and BIM systems. Such feedback possibilities include adding elements of reality
such as images, reports and other comments to the virtual building model, correctly aligned
in both time and space. Our discussion thus addresses the complete spectrum of Mixed
Reality as defined by (Milgram and Kishino 1994), with real world augmented with virtual
model data, and digital building models augmented with real world data.

Shin and Dunston (2008) evaluated 17 classified work tasks in the AEC industry. They
concluded that eight of them (layout, excavation, positioning, inspection, coordination,
supervision, commenting and strategizing) could potentially benefit from the use of AR.
Additionally, related application areas would be communication and marketing prior to
construction work, as well as building life cycle applications after the building is constructed.

Among previous work, the first mobile AR system was developed by Feiner et al. (1997).
Their application was to present an AR view of campus information at Columbia University.
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Gleue and Thaene (2001) presented the Archeoguide system to provide tourists an AR view
to historical and cultural sites. More recently, Reitmayr and Drummond (2006) presented a
robust feature based and hybrid tracking solution for outdoor mobile AR. Among the first to
address practical AEC applications, (Schall et al. 2008) presented a mobile handheld AR
system Vivente for visualizing underground infrastructure. Their work was extended with
state-of-the-art sensor fusion methods for outdoor tracking in (Schall et al. 2009). For further
references on mobile AR with building construction models, see the thesis by Behzadan
(2008) and the review article (Izkara et al. 2009).

However, little research has been done to integrate mobile AR with real world building
models, often containing millions of triangles and being hundreds of megabytes in size.
Integrating the time component to mobile AR solutions is another topic that is seldom
addressed in previous literature. Among non-mobile solutions, however, let us note the
impressive work (Goldparvar-Fard et al. 2010). They provide off-line still image based tools
to compare the situation at construction site against 4D plans, based on 3D reconstruction of
the construction site created from photographs taken of the site.

Our long term research goal has been to prove the technical validity of bringing real world
BIM models to the construction site, for augmenting with lightweight mobile devices. Our
work on mobile AR dates back to 2003 with the client-server implementation on a PDA device
(Pasman & Woodward 2003). The next generation implementation (Honkamaa et al. 2005)
produced a marker-free UMPC solution by combining the building’s location in Google Earth,
the user’s GPS position, optical flow tracking and user interaction for tracking initialization.
This work lead to the first version of the current system architecture (Hakkarainen et al. 2009)
to handle arbitrary OSG formats and IFC (instead of just Google Earth’s Collada), 4D models
for construction time visualization (instead of just 3D), and mobile feedback from the
construction site to the design system (“augmented virtuality”). The system was further
extended in (Woodward et al. 2010) to cover more accurate map representations, mobile
interaction, operation with data glasses, efficient client-server architecture, tracking methods,
as well as discussion on photorealistic visualization for mobile AR.

This article gives an overall presentation of our software system, its background, current
state and future plans. Among the most recent developments, we present: the client
implementation on mobile phones, based on a lightweight optical tracking solution; results
of our field trials in different pilot cases, including application during the construction work
and comparing previous visualization results with the appearance of a partially ready
building; as well as conclusions of the present status of the research.

The article is organized as follows. Section 2 explains the general implementation and
functionality of the core software modules. The mobile phone implementation is discussed
in Section 3. Our lightweight feature-based tracking solution is presented in Section 4. The
photorealistic rendering functionality for mobile AR is described in Section 5. Results from
our field trials are presented in Section 6. Items for future work are pointed out in Section 7
and concluding remarks are given in Section 8.

2. System overview

This Section presents the general implementation of the system. The discussion is given
mainly from functional point of view, while a more detailed discussion is provided in
(Woodward et al. 2010).
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2.1 Software modules

Our system is divided into three parts; 4DStudio, MapStudio and OnSitePlayer. The Studio
applications fulfill the authoring role of the system and are typically used at the office, while
OnSitePlayer provides the augmented reality view and mobile feedback interface at the
construction site. OnSitePlayer can be operated either as a stand-alone, or as a client-server
solution, distributing heavy 3D computation to the OnSiteServer extension, and tracking
and rendering to the OnSiteClient extension. See Figure 1.
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Fig. 1. System architecture.

The tracking algorithms are based on our software library ALVAR - A Library for Virtual
and Augmented Reality (VIT 2011), and the OpenCV computer vision library. The GUI is
built using the wxWidgets framework. For rendering, the open-source 3D graphics library
OpenSceneGraph (OSG) version is used. The applications can handle all OSG supported file
formats via OSG’s plug-in interface (e.g. OSG'’s internal format, 3DS, VRML). The TNO IFC
Engine3 (TNO 2010) is used as a platform to process IFC building model files.
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2.2 4D studio

The 4DStudio application takes the building model (in IFC or some other format) and the
construction project schedule (in MS Project XML format) as input. 4DStudio can then be
used to link these into a 4D BIM. 4D IFC models defined with Tekla Structures can also be
read directly by 4DStudio. Once the model has been defined, 4DStudio outputs the project
description as an XML file.

4DStudio has a list of all the building parts and project tasks, from which the user can select
the desired elements for visualization. For interaction, 4D Studio provides various tools to
select elements for visualization, user definable color coding, clip planes, and viewing the
model along the time line. See Figure 2.
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Fig. 2. Building model with construction schedule in 4DStudio.

Feedback report items generated with the mobile AR system describe for example tasks or
problems that have been observed at the construction site by workers. These can also be
viewed with 4DStudio. Each item contains a title, a task description, a time and location of
the task, and optionally one or several digital photos. Selecting a report item in the list takes
the 4D building model to the time and location of the report item in question.

2.3 MapStudio

The MapStudio application is used to position the models into a geo coordinate system,
using an imported map image of the construction site. The geo map can be imported from
Google Earth, or for more accurate representations geospatial data formats like GeoTiff.

The image import is done using the open source Geospatial Data Abstraction Library
(GDAL).
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The models are imported from 4DStudio, and can be any OSG compatible format or IFC
format. The model can either be a main model or a so-called block model, which is used to
enrich the AR view, or to mask the main model with existing buildings. The system can also
be used to add clipping information to the models, for example the basement can be hidden
in the on-site visualization.

The user can position the models on the map either by entering numerical parameters or by
interactively positioning the model with the mouse (see Figure 3). Once all the model
information has been defined, the AR scene information is stored as an XML based scene
description, ready to be taken out for mobile visualization on site.
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Fig. 3. Building placed in geo coordinates with MapStudio.

2.4 OnSitePlayer

OnSitePlayer is launched at the remote location by opening a MapStudio scene description,
or by importing a project file containing additional information. The application then
provides two separate views in tabs; a map layout of the site with the models including the
user location and viewing direction (see Figure 4) and an augmented view with the models
displayed over the real-time video feed (see Figures 5 and 6).

The user is able to request different types of augmented visualizations of the model based
on time, for example defining the visualization start-time and end-time freely, using
clipping planes, and/or showing the model partially transparent to see the real and existing
structures behind the virtual ones. OnSitePlayer also allows for storing augmented still
images and video of the visualization, to be later reviewed at the office.

With OnSitePlayer, the user can also create mobile feedback reports consisting of still
images annotated with text comments. Each report is registered in the 3D environment at
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the user’s location, camera direction, and moment in time. The reports are attached to the
BIM via XML files and are available for browsing with 4DStudio, as explained above.

2.5 Interactive positioning

As GPS positioning does not always work reliably (e.g. when indoors) or accurately enough,
we provide the user with the option to indicate his/her location interactively. The system
presents the user the same map layout as used in the MapStudio application. The user is then
able to zoom into the map and place the camera icon to the his/her currently know location.
Note by the way that by using manual positioning, possible errors in the model’s and user’s
positioning are aligned and thus eliminated from the model orientation calculation.
Additionally, the user’s elevation from ground level can be adjusted with a slider.

Fig. 4. User position and placemark shown in OnSitePlayer.

Compass (if any) does not always provide sufficient grounds for automatic tracking
initialization. As backup, interactive means are provided for model alignment. After the
model is properly aligned the system switches to feature-based tracking.

The interactive alignment of the video and the building models can be achieved in several
ways (Woodward et al. 2010). As one option, block models that represent existing buildings
can be used as a reference for the inital alignment. However, this approach requires modeling
parts of the surrounding environment which might not always be possible or feasible.

As a more generally applicable approach (Wither et al. 2006), known elements of the real
world are marked in MapStudio as “placemarks” (see Figure 4). The mobile user then selects
any of the defined placemarks with the “viewfinder” to initialize real time tracking (see
Figure 5). Real time augmented view (Figure 6) is produced as the user “shoots” the
placemark by pressing a button on the mobile device.
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Fig. 5. OnSitePlayer view showing viewfinder for the placemark.

Fig. 6. Building model augmented with OnSitePlayer, at two different locations.
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2.6 Client-Server Implementation

Virtual building models are often too complex and large to be rendered with mobile devices
at a reasonable frame rate. This problem is overcome with the client-server extension for the
OnSitePlayer application. The client extension, OnSiteClient, is used at the construction site
while the server extension, OnSiteServer, is running at the site office or at some other remote
location. Data communication between the client and server can be done using either
WLAN or 3G.

The client and server applications were basically obtained with relatively small
modifications to the OnSitePlayer code. The client and server share the same scene
description as well as the same construction site geospatial information. The client is
responsible for gathering position and orientation information, but instead of rendering the
full 3D model, the client just passes the user location and viewing direction to the server.
The server uses this information to calculate the correct model view, which is then sent to
the client for augmenting on the mobile device.

In our implementation, the view is represented as a textured spherical view of the virtual
scene surrounding the user. The sphere is approximated by triangles. An icosahedron was
chosen since it is a regular polyhedron formed from equilateral triangles, therefore
simplifying the texture generation process. The icosahedron also provides a reasonable
tradeoff between speed (number of faces) and accuracy (resolution of images).

As the scene is rendered into the sphere representation, alpha values are used to indicate
transparent parts of each texture image. If some image does not contain any part of the 3D
model to be rendered, the whole image can be discarded and not sent to the client. See
(Woodward et al. 2010) for further implementation details.

The client augments the scene by aligning the sphere to the virtual camera coordinates
according to the user’s position and camera direction, and renders the alpha textured sphere
over the video image. Camera tracking keeps the 2D visualization in place and the user may
pan/tilt the view as desired.

The same sphere visualization can be used as long as the user remains at the same location.
Our solution generally assumes that the user does not move about while viewing. This is
quite a natural assumption, as viewing and interacting with a mobile device while walking
would be quite awkward or even dangerous, especially on a construction site. The user is
still free to rotate around 360/360° and view the entire sphere projection.

3. Mobile phone implementation

In the PC based client-server implementation (Woodward et al. 2010), the client and server
extensions were obtained by direct modifications to the OnSitePlayer application. With the
mobile phone implementation this was not feasible due to the difference of platforms. Also,
to create as lightweight solution as possible, we implemented a whole new client application
for the Nokia N900 smart phone (see Figure 7).

The mobile phone client still supports the network connection and data stream provided by
the original server on the PC. The application framework is built using Qt SDK 1.0 and Qt
Mobility. Rendering is done with OpenGL ES 2.0. The network connection is ad-hoc WLAN.
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Fig. 7. OnSiteClient running on N900 phone.

The functionality of our first mobile phone version is restricted to architect’s visualization
models, without time component or other advanced features. Positioning is done using the
integrated GPS module, without any user interaction. On the other hand, the N900 does not
have a compass so the user is responsible for defining the viewing direction.

All the user interactions are done via the touch screen. The viewing direction is defined with
a slightly modified version of the PC based viewfinder approach. On the mobile phone we
show all of the pre-defined viewfinder positions (authored in MapStudio) first in arbitrary
direction. The user is then able to swipe the screen and choose the valid viewfinder(s) for
the final aligning. After locking the model in the correct position, the viewfinder images are
removed from the view and tracking is started.

Model rendering is based on the sphere projection method, as described above.
Downloading the sphere images from the server depends on the number of images
(triangles) required. New sphere initialization typically takes some 5 seconds, though in the
worst case scenario (20 images, model all around the user) it takes up to 30 seconds. The
initialization phase could be improved (up to some 50 %) by compressing the raw images
and also packing multiple images in one texture. Alternatively, “hot spot” viewing positions
can be defined at office using OnSitePlayer. In this case the sphere images are stored
beforehand in the OnSiteClient’s scene description and no downloads or even connection to
the server are required.

4. Tracking

We have developed altogether three vision based tracking methods to be used in different
use cases. Two solutions were developed for the OnSiteClient application, one for PC and
one for mobile phone. These solutions assume the user stands at one position, at least a few
meters away from the target object, and explores the world by panning with the mobile
device (camera). A separate solution was developed for the stand-alone OnSitePlayer on PC,
allowing the user also to move freely while viewing. While the PC based tracking solutions
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have been described in our previous article (Woodward et al. 2010), the implementation on
mobile phone is new and is described in the following.

4.1 Tracking on mobile phone

Our light-weight markerless tracking solution designed for the mobile phone client
application is based on rotation-invariant fast features (RIFF) (Takacs et al. 2010) and the
FAST interest point detector (Rosten & Drummond 2006). The implementation follows
closely the tracking logic of (Takacs et al. 2010) with the following modification. Instead of
matching detected RIFF descriptors between two consecutive frames, we maintain a set of
3D features and assign one descriptor for each 3D feature. For each camera frame we select a
sub-set of these 3D features by projecting the features using a predicted camera orientation
and choosing features evenly across the image. To maintain real-time performance, only a
limited number of features are selected. For each selected feature, matching descriptors are
then searched around the projected feature positions. We use the same search radius of 8
pixels as in (Takacs et al. 2010).

Since descriptor matching gives correspondences between image corners and 3D features,
the camera orientation is estimated simply by minimizing the re-projection error of the
features. We use the Levenberg-Marquardt optimization routine for orientation estimation
as in our previous implementation. We process each image pyramid level separately and the
optimized orientation of the previous pyramid level is used as the initial camera orientation
for the next pyramid level. For the first pyramid level, the final result of the previous frame
is used instead.

Once all image pyramid levels have been processed, the set of 3D features is updated. First,
outliers are detected from the residual re-projection errors. Feature quality values are
increased for inliers and decreased for outliers. Once the quality value of a feature drops
below a threshold, the feature is completely removed from the feature set. New 3D features
are created by choosing strong FAST corners and back-projecting the corners into a surface
of a sphere centered at the camera. New features are created only in image regions where
there are no existing features.

Compared to our previous lightweight implementation (Woodward et al. 2010), the use of
RIFF descriptors and FAST corners gives two clear benefits. Firstly, detecting FAST corners
is much faster than the previously used interest point detector (Shi & Tomasi 1994). With a
carefully optimized implementation we are able to reach a real-time performance of 30 FPS
on the N900 mobile phone. Secondly, by tracking features using descriptor matching instead
of the optical flow method of Lucas and Kanade (1981), we gain some ability for local
recovery. The orientation of the camera is not updated if the tracker fails to match enough
feature descriptors. If the tracker fails to match enough feature descriptors, the user can
rotate the camera to bring more inlier features back into the camera view, thus restoring the
previously found orientation.

5. Rendering

On-site visualization of architectural models differs somewhat from general purpose
rendering (Klein & Murray 2008), (Aittala 2010) and the methods should be adapted to the
particular characteristics of the application for optimal results. The following special



Mobile Mixed Reality System for Architectural and Construction Site Visualization 125

characteristics typical for mobile architectural visualization were identified in (Woodward et
al. 2010):

e Uneven tesselation of 3D CAD building models

¢ Shadow mapping methods, related to the previous

e Complex and constantly changing lighting conditions

e  Aliasing problems with highly detailed building models
e  Sharp computer graphics vs. web camera image quality

We have experimented with the rendering and light source discovery methods described in
(Aittala 2010) and integrated them into the OnSitePlayer application. Figure 8 shows an
example of applying our rendering methods with a pilot project. The present
implementation of the rendering methods covers: determining of sun light direction based
on GPS, date and time of day; interaction with sliders to adjust day light intensities; screen-
space ambient occlusion; soft shadows based on shadow maps; and adjusting the rendered
image quality to web camera aberrations.

Fig. 8. Photorealistic AR rendering with OnSitePlayer.

Automatic lighting acquisition from the real scene (Aittala 2010) has not been integrated into
our system yet, and the current implementation has been done for the stand-alone
OnSitePlayer system only. We plan to implement more advanced features also with the
client-server solution, using separate feedback mechanisms for interaction and passing of
lighting conditions of the real world scene to the server.

6. Field trials

Several iterations of field trials have been performed with three pilot cases. The first mobile
use experiments were done with a laptop PC device in summer 2009. We used the 4D model
of the Koutalaki hotel in Lapland as an example and augmented it behind our Digitalo
offices in Espoo. The experiment enabled us to verify that most of the intended functionality
was already operational, including e.g. visualizing the building in various modes and along
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the timeline, masking the virtual model with the real one, creating and viewing of mobile
feedback reports, etc. However some problems were noticed with the user interface;
especially the PC screen brightness was far from sufficient in bright day light. Also, the poor
accuracy of the compass as well as GPS was noticed to be a major problem in practice. This
stimulated our decision to develop interactive positioning methods as backup for the
Sensors.

A second round of experiments was carried out in fall 2009 in a case of the Forchem oil
refinery in Sweden, with the purpose of augmenting new equipment to be installed, using
Sony Vaio UX as mobile device (see Figure 9). Video of these experiments is available in
(VTT 2010a).

 —
Fig. 9. Mobile AR view of Forchem factory on a UMPC.

In the Forchem case we relied completely on our 3D feature based tracking solution without
sensors (Woodward et al. 2010). Tracking was initialized manually by having the user
indicate point correspondences between the video image and the 3D model of the factory.
As hypothesis for future work, we believe this initialization step could be avoided by first
roughly aligning the video and the model using compass information, and based on that,
finding the actual point correspondences automatically.

Our most comprehensive field tests were conducted in a series of experiments with the new
Skanska offices in Helsinki 2010-2011. In summer 2010 before the building work started, we
compared AR visualization of the planned building with different display devices: laptop
PC on a podium, attached data glasses, and UMPC client. The two first devices were used in
stand-alone mode while the UMPC was used in client-server mode. For rendering, we
compared standard computer graphics without adjustments against our photorealistic
rendering methods to account for light direction, intensity and other visual properties. See
Figures 2-8 and video (VTT 2010b).

In October 2010 when the construction work had already started, we finally received the
complete 4D model of the Skanska building (IFC model size 60 MB) and went out to try it at
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the construction site. We could then verify that our solution also worked in practice with
this rather demanding experiment. With some user interaction, we were able to augment the
complex model on site, and display the construction elements to be installed at different
time frames and from various view points. With respect to tracking initialization, managing
altitude information interactively was considered to be the biggest problem. Stand-alone
laptop PC version was used in these experiments. See Figure 10 and video (VIT 2010b).

Fig. 10. Mobile AR during construction work.

Harsh winter interrupted our field tests for almost half a year. The most recent experiments
with the Skanska pilot were done in May 2011 when the back part of the building was
already completed and also the first version of our mobile phone implementation was
ready. In these experiments we were able to verify that our mobile phone solution using the
new tracking method and pre-defined placemarks on the scene provided a stable
augmented view of the building (see Figure 7). Comparison of the OnSitePlayer view which
we had computed nine months earlier (Figure 8) against the real situation at the site (Figure
11) also validated the quality of our photorealistic rendering methods.
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Fig. 11. Photo of the Skanska building partly ready.

7. Future work

For practical reasons, we still have a number of stand-alone OnSitePlayer features yet to be
integrated in the client-server solution. Also, integration of our feature based tracking
methods with sensor data as well as photorealistic rendering technology into the AR system
is still under way. Some near term plans for interaction, tracking and rendering
enhancements were discussed above, and previously in (Woodward et al. 2010). Positioning
accuracy could also be improved by applying more accurate methods, e.g. differential GPS,
Real Time Kinematics (RTK) and other measurement tools that are routinely employed at
construction sites.

In future, we look forward also to obtaining feedback from different user groups. The first
formal user studies with the system will be performed in our next outdoors visualization
project in September 2011. Handing out the system to actual end users will certainly bring
up various proposals and wishes for improvements to the system. Instead of adding new
functionality however, we anticipate a general request to simplify the user interface and
limit it to the most essential features.

8. Conclusions

In this article, we have described a software system for mobile mixed reality interaction with
complex 4D Building Information Models. Our system supports various native and standard
CAD/BIM formats, combining them with time schedule information, fixing them to accurate
geographic representations, using augmented reality with feature based tracking to visualize
them on site, applying photorealistic rendering, with various tools for mobile user interaction
and feedback. The client-server solution is able to handle complex models on mobile devices,
and an efficient tracking solution enables implementation also on mobile phones.

While there is still some way to go until the technology is in daily use at real construction
sites, and there are some general concerns for applicability such as weather conditions, we
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believe that we have proven the technical validity of the concept. In particular, mobile AR
visualization of architectural models is already quite manageable with the present system.
We look forward to evaluating our system with user tests in the future, and eventually to
bringing our solutions to real production use.
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1. Introduction

Since the 1980’s, computational applications based on virtual reality (VR) aimed at
treating mental disorders and rehabilitating individuals with cognitive or motor
disabilities have been around. They started off by focusing on simple phobias like
acrophobia (Emmelkamp et al., 2002) and agoraphobia (Botella et al., 2004), fear of flying
(Rothbaum, Hodges, Smith, Lee & Price, 2000), and evolved to fear of driving (Saraiva et
al., 2007) or posttraumatic stress disorder (PTSD) (Gamito et al., 2010), schizophrenia
(Costa & Carvalho, 2004) or traumatic brain injuries (Gamito et al., 2011a), among many
others (Gamito et al., 2011b).

VR holds two chief properties that enable patients to experience the synthetic environment
as being real: immersion and interaction. The first relates to the sensation of being physical
present and perceptually included in the VR world. The second stands for the ability to
change the world properties, i.e. the environment and its constituents react according to
participants actions. Along with imagination, interaction and immersion concur to create the
so called “sense of being there” or presence.

This characteristic of VR settings has been acknowledged by the psychotherapists as a
media to expose patients with anxiety disorders (AD) to anxiogenic cues within an
ecologically sound and controlled environment. VR designed for therapeutic purposes can
replicate any of the ansiogenic situations, enabling a better approximation to the ansiogenic
world and inducing higher levels of engagement when compared to traditional imagination
exposure (Riva et al.,, 2002). Hyperrealistic threatening stimuli provided by VR lead to
higher attention, and subsequent encapsulation, which means, once the fear system is
activated the participant perceives the synthetic world as being real (Hamm & Weike, 2005).
Also, VR reduces the decalage between reality and imagination, by diminishing potential
distraction or cognitive avoidance to the threatening stimuli (Vincelli & Riva, 2000). These
and other studies revealed that VR exposure therapy (VRET) may be an alternative to in vivo
and imagination exposure.
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In fact, Parsons and Rizzo (2008), on a meta-analysis found an average size effect of 0.96,
reflecting a large effect for VRET on the decrease of negative affective symptoms of the six
affective domains studied (PTSD, Social Phobia, Arachnophobia, Acrophobia, Panic Disorder
with Agoraphobia and Aerophobia). Also, Powers and Emmelkamp (2008), on another meta-
analysis, observed a large mean effect size for VRET, when compared with in vivo and control
conditions (waiting list, attention control, etc.).

In this way, VRET as a form of a psycotherapeutic approach presents some advantages
when compared with the two traditional exposure techniques: in vivo and imagination
exposure. Concerning the first, VRET is able to replace real traumatic events, such as, war
scenarios or motor vehicles accidents, eliciting traumatic emotions as if the patient were
really there. The interactive simulation that VR encloses ensures a rich full sensorial
experience similar to an in vivo occurrence.

Regarding the last, in VRET the therapeutic environment is controlled by the therapist,
something that does not occur when a patient is asked to imagine the anxiogenic situation as
occurs during imagination exposure. Both typology and intensity of cues can be managed
by the therapist. For instance, Rizzo and colleagues (2006), in a VR world devised to treat
veterans with PTSD from Iraqi war, have included a console in which scenario’s assets such
as alternation between day and night, night vision, fog, helicopter coming in, spawn of
enemies, among others functions, can be placed, as requested, in the VR world.

Concerning rehabilitation, its three core pillars: repetition, feedback and motivation may
gain from the use of VR (Holden, 2003). In rehabilitation, one of the most common
procedures is the repeated and systematic training of the impaired functions (Allred et al.,
2005). In agreement to the review from Sveistrup (2004), VR can provide training
environments where visual and auditory feedback can be systematically manipulated
according to individual differences. Furthermore, the use of 3D (3 dimensions) virtual
environments offers the possibility of real-time feedback of subject’s position and
progression (Sveistrup, 2004). For Levin and colleagues (2005) the use of VR applications in
rehabilitation can be effective because of the 3D spatial correspondence between movements
in the real world and movements in the virtual worlds which, in turn, may facilitate real-
time performance feedback. Cirstea and Levin (2007) referred that performance feedback
can provide information regarding impaired motor movements. For example, Feintuch and
colleagues (2006) developed a haptic-tactile feedback system that, when integrated on a
video-capture-based VR environment, enables patients to feel a vibration on their fingers
whenever they “touch” a ball on the VR world. Viau and colleagues (2004) analyzed
movements performed by participants with hemiparesis with virtual objects in VR and real
objects in real environments. These authors found no differences between performances in
VR and real environments and suggested that this VR technique can be an effective training
for rehabilitation.

The repetitive practice is also an important aspect in motor and cognitive training as it
improves performance in disabled patients (Chen et al.,, 2004). These authors used VR
environments in children with cerebral palsy and observed that the repetitive practice of a
particular motor aspect enables the coordination of a specific muscular system.

And because VR is usually presented on a multimodal platform with several sorts of
immersive cues, such as images and sounds, patients are more willing to engage and pursue
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with the exercise. Bryanton and colleagues (2006) found that when compared to
conventional exercise, children with cerebral palsy had more fun and tended to repeat more
often at home ankle dorsiflexion and long-sitting VR exercises.

VR seems, during hospitalization, to promote a more intensive and program supportive
approach to the execution of the exercise, providing appropriate feedback to the patient.
Also, exercises may be displayed with an adapting degree of difficulty, making possible the
use of non-invasive forms of physiological monitoring. VR, in addition, gives therapist the
ability to individualize treatment needs, while providing the opportunity for repeated
learning trials and offer the capacity to gradually increase the complexity tasks while
decreasing therapist support and feedback (Weiss & Katz, 2004). VR is a promising response
to shorter hospitalization and foster homecare (Giorgino et al., 2008).

Studies on VR rehabilitation are usually focused on motor rehabilitation following brain
damage and on training people with intellectual disabilities (Attree et al., 2005). However,
VR has been also applied to rehabilitate patients that had suffered traumatic brain injuries
(TBI). Slobounov and colleagues (2006) found VR to be useful as a tool to assess brain
concussion. A VR system was developed to inspect the temporal restoration of the effect of
visual field motion on TBI's subjects with short term and long term balance anomalies. The
study of memory and attentional problems is important for many patients with a history of
TBI, even when they are not a primary problem. Wilson and colleagues (2006) stressed that
the automaticity of basic movement skills is often learned in controlled environments. Once
the patient is required to apply skills in real-world settings, demands on attention and on
working memory often exceed their processing and response capabilities. Also, skills’
compliance in the previous stages of rehabilitation is inhibited by disruptions to attention
and working memory processes. Patients with acquired brain injuries may find it tricky to
train both a primary task (e.g. walking) and a simultaneous secondary task (e.g. signal
detection). During the skill learning phase, the function of attention and memory can be
supported by visual and verbal cues that can signal attention to obstacles and forthcoming
events.

In-between “real” reality and virtual reality rests, according to Milgram’s continuum
(Milgram & Kishino, 1994), another form of interaction with the real world coined by
Caudell and Mizell (1992) as augmented reality (AR). This technique, as mentioned in
previous chapters, consists (through at least three different approaches, video see-through,
optical see through or projection) on superimposing a computer generated object onto a real
world setting.

As a result, it is expected participant’s perception to be tricked so that the virtual object
should be perceived as being part of the real world. But this perquisite is not sufficed.
Also, real time interaction and 3D registration are required (Azuma et al., 2001). Likewise
in VR, interaction is a key feature. In order to guarantee that the user recognizes the
synthetic object as being part of the real world, it is paramount that he or she may interact
with it as if it is a real entity. Interaction is perceived by many authors (Witmer & Singer,
1998; Riva et al., 2002) as the cornerstone of any virtual or close to virtual experience as it
promotes the immersion on the synthetic world. Also, the precise alignment between the
real world and the plan where the 3D image is placed is essential so that the illusion of
non-real and real coexistence may take place. AR properties will be fully discussed in the
next section.
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These characteristics of AR were adopted by practitioners and researchers of the area of
neurosciences. Similarly to VR, also AR applications were developed to treat anxiety
disorders and to rehabilitate individuals with cognitive and motor impairments, following
the same VR principles of application referred above. The upcoming sections of the chapter
will focus on the work of several research groups that employ AR as a media to treat mental
disorders and to rehabilitate patients with acquired central nervous injuries. But first, a fly
over the “techy” bits and bites of AR.

2. Art — Augmented reality technology

Despite the several approaches that can be used to achieve the augmentation effect, the AR
systems’ architecture relies essentially on the combination of two components: the visual
display and the tracking system. The visual display is decisive on the immersive ability of
the system, while an efficient tracking is required to reach an optimal alignment of virtual
and real objects, also known as registration (Zlatanova, 2002).

2.1 Visual display

The visual display is an image-forming system responsible for how the virtual content is
combined with the real one and presented in the user’s line of sight. The type of display is a
product of the combination of the technology with the positioning of the display relatively
to the user (Van Krevelen & Poelman, 2010). Currently there are four different available
technologies: optical see-through (OST); video see-through (VST); virtual retinal display
(VRD) and projective display.

2.1.1 Visual display technology
2.1.1.1 Optical See-through (OST) vs. Video See-through (VST)

With the OST technology the user sees the real world through optical combiners, usually
half-silvered mirrors or transparent LCD displays. These allow an unobstructed view of the
real world while supporting the superimposition of virtual content (Azuma, 1997).

The VST technology consists in overlaying the virtual content on a live video feed of a real
environment. The real world is captured in real-time by one or two video cameras and the
virtual content is digitally blended into the original recording (Van Krevelen et al., 2010)
using video keying techniques or pixel-by-pixel depth comparison (Azuma, 1997). The main
difference between these systems consists in the nearly intact real world view provided by
the OST technology as opposed to the live video feed replacement created by the VST.

Preserving the real world view allows a higher resolution on OST in comparison to VST
displays. While on the optical method the user looks through a thin lens that leaves the real-
world resolution intact, the video method clamps it to the maximum resolution supported
by the display or video source (Rolland et al., 1994). The OST method is also safer than VST.
In power failure incidents, the OST only loses the virtual overlay, while in the video
replacement such an incident would leave the user completely blind, which could be critical
in medical or military applications (Azuma, 1997). The OST is also a parallax free method. In
the OST displays the view of the world corresponds exactly to the viewpoint of the eye,
while in the VST there is a mismatch in the viewpoint information. The users’ view of the
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world is provided by the cameras which are not perfectly aligned with the eyes’ position.
This incongruity may lead to disorientation resulting from the eye offset (Biocca & Rolland,
1998). However, the VST display is able to create more compelling experiences than its
optical counterpart (Azuma, 1997). Despite being a replacement of the real view, the video
live feed introduces several advantages on the augmentation process.

In order to provide a realistic AR experience it is imperative an optimal level of registration.
Virtual objects must appear perfectly aligned with the real ones in order create a believable
experience. An obstacle to this registration is the delay in time, between the moment when
the position of the object is measured and the moment when the digitized imaged is
presented. Using an OST display, the user has an immediate view of the real world but a
slightly delayed view of the virtual overlay. This gives the impression that virtual objects are
not fixed in the environment, something referred as a swimming effect (Azuma & Bishop,
1994). Solutions have been developed, from using predictive tracking to optimizing the
system for low latency (Azuma et al., 1994). While this is a serious limitation in the optical
method, with the VST technology it is possible to take advantage of having two video feeds,
the real and the virtual. As demonstrated by Bajura and Neumann (1995) it is possible to
enforce registration, matching both views by delaying the original video in order to equal
the presentation of the synthetic objects. This way, both feeds are matched and the objects
appear perfectly aligned (Rolland et al., 1994).

One of the most important advantages of the VST technology is related to how it deals with
occlusion. Depth cues are extremely important when creating realistic environments and
occlusion is one of the strongest. Occlusion depth cue consists in how an object is hidden by
another one which is closer and in front of it relatively to the users” line of sight. The optical
method is limited when dealing with occlusion (Azuma, 1997). The optical combiners
receive light simultaneously from real and virtual world, which makes it impossible to
obscure completely the real objects with the virtual ones. In this way, the virtual objects
appear as semi-transparent, affecting the sense of occlusion and therefore the overall realism
of the experience. On the other hand the VST technology can deal perfectly with occlusion.
While using a digitized version of the reality it is possible to obscure completely the real, the
virtual or to blend both using a pixel-by-pixel comparison. In the same way this method
allows a better matching between real and virtual brightness and contrast, which is not
possible on optical methods.

The VST technology also benefits from additional tracking methods that enhance the
alignment of real and virtual objects. Using a video feed of the real scene it is possible to
employ additional registration methods based on image processing techniques. The same
methods are unavailable on OST displays, which can only rely on tracking information from
the users’ body movement.

One last issue regarding these technologies is the Field-of-View (FOV). Both systems present
limited FOVs. OST displays support a 20° to 60° overlay FOVs but provide a close match to
our eyes’ natural real-world FOV, since the peripheral vision is available to look around the
device. On the other hand, the VST displays may support overlay FOVs similar to the
viewing optics but the peripheral FOV is occluded, resulting in a smaller real-world FOV.
This limitation can affect applications where situation awareness is necessary since the users
need to perform larger head movements when scanning the environment (Rolland et al.,
1995).
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2.1.1.2 Virtual retinal display

In addition to OST and VST technologies, more recent methods are being developed. One
method is called Virtual Retinal Display (VRT) (Pryor et al., 1998; Kollin, 1993; Lewis, 2004).
Although being analogous to the OST display, since it preserves the real world view, it is a
screen free method. The virtual overlay is drawn directly on the retina using low-power
lasers discarding the need of a screen (Kollin, 1993).

Although being still in development, the VRT shows promising advantages. According to
Kollin (1993), these are low-profile portable displays that allow also wider FOVs. Since its
technology its independent of pixel size, it allows a much brighter and higher resolution
virtual overlays (Van Krevelen et al., 2010). However, it still presents some drawbacks. Most
systems are monocular and monochromatic (red), do not support stereoscopic vision and
provide fixed focal length (Bimber & Raskar, 2006). However, Schowengerdt and colleagues
(2004) are developing a full colour, low-cost, light-weight binocular version with dynamic
refocus.

2.1.1.3 Projective display

There is also the possibility to use projective technology, which consists in using virtual
overlays being directly projected onto real objects instead of being presented on a plane or
surface on the users’ line of sight (Van Krevelen et al., 2010).

The main advantages of this technology are related with the absence of special eye-wear
in order to see the virtual overlay. Projecting the synthetic information directly on the real
environment decreases the incongruity of accommodation and convergence usually
present on the other methods and also allows for a wider FOV (Bimber et al., 2006).
However, it lacks on providing a reasonable occlusion effect and it is restricted to indoor
use, since the projected images have low brightness and contrast (Van Krevelen et al,,
2010).

2.1.2 Visual display positioning

In addition to the display technology it is fundamental to decide about the display
positioning: head-mounted displays (HMD); handheld displays; spatial displays. Each type
of positioning has specific advantages and limitations and should be chosen in regard to the
application requirements and the technologies supported.

2.1.2.1 Head-Mounted Displays (HMDs)

The HMDs require the user to wear the display connected to his/her head. This type of
display supports the optical and video see-through technologies, the virtual retinal display
(VRD) and the projection method.

Relatively to the optical/video see-through HMD and VRD, technology limitations aside,
this type of display positioning also lacks in mobility since it requires to be connected to a
laptop which battery life is rather limited (Van Krevelen et al., 2010). It is also quite difficult
to find a balance between display quality and ergonomics, since most systems vary from
high quality cumbersome displays to low quality ergonomic ones (Bimber et al., 2006).
Another issue related to HMD is the incidence of simulator sickness during fast head
movements (Patrick et al., 2000).
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Besides the regular HMDs, there are also available head-mounted projective displays
(HMPD) and projective HMD. The HMPD use a mirror beam-splitter to project the synthetic
images onto retro-reflective surfaces (Hua et al., 2005), while the projective HMD beam the
virtual overlay onto the ceiling and then integrate those images onto the users’ visual field
using two half-silvered mirrors (Kijima & Ojika, 1997).

In comparison to the regular HMDs, these provide a wider FOV and prevent disorientation
resulting from viewpoint information mismatch. However, they present specific limitations
regarding the synthetic objects” brightness. The HMPD require special display surfaces in
order to display the objects with an adequate level of brightness, while on projective HMD it
depends on the environmental light conditions (Bimber et al., 2006).

2.1.2.2 Handheld displays

The handheld displays are the best solution for mobile applications since they integrate on a
single device the graphics, display and interaction technology which support unrestrained
handling (Bimber et al., 2006). It supports video/optical and projective technologies.
Although, the video method is preferred, there are also optical devices, such as the real time
tomographic reflection of Stetten and colleagues (2001) or projection handheld solutions as
demonstrated by Bimber and colleagues (2000).

Since handheld devices use common technologies such as Tablet PCs, PDAs and mobile
phones, its main advantages are related with the mass diffusion of AR technology, low
production costs and ease of use applications (Van Krevelen et al., 2010). The use of such
ordinary technologies has also its shortcomings (Bimber et al., 2006). Low-end devices
cannot provide enough processing power for AR applications resulting in system delay and
very low frame rates in addition to limited image quality resultant from their integrated
cameras. The screen-size may also limit the FOV. However this effect may be counteracted
by the occurrence of a perception effect known as Parks Effect. In a nutshell, when moving a
display over a stationary scene, the virtual display actual size becomes larger than its
physical size because of the persistence of the image in the retina (Parks, 1965). In
comparison to HMD, these types of devices don’t allow a complete hands-free experience.

2.1.2.3 Spatial displays

The spatial displays are positioned on fixed places in the environment and therefore are
completely detached from the user. It supports optical, video and projective technologies -
respectively, screen-based video see-through display, spatial optical see-through display
and projection-based spatial displays. The screen-based video see-through displays are the
most cost-effective AR technology. They are similar to the video see-through HMDs but
instead of presenting the images on a head-attached device, it uses a regular computer
monitor. This simple setup has several limitations. It provides a small FOV, because it
depends on the screen size and a low resolution of the real environment since it needs to be
adapted to the system specifications. It does not support direct interaction with the
environment being more a system for remote viewing than a proper see-through technology
(Bimber et al., 2006).

According to the same authors, the spatial optical see-through displays use a diverse range
of optical combiners (planar or curves mirror beam splitters, transparent screens and optical
holograms) in order to generate images aligned within the real environment. Besides the
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optical technology limitations this kind of systems are not appropriated for mobile
applications and the applied optics restrict the number of simultaneous users.

For Bimber and colleagues (2006), projection-based spatial displays use front projection to
display the virtual overlay directly on the physical objects. This technique presents several
limitations. On the one hand the front projection method limits the interaction since the
interacting users and other physical objects may cast shadows on the display. There are also
restrictions on the display area. Since the synthetic images are projected directly onto the
physical objects, their surfaces become the display and therefore it is constrained to their
size, shape and colour.

2.2 Tracking system

The other fundamental component, maybe even more important than the visual display, is
the tracking system. Without tracking the system cannot know what, when or where to
display the virtual overlay. In order to correctly present the synthetic information, the
system must acknowledge the position and relative movement of the users’ viewpoint in the
real world, so that virtual objects may appear exactly where they should be. There is a vital
relationship between the tracking systems and the level of registration (Van Krevelen et al.,
2010).

However, to this day, a perfect single solution is still missing and so several approaches and
possible combinations are still in study. Currently, two main categories of tracking may be
defined: sensor-based and vision-based tracking techniques (Zhou et al., 2008).

2.2.1 Sensor-based techniques

Sensor-based techniques acquire tracking information from a diverse range of sensors such
as ultrasonic, optical, inertial, mechanical and magnetic. Each of these sensors present
advantages and limitations as demonstrated in Rolland and colleagues (2001).

The ultrasonic sensors measure movement and orientation through acoustic pulse
propagation. Essentially, these sensors are able to acquire the distance between
emitter/receivers attached to reference positions and a moving target, by measuring the
time of propagation of pulsed signals between those features. As upsides, these sensors are
small, light and with no distortion. As downsides they provide low update rate, are
sensitive to environment conditions (temperature, pressure, humidity) and to physical
obstacles. Optical sensors are able to track position and orientation using cameras to acquire
the shape of the target features. In contrast to the ultrasonic sensors, these provide a good
update rate, but are sensitive to optical noise, spurious light, ambiguity of surface and
physical obstacles.

The principle of the inertial sensors is based on the inertia principle. Any physical object
tends to resist to a possible change in its state of motion or rest. Measuring the variation
between an initial and final position/rotation it is possible to determine the movement of
the target feature. Gyroscopes are used to measure orientation and accelerometers to
measure position. The main advantage of these methods is the absence of a reference point
while its main limitation is related with an increase in error with time due to relative
measurements (measurements are relative to the previous ones). Mechanical sensors are
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based on the variation of the angles in mechanical linkages. This type of tracking provides a
good accuracy and precision, update rate and lag. However, in order to achieve such
measurements there is a great downside in terms of movement freedom.

The magnetic sensors measure orientation and position using magnetic fields to obtain the
distance between emitters and receivers. These type of tracking is not sensitive to physical
obstacles, provides a great update rate, low lag, is inexpensive and small. However, it works
on small areas and is quite sensitive to electromagnetic noise and metallic objects. Most of
these tracking systems are dominant in virtual reality environments. However, in AR,
studies using only sensor-based tracking techniques are rare (Zhou et al., 2008). In order to
achieve the necessary tracking precision on AR environments, most setups tend to combine
the use of sensors with the vision-based tracking techniques (Pinz et al., 2002).

2.2.2 Vision-based techniques

In comparison to sensor-based tracking, the vision-based methods are more accurate since
provide dynamic correction of tracking errors (Bajura et al., 1995) and the possibility for a
pixel-perfect registration of virtual objects (Van Krevelen et al., 2010). Vision-based tracking
techniques may be divided into an earlier fiducial-based approach and more recent model-
based and feature-based techniques (Pressigout & Marchand, 2006). The fiducial-based
approach places recognizable artificial markers or LEDs (light emitting diodes) on the scene
in order to compute in real time the position and orientation of the camera. These fiducial
markers are placed in known locations and have certain properties (shape or colour) that
allow the camera to easily recognize and extract them from a video frame. By identifying
exactly the position of the markers, it is also possible to perfectly align the virtual and real
objects on the scene enhancing the level of registration.

The fiducials have the advantage of being cheap, customizable for greater efficiency
(identification and extraction by the camera) and can be place arbitrarily on the scene (Park,
You & Neumman, 1998). Even though this approach is quite efficient in small and prepared
environments, it is not useful when considering large environments or even multiple
instances of the same setting. In this way, markerless tracking approaches emerged.

The feature-based approach is based on identifying 2D natural features (points, lines, edges
or textures) in the environment in order to provide a robust and markerless vision-based
tracking (Pressigout et al., 2006). The system is able to detect natural features on each image
frame and to achieve the correspondence through images using a feature tracking
algorithm. Therefore the image coordinates and their estimated 3D positions may be used to
track the camera position in space (Park et al., 1998). This approach is quite sensitive to
changes in illumination (Pressigout et al., 2006).

The model-based approach instead of using 2D natural features of the environment is based
on a model constructed of the features of the tracked object. This can be a CAD (computer
assisted design) model or a 2D template built from the indistinguishable features of the
target object (Zhou et al., 2008). This method is considered more robust then the feature-
based. This approach may adopt an edge-based or a texture-based method to construct the
feature model. The edge-based method is more commonly used since edges are easier to
identify and quite robust to light changes. The texture-based method is usually applied as a
complementary method in order to reinforce the tracking accuracy (Zhou et al., 2008).
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According to Van Krevelen and colleagues (2010), despite being necessary more robustness
and lower computational costs on these methods, they demonstrate very promising results.

3. AR applications on psychotherapy
3.1 Traditional therapeutic approaches

Surprisingly or not, many people still think that mental illnesses are not treatable, being the
main reason for not seeking mental health treatment (Sussman et al., 1987). A large palette of
efficacious treatments is available to ameliorate symptoms. In fact, for most mental
disorders, there is generally not just one but a range of treatments of proven efficacy. Most
treatments fall under two general categories, non-pharmacological and pharmacological
(Gazzaniga & Heatherton, 2006).

Among non-pharmacological treatments, cognitive-behavioural therapy (CTB) is the gold
standard. CBT seeks to change faulty biased cognitions and replace them with thoughts and
self-statements that promote adaptive behavior (Beck et al., 1976). For instance, CBT tries to
replace self-defeatist expectations (“I can’t do anything right”) with positive expectations (“I
can do this right”). CBT has gained such ascendancy as a means of integrating cognitive and
behavioral views of human functioning, being empirically validated and a common
approach in anxiety disorders (Hofmann & Smits, 2008), mood disorders (Gloaguen et al.,
1998) and schizophrenia (Wykes et al., 2007).

Under CBT approach, exposure therapy (ET) is the most common psychotherapeutic
technique for the treatment of anxiety disorders (Foa et al., 2000). Particularly for phobias
and PTSD, ET is an effective therapeutic technique which involves the exposure to the
feared stimulus or context without any danger while the psychotherapist helps patients
relieving their anxiety (e.g. Cooper et al., 2008; Rothbaum & Schwartz, 2002).

3.2 Psychotherapy powered by technology: AR as a 3T (Therapeutic Technological
Tool)

As seen on the introductory section the advance of technology brought about new
approaches and new computational applications. One of those is virtual reality exposure
therapy (VRET). This human-computer interaction system is a medium in which patients
can be immersed within a virtual anxiogenic environment where the fear structure is
effectively elicited and the emotional processing of fears fired-up (Rothbaum et al., 1995). In
VRET patients are immersed within a computer-generated simulation or virtual
environment, bypassing, as previously mentioned, some limitations of imagination and in
vivo exposure (e.g., the risks of distressing patients). VRET is a better-quality technique to
control potential distracters and cognitive avoidance to threatening stimuli when
imagination exposure or in vivo exposure is compromised (Vincelli & Riva, 2002). In VRET,
cues of events which are not replicable in real-life situations can be reproduced ad infinitum
in the therapist’ room (Gamito et al., 2010, 2011a). When a patient is immersed in a synthetic
world, he/she can be systematically exposed to specific feared stimuli integrated in a
relevant context.

In AR, patients see an image made up of a real image and virtual elements that are
superimposed over it. The most relevant aspect in AR is that the virtual elements add
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relevant and helpful information to the real scene. Although VR and AR share and present
some advantages over traditional approaches (e.g. improving acceptance and therapy
duration), AR in some cases also presents additional advantages over VR. (Botella et al.,
2004). First, in VRET is expensive to create different areas of high level of detail (LOD).
Second in VRET one can include for instance avatars that simulate patients” bodies; however
patients cannot see their own body (arms, hands, etc.) as can be seen in augmented reality
exposure therapy (ARET). Third, animated avatars with close-to-real artificial intelligence
are difficult to find. On the other hand, with ARET a delicate issue arouses. The integration
of real and virtual elements should fit perfectly and remain during the entire length of
exposure. Otherwise when an error is perceived, patients will not get the sense that the two
worlds blend into one, decreasing the sense of being there (Milgram et al., 1994).

In ARET patient sees the real world “augmented” by virtual elements, which means that,
AR attempts to improve the reality and not to replace it (Azuma, 1997). The basis of ARET is
that the virtual elements add information to the physical details of the real world. For
instance, a therapist can present certain information by imposing virtual stimuli (such as
personalized threatening snake) over real objects and environments. In ARET, the patient
can see images that are merged in both real and virtual elements. Whereas in VRET the
patient is in a totally artificial environment, in AR patients are de factum in a real world, with
the essential difference that virtual elements are fused with real ones in a composite image
(Milgram et al., 1994).

AR applications are already available in the areas of education (Arvanitis et al.,, 2007;
Kerawalla et al., 2006; Squire & Klopfer, 2007; Squire & Mingfong, 2007) and medicine
(Worn et al.,, 2005). In the domain of psychotherapy, however, there are not many studies
around. The ones that were conducted confirmed the benefits of ARET in the treatment of
specific animal phobias, namely cockroaches (Botella et al., 2005; Botella et al., 2010) and
spiders and in the treatment of acrophobia (Juan et al, 2005).

In cockroach phobia, Botella and colleagues (2005) conducted a one-session ARET, following
the guidelines developed by Ost (1989). In a more recent study, ARET was applied in the
short and long term (three-, six- and twelve-month follow-up) using a multiple baseline
design across individuals (Botella et al., 2010). In both studies ARET was capable of
inducing fear and all the participants showed an improvement on the outcome measures in
the post-treatment assessment (less fear and less avoidance). In addition, the results were
maintained at follow-up periods. In the study of acrophobia (Juan et al., 2005), ARET was
conducted using immersive pictures (180° view) with encouraging results. In these studies,
ARET induced high sense of presence probably due to a hyperrealist merged context,
leading to a higher attention and subsequent fear encapsulation (Hamm & Weike, 2005).

Given that ARET may lead to high sense of presence the emotional processing of the phobia-
related information is facilitated and the access to the patient’s fear memory structure
promoted (Foa & Kozak, 1986). Under this view, the higher level of presence, better the
therapeutic results are.

Both the three studies demonstrate how effective ARET is and can be a motivating factor to
develop applications not only on specific phobias, but other mental illnesses as well. ARET
which is in its infancy when it comes to psychotherapeutic applications may spark a change
of paradigm, not only in the way how ET is conducted, but also in the therapeutic project
itself, being a new challenge for future clinical applications.
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4. AR applications on neuro-rehabilitation
4.1 Principles of neuro-rehabilitation

The consequences of acquired brain injury (ABI) can be very severe and depending on the
etiology and distribution, the effects are seen immediately after brain injury or at long term
as a result of metabolic disturbances of the primary neural damage (Sohlberg & Mateer,
2001). The etiology of brain injury varies from infectious (e.g., encephalitis) and
degenerative diseases (e.g., Alzheimer's) to brain tumors, stroke or traumatic brain injury.
The nature of the neurological disease determines specific patterns of disability, being
associated with different syndromes of impaired physical, cognitive, behavioral and
emotional domains.

In agreement with Wilson (2003), neuropsychological rehabilitation can be defined as a set
of techniques to restore and/or compensate for acquired physical or intellectual disability.
The techniques used for physical and functional rehabilitation are aimed to assist and
promote the natural recovery process, decreasing the development of maladaptive patterns
(e.g. disrupting behaviors) and implementing physical, pharmacological, cognitive and
behavioral interventions to facilitate the functional recovery of these patients.

ABI may result in motor and/or cognitive impairment. In this context, neuropsychological
rehabilitation can be classified into two broad categories, motor and cognitive rehabilitation.
Motor rehabilitation plans rely on the assumption that flexion and extension exercises are
important to enhance muscle functioning, while cognitive rehabilitation approaches
consider that training basic, instrumental or complex tasks of daily living will improve
overall adjustment.

The scientific literature is more extensive regarding the neuropsychological interventions for
stroke or traumatic brain injuries (TBI). Previous work from Sohlberg and Mateer (1989)
suggest that early interventions after severe brain injury are directed essentially to
environmental management to control the level of stimulation provided to these patients.
During spontaneous recovery, the first signs of change are shown by involuntary responses
to environmental stimuli, where cognitive skills such as self-orientation and memory are
being partially recovered. According to these authors, this phase is the focus of
rehabilitation, with emphasis on training in self-care activities, usually involving motor
training to work muscle tone and postural control. Cognitive training is also applied during
this stage, aimed at improving communication, attention and memory deficits (Sohlberg et
al., 2001).

The conventional rehabilitation plans for motor and cognitive rehabilitation consider that
repeated and massive practice of a predetermined function can actually affect neural
reorganization, allowing for synaptic reconnectivity and neural reorganization (Butefisch
et al., 1995). Previous work from Taub and colleagues (1999) suggests that motor recovery
may be possible when training is used to stimulate a specific motor activity. These authors
claim that even after damage to the central or peripheral nervous system, implicit
information regarding motor schemes may persist in the central nervous system (CNS). In
this way, the stimulation of the impaired motor functions benefit the functional
reorganization of the CNS, in which, the intact neural systems may reorganize to achieve
a given motor act.
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4.2 Neuro-rehabilitation using AR technology

Survivors of acquired brain injuries live with minor to severe functional impairments
(Merians et al., 2002). These deficits, such as loss of range motion in upper or lower limbs
along with lack of organization and motor planning are associated to decreased autonomy
and independence on activities of daily living. Occupational Therapy can be applied to
patients with upper or lower limb disabilities in order to promote their functional ability.
Traditional occupational sessions are carried out in rehabilitation centers where the patients
are instructed on how to manage basic motor skills (Alamri et al., 2010). Repetitive practice
is considered to be helpful for effective therapy, even after discharge from the
rehabilitation’s hospital. However, the vast majority of the patients with brain injury are not
able to travel to rehabilitation centers located essentially in urban areas for maintenance
sessions. The contribution of the new information technologies by means of using VR
settings for neuro-rehabilitation could offer opportunities for neuropsychological
rehabilitation. On one hand, the use of on-line virtual environments as a form of tele-
rehabilitation may increase the accessibility to training environments, enabling home
training for patients that are far from the rehabilitation centre (Gamito et al., 2011b). On the
other hand, Correa and colleagues (2006), suggest that novel VR applications in a form of an
augmented reality (AR) system could offer new possibilities for motor and cognitive
training of patients with acquired brain injury. For Leitener and colleagues (2007) the use of
AR in rehabilitation allows patients to touch and move the objects in a natural way and
without the use of electronic input devices (e.g., mouse, keyboard or gamepads), which may
improve interaction and the sense of presence when performing the predetermined tasks.
Luo and colleagues (2005), consider that one advantage of AR over VR is that disabled
patients following stroke are less disoriented when performing the exercises in AR than in
immersive VR environments.

There is increasing interest in the use of AR/VR technology in motor and cognitive
rehabilitation (Riva, 2005). The use of interactive AR/VR environments may also help the
transfer of the learned skills during training. Although, the transfer process of skills from
virtual to real worlds are poorly understood, rehabilitation paradigms using AR/VR
techniques should be based on previous assumptions of neuroplasticity, that effective
rehabilitation is achieved mainly through repetition, rewarding or reinforcing adaptive skill
acquisition. The AR/VR environments for rehabilitation offer the opportunity to include
naturalistic challenges that are important for adjustment in real-world activities (Rizzo et al.,
2004). The use of this technology in rehabilitation has the advantage of simulating the
learning of real tasks in a controlled reality, where training repetition and intensity can be
gradually increased in function of patients’ achievements. In addition, the visual
correspondence between motor or cognitive exercises in AR training allow real time
feedback of performance, providing well suited and personalised applications for function
based training.

4.2.1 Motor rehabilitation

For Edmans and colleagues (2006), an important question is whether the difficulties that
affect a task in the real world are similar to those in the virtual world or whether the errors
committed in the virtual world are the same of an analogous task in real world.
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Furthermore, several experiments undertaken by Kosslyn and collaborators (2001) have
suggested the mental imagery of movement may activate cortical regions involved in
planning and execution of movements. These findings may also encourage the use of
AR/VR systems in rehabilitation, specifically the use of AR environments that promote
mental practice of a desired motor movement may stimulate the activation of wider neural
networks.

Alamri and colleagues (2010) are developing an AR based Rehabilitation (AR-REHAB)
system to provide motor training in activities of daily living. These authors used several
virtual objects in a real kitchen setup, where the patients were able to interact with virtual
and real objects. Preliminary results from fifteen healthy male participants are promising
and support the use of AR applications in neuropsychological rehabilitation.

According to Kahn and colleagues (2001), motor training can be facilitated through the use
of mechanical devices in an AR setup, such as haptic gloves or even body accelerometers.
Luo and colleagues (2005), highlight that the use of AR/VR may be beneficial when
combined with assistive devices for kinematics. For these authors, the combination of these
different technologies in rehabilitation training provides new possibilities that are not
possible in conventional rehabilitation programmes. They have developed a training
environment that combines AR and assistive devices. This system comprised an assistive
device to provide assistance for finger extension. The preliminary results of one case study
showed user acceptance along with an improvement in finger extension of the impaired
hand after 6 weeks of training.

Riess (1995) developed an AR system to decrease the maladaptive patterns of movement
(akinesia) in Parkinson disease, by superimposing virtual images to the real world. This
system was designed to compensate for paradoxical motion or kinesis paradoxa, which
describes the incapacity for walk without the presence of visual cues. The author suggest
that the use AR with visual cues can help the patients to start walking by themselves,
however the results are unclear and should be more fully explored.

Baram and colleagues (2002) describe a similar system that combines an AR portable
technology with body accelerometers, allowing the generation of a virtual tiled floor to
provide a greater sense of reality. These authors tested this system in a sample of fourteen
Parkinson patients and found that walking speed and stride length can be effectively
manipulated through the use of virtual visual cues.

The AR/VR systems also incorporate game elements that increase motivation to participate
in training plans. Commercial video games like Nintendo Wii or Sony PlayStation EyeToy
are being used for motor recovery. Yavuzer and colleagues (2008) studied a small sample of
disabled patients with the use of conventional therapy sessions combined with AR with
PlayStation Eye-Toy. The results showed a significant enhancement of range motion of
movements and satisfaction with training in the experimental group using AR in
comparison to a control group without AR. Similar results were observed by Deutsch and
colleagues (2009) using Wii technology.

In agreement with Kirner and colleagues (2007) the AR games allow an enhanced and wider
environment that stimulates perception and spatial orientation. In addition, the new
interaction systems developed by the video game industry can also be beneficial for
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rehabilitation since these mechanisms require 3 axis based movements, similar to those
performed in real world situations.

4.2.2 Cognitive rehabilitation

A separate literature defines two general approaches in cognitive rehabilitation, an
intervention specifically targeted for rehabilitation and compensation of acquired cognitive
deficits, and more recently the focus on a more global and holistic approach with a growing
interest in other individual variables at personal, emotional and social levels and their
relations to cognitive functioning (Sohlberg et al., 2001). Actually, the literature on this topic
is not consistent on whether neuropsychological rehabilitation should focus on the process
of cognitive training or the overall adjustment of ABI patients (Clare & Woods, 2004).
Several forms of cognitive interventions are described in the literature, however the
distinction between cognitive stimulation and training in some cases is unclear and rather
confusing. Clare and colleagues (2004) describe cognitive stimulation as a form of cognitive
intervention to maintain an adequate level of cognitive functioning when deficits are related
to diffuse and progressive brain injury such as in degenerative brain diseases (e.g.
Alzheimer). Cognitive stimulation aims at improving the patient’s everyday living activities
and seeks the management of its cognitive deficits, rather than the recovery of brain
function.

When cognitive interventions refer to restoration or recovery of a specific function, neuro-
rehabilitation should be considered as training since these are based in a cognitive retraining
rationale as suggested earlier. The most frequent cases of cognitive training are related to
memory, attention and executive functioning. These deficits are in most cases associated
with focal brain injury after a traumatic brain injury or acute stroke episodes.

There are other interesting systems in development as alternatives to cognitive recovery. An
example is provided by Sandor and Klinker (2006) that are developing an AR system,
termed as Mixed Reality Kitchen, to train organization and planning functions in activities
of daily living (e.g., making breakfast). The authors studied a stroke patient in their own
environment when performing specific routines. After a five-session training, a decreased
time spent on task and decreased location errors were reported when transferring the
exercises to the real world.

Nevertheless, one of the most interesting AR systems in cognitive training is the ARVe
(Augmented Reality to Vegetal field) - (Richard et al., 2007). The ARVe is an educational
environment to assist cognitive disabled children in decision making process. This system
consists of a book with several sorts of virtual markers, each of them representing a type of
vegetable (leaves, flowers, fruits and seeds). The main goal of this application is to match
vegetable entities according to their functions shown on a reference page. The authors found
that cognitive disabled children in the AR condition were more motivated to complete the
exercises than other children in the control condition.

In sum, the studies reported here for motor and cognitive rehabilitation are promising and
may encourage the use of AR/VR applications for function based training. In fact, as
suggested before, the use of this technology has the key advantage of being an ecological valid
application, where generalization or transfer of learned skills from virtual to real world may be
improved, augmenting functionality and overall adjustment in disabled patients.
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5. How much more can we augment reality? Future applications and present
limitations

5.1 Augmented hardware — Future prospects and issues concerning psychotherapy
and neuro-rehabilitation

As has been discussed in this chapter, AR has a part to play in the neurosciences area,
namely on psychotherapy and neuro-rehabilitation. This role derived from the technological
evolution in the last decade. One of the clearest signs of this evolution rests upon two pillars
that are usually related to any new technology that strolled from research labs into
households’ living-room: price and availability.

If it is true that prices have significantly decreased in most of the equipments needed to
deploy AR applications to clinicians, therapists and other caregivers, it is also clear that
some of these technologies will never have a large audience since their technical specs are
just too obscure for daily-life personal use. Be as it may, technology prices tend to decrease
overtime as production increases and become optimized. And, of course, as the market
demands for better and easy-to-use applications new and superior products will emerge. In
fact, AR is already in our living-room. Examples can be found in some game console
applications (Playstation 3 has some videogames, like EyePet and Eye of Judgment, that can
take AR into our homes for roughly 30€) and more is on the way if we consider the
technological development surrounding portable videogame devices and tablets PCs.

The development of these technologies is, as usually, associated with the investment made
in the military, entertainment and medical research since these are industries that attract
considerable amounts of investment and have the spending power to promote major
advances in a very short time (Gamito et al., 2011b). These advances have helped surpassing
most of the constraints associated with the use of AR in therapy and rehabilitation. For
example, HMDs, which still are the most common devices to display VR and AR worlds,
saw some of their limitations such as weight and ergonomic characteristics resolved. But
further work is still needed on addressing technical matters, such as resolution, FOV,
registration and occlusion. As discussed before, OST displays have some advantages as they
rely mainly on the optical apparatus that constitutes the human eye. On the other hand, VST
displays have some features that are appealing when compared to OST. Most recent
technologies like projective displays and VRT show great prospect in solving most of the
shortcoming concerning displays in AR technology. Nevertheless, and to our best
knowledge, even these two state-of-the-art solutions have some limitations. The fact is the
ideal solution will probably come from some new technology that it is able to combine the
most features present in all of these types of displays, or a significant evolution in one of
these, even though it seems at the moment that projective technology is the way to move
forward.

Beyond the discussion about displays, it is also important to understand current issues in
positioning. As has been shown in this chapter, some positioning solutions have received
more attention to specific ends like rehabilitation. HMDs are still used frequently even with
all the obvious constraints they pose. However, handheld devices are becoming increasingly
popular and are receiving closer attention from both scholars and solution providers in
rehabilitation technologies. The future will probably bring forth a solution where handheld
devices can work with projection technologies to ensure that hands are available for
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interaction while AR is in use (Zhou et al., 2008). Current research shows, however, that
there are still not enough rehab applications using such combination, even though it has
been proved to be a cost-efficient response.

5.2 Augmented Reality Exposure Therapy (ARET) contribution to psychotherapy and
neuro-rehabilitation: How to explore its full potential?

Bearing in mind that some applications mentioned in this chapter concerns mental illness,
ARET is only a slight improvement on more spread forms of VRET use. If a closer look is
taken at phobia treatment using CBT with VRET, ARET’s major contribution can be
attributed to its ability to insert virtual objects in the real worlds which is an excellent
substitute for in vivo exposure, since it also addresses ecological validity issues. Maybe it is
wiser to insert virtual elements in the real world than to draw people entirely into the VR
scenario. Moreover, ARET simplifies the need for world/scenario construction since it uses
real places with superimposed objects, making it less time-consuming. Therefore, ARET
seems to be able to be used as a coadjutant or as a substitute to VRET in CBT’s approach
using exposure therapy.

This is also true for another important field of application: rehabilitation. Since one of the
key aspects of rehabilitation is repetition, VR/AR solutions may represent a clear path to
swifter recoveries. AR also provides a more realistic environment where the individual can
practice while being motivated by the insertion of virtual elements. Additionally, solutions
where videogame consoles are being used can also serve as an added bonus since prices of
off-the-shelf products are becoming more accessible. On the other hand, videogames bring
in the fun of a game. Videogame based solutions also guarantee top notch CGI (computer
graphic imaging) and, more importantly, the products that are market leaders all have
motion detection hardware that can easily be used to rehabilitation. But some fences are still
needed to be crossed as the available applications were designed for entertainment and
must be adapted for these specific ends.

One aspect that is shared by both rehabilitation and mental illness fields of research when
addressing AR is that this technology ensures a smoother transition from therapy to real life
as it removes most mediated elements, ensuring a more proximal experience to real objects
and situations. This is probably one of the most essential aspects of AR versus VR and
constitutes a major opportunity for AR based applications. Knowledge transfer between
mediated environments and real-life situations is still an issue and more research is needed
to dissipate all doubts about the efficacy of VR/ AR in competence development.

A collateral issue to the full and unrestricted use in both rehabilitation and mental health is
the need to gain the support of more clinical practitioners. There is still some reserve from
many mental health professionals about the use and the advantages that these technology-
based solutions have to offer. For that reason, a bigger effort on education and results
dissemination is the way to get more support for these applications development.

For all the above mentioned reasons, AR solutions have a bright future ahead in deploying
exciting and fruitful solutions for some serious issues. And with the continuous
development of exciting new technological solutions, AR based solutions may be available
in every home in just a few years.
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1. Introduction

Stroke is a rapidly developing loss of brain function(s) resulting from lack of blood flow
caused by either a blockage, or a hemorrhage (Sims & Muyderman, 2009). Common motor
impairments after stroke include muscle weakness, reduced reaction time, loss of joint range
of motion and disordered movement organization: hemiparesis or weakness on one side of
the body is common. It is widely regarded as a leading cause of disability in the developed
world (Adamson et al., 2004). For survivors of stroke, these impairments can severely limit
daily activities and participation in social and family environments (Merians et al., 2002;
Werner & Kessler, 1996). The upper limb (UL) in particular remains problematic post stroke.
Whereas up to 83% of stroke survivors learn to walk again (Skilbeck et al., 1983), it is
estimated that only 5 to 20% of stroke survivors attain complete functional recovery of their
affected UL (Kwakkel et al., 2003). This may be in part because the high costs of standard
therapy mean that treatment frequently ceases once patients are released from acute care
and long term outcomes are often poor (Feys et al., 1998; Carter et al., 2006). Another
possibility is that it is possible for the patient to learn to use their unaffected arm almost
exclusively for most activities of daily living, whereas the patient has no choice but to use
both legs for walking (Feys et al., 1998; Kwakkel et al., 1999). Additionally, significant loss of
hand function may cause some people to abandon any residual function in that hand
through learned non-use (Sterr et al., 2002).

Best practice rehabilitation requires multiple trained personnel up to 30 hours of therapy a
week (anon, 2007), but this is seldom achieved and outcomes of conventional therapy are
poor (Feys et al., 1998). Evidence suggests that repetitive training of functional UL motor
tasks (Van Peppen et al., 2004; Kwakkel et al., 1999; van der Lee, 2001); intensity of practice,
and functional relevance of the motor tasks (French et al., 2009; Butefisch et al., 1995) are the
critical components of successful UL rehabilitation. Neuroplasticity is the process by which
neural circuits in the brain are modified by experience, learning and/or injury (e.g. Nudo,
2003) that allows for motor-relearning and recovery after stroke. A large number of
repetitions of the same movement pattern forms the physiological basis of motor learning
and is thus an essential component of motor-relearning (Butefisch et al., 1995). Animal
studies indicate that as many as 400 to 600 repetitions per day may be required to induce
changes in neuroplasticity following stroke (Nudo et al., 1996). But repeated motor activity
on its own is not sufficient however to promote recovery: the specificity and functionality of
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the repeated task is also an important consideration associated with functional recovery
(Butefisch et al., 1995; Nudo et al., 1996; Plautz et al., 2000).

Subjective well-being is reduced one year post stroke and this is mainly attributed to poor
arm function (Wyller et al., 1997). However, improvements in outcomes can be seen up to 3
years post stroke (Stinear et al 2007), well past the point at which standard rehabilitation
therapy stops (Stein et al, 2009). There is, therefore, a clear need for effective UL
rehabilitation tools that provides large repetition of functional movements and can be used
in a home setting without the constant supervision of a therapist.

2. Robot assisted rehabilitation therapy

From the stand point of the therapist, the large number of repetitions necessary for effective
rehabilitation is very labour intensive. Robot-assisted physiotherapy (e.g. robotic or
automated exercise machines) can help in alleviating therapist work load by providing
autonomous training where patients can engage in repeated and intense practice of goal-
directed tasks (Prange et al., 2006). For example, Krebs et al (2008) describe a 2 DOF robot,
the MIT Manus, that trained shoulder and elbow movements in a horizontal plane, although
robots can be used for “teaching a trajectory” or “enabling a movement through minimal
assistance”, the amount of guidance for maximising recovery is not known (Adamovich,
2009). Robotic-assisted therapy devices can also provide an objective and reliable means of
monitoring patient progress, and can be used in conjunction with computer-based
augmented or virtual reality environments, leading to improvements in motor function
(Fasoli et al., 2003; Krebs et al., 2002; Kwakkel et al., 2008).

Reports indicate that robotic therapy can improve motor control in stroke survivors to a
greater extent than conventional therapy and results of clinical trials using these systems to
rehabilitate the UL are positive (Prange et al., 2006). However, this is likely to be due
primarily to the greater intensity of practice that can be achieved using these devices
(Kwakkel et al., 2008).

There is a crucial need to improve the cost-to benefit ratio of robot-assisted therapy and
their effectiveness in rehabilitation of the impaired arm (Johnson et al., 2007). The
rehabilitation interventions described in Kwakkel et al. (2008) require patient time on the
devices of an average of 48 min per day for 8 weeks. A 6-axis robot can be expected to cost
about US$60,000 and deployment (e.g., training, programming, adding tools etc.) may cost
another US$200,000. Such a capital item, with a depreciation rate of say 15%, operating 40 h
per week, would need to be charged at US$19/h, meaning that robotic arm treatment of one
patient’s rehabilitation programme will cost US$800 in capital depreciation alone, regardless
of maintenance, running or therapist costs (King et al., 2010). Peattie et al. (2009) describe a
reaching training robot, based on an armskate (Fig 1), using a personal computer as the
controller. If a low-cost (under US$1000) peripheral device for a personal computer can
supply a beneficial therapy, the cost-effectiveness of such therapies would be significantly
improved and clinical uptake will be expedited.

3. Virtual reality rehabilitation

Virtual reality (VR) allows the user to interact with a simulated “real” environment via
dedicated computer hardware and software (Holden & Dyer, 2002). It potentially provides a
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Fig. 1. Robotic armskate with PC controller for UL rehabilitation.

user with a disability a stimulating experience, engaging and motivating to the practice of
UL movements as the user manipulates the interface device (Sviestrup, 2004). VR allows the
creation and control of dynamic 3-dimensional, ecologically valid stimulus environments
within which behavioral response can be recorded and measured, therby offering clinical
assessment and rehabilitation options not available with traditional methods (Schultheis &
Rizzo, 2001).

Studies have reported increased participant motivation, enjoyment or perceived
improvement in physical ability following the inclusion of VR into stroke rehabilitation
(Broeren et al., 2008; Housman et al., 2009; Yavuzer et al., 2008). Importantly, computer
games can improve compliance with prescribed rehabilitation exercises (Kwakkel et al.,
2008).

Assistive devices may be combined with virtual reality in order to provide a valuable
rehabilitation experience for stroke survivors. For example Pyk et al. (2008) describe a
combination of data gloves and virtual reality for UL rehabilitation in children with motor
deficits.

3.1 The Able-X

Industrial Research Ltd (IRL) developed the Able-X for UL rehabilitation of stroke survivors
who are able to move their arm against gravity, but have minimal strength or control over
their actions (Hijmans et al., 2011). It is a light-weight handlebar (Fig 2) which contains a
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motion sensitive game controller (CyWee Z, Taiwan) that interfaces with a PC. The Able-X
couples the arms so that the unaffected arm can assist movement of the hemiparetic arm.

A suite of computer games provided a graduated series of physical challenges, from target
hitting games, to faster sports games, as well as some casual and puzzle games.

Fig. 2. Against-gravity bilateral exercise device that interacts with computer games.

3.2 Able-X pilot study
3.2.1 Able-X participants

To trial the system fourteen participants with post-stroke UL hemiparesis were recruited:
their mean age was 71 years (range 47-85); nine were male, five female; time since stroke one
to six years; eight had a stroke in their left hemisphere and six in their right and in nine
participants the dominant hand was affected while in five it was the non-dominant.

3.2.2 Able-X assessment, outcome measures and Intervention

Assessments were conducted after enrolment in the study (T0). A 2.5 week sham-intervention
was provided which consisted of playing mouse based computer games on a personal
computer using their unaffected arm for eight to ten sessions, each lasting at least 45 minutes.
Following this, participants were re-assessed (T1). There was a 2 Y2 week period where no
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intervention was provided, after which participants were again re-assessed (T2). The 2.5 week
intervention was then performed and consisted of playing computer games with the Able-X
for eight to ten therapist supervised sessions lasting 45 to 60 minutes. Game difficulties were
adjusted to mach the ability of the participant and progressed as participant ability improved.
Finally the participants were reassessed (T3). The Fugl Meyer Upper Limb assessment (FMA-
UL) (Fugl-Meyer, 1975) was the primary outcome measure. Additional outcome measures
were the DASH (Disabilities of the Arm, Shoulder and Hand), a questionnaire for self reported
symptoms and abilities in certain activities (Beaton et al., 2001) and the WOLF test (Wolf Motor
Function Test for functional movement (Wolf & Catlin, 2001)).

3.2.3 Able-X results

The Able-X intervention resulted in a significant improvement in UL motor performance as
measured by the FMA-UL (Table 1). The mean improvement post intervention (T3) ranged
from 4.2 (compared to T2) to 5.2 (compared to T1). These results are especially encouraging
in light of the fact that the group comprised adults with chronic stroke and the cohort was
heterogeneous (FMA-UL ranged from 14 to 65 at inclusion). Post-intervention focus groups
showed that participants enjoyed the experience and reported perceived gains in UL
movement, concentration and balance.

T0 T1 T2 T3 F p
FMA-UL (n=13) 4424179  44.0+£17.2  45.0¢16.2  49.2+16.6 1041 <0.001
WMEFT (n=13) 3274504  32.4+50.6  31.5#50.9  30.5+51.2 2.74 0.06
DASH (n=13) 51.8421.5  54.5#234  55.0£244  55.6+23.2  0.66 0.58

Table 1. Means * standard deviation of the outcome measures pre-control (T0), post-control/
pre-washout (T1), post-washout / pre-intervention (T2), and post-intervention (T3).

3.3 Able-X home care pilot study

To test use of the system in an unsupervised home situation, three participants from the
above trial were asked to use the system at home for 8 weeks. Participants were assessed
prior to the intervention (T1); the systems were left with them for up to 61 days; after which
they were reassessed (T2). As patient self-reports are suggested as the best method of
evaluating adherence to home-based physiotherapy (Bassett, 2003), participants diaries of
usage and the Intrinsic Motivation Inventory (McAuley, 1987) were the outcome measures.

Participant J D 4

IMI: average 70% 70.5% 49%

Diary: number of sessions in intervention 44 / 55 days 46 / 58 days 49 / 61 days
Diary: Average session duration (minutes) | 46 35 38

Diary: Average sessions per week 5.5 5.5 4.5

Table 2. IMI and diary results for unsupervised homecare therapy using Able-X.

The diaries (Table 2) indicated that all of participants continued therapy at a rate of from 4.5
to 5.5 sessions per week and maintained that throughout the 8 week period. The IMI results
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suggest that the therapy successfully motivated the participants. Patient motivation and
compliance with prescribed exercise/practice is a key component of successful home-based
therapy or telerehabilitation. We have shown this can be provided with a computer game
therapy system that did not rely on regular therapist prompting to exercise.

4. Augmented reality rehabilitation

In contrast to VR, Augmented Reality (AR) superimposes a computer-generated image on a
user's view of the real world, thus providing a composite view, which has significant
advantages over VR for neurorehabilitation. Neurological injuries, such as stroke, cause
considerable environmental impoverishment due to the stroke survivor’s either limited
ability or inability to interact physically with their environment (Stein et al., 1995). There is
substantial literature on the negative impact of impoverished environments and their effects
on the cortex in rats and primates (Renner & Rosenzweig, 1987). Similarly there is evidence
to suggest that enriching an environment has a beneficial effect on both behavioural and
cognitive function in brain damaged animals. Although more research on humans is
necessary, there is general agreement that this holds for humans too (Rose et al., 1998).
There is widespread agreement amongst clinicians that the reduction of interaction with the
physical environment resulting from stroke is detrimental to recovery of function (Rose et
al., 2005). Thus a key factor in successful stroke rehabilitation is whether the patient’s level
of interaction with their environment can be dramatically increased.

Augmented environments offer a unique rehabilitation solution for stroke survivors in that
the information within the environment and the way in which patients interact with this
information can be controlled very specifically (Levin, 2011; Rose et al., 1998). Many of the
physical issues giving rise to a stroke-induced impoverished environment can be solved or
circumvented using augmented environments. For example, a given sensory aspect or
modality can be emphasised or augmented to make up for other sensory loss. If a patient is
unable to walk through their physical environment, VR or AR can be combined
concurrently with a robotic walking aid, e.g. Hocoma Locomat, therapy to provide visual
flow and thus the overall sensation of moving through an environment. In fact the computer
technology underlying AR is ideally suited to delivering an enriched environment to
humans with disabilities as it is generally possible to cater for whatever motor capability an
individual may have. Similarly the particular sensory aspects of an environment may be
augmented to offset partial sensory loss.

Because of the above, augmented environments have the potential to be highly engaging for
patients undergoing rehabilitation, leading to greater levels of compliance. Approximately
65% of patients are likely to be non-adherent to physical therapy rehabilitation programmes,
to varying degrees (Bassett, 2003). Additionally, Tinson (1989) found that stroke patients
within a rehabilitation unit spent 30 - 40% of their time in “disengaged and inactive tasks”
and only 30-60 minutes per day in formal therapy. It is crucial that a person engaged in
rehabilitation following neurological injury is engaged in their therapy and an augmented
reality rehabilitation has the potential to fill some of the patient “down-time” with valuable
therapeutic activity.

AR environments and the skills practiced or learned within them can be tailored according
to a patient’s impairment(s) in terms of task complexity, required response(s), sensory
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presentation, type and amount of feedback provided (Holden, 2005). Particular elements can
be enriched or downplayed as required to exploit principles of motor learning and plasticity
(Rose et al., 2005; Levin 2011). Particular elements of a task can be shown selectively to
highlight the relevant information. For example, the specifications for reaching movements
are determined from observation of the end point trajectory of a moving limb. This can
therefore be highlighted to focus the attention of the patient onto the relevant information.
Effectively this reduces the complexity of the environment in terms of clutter and
unnecessary information that may distract and/or frustrate the patient.

Feedback is a critical component to motor learning which is easily manipulated in an
augmented environment and can be delivered in a variety of different ways. Holden (2005)
suggests creation of a virtual teacher for demonstration of movements. The virtual teacher
has the advantage that they can perform an unlimited number of repetitions (unlike a
human therapist). Many studies have investigated the VR environment for stroke
rehabilitation, but few have shown effective transfer of training to the real world. Pridmore
et al. (2004) discussed how moving VR environments closer to the real world will ease the
transfer of rehabilitation activities into daily life. This means moving to the right of the
continuum shown in fig 3, i.e. making use of AR. Rand et al. (2005) found that older adults
prefer a head-mounted display to seeing an image projected on a screen, which is an
example of elderly users requiring the environment to be closer to reality than younger
people do.

Immersive Augmenled Mixed Augmenled Tangible Physical
VR. Virtuality Reality Reality Bits Reality
: Boundaries :

Virtual Real

Fig. 3. Technologies across the virtual divide (Pridmore et al., 2004).

A significant advantage of AR is that it provides for activation of mirror neurons, thought to
be the basis of imitative learning. A mirror neuron is one that fires when someone either acts
or observes a goal directed action performed by another (Rizzolatti & Craighero, 2004).
However, they do not fire when a simple movement is executed or observed, so a task must
be associated with the movement (Gallese et al., 1996). Mirror neurons have a direct input to
the motor cortex and a role for these neurons in recovery from stroke has been suggested by
several authors (Eng et al.,, 2007; Ramachandran & Altschuler, 2009; Sathian et al., 2000).
Human fMRI and TMS studies have shown increased mirror neuron activity and formation
of motor memories during learning of new motor tasks by imitation or action-observation
(Buccino et al., 2004; Stefan et al., 2005).

Observation of another individual performing a motor training task (action observation)
results in increased cortical excitability of the primary motor cortex and can enhance the
beneficial effects of motor training on motor memory formation in patients with chronic
stroke (Celnik et al., 2008). The mirror system plays the role of ‘movement organizer’ and is
sensitive therefore to observation and thereon action. Preliminary data indicate that the
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action / observation approach may produce significant clinical results (Ertelt et al., 2007).
The action/observation/execution mechanism requires the stroke survivor to view their
hemiparetic arm carrying out the task, even though it may be too weak to function
independently and this can stimulate the cortical mirror neurone system.

A related treatment, mirror box therapy has been shown to be effective in UL stroke therapy
(Stitbeyaz et al., 2007; Yavuzer et al., 2008). Mirror box therapy, was originally developed to
reduce phantom pain in amputees by Ramachandran et al. (1995). The patient places their
stump into a box which has mirrors arranged so that the image of the good limb appears to
be superimposed onto the stump of the amputated or phantom limb. When the patient
moves their good limb, it appears as if their lost limb is also moving and through the use of
this artificial visual feedback it becomes possible for the patient to "move" the phantom
limb, and to unclench it from potentially painful positions. This demonstrates a real-world
attempt to create an AR environment for rehabilitation.

4.1 The Able-B: an AR mirror box for stroke rehabilitation

AR therapy may be utilised to stimulate a similar experience to mirror box therapy and we
have developed the Able-B (Figure 3) based on these principles as well as bilateral UL
exercise therapy (Caraugh et al., 2005; McCombe-Waller et al., 2008). This device is designed
to facilitate re-learning of reaching movements for patients who are either unable or have
great difficulty moving their hemiparetic arm. The patient can use the strength of their
unaffected arm to assist the hemiparetic arm as required while observing the mirrored
movement of the impaired arm through the AR system. The patient sits with both arms in
the moulded forearm supports, held in place using padded velcro straps. The hands rest on
either a palmar mound or a joy-stick style handle, depending on user preference. The Able-B
provides a platform for high repetition, intense bilateral exercise