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Preface

In this book, a variety of topics related to Very-Large-Scale Integration (VLSI) is extensively
discussed. The topics encompass the physics of VLSI transistors, the process of integrated
circuit (IC) design and fabrication and the applications of VLSI devices. The book is intend‐
ed to provide information on the latest advancement of VLSI technology to researchers,
physicists as well as engineers working in the field of semiconductor manufacturing and
VLSI design.

Chapter 1 gives an overview of VLSI-integrated circuit devices. A brief historical develop‐
ment of the transistor and integrated circuits is first presented. This is then followed by an
introduction of the field effect transistors and of the technology progression driven by
Moore’s law, which necessitates the evolution of MOSFETs to FinFETs. A concise walk‐
through of the VLSI manufacturing process—from design to fabrication and finally to pack‐
aging—is also illustrated at the end of the chapter.

In Chapter 2, the historical evolution of the hot carrier degradation mechanisms and their
physical models are reviewed. An energy-driven hot carrier ageing model that can repro‐
duce the 62-nm-gate-long hot carrier degradation of the transistor is verified. A long-term
hot carrier-resistant circuit design can be realized via optimal driver strength controls. The
central role of the VGS ratio is emphasized during practical case studies on CMOS inverter
chains and a DRAM word line circuit. Negative bias temperature instability (NBTI) mecha‐
nisms are also reviewed and implemented in a hydrogen reaction-diffusion (R-D) frame‐
work. The R-D simulation reproduces time-dependent NBTI degradations interpreted into
interface trap generation, , with a proper power-law dependency on time. The experimental
evidence of pre-existing hydrogen-induced Si-H bond breakage is also proven by the quan‐
tifying R-D simulation. The analysis shows that a low-pressure EOL anneal can reduce the
saturation level of NBTI degradation, which is believed to be caused by the outward diffu‐
sion of hydrogen from the gate regions. It therefore prevents further breakage of Si-H bonds
in the silicon-oxide interfaces.

As VLSI technology advances, power consumption in a chip becomes an essential factor,
which must be accounted for during IC design. Hence, power optimization is necessary at
all levels of the design process. Chapter 3 looks into various design methodologies that
could be applied to achieve the concept of low-power designs.

Chapter 4 discusses in detail highly pure refractory metals, which are used in VLSI thin-film
metallization. Cast targets of highly pure refractory metals, such as W, Mo, Ti, Ta, Co, etc.,
and their compounds can be produced by means of a set of vacuum metallurgical techni‐
ques, i.e., vacuum high-frequency levitation, EB floating zone melting, EB melting and elec‐
tric arc vacuum melting, as well as chemical purifying by ion exchange and halides. The cast



Preface

In this book, a variety of topics related to Very-Large-Scale Integration (VLSI) is extensively
discussed. The topics encompass the physics of VLSI transistors, the process of integrated
circuit (IC) design and fabrication and the applications of VLSI devices. The book is intend‐
ed to provide information on the latest advancement of VLSI technology to researchers,
physicists as well as engineers working in the field of semiconductor manufacturing and
VLSI design.

Chapter 1 gives an overview of VLSI-integrated circuit devices. A brief historical develop‐
ment of the transistor and integrated circuits is first presented. This is then followed by an
introduction of the field effect transistors and of the technology progression driven by
Moore’s law, which necessitates the evolution of MOSFETs to FinFETs. A concise walk‐
through of the VLSI manufacturing process—from design to fabrication and finally to pack‐
aging—is also illustrated at the end of the chapter.

In Chapter 2, the historical evolution of the hot carrier degradation mechanisms and their
physical models are reviewed. An energy-driven hot carrier ageing model that can repro‐
duce the 62-nm-gate-long hot carrier degradation of the transistor is verified. A long-term
hot carrier-resistant circuit design can be realized via optimal driver strength controls. The
central role of the VGS ratio is emphasized during practical case studies on CMOS inverter
chains and a DRAM word line circuit. Negative bias temperature instability (NBTI) mecha‐
nisms are also reviewed and implemented in a hydrogen reaction-diffusion (R-D) frame‐
work. The R-D simulation reproduces time-dependent NBTI degradations interpreted into
interface trap generation, , with a proper power-law dependency on time. The experimental
evidence of pre-existing hydrogen-induced Si-H bond breakage is also proven by the quan‐
tifying R-D simulation. The analysis shows that a low-pressure EOL anneal can reduce the
saturation level of NBTI degradation, which is believed to be caused by the outward diffu‐
sion of hydrogen from the gate regions. It therefore prevents further breakage of Si-H bonds
in the silicon-oxide interfaces.

As VLSI technology advances, power consumption in a chip becomes an essential factor,
which must be accounted for during IC design. Hence, power optimization is necessary at
all levels of the design process. Chapter 3 looks into various design methodologies that
could be applied to achieve the concept of low-power designs.

Chapter 4 discusses in detail highly pure refractory metals, which are used in VLSI thin-film
metallization. Cast targets of highly pure refractory metals, such as W, Mo, Ti, Ta, Co, etc.,
and their compounds can be produced by means of a set of vacuum metallurgical techni‐
ques, i.e., vacuum high-frequency levitation, EB floating zone melting, EB melting and elec‐
tric arc vacuum melting, as well as chemical purifying by ion exchange and halides. The cast



refractory metal targets are extremely pure and chemically homogeneous. For magnetron
sputtering and laser ablation, the cast silicide targets are produced. The study reveals the
possibilities and conditions of depositing the silicides and titanium-tungsten barrier layers
by both laser evaporation and magnetron sputtering. The physical and structural parame‐
ters as well as a trace impurity composition of sputtered metals and deposited thin films are
studied by grazing-beam incidence X-ray diffraction, Auger electron spectroscopy, Ruther‐
ford backscattering of helium ions, mass spectrometry with inductively coupled plasma, etc.

In Chapter 5, the design of the operational amplifier (op-amp) and its application at the
front-end circuitry of a mixed-signal IC are illustrated. The chapter focuses on the design of
the op-amp based on different compensation schemes and by incorporating negative Miller
compensation. The op-amps are designed to operate at low voltage levels. The gm/ID ratio
design approach is used to determine the transistor sizes. The op-amp performance is simu‐
lated using Cadence Spectre. Open-loop frequency responses are given emphasis during
validation.

Chapter 6 presents the design of second-order analogue notch filters based on floating active
inductors and conventional second-order notch LCR prototypes. The designs are validated
using Cadence Spectre, 0.18 micron library. High-order notch filters are also reviewed. The
simulation results of a sixth-order notch filter is shown to have ideal polynomial and ideal
pole and zero position.
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Associate Professor

Department of Electronic Engineering
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Universiti Tunku Abdul Rahman, Malaysia
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Associate Professor

Department of Electronic Engineering
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1. Introduction

Back in the old days about 40 years ago, the number of transistors found in a chip was, even at 
its highest count, less than 10,000. Take, for example, the once popular Motorola 6800 micro‐
processor developed in the mid 1970s. Fabricated based on the 6.0‐μm feature size, the 6800 
consisted of merely 4100 transistors in it. Nowadays, the number of transistors in a very large‐
scale integration (VLSI) [or some refer to it as the super large‐scale integration (SLSI)] chip 
may possibly reach 10 billion, with a feature size smaller than 15 nm.

There is little doubt that the electronics world has experienced a significant advancement for 
the past 50 years or so and this, to a large extent, is due to the rapid technology improvement 
in the performance, power, area, cost and ‘time to market’ of an integrated circuit (IC) chip. To 
provide readers with an overall view of VLSI, this chapter gives a concise but complete illus‐
tration on the historical evolution, design and development of VLSI‐integrated circuit devices.

2. A brief history

When transistors were first introduced in early 1900s, they were actually made of vacuum 
tubes. These transistors were relatively large in size and cumbersome to be used. In December 
1947, however, three physicists working in the AT&T Bell laboratory attained a remarkable  
breakthrough in their design, changing the perception one used to have on transistors.  
Dr. John Bardeen, Dr. Walter Houser Brattain and Dr. William Bradford Shockley, Jr., invented 
the first point‐contact semiconductor transistor using germanium. As shown in Figure 1, the 
point‐contact transistor comprised an n‐type germanium block and two gold contacts (i.e. the 
emitter and collector leads) placed in close proximity. When a small current was applied to 
one of the contacts, the output current at the other contacts was amplified.

Being much smaller in size, consuming much lower power, operating at relatively lower 
temperature and giving quicker response time, the semiconductor transistor is clearly more 

© 2018 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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superior to its conventional vacuum tubes brethren. It was these advantages and its viability 
that resulted in the replacement of vacuum tubes by the solid‐state electronic devices. The 
rapid widespread usage of the semiconductor transistors in electronic circuits has triggered a 
dramatic revolution in the electronic industries, kicking off the era of semiconductor. Because 
of this significant contribution, Bardeen, Brattain and Shockley shared the Nobel Prize in 
Physics in 1956.

It may be worth noting that when this germanium solid‐state device was initially introduced, 
it was not coined the term ‘transistor’. Instead, it was generally referred to as the ‘semiconduc‐
tor triode’. According to the ‘Memorandum For File’ of Bell Telephone Laboratories [1], six 
names had been proposed for the device, namely ‘semiconductor triode’, ‘surface states tri‐
ode’, ‘crystal triode’, ‘solid triode’, ‘iotatron’ and ‘transistor’. Although the device had initially 
been referred to as the ‘semiconductor triode’, the word ‘transistor’ (which originates from 
the abbreviated combinations of the words ‘transconductance’ and ‘varistor’) had ultimately 
turned out to be the winner of the internal poll [1].

The first commercially available silicon transistors were manufactured by Dr. Gordon Kidd 
Teal in 1954. Since silicon gives much better performance than germanium transistors, the 
substrate material for transistors was gradually changed to silicon. In 1955, the first diffused 
silicon transistor made its appearance. To reduce the resistivity of the collector, the transistor 
with an epitaxial layer added onto it was developed in 1960. It was also in the same year the 
planar transistor was proposed by Dr. Jean Amedee Hoerni [2].

In 1958, Jack St. Clair Kilby who was then an engineer in Texas Instruments successfully 
developed the first integrated circuit. The device was just a simple 0.5‐inch germanium bar, 
with a transistor, a capacitor and three resistors connected together using fine platinum wires. 
About a year later in 1959, Dr. Robert Norton Noyce from Fairchild Camera (also one of the 
co‐founders of Intel Corporation) invented independently his own integrated circuit chip. 
The interconnection in Noyce’s 4‐inch silicon wafer was realized by means of etching the alu‐
minium film which was first deposited onto a layer of oxide [2]. Both Kilby and Noyce shared 

Figure 1. An early model of the point‐contact transistor.
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the patent right for the invention of the integrated circuit. In 2000, Kilby was awarded the 
Nobel Prize in Physics ‘for his part in the invention of the integrated circuit’.

Since the advent of the semiconductor transistor and the demonstration on the workability 
of the integrated circuit chip about some 70 years ago, the electronic industries have been 
prospering hitherto. Electronic devices are now closely interwoven with human’s life. They 
have, in many aspects, become indispensable to mankind. Indeed, one can easily find traces of 
electronic circuitries integrated into areas which intertwine seamlessly with the fabric of man‐
kind’s living hood. Some of these areas include transportation, telecommunication, security, 
medicine and entertainment, just to name a few.

3. Moore’s law

In April 1965, one of the co‐founders of Intel Corporation, Dr. Gordon Earle Moore, predicted 
that the number of components (i.e. any electronic components which include not just tran‐
sistors but capacitors, resistors, inductors, diodes, etc. as well) in an integrated circuit would 
double every year [3]. Ten years later in 1975, he revised his prediction to a doubling of every 
2 years. Moore’s prediction, which is more commonly known as Moore’s law nowadays, has 
been widely used in the semiconductor and microelectronic industries as a tool to predict the 
increase of components in a chip for the coming generations [4]. To date, Moore’s law has 
been proven to have held valid for more than half a century. Table 1 depicts the progressive 
trend of the integration level for the semiconductor industry. It can be observed from the table 
that the number of transistors that can be fabricated in a chip has been growing continuously 
over the years. In fact, this growth has complied closely with Moore’s law. To distinguish the 
increase of transistors in every 10 years, each era is designated a name, that is, the SSI, MSI, 
LSI, VLSI, ULSI and SLSI eras. During the VLSI era, a microprocessor was fabricated for the 
first time into a single integrated circuit chip. Although this era has now long passed, the VLSI 
term is still being widely used today. This is partly due to the absence of an obvious qualita‐
tive leap between VLSI and its subsequent ULSI and SLSI eras, and partly, it is also because IC 
engineers and experts working in this field have been so used to this term that they decided 
to continue adopting it.

Integration level Year Number of transistors in a chip

Small‐scale integration (SSI) 1950 Less than 100

Medium‐scale integration (MSI) 1960 Between 100 and 1000

Large‐scale integration (LSI) 1970 Between 1000 and 10,000

Very large‐scale integration (VLSI) 1980 Between 10,000 and 100,000

Ultra large‐scale Integration (ULSI) 1990 Between 100,000 and 10,000,000

Super large‐scale integration (SLSI) 2000 More than 10,000,000

Table 1. Integration level of an integrated circuit chip.
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LSI, VLSI, ULSI and SLSI eras. During the VLSI era, a microprocessor was fabricated for the 
first time into a single integrated circuit chip. Although this era has now long passed, the VLSI 
term is still being widely used today. This is partly due to the absence of an obvious qualita‐
tive leap between VLSI and its subsequent ULSI and SLSI eras, and partly, it is also because IC 
engineers and experts working in this field have been so used to this term that they decided 
to continue adopting it.

Integration level Year Number of transistors in a chip

Small‐scale integration (SSI) 1950 Less than 100

Medium‐scale integration (MSI) 1960 Between 100 and 1000

Large‐scale integration (LSI) 1970 Between 1000 and 10,000

Very large‐scale integration (VLSI) 1980 Between 10,000 and 100,000

Ultra large‐scale Integration (ULSI) 1990 Between 100,000 and 10,000,000

Super large‐scale integration (SLSI) 2000 More than 10,000,000

Table 1. Integration level of an integrated circuit chip.
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4. The field effect transistors

Today, the transistors fabricated in an IC device are mostly metal oxide semiconductor 
field effect transistors (MOSFETs). The earliest paper describing the operation principle of a 
MOSFET can be traced back to that reported in Julius Edgar Lilienfeld’s patent in 1933 [5]. In 
1959, Dr. Dawon Kahng and Dr. Martin M. (John) Atalla at the Bell Telephone Laboratories 
successfully invented the MOSFET [6]. In 1963, two engineers from the Radio Corporation 
of America (RCA) Princeton laboratory, Dr. Steven R. Hofstein and Dr. Frederic P. Heiman, 
presented the theoretical description on the fundamental nature of the silicon planar MOSFET 
[7]. In the same year, Dr. Frank Marion Wanlass of Fairchild Semiconductor invented the first 
complementary metal oxide semiconductor (CMOS) logic circuit [8].

4.1. The MOSFET

The MOSFET is basically a device that operates like a switch or an amplifier in electronic 
circuits. Figure 2 depicts the basic structure of the MOSFET. The device consists of four termi‐
nals, namely the drain (D), source (S), gate (G) and substrate or bulk (B) terminals. Basically, 
the device is composed of three layers—a poly‐silicon layer (i.e. the gate terminal), an oxide 
layer (i.e. the gate oxide) and a single‐crystal semiconductor layer (i.e. the substrate). In the 
early days, the gate terminal was made of aluminium. It is from these three layers of materials 
that the FET device derived its name. In mid 1970s, however, the gate material was replaced 
with polysilicon. The high‐temperature stability of the polysilicon gate is used as a mask 
to form the self‐aligned source and drain terminals via ion implantation, rendering higher 
 accuracy for the formation of these two terminals. Although the gate today is no longer made 
of aluminium, the term MOSFET has been so widely accepted that it stays until today.

The operation principle of a MOSFET is actually quite simple. When a voltage is applied 
in between the drain and source terminals, a conducting channel is required to be formed 
between the two terminals to close the circuit (i.e. to allow current to flow). A voltage con‐
nected to the gate terminal acts like a switch. Given sufficient magnitude (and the correct 

Figure 2. The (a) basic structure and (b) cross section of a MOSFET.
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polarity), the gate voltage is able to attract carriers to the gate oxide‐substrate interface, form‐
ing a channel which connects the source and drain terminals.

A MOSFET can be categorized into two types, depending on the dopants of the drain and 
source terminals, as well as the substrate. When both the drain and source terminals, in a  
p‐type substrate, are heavily doped with donator ions (such as phosphorous or arsenic), a 
negative channel is to be formed in between them to conduct current. On the other hand, when 
both terminals, in an n‐type substrate, are heavily doped with acceptor ions (such as boron), a 
positive channel is to be formed. The former device is therefore known as a negative‐channel 
MOSFET or an NMOS transistor, while the latter is known as a positive‐channel MOSFET or 
a PMOS transistor. Figure 3 shows the circuit symbols of both PMOS and NMOS transistors.

The size of a MOSFET transistor is measured by the gate length, which is also commonly 
known as the feature size or feature length L. The feature size L has been shrinking tremen‐
dously over the years. Transistors with the size of 50 μm in the 1960s have been scaled down 
to less than 15 nm in 2017. The reduction of size allows a higher density of transistors to be 
fabricated in a single die. Overseen by the Taiwan Semiconductor Industry Association (TSIA), 
the United States Semiconductor Association (SIA), the European Semiconductor Industry 
Association (ESIA), the Japan Electronics and Information Technology Industries Association 
(JEITA) and the Korean Semiconductor Industry Association (KSIA), the International 
Technology Roadmap of Semiconductor (ITRS) is produced to forecast how the technology is 
expected to evolve. The purpose of the ITRS is to ensure healthy growth of the IC industries. 
Table 2 lists the progressive reduction of the feature size published in ITRS 2.0 [9].

4.2. The FinFET

As the feature size reduces to the submicron regimes, fields at the source and drain regions 
may become comparatively high, and this may give certain adverse effects to the charge 

Figure 3. The symbol of (a) a PMOS transistor and (b) an NMOS transistor.
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 distribution. Some of the examples of these short‐channel effects are the threshold voltage 
roll‐off in the linear region, drain‐induced barrier lowering (DIBL) and bulk punch‐through 
[10]. To suppress these effects, additional steps, such as the introduction of retrograde well, 
lightly doped drain, halo implantation, and so on, have been introduced to the IC fabrication 
process [11]. As the device continues to shrink, however, curbing the short‐channel effects 
turns out to be a strenuous task. When the feature size approaches the sub‐nanometre range 
(i.e. 90 nm and below), static leakage current due to the short‐channel effects has become a 
serious problem.

When the technology node reached 22 nm in 2011, Intel Corporation announced the fabrica‐
tion of the tri‐gate transistor, replacing the conventional planar MOSFET. More commonly 
known as the FinFET, this device has a three‐dimensional transistor structure, as shown in 
Figure 4. From the figure, it is clear that a FinFET is named so because of the protruding 
source/drain terminals from its substrate surface, which closely resemble the fins of a fish. 
Since the gate wraps around the inversion layer, FinFETs provide higher current flow from 
source to drain. This feature also allows better control of the current flow—it reduces current 
leakage considerably when the device is at its ‘off‐state’ and minimizes short‐channel effects at 
its ‘on‐state’. Since the device has lower threshold voltage than the planar MOSFET, a FinFET 
can also operate at a lower voltage. In other words, the new device shows less leakage, faster 
switching and lower power consumption. However, certainly, the efficiency improvement 

Figure 4. The (a) basic structure and (b) cross section of a FinFET.

Physical gate length Year

2015 2017 2019 2021 2024 2027 2030

High‐performance logic (nm) 24 18 14 10 10 10 10

Low‐performance logic (nm) 24 20 16 12 12 12 12

Table 2. Forecast of gate length by ITRS.
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found in the FinFET comes at the expense of increased fabrication complexity. The introduc‐
tion of additional fabrication steps is inevitable in order to form the fin‐like structure.

5. VLSI design flow

Generally, the design process of a VLSI chip involves three stages namely the (i) behavioural, 
(ii) logic circuit and (iii) layout representations. At each of this stage, verification is to be per‐
formed at the end before proceeding to the next. Hence, it is common to have repetitions and 
iterations in the processes [12].

5.1. Behavioural representation

Behavioural representation is the first step of the entire VLSI design flow. At this stage, it 
is important to specify the functionalities of the device and how it is going to communicate 
with the exterior. The design architecture is to be drawn panned out. A hardware description 
language (HDL) such as Verilog HDL or VHDL is used to define the behaviour of the device.

5.2. Logic circuit representation

After the HDL codes are successfully simulated, functional blocks from standard cell libraries 
are used to synthesize the behavioural representation of the design into logic circuit represen‐
tation. Once the design is verified, the gate level netlist is generated. The netlist is necessary in 
order to develop the layout of the design.

5.3. Layout representation

At the final stage, the physical layout of the design is created. The process starts with floor 
planning which defines the core and routing areas of the chip. In order to optimize the design, 
the building blocks are arranged and orientated at their best locations. This process is known 
as placement. Once this is completed, a routing process is performed to interconnect the 
building blocks.

6. IC fabrication

To fabricate the chip, the layout is sent to a fab or a foundry. In a fab, a single‐crystal semi‐
conductor ingot is first grown. Wafers are then sliced from the ingot. The layout is printed 
onto the dice in each wafer. In the initial step of chip fabrication, the active regions or wells 
for the NMOS and PMOS transistors are first formed at the substrate. In order to separate 
the transistors, an oxide layer is subsequently deposited in between each neighbouring well. 
Transistors are then built at each active region. The primary processes to form a transistor 
include the growth of the gate oxide layer, the deposition of the poly‐gate, and the doping of 
the source and drain regions. In the final fabrication step, the transistors are interconnected 
in accordance to the layout of the design. In a nutshell, the process of chip fabrication can be 
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broadly separated into four stages: (i) well formation, (ii) device isolation, (iii) transistor mak‐
ing and (iv) interconnection [13]. Although the walkthrough may appear straight forward, it 
is, in practical, complicated and laborious. To fabricate a VLSI chip, the die has to undergo 
repetitive thermal processes (such as oxidation, diffusion, annealing, etc.), lithography, ion 
implantation, etch, dielectric film deposition (such as chemical vapour deposition or CVD), 
chemical mechanical polishing (CMP) and metallization [13].

7. IC packaging

To protect the chip from harsh external environment (e.g. being exposed to UV light or mois‐
ture or being scratched), it is essential to encapsulate the chip in a package. The three most 
commonly used techniques for packaging are (i) wirebonding, (ii) flip‐chip and (iii) tape‐
automated bonding (TAB) [4]. Once the chip is carefully packaged, it is then ready to be 
released to the market.
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Abstract

The historical evolution of hot carrier degradation mechanisms and their physical models
are reviewed and an energy-driven hot carrier aging model is verified that can reproduce
62-nm-gate-long hot carrier degradation of transistors through consistent aging-parameter
extractions for circuit simulation. A long-term hot carrier-resistant circuit design can be
realized via optimal driver strength controls. The central role of the VGS ratio is empha-
sized during practical case studies on CMOS inverter chains and a dynamic random access
memory (DRAM) word-line circuit. Negative bias temperature instability (NBTI) mecha-
nisms are also reviewed and implemented in a hydrogen reaction-diffusion (R-D) frame-
work. The R-D simulation reproduces time-dependent NBTI degradations interpreted into
interface trap generation, ΔNit with a proper power-law dependency on time. The exper-
imental evidence of pre-existing hydrogen-induced Si–H bond breakage is also proven by
the quantifying R-D simulation. From this analysis, a low-pressure end-of-line (EOL)
anneal can reduce the saturation level of NBTI degradation, which is believed to be caused
by the outward diffusion of hydrogen from the gate regions and therefore prevents further
breakage of Si–H bonds in the silicon-oxide interfaces.

Keywords: hot carrier injection (HCI), hot carrier degradation (HCD),
hot carrier-resistant design, negative bias temperature instability (NBTI),
reaction-diffusion (R-D) of hydrogen

1. Introduction

Since the concept of an integrated circuit was first proposed by Jack Kilby in 1958, and a first
version of a self-aligned poly-silicon gate CMOS-integrated circuit was fabricated at Fairchild®
in 1968, integrated circuit technology has led to unprecedented thriving and prosperity in the
electronic industry for the last half century. The initial integration of a number of transistors
started with only a few tens in a circuit, which we call small-scale integration (SSI) has today

© The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.68825

© 2018 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 2

Transistor Degradations in Very Large-Scale-Integrated
CMOS Technologies

Chang Yeol Lee

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.68825

Provisional chapter

Transistor Degradations in Very Large-Scale-Integrated
CMOS Technologies

Chang Yeol Lee

Additional information is available at the end of the chapter

Abstract

The historical evolution of hot carrier degradation mechanisms and their physical models
are reviewed and an energy-driven hot carrier aging model is verified that can reproduce
62-nm-gate-long hot carrier degradation of transistors through consistent aging-parameter
extractions for circuit simulation. A long-term hot carrier-resistant circuit design can be
realized via optimal driver strength controls. The central role of the VGS ratio is empha-
sized during practical case studies on CMOS inverter chains and a dynamic random access
memory (DRAM) word-line circuit. Negative bias temperature instability (NBTI) mecha-
nisms are also reviewed and implemented in a hydrogen reaction-diffusion (R-D) frame-
work. The R-D simulation reproduces time-dependent NBTI degradations interpreted into
interface trap generation, ΔNit with a proper power-law dependency on time. The exper-
imental evidence of pre-existing hydrogen-induced Si–H bond breakage is also proven by
the quantifying R-D simulation. From this analysis, a low-pressure end-of-line (EOL)
anneal can reduce the saturation level of NBTI degradation, which is believed to be caused
by the outward diffusion of hydrogen from the gate regions and therefore prevents further
breakage of Si–H bonds in the silicon-oxide interfaces.

Keywords: hot carrier injection (HCI), hot carrier degradation (HCD),
hot carrier-resistant design, negative bias temperature instability (NBTI),
reaction-diffusion (R-D) of hydrogen

1. Introduction

Since the concept of an integrated circuit was first proposed by Jack Kilby in 1958, and a first
version of a self-aligned poly-silicon gate CMOS-integrated circuit was fabricated at Fairchild®
in 1968, integrated circuit technology has led to unprecedented thriving and prosperity in the
electronic industry for the last half century. The initial integration of a number of transistors
started with only a few tens in a circuit, which we call small-scale integration (SSI) has today
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expanded to a few billions, called very large-scale integration (VLSI) or ultra large-scale
integration (ULSI). The annual growth rate of the number of transistors per IC has followed a
well-known formula, Moore’s Law, which indicates that the density of devices per chip dou-
bles every 18 months, that is, the population of transistors in a chip increases by 1000 times
every 15 years. Although in the beginning it was a merely an observation, it evolved into a de
facto mandatory target for cutting-edge technology developers. For example, the Intel® CPU
transistor count has faithfully followed Moore’s Law for four decades (1971–2012) (Figure 1).
Specifically, their newest microprocessor, Ivy Bridge Core i7™, possesses 1,400,000,000 transis-
tors [1]. It is a 609,000� increase in transistor count from its 1971 version. Such an exponential
increase in integration number is attributed to a series of successes in shrinking feature size.
The benefit of scaling is obvious: more integrated transistors enable more sophisticated data-
driven operations and less switching delays per logic gate, thereby enhancing data transaction
bandwidth. More data with enhanced speed play a decisive role in the rapid growth of the
information and communication industry.

During the continuous pursuit of scaling, the following inherent issues have arisen:

• The challenge to sustain photolithographic pattern fidelity and critical dimension (CD)
uniformity becomes profound as dimension scaling and integration levels increase.

• As transistor gate length is shrunk, electric field strength inside of a transistor increases
and more degradation may occur in devices. Vertical and lateral e-fields can be mitigated
by reduction of bias voltage, VDD. Its minimum level tends to be limited by the minimum
threshold voltage of logic gates defined by distinguishable high states against thermal
noise and permissible off-leakage currents. Since the VDD limit of around 1.0 V is already
achieved in state-of-the-art technologies, inevitable increases of internal e-fields inside of
devices may define the practical limit of technology scaling.

Figure 1. Intel® microprocessor transistor count evolution between 1971 and 2012. For the last 40 years, it has consis-
tently behaved as predicted by Moore’s Law. (Source: Intel Corp, Web Page [1]. Figure 1 is a graphical translated version,
which was originally expressed in a tabular form in [1].)
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The first issue is directly related to how short are the wavelengths of photolithographic light
sources we employ. A 193-nm ArF light source with immersion ambience is known to have
40-nm patterning capability as its best performance. Since a feasible solution for a new light
source with a lesser wavelength than ArF has not yet been found, a complicated combination
of photolithography and etching processes, for example, a double-spacer pattern technology
(D-SPT), is employed to enable the latest 10-nm range patterns. Such a complicated combi-
nation of critical steps may cause a sizable variation of CDs. As a consequence, much
expertise and extensive trials and corrections are required to achieve pattern optimization,
which becomes the confidential property of cutting-edge companies.

So solving the first issue relies in large part on skill and trial-and-error correction processes. By
contrast, the second issue is related largely to scientific analysis. When bias is applied to a
scaled MOSFET, a localized e-field is established in the drain side, which can accelerate mobile
carriers (electrons or holes) passing this region. Some of the accelerated carriers can trigger an
avalanche multiplication process, which increases the possibility of generating energetic car-
riers that can surmount the energy barrier between silicon/silicon dioxide or cause damage in
Si/SiO2 interface. Energetic carriers or “hot carriers” can also be generated by energy exchange
during carrier-carrier-scattering processes. This kind of device degradation mechanism is
called “hot carrier injection (HCI),” or “hot carrier degradation (HCD)” and is regarded as a
typical degradation mechanism driven by high lateral e-fields or VDD. The most efficient
prevention of this kind of degradation is reducing VDD. Large efforts have been devoted in
device and circuit research to develop power-efficient and degradation-aware low VDD tran-
sistors and circuit solutions. Despite this effort, there still inevitably remain high voltage needs
in some specific applications, like word-line decoders in dynamic random access memory
(DRAM) circuits.

Dynamic Random Access Memory (DRAM) is one of the most popular memory devices
featuring high data read/write speed with low bit cost. Compact placement of a single-bit
storage capacitor and its switch transistor composes a DRAM cell. To avoid large off-leakage
caused by high e-fields and thereby insufficient data retention capability, a three-dimensional
(3-D) recess-channel scheme has recently been developed to reduce the e-field strength by
extending the channel length. Although sufficient data retention time can be achieved by the
3-D recess-channel structures, reduction of the channel conductance of the long channel length
expensively undermines the access speed. Non-scaled gate voltage can compensate for this
loss. Such a decoupling from scaling rules (planar dimensions scale down, whereas gate
voltages do not) may cause HCD issues in cell gate bias-pumping voltage (VPP) circuits. Since
HCD is ascribed to the high electric field and/or high gate voltage, the mitigation strategy
largely relies not only on device internal structure and doping profiles but also on the circuit
and layout strategy. More detailed descriptions based on practical case studies and some
general guidelines for the HCI-resistant circuit design can be found in the next section.

Lateral (channel length) shrinkage should be indispensably coupled with vertical (gate oxide
thickness) shrinkage to maintain “long channel-like” transistor characteristics. The key enabler of
vertical scaling is the superb electrical and material properties of silicon dioxide. As to silicon
dioxide, only about 10 stacks of molecules can provide good isolation under 5.5–6.0 MV/cm of
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electric field intensity or can sustain “off-characteristics” of the few tens of nanometer-scaled
MOSFET. Despite its stability, modern plasma-intensive fabrication processes can induce multi-
ple charging in the gate electrodes, which can generate a number of silicon-oxide bond break-
ages. Most bond breakages can be passivated by end-of-line (EOL) hydrogen or deuterium
passivation steps in order to electrically deactivate the dangling bonds. In this circumstance,
another kind of device degradation mechanism can be triggered: negative bias temperature
instability (NBTI) can be activated by moderated gate bias and temperatures applied in p-
channels where abundant inverted holes and hydrogen-passivated silicon-dangling bonds exist.
Although its mechanism is still not completely understood, atomic and/or molecular hydrogen
reactions and diffusions associated with passivated Si/SiO2 interfaces are widely accepted to
define how and how much degradation takes place. In Section 3, a quantitative analysis is
provided based on the reaction-diffusion of hydrogen simulation. A mitigation strategy for the
long-term NBTI degradation is also suggested during the analysis.

In this chapter, studies on the most typical scaled-down-related device reliability issues, HCD
in NMOS and NBTI in PMOS, are presented with practical case studies to attempt to broaden
the reader’s knowledge of device degradation and its impact on advanced CMOS scaling.

2. Hot carrier degradation

2.1. Historical review

Hot carrier degradation (HCD) is one of the typical wear-out degradation mechanisms that
causes catastrophic failures in systems. This kind of failure may implosively trigger irreversible
and unrecoverable damage in systems. Readers can find typical cases of HCD failure syndromes
and their impacts on complete products in Ref [2]. Many investigations have been conducted to
reveal the transistor degrading hot carrier generation mechanism. The first successful theory
structure was announced as the lucky electron model (LEM) suggested by Hu et al. in 1985 [3].
The LEM is regarded as a classic theory and has been widely used so far because it allows the
depiction of a clear image for hot carrier generation and its role in creating interface traps. It
focuses on e-field-driven hot carrier generation. A quasi two-dimensional analysis of Poisson’s
equation derives the exponential shape of e-fields in the velocity saturation region (VSR) and a
sharp peak of e-fields built in front of the neutral drain region [4]. All the energy gain processes
are assumed to be concentrated in the peak e-field spot where lucky electrons are generated
by re-directional impact ionizations with Si-lattices. As a result, lucky electrons can surmount the
Si/SiO2 energy barrier (3.2 eV) and generate the Si interfacial traps, Nit [3]. On this basis, the
following interface generation rate, rit, was derived:

rit;LEM ¼ C1 � ID � IB
ID

� �Φit=Φii

¼ C1 � ID � A � ðVD � VDSATÞ � exp �Bℓ
VD�VDSAT

� �h iΦit=Φii
ð1Þ

where IB and ID are substrate current and drain current, respectively, Φii is the impact ioniza-
tion threshold energy (1.3 eV for electrons) and Φit is the interface state generation threshold
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energy (3.7 eV for electrons), ℓ is the characteristic length of VSR, and A, B, and C are constants,
respectively. The power-law exponent, Φit/Φii, is calculated to be 2.8 and this approximately
matches experimental results that guarantee that the formula captures the correct image of
HCD.

Transistor degradations mean that threshold voltages shift, mobility decreases, and drain-extrinsic
resistances increase, all of which are ascribed to the interface trap generation. An isotope effect
found by the scanning tunneling microscope (STM) method [5] and HCD experiments using
hydrogen and deuterium-annealed samples [6] reveals that the dissociation of hydrogen from
the interfacial Si–H bonds by injected energetic electrons can lead to unrecoverable degradations.
The interface trap generation rate is empirically expressed as

ΔNitðtÞ∝ðrit � tÞ n ð2Þ

where n is a time exponent that has been known to be around 0.5, which can be derived from
a hydrogen diffusion-limited process [3]. An assumption of high diffusivities of hydrogen in
silicon dioxide and in polysilicon gate regions is required to describe the 0.5 dependency.
More specifically quickly removing the hydrogen from the interface and therefore also the
repassivation process cannot dominantly influence the whole hydrogen reaction-diffusion
process. Contradictable findings have been also reported in PMOS-negative bias tempera-
ture instability (NBTI) research [7]. Fast-diffused hydrogen in the SiO2 region slows down in
the silicon-nitride interface and in the polysilicon region due to small diffusion constants in
those regions. This results in an accumulation of hydrogen in the SiO2 region, which strikes a
balance between dissociation and repassivation of silicon-dangling bonds. As a consequence,
the interface state generation rate decreases to produce a smaller n (1/4–1/6). The discrepancy
of time exponents between NMOS HCI and PMOS NBTI can be ascribed to the difference in
the stressed area (only localized to the peak e-field spot in HCI vs. the whole gate oxide area
in NBTI) and its influence on hydrogen diffusion profiles: an increasingly wider diffusion
front of hydrogen in NMOS HCD enhances the ΔNit rate more than that of PMOS NBTI
where consistent one-dimensional diffusion of hydrogen occurs [8]. Furthermore, asymmet-
ric behaviors between NMOS and PMOS (a large amount of degradation is quickly recov-
ered when the stress biases are removed in PMOS, while no substantial recovery takes place
in NMOS) imply the different nature of the Si-H dissociation produced by cold holes injected
during NBTI stress and by hot electrons injected during HCI stress. The existence of deep-
level hole traps (DLHT) [9, 10] was proposed to draw a plausible picture of the asymmetric
behavior. In the author’s opinion, more studies are still needed to reveal the underlying
physics for a comprehensive understanding.

As the e-field-driven (and consequently the applied voltage-driven) LEM reveals the HCD
mechanism to be successful, it also instigates a voltage scale-down from 3.3–5.0 to 1.8–2.5 V
in the shrunk gate length transistors in an effort to avoid HCD risk. However, HCD still
remains against expectation in the 1.8–2.5-V regime. Neither hot electron injections into gate
oxide (requires 3.2 eV at least) nor interface trap generations (requires 3.7 eV) may take place
according to LEM because of insufficient driving voltage. A new hypothesis for the HCI
generation mechanism, electron-electron scattering (EES), has been proposed to explain the
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hot carrier generation in medium VDD conditions. This hypothesis has been accepted through
numerous experimental verifications [11]. It involves an energy-exchanging electron-scattering
process to generate hot electrons under moderate bias conditions. A doubling of its energy can
be achieved when a perfect elastic collision between the excited electrons, 1.8–2.5 V, is suffi-
cient to generate the interface-degrading hot electrons. The mathematical expression of EES
implies these aspects as follows:

rit;EES ¼ C2 � ID2 � IB
ID

� �m

: ð3Þ

Note that the power-law exponent of ID changes from 1 as in Eq. (1) to 2 as in Eq. (3) reflecting
a statistical interaction of two independent sources for EES. This secondly found hot carrier
generation mechanism dominates in the sub-micrometer range-scaled MOSFETs whose drain
currents have a range between 40 and 500 μA/μm with high VGS drive [11, 12].

Further voltage scale-down to 1.0–1.2 V might extinguish any possibility of hot carrier gener-
ation via LEM or EES mechanisms. A newly developed Si–H bond breakage model has been
proposed and demonstrated in deca-nanometer-scaled transistors [13]. Multivibrational
hydrogen release (MVHR) is the third kind of mechanism, which is activated through high
current injection (the minimum threshold is known to be 1.5 mA/μm), with weak voltage
dependency. Since an electron can transfer its kinetic energy to the silicon lattice via optical
phonon resonance, the multiple striking of electrons into Si–H bond can lead hydrogen to
multiple jumps in its energy state to approach the bond-breaking threshold energy, EB. This
kind of hydrogen-dissociated process, namely multiple vibrational hydrogen release (MVHR),
can be triggered by low-energy cold carriers in a sub-1-V-biased channel [13]. The quantum
mechanical picture of the process is illustrated in Figure 2, and the mathematical expression
was proposed to fit the experimental data as

rit;MVP ¼ C3 � VDS
1=2 ID

W

� �� �EB=ℏω

� exp �Eemi

kBT

� �
ð4Þ

where Eemi (~0.26 eV) is the barrier height of EB from the highest energy state of bonded
hydrogen. The unit resonance energy per single phonon excitation, ℏω (~0.075 eV), and thresh-
old energy, EB (~1.5 eV), defines the required number of the phonon excitation to be EB

ℏω ¼ 20.
Due to its tremendously strong power-law dependency on the drain current, a special caution
should be paid not to let the transistor’s drain current exceed the threshold of the third kind of
HCD in any type of transistor operations including burn-in tests; otherwise, very quick wear-
out failures may take place. The three kinds of hot carrier generation mechanisms are illus-
trated in Figure 3 compared with a large set of experimental data.

To summarize the history of HCD mechanism finding, LEM dominates when VDS ≥ 3.0 V.
Energy-driven or current-driven multiple-particle (MP) mechanisms, EES for 40–500-μA/μm
driving range and MVHR for even higher ranges, are subsequently developed. The maximum
applied voltage and the minimum duty cycle of CMOS logic design guidelines have been
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Figure 3. τ � rmii normalized lifetimes versus drain current showing three regimes of hot carriers. Reprinted with permis-
sion from Ref. [14], © 2007 IEEE.

Figure 2. Schematic of Si-H potential well showing the processes increasing the occupancy of the kth level, coming from
direct excitation, giving any number of energy quanta between 1 and k, and from the de-excitation of the (k+1)th level. Pu,i

and Pd,i are, respectively, the probability of excitation and de-excitation, giving or losing i energy quanta. Reprinted with
permission from Ref. [11], © 2013 IEEE.
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trated in Figure 3 compared with a large set of experimental data.

To summarize the history of HCD mechanism finding, LEM dominates when VDS ≥ 3.0 V.
Energy-driven or current-driven multiple-particle (MP) mechanisms, EES for 40–500-μA/μm
driving range and MVHR for even higher ranges, are subsequently developed. The maximum
applied voltage and the minimum duty cycle of CMOS logic design guidelines have been
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Figure 3. τ � rmii normalized lifetimes versus drain current showing three regimes of hot carriers. Reprinted with permis-
sion from Ref. [14], © 2007 IEEE.

Figure 2. Schematic of Si-H potential well showing the processes increasing the occupancy of the kth level, coming from
direct excitation, giving any number of energy quanta between 1 and k, and from the de-excitation of the (k+1)th level. Pu,i

and Pd,i are, respectively, the probability of excitation and de-excitation, giving or losing i energy quanta. Reprinted with
permission from Ref. [11], © 2013 IEEE.

Transistor Degradations in Very Large-Scale-Integrated CMOS Technologies
http://dx.doi.org/10.5772/intechopen.68825

21



made in strong awareness of the e-field-driven HCD. The maximum current-limiting con-
straints to prevent the current-driven HCD have not yet been made according to the author’s
knowledge. It might not be required since the ultimately scaled 3.8-nm-gate-long planar
transistor demonstrates less than an (?) 1-mA/μm performance [15]. It is appreciably below
the third limit. However, it can be exceeded by current boosting three-dimensional fin-gate
structures.

Since the newest developed 3-D FinFETs have been announced reaching 1.0–1.5 mA/μm at VGS

of 0.75–0.8 V [16, 17], research work should concentrate on clarifying the risk of HCD in
FinFET [18–20]. Inherent HCD risks in the FinFETs occur due to three reasons. First, the number
of inversion electrons is increased by the surrounding three-dimensional gate overdriving
(VGS�VTH), which supplies more electrons into the Si–H bond-breaking procedure through the
multi-vibration mode. Second, the three-dimensional-surrounding gate introduces additional
side interfaces between Si/SiO2 by the fins, where additional Si–H bond breakage can occur.
Furthermore, it can be enhanced when the gate is aligned to the (110) direction, the surface
direction of the fin should also be (110) and the silicon surface density of the (110) plane is 1.4�
larger than that of (100) plane [21]. Third, the three-dimensional surrounding of gate structures
confines the heat dissipation only through the bottom-directional narrow body, thereby increas-
ing the thermal resistance of the heat dissipation path. The lattice-carrier scattering generates
heat that is referred to as “self-heating” and this increase of the lattice temperature is propor-
tional to the thermal resistance. The temperature activation of HCD therefore becomes a critical
reliability issue especially in high-current driving and poor heat dissipation devices like
FinFETs [18]. Amore detailed description of temperature dependency on hot carrier generations
is found in the following section.

2.2. Temperature dependency on hot carrier generations

According to the LEM mechanism, carriers gain kinetic energy from the e-field, F, through free
accelerated motion. The energy distribution of electrons is affected by the mean free path, λ,
through,

f ðEÞ ¼ e�E=qλF: ð5Þ

Self-heating and/or ambient heating induces lattice vibrations that scatter the electrons to
prevent gaining sufficient kinetic energy from triggering impact ionization. It can be assumed
that λ decreases as the lattice temperature increases. As a result, higher energetic carriers can
be generated at lower temperatures. Figure 4 compares the long and high-biased (LH) transis-
tors’ and the short and low-biased (SL) transistors’ HCI properties depending on temperature.
That temperature dependency of the HCI lifetime and the substrate current follow the LEM
picture in LH but not in SL suggesting that the LEM prediction is valid only in LH ranges but
not in SL.

Monte Carlo simulation-based studies reveal that electron energy distribution function is
composed of an e-field-driven main region and thermal tail [22, 23]. The knee voltage,
VEFF = VDS � VDSAT + Vo, separates two regions, where Vo is the voltage drop in the halo
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region of the drain side. In LH transistors, hot carriers generated in the main region are
dominant because of the large value of VDS, which shows the negative dependency on
temperature through λ. The scaled-down drain biases in short channel transistors reduce the
VEFF and the dominant hot carrier generation region is shifted from the main to the thermal
tail via EES or MVHR. Since both are temperature-activating processes, the overall HCD
shows a positive dependency on temperature that is detrimental especially in high-current-
driving self-heating transistors like FinFETs.

2.3. PMOS hot carrier degradations

Traditionally, HCDs in PMOSFETs have not been taken seriously because a large energy barrier
between Si and SiO2 (~4.8 eV [24]) and a high-impact ionization threshold (Φii = 1.43–1.92 eV
[25]) of holes make difficult a LEM-like HCD in normal operational voltage ranges. The drain-
avalanche hot-electron (DAHE) generates favorable electron injections into SiO2 in low VGS (1/3–
1/4 of VDS), which were known to be the dominant mechanism of HCD in PMOSFETs. The
injected electrons fill the preexisting traps in the vicinity of the drain, which may cause effective
gate length shortening, as Leff ¼ Lo � ΔLðNox, eÞ, and therefore punchthrough and breakdown
may occur. However, this is a self-limiting procedure due to the exponential decrease of the
electron injection current as a function of distance to the drain and hence yields a logarithmic
dependency of ΔLðNox, eÞ on time [26]. As PMOS gate oxide scales down, a turn-around of drain
current degradation is observed, which is due to the charge re-emission and donor-like interface
trap, ΔNit, d, generation under the high vertical field [25]. The dominant degradation driver has
also been changed from the hot electron injection to the hot hole injection as Tox scales down.
These transitions rely on (1) nitridation of gate oxide to suppress boron penetration, which
enhances the generation of the positive charge (PC), (2) as oxide e-field, Fox, exceeds 5MV/cm,
NBTI degradation is triggered by cold hole injections at the source region, which are combined
with hot hole injections at the drain region.

Figure 4. Hot carrier characteristics of 64-nm-gate-long, 1.6-V VDS driving NMOSFET (SL) compares with that of 105-nm-
gate-long, 3.15-V VDS driving NMOSFET (LH). (a) Hot carrier lifetimes of SL and LH show different thermal dependen-
cies: HC Lifetime of LH increases with temperature in accordance with the LEM framework, but does not for SL. (b) VGS-
dependent substrate currents of LH slightly enhance with temperature. (c) A remarkable increase at high temperature
(85�C) found in SL suggests a temperature activation of HCD, which cannot be explained through the LEM framework.
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made in strong awareness of the e-field-driven HCD. The maximum current-limiting con-
straints to prevent the current-driven HCD have not yet been made according to the author’s
knowledge. It might not be required since the ultimately scaled 3.8-nm-gate-long planar
transistor demonstrates less than an (?) 1-mA/μm performance [15]. It is appreciably below
the third limit. However, it can be exceeded by current boosting three-dimensional fin-gate
structures.

Since the newest developed 3-D FinFETs have been announced reaching 1.0–1.5 mA/μm at VGS

of 0.75–0.8 V [16, 17], research work should concentrate on clarifying the risk of HCD in
FinFET [18–20]. Inherent HCD risks in the FinFETs occur due to three reasons. First, the number
of inversion electrons is increased by the surrounding three-dimensional gate overdriving
(VGS�VTH), which supplies more electrons into the Si–H bond-breaking procedure through the
multi-vibration mode. Second, the three-dimensional-surrounding gate introduces additional
side interfaces between Si/SiO2 by the fins, where additional Si–H bond breakage can occur.
Furthermore, it can be enhanced when the gate is aligned to the (110) direction, the surface
direction of the fin should also be (110) and the silicon surface density of the (110) plane is 1.4�
larger than that of (100) plane [21]. Third, the three-dimensional surrounding of gate structures
confines the heat dissipation only through the bottom-directional narrow body, thereby increas-
ing the thermal resistance of the heat dissipation path. The lattice-carrier scattering generates
heat that is referred to as “self-heating” and this increase of the lattice temperature is propor-
tional to the thermal resistance. The temperature activation of HCD therefore becomes a critical
reliability issue especially in high-current driving and poor heat dissipation devices like
FinFETs [18]. Amore detailed description of temperature dependency on hot carrier generations
is found in the following section.

2.2. Temperature dependency on hot carrier generations

According to the LEM mechanism, carriers gain kinetic energy from the e-field, F, through free
accelerated motion. The energy distribution of electrons is affected by the mean free path, λ,
through,

f ðEÞ ¼ e�E=qλF: ð5Þ

Self-heating and/or ambient heating induces lattice vibrations that scatter the electrons to
prevent gaining sufficient kinetic energy from triggering impact ionization. It can be assumed
that λ decreases as the lattice temperature increases. As a result, higher energetic carriers can
be generated at lower temperatures. Figure 4 compares the long and high-biased (LH) transis-
tors’ and the short and low-biased (SL) transistors’ HCI properties depending on temperature.
That temperature dependency of the HCI lifetime and the substrate current follow the LEM
picture in LH but not in SL suggesting that the LEM prediction is valid only in LH ranges but
not in SL.

Monte Carlo simulation-based studies reveal that electron energy distribution function is
composed of an e-field-driven main region and thermal tail [22, 23]. The knee voltage,
VEFF = VDS � VDSAT + Vo, separates two regions, where Vo is the voltage drop in the halo
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region of the drain side. In LH transistors, hot carriers generated in the main region are
dominant because of the large value of VDS, which shows the negative dependency on
temperature through λ. The scaled-down drain biases in short channel transistors reduce the
VEFF and the dominant hot carrier generation region is shifted from the main to the thermal
tail via EES or MVHR. Since both are temperature-activating processes, the overall HCD
shows a positive dependency on temperature that is detrimental especially in high-current-
driving self-heating transistors like FinFETs.

2.3. PMOS hot carrier degradations

Traditionally, HCDs in PMOSFETs have not been taken seriously because a large energy barrier
between Si and SiO2 (~4.8 eV [24]) and a high-impact ionization threshold (Φii = 1.43–1.92 eV
[25]) of holes make difficult a LEM-like HCD in normal operational voltage ranges. The drain-
avalanche hot-electron (DAHE) generates favorable electron injections into SiO2 in low VGS (1/3–
1/4 of VDS), which were known to be the dominant mechanism of HCD in PMOSFETs. The
injected electrons fill the preexisting traps in the vicinity of the drain, which may cause effective
gate length shortening, as Leff ¼ Lo � ΔLðNox, eÞ, and therefore punchthrough and breakdown
may occur. However, this is a self-limiting procedure due to the exponential decrease of the
electron injection current as a function of distance to the drain and hence yields a logarithmic
dependency of ΔLðNox, eÞ on time [26]. As PMOS gate oxide scales down, a turn-around of drain
current degradation is observed, which is due to the charge re-emission and donor-like interface
trap, ΔNit, d, generation under the high vertical field [25]. The dominant degradation driver has
also been changed from the hot electron injection to the hot hole injection as Tox scales down.
These transitions rely on (1) nitridation of gate oxide to suppress boron penetration, which
enhances the generation of the positive charge (PC), (2) as oxide e-field, Fox, exceeds 5MV/cm,
NBTI degradation is triggered by cold hole injections at the source region, which are combined
with hot hole injections at the drain region.

Figure 4. Hot carrier characteristics of 64-nm-gate-long, 1.6-V VDS driving NMOSFET (SL) compares with that of 105-nm-
gate-long, 3.15-V VDS driving NMOSFET (LH). (a) Hot carrier lifetimes of SL and LH show different thermal dependen-
cies: HC Lifetime of LH increases with temperature in accordance with the LEM framework, but does not for SL. (b) VGS-
dependent substrate currents of LH slightly enhance with temperature. (c) A remarkable increase at high temperature
(85�C) found in SL suggests a temperature activation of HCD, which cannot be explained through the LEM framework.
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Abnormally large degradations of PMOS were reported in hot electron injection stress exper-
iments at the cryogenic temperature of 77 K and subsequent anneal at elevated temperatures
(300 K or higher) [27]. It is believed that the increase of carrier mobility and mean free path at
77 K creates additional damage sites in the oxide, which are initially inactivated at 77 K, and
eventually convert to positive donor-type interface states as the de-trapped electrons leave
vacancies in the annealing stage.

To summarize the hot carrier degradations in PMOSFETs, both electrons and holes created by
impact ionization are responsible via their own natures for creating and/or changing the state
of the oxide bulk traps and the interfacial traps. Since hot carrier generations in PMOSFETs are
still negligible due to their low efficiency compared with those in NMOSFETs, cold hole
injections to the SiO2 can activate an appreciable number of interfacial and oxide bulk traps in
the normal operational voltage range because holes are more efficient in trap generation
processes than electrons are [28]. Cold hole injection is regarded as the most serious degrada-
tion mechanism of modern PMOSFETs. This subject is dealt with in Section 3 more precisely.

2.4. An energy-driven HCD modeling of NMOSFETs for circuit simulations

2.4.1. Aging model parameters

Transistors’ degradation and the circuit performance degradation can be quantitatively ana-
lyzed through the circuit simulations by using the specific spice model parameter set, which
we call “aging parameters.” Properly chosen aging parameters among the whole spice model
parameters should be accurate over the full VDD range varying VGS and VDS as a function of the
“age,” which is an amount of “degradation.” In summary, an age is accumulated during a
prescribed operation time per transistor, the age shifts the aging parameters, and finally aging
parameters reproduce the degraded transistors’ characteristics. All the calculations are fulfilled
during aging circuit simulations with self-consistent aging-parameter updates. A recursive
process (age determines the degradation of transistor and vice versa) executes during the
simulation. The complete sequence of the aging-parameters extraction and aging circuit simu-
lations is schematically illustrated in Figure 5. Since the aging-parameters extraction is carried
out under DC-stress conditions, some assumptions must be made regarding the validity of
accumulated age and aging parameters updated during the AC circuit simulation, which
include the following: (1) the static degradation rate and bias dependencies under DC stress
conditions are assumed to be the same under AC stress conditions. This quasi-static approxi-
mation is generally accepted in HCD because the recovery after stress degradation is negligible
and the total amount of degradation can be regarded as a singular function of AGE without
any path dependencies; (2) the degradation is assumed to be a very slow process within the
conventional time span of circuit simulation. It is an indispensable assumption for the sake of
convenience and for the efficiency of the aging circuit simulation. It enables a decoupling of the
aging accumulation from the aging-parameter update. One can accumulate age by using the
voltage and current waveform, which is simulated with “constant” aging parameters during a
prescribed time period, tCYC. To control these non-overlapped sequences, aging circuit simu-
lations can use two time variables, t and tAGE. Age accumulation during tCYC with time-
invariant aging parameters is controlled by t. Aging parameters are subsequently updated by
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using the accumulated age as functions of tAGE. A flowchart depicted in Figure 5 (right)
illustrates the sequence of the aging circuit simulation in detail.

The proper sequence for the aging-parameter extraction can be exemplified in the following
example: a 62-nm-gate-long NMOSFET is DC stressed with a VDS within the range of 2.1–2.3 V
and a VGS within the range of 1.5–2.3 V. After a 300-s stress, transistors ID � VGS, and ID � VDS

are typically compared to a fresh one as in Figure 6.

A threshold voltage shift and transconductance, Gm reduction, are found in stressed ID � VGS

and Gm � VGS as shown in Figure 6(a), and (b). Selecting the spice model parameters VTH0
for threshold voltage shift and u0 for Gm reduction is the obvious choice for the aging

parameters since Gm ¼ W
L CoxVDS

∂μ
∂VGS

in low VDS and only ∂μ
∂VGS

term can be degraded by hot

carriers. As a coefficient of the mobility model, u0 can scale both μ and ∂μ
∂VGS

as shown in Eq. (6).

One can find another important feature of degradation in Figure 6(b); the reduction of the Gm-
declining rate with VGS is distinct. It is related to the increase of interface trap charges.
They do screen more e-fields from the gate, hence the influence of the gate is reduced and the

Figure 5. Schematics for aging-parameters extraction and aging circuit simulation procedures: Aging parameters (P) are
selected from the transistor model parameters set to represent the experimental degradation with relevant physical
mechanisms (see left). A unified degradation is modelled by an AGE and in turn aging parameters are extracted as a
functionality of AGE. The aging circuit simulation is comprised of two non-overlapping loops, which are controlled by t
and tAGE, respectively (see right). The inner loop accumulates AGE with varying VGS(t) and VDS(t) for each transistor, and
the outer loop updates the aging parameters using the accumulated AGE.
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Abnormally large degradations of PMOS were reported in hot electron injection stress exper-
iments at the cryogenic temperature of 77 K and subsequent anneal at elevated temperatures
(300 K or higher) [27]. It is believed that the increase of carrier mobility and mean free path at
77 K creates additional damage sites in the oxide, which are initially inactivated at 77 K, and
eventually convert to positive donor-type interface states as the de-trapped electrons leave
vacancies in the annealing stage.

To summarize the hot carrier degradations in PMOSFETs, both electrons and holes created by
impact ionization are responsible via their own natures for creating and/or changing the state
of the oxide bulk traps and the interfacial traps. Since hot carrier generations in PMOSFETs are
still negligible due to their low efficiency compared with those in NMOSFETs, cold hole
injections to the SiO2 can activate an appreciable number of interfacial and oxide bulk traps in
the normal operational voltage range because holes are more efficient in trap generation
processes than electrons are [28]. Cold hole injection is regarded as the most serious degrada-
tion mechanism of modern PMOSFETs. This subject is dealt with in Section 3 more precisely.

2.4. An energy-driven HCD modeling of NMOSFETs for circuit simulations

2.4.1. Aging model parameters

Transistors’ degradation and the circuit performance degradation can be quantitatively ana-
lyzed through the circuit simulations by using the specific spice model parameter set, which
we call “aging parameters.” Properly chosen aging parameters among the whole spice model
parameters should be accurate over the full VDD range varying VGS and VDS as a function of the
“age,” which is an amount of “degradation.” In summary, an age is accumulated during a
prescribed operation time per transistor, the age shifts the aging parameters, and finally aging
parameters reproduce the degraded transistors’ characteristics. All the calculations are fulfilled
during aging circuit simulations with self-consistent aging-parameter updates. A recursive
process (age determines the degradation of transistor and vice versa) executes during the
simulation. The complete sequence of the aging-parameters extraction and aging circuit simu-
lations is schematically illustrated in Figure 5. Since the aging-parameters extraction is carried
out under DC-stress conditions, some assumptions must be made regarding the validity of
accumulated age and aging parameters updated during the AC circuit simulation, which
include the following: (1) the static degradation rate and bias dependencies under DC stress
conditions are assumed to be the same under AC stress conditions. This quasi-static approxi-
mation is generally accepted in HCD because the recovery after stress degradation is negligible
and the total amount of degradation can be regarded as a singular function of AGE without
any path dependencies; (2) the degradation is assumed to be a very slow process within the
conventional time span of circuit simulation. It is an indispensable assumption for the sake of
convenience and for the efficiency of the aging circuit simulation. It enables a decoupling of the
aging accumulation from the aging-parameter update. One can accumulate age by using the
voltage and current waveform, which is simulated with “constant” aging parameters during a
prescribed time period, tCYC. To control these non-overlapped sequences, aging circuit simu-
lations can use two time variables, t and tAGE. Age accumulation during tCYC with time-
invariant aging parameters is controlled by t. Aging parameters are subsequently updated by
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using the accumulated age as functions of tAGE. A flowchart depicted in Figure 5 (right)
illustrates the sequence of the aging circuit simulation in detail.

The proper sequence for the aging-parameter extraction can be exemplified in the following
example: a 62-nm-gate-long NMOSFET is DC stressed with a VDS within the range of 2.1–2.3 V
and a VGS within the range of 1.5–2.3 V. After a 300-s stress, transistors ID � VGS, and ID � VDS

are typically compared to a fresh one as in Figure 6.

A threshold voltage shift and transconductance, Gm reduction, are found in stressed ID � VGS

and Gm � VGS as shown in Figure 6(a), and (b). Selecting the spice model parameters VTH0
for threshold voltage shift and u0 for Gm reduction is the obvious choice for the aging

parameters since Gm ¼ W
L CoxVDS

∂μ
∂VGS

in low VDS and only ∂μ
∂VGS

term can be degraded by hot

carriers. As a coefficient of the mobility model, u0 can scale both μ and ∂μ
∂VGS

as shown in Eq. (6).

One can find another important feature of degradation in Figure 6(b); the reduction of the Gm-
declining rate with VGS is distinct. It is related to the increase of interface trap charges.
They do screen more e-fields from the gate, hence the influence of the gate is reduced and the

Figure 5. Schematics for aging-parameters extraction and aging circuit simulation procedures: Aging parameters (P) are
selected from the transistor model parameters set to represent the experimental degradation with relevant physical
mechanisms (see left). A unified degradation is modelled by an AGE and in turn aging parameters are extracted as a
functionality of AGE. The aging circuit simulation is comprised of two non-overlapping loops, which are controlled by t
and tAGE, respectively (see right). The inner loop accumulates AGE with varying VGS(t) and VDS(t) for each transistor, and
the outer loop updates the aging parameters using the accumulated AGE.
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surface-roughness-scattering-controlled Gm is less decreased in high VGS. According to the
spice model parameter equations, the Gm-declining rate can be modeled in the effective
mobility, μeff, expressed in Ref. [29] as

μeff ¼
u0 � f ðLeffÞ

1þUA Vgsteffþ2Vth

TOXE

� �
þUB Vgsteffþ2Vth

TOXE

� �2
þUD Vth �TOXE

Vgsteffþ2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2

thþ0:0001
p

� �2 : ð6Þ

UA or UB may adjust the declining rate on VGS (Vgsteff in Eq. (6)). But it is not preferable as both
u0 and UA (or UB) appear in the same model equation, which makes it difficult to extract their
optimum values independently. In other words, a lack of orthogonality may affect the quality
of the parameter extractions. Thus, an alternative choice can be rdsw, which is a spice model
parameter expressing the extrinsic resistance of drain and source regions. The drain resistance
is increased by the accumulation of trapped electrons in the drain region. The Gm-declining
rate is also affected by the accumulation of trapped electrons, which screen the gate electric
field. Thus, choosing rdsw can include both a drain resistance increase and a Gm-declining
rate decrease of degraded transistors without any ambiguity among parameters. The last
parameter can be determined by observing Figure 5(c). As the drain current-increasing slope
along the VDS is clearly shown in the aged transistors, one can choose a DIBL (drain-induced
barrier-lowering) control parameter. An increase of DIBL originates from the same mechanism,
which causes the increase of rdsw; the vertical e-field is screened by trapped charges and hence
the channel inversion charges become more susceptible to the lateral e-field or VDS. The DIBL
formulation in the spice modeling [29] is

ΔV thðDIBLÞ ¼ �θthðDIBLÞ � ðETA0þ ETAB � VBSÞ � VDS : ð7Þ

In Eq. (7), ETA0 is a suitable parameter to describe the hot carrier-induced DIBL increase. Note
that even though VTH0 and ETA0 may appear in the same threshold voltage model, they can

Figure 6. Comparisons of ID-VGS, Gm-VGS, and ID-VDS showing the fresh and 300-s stressed with VGS = VDS = 2.3 V of
62-nm-gate-long transistors. (a) A comparison of fresh and aged transistors’ ID-VGS clearly shows a stress induced VTH0
shift. (b) Both the Gm and the Gm-declining rate on VGS are reduced after being stressed. (c) A growing slope for the drain
current on the VDS is clearly shown in stressed ID-VDS’s, which can be interpreted as a DIBL increase due to HC stress.
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be distinguished from each other since VTH0 is extracted from HC degradation data without
any dependency on VDS, but ETA0 is the coefficient of VDS in ΔVth that implies that one can
extract both VTH0 and ETA0 independently. Selected aging parameters, VTH0, u0, rdsw, and
ETA0, are optimized via appropriate numerical processes to best fit the experimental data.
Figure 7 compares the results where points mark the experimental data and lines are spice
simulation results using optimized aging parameters.

2.4.2. An energy-driven AGE model

The AGE is a commonly used parameter to accumulate the amount of degradation under
various bias conditions in aging circuit simulation. Appropriate AGE model reflects underly-
ing physics with a relevant functional form for the bias and time. According to field-driven
HCD, one can define the AGE function as

AGEFD ¼ ID
W �H

ISUB

ID

� �m

� tSTR ð8Þ

where m is known to be around 3 and H is a constant according to the field-driven HCD
framework. Table 1 checks the validity of this assumption. In this table, we can find that the
largest VTH0 degradation occurs when VDS = VGS, among the various VDS/VGS bias sets, while
the maximum substrate currents and AGEs do not coincide with that of VTH0 degradation.
This mismatch implies that the field-driven mechanism is no longer valid for the 62-nm-scaled
NMOS transistor.

In order to adjust the discrepancy of the field-driven AGE, one can modify H to be a function
of VDG, as a commonly used relief in the field. The fitting results will be compared with newly
developed energy-driven AGE’s results later. A simplified version of the energy-driven AGE
model is proposed in Ref. [30] as

Figure 7. The aging-parameters optimization results fit the HCD measurements (points) with simulations (line) in (a) ID-
VGS and (b) ID-VDS curves.
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surface-roughness-scattering-controlled Gm is less decreased in high VGS. According to the
spice model parameter equations, the Gm-declining rate can be modeled in the effective
mobility, μeff, expressed in Ref. [29] as
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UA or UB may adjust the declining rate on VGS (Vgsteff in Eq. (6)). But it is not preferable as both
u0 and UA (or UB) appear in the same model equation, which makes it difficult to extract their
optimum values independently. In other words, a lack of orthogonality may affect the quality
of the parameter extractions. Thus, an alternative choice can be rdsw, which is a spice model
parameter expressing the extrinsic resistance of drain and source regions. The drain resistance
is increased by the accumulation of trapped electrons in the drain region. The Gm-declining
rate is also affected by the accumulation of trapped electrons, which screen the gate electric
field. Thus, choosing rdsw can include both a drain resistance increase and a Gm-declining
rate decrease of degraded transistors without any ambiguity among parameters. The last
parameter can be determined by observing Figure 5(c). As the drain current-increasing slope
along the VDS is clearly shown in the aged transistors, one can choose a DIBL (drain-induced
barrier-lowering) control parameter. An increase of DIBL originates from the same mechanism,
which causes the increase of rdsw; the vertical e-field is screened by trapped charges and hence
the channel inversion charges become more susceptible to the lateral e-field or VDS. The DIBL
formulation in the spice modeling [29] is

ΔV thðDIBLÞ ¼ �θthðDIBLÞ � ðETA0þ ETAB � VBSÞ � VDS : ð7Þ

In Eq. (7), ETA0 is a suitable parameter to describe the hot carrier-induced DIBL increase. Note
that even though VTH0 and ETA0 may appear in the same threshold voltage model, they can

Figure 6. Comparisons of ID-VGS, Gm-VGS, and ID-VDS showing the fresh and 300-s stressed with VGS = VDS = 2.3 V of
62-nm-gate-long transistors. (a) A comparison of fresh and aged transistors’ ID-VGS clearly shows a stress induced VTH0
shift. (b) Both the Gm and the Gm-declining rate on VGS are reduced after being stressed. (c) A growing slope for the drain
current on the VDS is clearly shown in stressed ID-VDS’s, which can be interpreted as a DIBL increase due to HC stress.
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be distinguished from each other since VTH0 is extracted from HC degradation data without
any dependency on VDS, but ETA0 is the coefficient of VDS in ΔVth that implies that one can
extract both VTH0 and ETA0 independently. Selected aging parameters, VTH0, u0, rdsw, and
ETA0, are optimized via appropriate numerical processes to best fit the experimental data.
Figure 7 compares the results where points mark the experimental data and lines are spice
simulation results using optimized aging parameters.

2.4.2. An energy-driven AGE model

The AGE is a commonly used parameter to accumulate the amount of degradation under
various bias conditions in aging circuit simulation. Appropriate AGE model reflects underly-
ing physics with a relevant functional form for the bias and time. According to field-driven
HCD, one can define the AGE function as

AGEFD ¼ ID
W �H

ISUB

ID

� �m

� tSTR ð8Þ

where m is known to be around 3 and H is a constant according to the field-driven HCD
framework. Table 1 checks the validity of this assumption. In this table, we can find that the
largest VTH0 degradation occurs when VDS = VGS, among the various VDS/VGS bias sets, while
the maximum substrate currents and AGEs do not coincide with that of VTH0 degradation.
This mismatch implies that the field-driven mechanism is no longer valid for the 62-nm-scaled
NMOS transistor.

In order to adjust the discrepancy of the field-driven AGE, one can modify H to be a function
of VDG, as a commonly used relief in the field. The fitting results will be compared with newly
developed energy-driven AGE’s results later. A simplified version of the energy-driven AGE
model is proposed in Ref. [30] as

Figure 7. The aging-parameters optimization results fit the HCD measurements (points) with simulations (line) in (a) ID-
VGS and (b) ID-VDS curves.
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Rage ¼ aðVG � V thÞP � eBðVD�VDSATÞ þ bðVGÞC ð9Þ

where Rage is the accumulation rate of the age, which is expressed by the multiplication of

carrier density, aðVG � V thÞP, carrier energy, eBðVD�VDSATÞ and b(VG)
C term for a high VG depen-

dency. Compared with Eq. (8), the linear carrier density dependency of ID is generalized in
Eq. (9) as having a power-law dependency with exponent P, which reflects the relevant
mechanism of HC generation: one for field-driven, two for EES, and 20 for MVHR for a wide
range of gate lengths of MOSFETs’ and drain bias. The exponential term for carrier energy
reflects the energy distribution of the electrons as a function of drain overdriving voltage, VD �
VDSAT. The last term is negligible since it becomes significant only if the VG is larger than 3.0,
which is beyond the normal operation range in modern technology. The saturation voltage,
VDSAT, is originally defined by the drain current saturation point in MOSFETs’ ID � VDS

relations. The velocity saturation of mobile carriers causes the drain current saturation of the
scaled MOSFETs. At the same time, VDSAT in the carrier energy distribution function defines
the threshold energy to HCD. Although the notation VDSAT is commonly used to denote the
two different mechanisms, the values of VDSAT for both mechanisms need not be the same. This
is shown in Ref. [31] that the substrate current starts from a smaller VDSAT but is still propor-
tional to VDSAT; thus the drain voltage dependency has the form of VD � η VDSAT, where η is a
fitting constant defined within 0-1. From this observation, VDSAT, as the threshold of HCD,
should be extracted from both drain current and substrate current measurements, as a form of
VDSAT, or alternatively a new energy-driven AGE can be modified as

AGEED ¼ ðVG � V thÞnG � K
lnðID=ISUBÞ
� �nD

� tSTR ð10Þ

where the well-known ISUB=ID ¼ CðVD � ηVDSATÞe�Vo=ðVD�ηVDSATÞ form is used to replace
VD � ηVDSAT by its simplified expression: VD � ηVDSAT ≈K=lnðID=ISUBÞ and the exponential
function for the energy dependency is replaced by a power-law function because it has a better

VDS/VGS VDG ISUB/ID (x10-3) AGE_FD (H = 1, m = 3) Measured ΔVTH0 [mV]

2.1/2.1 0.0 0.491 3.32E-09 151

2.2/2.2 0.861 1.72E-08 252

2.3/2.3 1.572 9.97E-08 395

2.1/1.7 0.4 0.730 8.76E-09 76

2.2/1.8 1.210 3.97E-08 146

2.3/1.9 1.727 1.01E-07 257

2.1/1.3 0.8 1.034 1.48E-08 16

2.2/1.4 1.754 8.44E-08 95

2.3/1.5 1.894 8.61E-08 129

The maximum ΔVTH0 occurs at VDS = VGS (VDG = 0V) for each VDS. While ISUB/ID and AGEs do not follow ΔVTH0
tendencies on bias.

Table 1. Field-driven ages (Eq. (8)) are calculated from the measured ISUB, ID, and VTH0 degradation (ΔVTH0).
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degree of freedom to fit to the experimental data. The last term of Eq. (9) is omitted as stated
above. Figure 8 compares the fitting results of the ΔVTH0 by using the conventional e-field-
driven AGE, Eq. (8), and the newly defined energy-driven AGE, Eq. (10). The H parameter in
Eq. (8) is modified to have an exponential functional dependency of VGD to fit the measure-
ment data. As shown in the figure, the ΔVTH0 tends to slow down as AGE increases. The
saturation phenomenon is commonly found in the aging-parameter measurements. The inter-
pretation for the saturation is that the current is pushed down by the interface electrons at the
lightly doped drain region, which reduces the interface trap influence on the drain current
reduction [32], or a saturation of preexisting charge trapping [33] results in a two-slope shape
on the aging parameters dependent on the AGE. A behavioral expression of this effect can be
generalized in the following expression:

ΔPðAGEÞ ¼ ½ðP1 �AGEn1ÞS þ ðP2 �AGEn2ÞS� 1=S ð11Þ

where S is the shape factor and has a negative digit. The two-slope combination of Eq. (11) is
used to fit the ΔVTH0 dependence on the AGE as shown in Figure 8(b). As shown in the figure,
the overall consistency is improved by using the energy-driven AGE defined by Eq. (10). Figure 9
illustrates the aging-parameters extraction results by comparing the measurement and the aging
simulation results. Two kinds of extraction methods are compared in the graph, which are as
follows: (1) AGEs are extracted by using only fresh measurement values of Vth, ID, and ISUB and
(2) AGEs are extracted by degraded Vth, ID, and ISUB in order to reflect “degradation of age”
recursively. The overall matching property is improved by this update as shown in the figure.

2.5. A hot carrier-resistant design technique through VGS ratio controls

2.5.1. VGS ratio and ADF

The last example is to demonstrate a hot carrier-resistant design technique. HC-resistant
design techniques have been attracting more attention as technology gets smaller. A strong
demand can be found in typical DRAM word-line driver circuits where the inherent risk of

Figure 8. Optimized ΔVTH0s as a function of (a) the conventional field-driven age model (AGE_FD) and (b) the newly
developed energy-driven age model (AGE_ED) are illustrated.
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degree of freedom to fit to the experimental data. The last term of Eq. (9) is omitted as stated
above. Figure 8 compares the fitting results of the ΔVTH0 by using the conventional e-field-
driven AGE, Eq. (8), and the newly defined energy-driven AGE, Eq. (10). The H parameter in
Eq. (8) is modified to have an exponential functional dependency of VGD to fit the measure-
ment data. As shown in the figure, the ΔVTH0 tends to slow down as AGE increases. The
saturation phenomenon is commonly found in the aging-parameter measurements. The inter-
pretation for the saturation is that the current is pushed down by the interface electrons at the
lightly doped drain region, which reduces the interface trap influence on the drain current
reduction [32], or a saturation of preexisting charge trapping [33] results in a two-slope shape
on the aging parameters dependent on the AGE. A behavioral expression of this effect can be
generalized in the following expression:
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where S is the shape factor and has a negative digit. The two-slope combination of Eq. (11) is
used to fit the ΔVTH0 dependence on the AGE as shown in Figure 8(b). As shown in the figure,
the overall consistency is improved by using the energy-driven AGE defined by Eq. (10). Figure 9
illustrates the aging-parameters extraction results by comparing the measurement and the aging
simulation results. Two kinds of extraction methods are compared in the graph, which are as
follows: (1) AGEs are extracted by using only fresh measurement values of Vth, ID, and ISUB and
(2) AGEs are extracted by degraded Vth, ID, and ISUB in order to reflect “degradation of age”
recursively. The overall matching property is improved by this update as shown in the figure.

2.5. A hot carrier-resistant design technique through VGS ratio controls

2.5.1. VGS ratio and ADF

The last example is to demonstrate a hot carrier-resistant design technique. HC-resistant
design techniques have been attracting more attention as technology gets smaller. A strong
demand can be found in typical DRAM word-line driver circuits where the inherent risk of
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HCD exists due to non-scale-down word-line-pumping voltage (VPP). As stated above, the
necessity for sustaining channel conductance in scaled cell transistors forces the VPP to fix
around 3 V. The field-driven mode can be a dominant HCD mechanism in such a high VPP-
biased 100-nm-long gate length transistors. According to the LEM, the maximum degradation
occurs at the peak substrate current (ISUB) generating VGS condition. The peak ISUB generation
VGS defines the “VGS ratio”, γ, which is VGS,peak=VDD. If the constant VDS is applied under DC
bias conditions, γ has its maximum value of around 0.5–0.6. The minimum value might be 1/3
since most CMOS transistors have their threshold voltage of 1/3 of VDD and the drain voltage is
assumed to pull down immediately as the gate turns on in the CMOS inverter operation.
Figure 10(a) shows the HCD measurements with different VGS ratios. The DC HCD reaches
up to 40% at 100-h stress with γ = 0.5–0.6. Such a severe degradation does not seem to
guarantee the lifelong serenity of the circuits without any kind of mitigation strategies. Several
significant features of HCD are found in the figure:

1. As two time-slope phenomena are found in the figure as stated above, a sufficient timing
margin is required to survive the initial rapid degradation. The overall timing shift of the
WL driver reflects the “quasi-saturation effect” of the transistors’ degradations as
depicted in Figure 10(b). As one can find in the figure, WL-off-degradation progresses
toward a saturation at 5 years and very slowly degrades during further aging. In this
design, wear-out is remarkably retarded due to this quasi-saturation phenomenon.

2. The VGS ratio determines the quasi-saturation level of degradation. Compared at 100-h
stress, only 1/3–1/2 of all degradations are shown in the γ = 1/3 stress condition as
opposed to in γ = 0.5–0.6. Thus, the reduction of γ is the primary design target for long-
term HCD reliability.

Figure 9. Aging-parameters’ model extraction results are compared with the measurement data. As the age accumulation
tends to slow down with the degrading ingredients (drain current and substrate current), the age update model parameter
simulation results in (a) VText and (b) IDSAT (solid lines) are less than those of the age non-updatemodel (broken line). The age
non-update model simulation results show an over-estimation especially in the deep degradation regime (tSTRESS > 1000 s).
From this aspect, one can conclude that the overall accuracy of the simulation is improved by age update feedback.
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3. Process skews, which are mainly VTH variations, affect HCD in a complicated manner. In
the large γ case, a lower VTH wafer (fast skew) has a smaller degradation than that of higher
VTH wafers (slow skew), and reverse for the small γ case. These phenomena can be
explained by the two competing processes: (i) more gate overdriving, VGS � VTH with lower
VTH reduces the lateral e-field and hence HCD, which predominates in the large γ case, (ii)
lower VTH increases the drain current as more electrons participate in the impact ionization
process and hence cause higher HCD, which predominates in the small γ case. Thus, VTH

controls in order to improve HCD may cause the opposite results depending on γ.

As shown in Figure 10, we can conclude that the VGS ratio has an effect not only on degrada-
tion rate but also on its quasi-saturation level by �2–�3 differences. The quasi-saturation level
of the degradation is especially important in long-term HCI degradation where most transis-
tors suffer sufficient stress to enter the quasi-saturation region.

AC duty factor (ADF) is commonly used to estimate the HCD in AC operations. It is defined
by the AGE in DC bias conditions divided by the aggregation of the AGE per circuit operation
cycle. The commonly used form of ADF is shown as

ADF ¼ ISUB_DC
m � tRCðtRC

0
ISUBðtÞm � dt

: ð12Þ

As a large value for ADF improves AC hot carrier reliability, a straightforward HCI-resistant
design may focus on as large a value as possible. However, this is not a necessary condition for
long-term HCI-resistant design. Figure 11 illustrates the HCD of critical transistors consisted

Figure 10. (a) IDSAT degradations by HCI are depicted as functions of stress time. Two different choices of VGS ratio affect
amount of degradation and its quasi-saturation levels. The conventional choice of VGS to let the substrate currents have
their maximum among the VGS values yields the maximum stress degradation of IDSAT as shown in the figure. (b) The
transistors’ quasi-saturations influence on the word-line driver pull-down signal delays. The aging simulation by using
the aging parameters reveals rapid degradations of word-line pull-down delay in the initial stress period (from 0 to 5
years) and their slowing down due to quasi-saturation in the subsequent period (from 5 to 30 years). It suggests that hot
carrier-resistant design requires a sufficient timing margin to survive initial rapid degradation before the quasi-saturation
takes place.
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occurs at the peak substrate current (ISUB) generating VGS condition. The peak ISUB generation
VGS defines the “VGS ratio”, γ, which is VGS,peak=VDD. If the constant VDS is applied under DC
bias conditions, γ has its maximum value of around 0.5–0.6. The minimum value might be 1/3
since most CMOS transistors have their threshold voltage of 1/3 of VDD and the drain voltage is
assumed to pull down immediately as the gate turns on in the CMOS inverter operation.
Figure 10(a) shows the HCD measurements with different VGS ratios. The DC HCD reaches
up to 40% at 100-h stress with γ = 0.5–0.6. Such a severe degradation does not seem to
guarantee the lifelong serenity of the circuits without any kind of mitigation strategies. Several
significant features of HCD are found in the figure:

1. As two time-slope phenomena are found in the figure as stated above, a sufficient timing
margin is required to survive the initial rapid degradation. The overall timing shift of the
WL driver reflects the “quasi-saturation effect” of the transistors’ degradations as
depicted in Figure 10(b). As one can find in the figure, WL-off-degradation progresses
toward a saturation at 5 years and very slowly degrades during further aging. In this
design, wear-out is remarkably retarded due to this quasi-saturation phenomenon.
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3. Process skews, which are mainly VTH variations, affect HCD in a complicated manner. In
the large γ case, a lower VTH wafer (fast skew) has a smaller degradation than that of higher
VTH wafers (slow skew), and reverse for the small γ case. These phenomena can be
explained by the two competing processes: (i) more gate overdriving, VGS � VTH with lower
VTH reduces the lateral e-field and hence HCD, which predominates in the large γ case, (ii)
lower VTH increases the drain current as more electrons participate in the impact ionization
process and hence cause higher HCD, which predominates in the small γ case. Thus, VTH

controls in order to improve HCD may cause the opposite results depending on γ.

As shown in Figure 10, we can conclude that the VGS ratio has an effect not only on degrada-
tion rate but also on its quasi-saturation level by �2–�3 differences. The quasi-saturation level
of the degradation is especially important in long-term HCI degradation where most transis-
tors suffer sufficient stress to enter the quasi-saturation region.

AC duty factor (ADF) is commonly used to estimate the HCD in AC operations. It is defined
by the AGE in DC bias conditions divided by the aggregation of the AGE per circuit operation
cycle. The commonly used form of ADF is shown as
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As a large value for ADF improves AC hot carrier reliability, a straightforward HCI-resistant
design may focus on as large a value as possible. However, this is not a necessary condition for
long-term HCI-resistant design. Figure 11 illustrates the HCD of critical transistors consisted

Figure 10. (a) IDSAT degradations by HCI are depicted as functions of stress time. Two different choices of VGS ratio affect
amount of degradation and its quasi-saturation levels. The conventional choice of VGS to let the substrate currents have
their maximum among the VGS values yields the maximum stress degradation of IDSAT as shown in the figure. (b) The
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of the word-line driver circuitry after a 10-year aging period, which is long enough to enter the
quasi-saturation regime for all transistors. The significant role of the VGS ratio can be
reconfirmed in the figure. ADF may retard degradation while it has no influence on ΔID once
it enters the saturation region. From this observation, we can conclude that reducing the VGS

ratio has a significant effect on the long-term hot carrier reliability. By contrast, a large ADF
retards the HCD to reach its quasi-saturation level, but has no effect on reducing the quasi-
saturation level itself.

Driver strength is the most important control parameter regarding circuit level HCI degrada-
tion. Strong drivers can easily pull down the output voltage, VDS. Due to the exponential
dependency on VDS, the substrate current quickly diminishes with the fast pull-down and, as
a consequence, ADF increases and γ decreases, respectively. Figure 12 illustrates a typical
example of substrate current shape as a function of VGS in a CMOS inverter circuit. By
increasing driver strength, the substrate current peak is decreased and hence HCI stress is
mitigated.

2.5.2. HCI-resistant design strategy

As shown above, reducing the VGS ratio and increasing ADF can be recommended as HCI-
resistant design strategies. Reducing input slew rate and increasing output slew rate or
increasing driver size is a straightforward method to obtain both design targets. Reducing

Figure 11. Transistor’s current degradations are simulated to reproduce transistor AC degradation after a 10-year
operation of a WL driver circuit. Simulation results are depicted with respect to the VGS ratio. AC duty factors (ADFs)
are also marked in the same graph as numbers.
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VDS humps through increasing gate-drain overlap capacitance of the strong driver is an
additional benefit to mitigate HCD. One can find an example of HCI-resistant design for a
typical inverter chain logic depicted in the inset of Figure 13(a). As driver size splits from�1 to
�2, �4, and �8, input and output slew rates are correctly modified and the ISUB waveforms go

Figure 12. Substrate current profiles are compared as functions of normalized gate bias (VGS/VDD) in various driver
strengths. The VGS ratio is maximized in DC sweep mode (constant VDS is applied) and decreased in CMOS inverter
operation mode (increasing VGS pulls down VDS). The driver strength strongly influences both substrate currents and the
VGS ratios. From this context, one can deduce that the long-term hot carrier reliability can be improved with driver
strength.

Figure 13. (a) Simulated input and output voltage waveforms of an inverter driver (xiV6), which are measured at the gate
node and the drain node of xiV6, respectively. Input slews decrease and output slews increase with driver strength results
in deductions in ISUB as depicted in (b).
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down as shown in Figure 13(b). The HCD simulation for the inverter chain consisting of pre-
driver (xiV4) and main-driver (xiV6) results is depicted in Figure 14 with main driver size
splits. The increase in size reduces HCD of the main driver as shown in the figure with a slight
loss of that of the pre-driver. The increase in driver size, or fan-out, means more layout area
consumption and a deterioration of pre-driver’s HCD, and hence should be compromised. A
trade-off design choice between HCI robustness and area penalty may exist within the range of
�2–�4 in the examples.

2.6. Summary

The hot carrier degradation mechanism has evolved from the single-particle e-field-driven
model to the multi-particle energy or current-driven model associated with consistent technol-
ogy scale-downs. During the last 30 years, a general agreement has been made that the
complete extinguishing of this kind of catastrophic failure is impossible, though a better
understanding of the physical mechanism and the relevant modeling contributes to develop-
ing HCI-aware design techniques. As a part of which the aging-parameters optimization of
HCD of a 62-nm gate-long NMOS transistor has been demonstrated. Newly developed
energy-driven AGE formulations show a better consistency with the experimental data than
conventional e-field-driven AGE models without any arbitrary correction function of H, which
implies that an energy-driven HCD predominates in the deca-nanometer-scaled transistors. A
hot carrier-resistant design example for the DRAM word-line driver is also presented. From
this study, a long-term hot carrier-resistant design strategy can be summarized as follows: (1)
Give sufficient timing margins to survive the rapid initial degradation. (2) The VGS ratio is the
key control parameter since it directly relates to the quasi-saturation level of long-term HCD.
(3) A prime design target is driver strength, or fan-out. Stronger drivers reduce the HCD
through the increase of ADF and, more importantly, through the decrease of the VGS ratio but
at the cost of an area penalty. A compromise between driver strength and area penalty is a
required trade-off in HCI-resistant design solutions.

Figure 14. (a) Fan-out increasing enhances VGS ratio and ADF in the xiV6 driver while both HCI-related parameters (VGS

ratio and ADF) deteriorate in the XiV4 pre-driver. (b) ID degradation after a 10-year operation increases for xiV6, as
opposed to decreases for xiV4. An optimal trade-off of driver strength (fan-out) considering both long-term HCI resis-
tance and area penalty can be made in x2–x4 range of driver strength (fan-out).
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3. Negative bias temperature instabilities (NBTI) in PMOSFETs

3.1. Introduction

As deca-nanometer-scaled transistors require the oxide scaled down to around 20 Å for suffi-
cient gate control, a 5–10 MeV/cm of vertical e-field is easily established in the nitride-
cooperated silicon dioxide region under the normal VDD conditions. The Fowler-Nordheim
tunneling mechanism can be triggered in such a high e-field, negative bias applied in PMOS
gates collect inversion holes and then tunneling into gate oxide by e-field driving. Although
this range of e-field is not sufficiently strong to generate hot carriers, cold holes in PMOS can
interact with the oxide bulk traps and hydrogen passivated in the Si/SiO2 interface with
temperature activation, which in turn result in positive charges in the oxide region and the Si/
SiO2 interface. The critical characteristics of PMOS, threshold voltage (VT), drain current (ID),
and transconductance (Gm), can be degraded by the trapped positive charges once the gate is
negatively biased in moderate thermal conditions, regardless of VDS or drain current. Owing to
its nature, negative bias temperature instability (NBTI) has been an urgent issue in state-of-the-
art PMOS transistors, which are prone to gate-tunneling hole-induced degradation. NBTI-
resistant design is quite difficult because a simple turn-on operation triggers NBTI degrada-
tion. This means that the degradation occurs during the whole period of PMOS turn-on, and
thus the only possible way to prevent it seems to be by a “power cut” during PMOS standby
periods, which incurs spatial and performance penalties.

When the negative bias is applied, oxide bulk charges, which are called E’ centers (oxygen
vacancies) interact with the holes or protons (H+) to produce positive charge build-up in the
oxide bulk [34]. Interface trap (Nit) generation is attributed to a breaking of Si–H bonds by
holes [35], or by protons [36], which leave behind the amphoteric trivalent Si3 � Si• defects, that
is, silicon-dangling bonds, which are called Pb centers. Thermal nitride deposition during gate
oxidation has been known to cause additional profiles of the positive trap states, which are called
DLHT [9, 10] or positive charges (PCs) [37]. When the stress bias turns off, a part of the PCs can
be neutralized by the bulk electron from the N-Well, which causes a quick recovery after stress.
The NBTI-degrading species and related mechanisms can be summarized as follows:

1. Gate oxide-injected cold holes create positive charges through dissociation of Si–H bonds
at the interface (ΔNit) or by being captured in the E’ center in the oxide bulk, which is
responsible for ΔNot.

2. Atomic hydrogen, H+, or protons predominately supplied by end-of-line anneal steps can
generate interface traps, Nit through the following chemical reaction [36]:

ðSi�HÞ þHþ $ ðSi�Þþ þH2 ð13Þ

where (Si*) denotes the unbonded silicon lattice (Pb center) and the remaining symbols
have their conventional meanings.

3. Molecular hydrogen is responsible for the annealing of E’ traps through repassivation of
one hydrogen atom from H2, and the other diffuses away [34].
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4. Positive charges (PCs) are generated during negative stress. Distinct increases of PCs are
found in thermally nitrided oxide (TNO), which possibly originate from the emission of
electrons from nitrogen donors [9]. A part of the PCs is quickly neutralized in the subse-
quent recovery cycle by electron injection from the N-Well.

Except for point (4), the interface trap charge generation, ΔNit tends to be proportional to oxide
bulk-charge generation, ΔNot [38, 39] since they commonly originate from the same species,
hole and H+. One may focus only on ΔNit to understand the role of hydrogen upon NBTI. The
positive charge generation process elucidated in point (4) can be neglected since it can be
regarded as only a short-term process, which has little effect on the long-term reaction and
diffusion of hydrogen. To show a practical case study in the subsequent section, one can draw
a qualified image of NBTI through a reaction and diffusion model of hydrogen for a better
understanding of NBTI-aware process integrations.

3.2. Reaction-diffusion framework

The generalized form of Nit rate equation is

dNit

dt
¼ kFðN0 � ΔNit �Nit,0Þ � kRðΔNit þNit,0Þ �H0

1=α ð14Þ

where H0 is the Si/SiO2 interface concentration of hydrogen species (α = 1 for atoms, 2 for
molecules), and N0 is the Si/SiO2 interface concentration of Si–H bonds, Nit,0 is the preexisting
interface trap density and ΔNit is the newly generated interface trap density, respectively. The
dominant species of diffusion into the oxide and gate region is known to be molecular hydro-
gen, which can be governed by the following two-dimensional diffusion equation:

∂H
∂t

¼ DH
∂2H
∂x2

þDH
∂2H
∂y2

: ð15Þ

Since the Nit originates from the dissociation of hydrogen at the interface, the total amount of
Nit is assumed to be equal to (1) the sum of the hydrogen species in the gate regions plus (2) the
amount of hydrogen species diffused out from the gate regions. The numerical expression may
be expressed as follows

Nit ¼
ð

Gate Regions

Hðx, y, tÞ � dxdy þ
ðt
t0¼0

∮
bound

kpHðx, y, t0Þ � dS � dt0 , ð16Þ

with the assumption that all the hydrogen species, which reach the boundary are absorbed at a
surface absorption velocity, kp ½cm=s� is expressed as

�DH � ∇Hjboundary ¼ kPHjboundary : ð17Þ

The existence of the ideal sink at the boundary is a rather unphysical assumption but its
exclusion is unavoidable because it is impossible to remove the complicated ambient effect of
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the outside hydrogen. Furthermore, it improves the feasibility of the simulation. The diffusion
constant of the hydrogen species, DH, has strong material dependencies as shown in Ref. [7],
which indicates that the diffusion speed of neutral species (H0, H2) is highest in the oxide, next
in the poly, next in Si substrate, and extremely slow in the nitride film. Since hydrogen
diffusivities have strong dependencies on material and are assumed to also have strong
dependencies on film deposition conditions and even on the structure, one may rely on a
numerical optimization method, as the only feasible way to determine each parameter
(DH, kF, kR, kp, and N0). Although physical uncertainty may be caused by a numerical optimi-
zation and it can be a major drawback for the reaction-diffusion framework, it is still valid for
the relative analysis based on comparisons between the experimental data with consistent
usage of optimized parameters. Simulation results are compared to the experimental value in
Figure 15. A timing exponent measured as 0.17 for 10–1000 s as shown in the figure suggests
that the diffusion species is molecular hydrogen [40]. An increase ofNit rate for 1000–10,000 s is
ascribed to the out-diffusion of hydrogen through boundary layers. The Nit rate goes down
and finally saturates after 100,000 s as Nit approaches N0, which was also predicted in [40].

3.3. End-of-line anneal effects on NBTI

The preexisting hydrogen, Hðx, y, 0Þ ¼ HPRE seems not to have any influence on the Nit slope
because the diffusion equation of hydrogen (Eq. (15)) is independent of NPRE. However, atomic
hydrogen also generates Nit as well as holes do as indicated in Eq. (13). One can postulate that

Figure 15. The simulation results of the reaction-diffusion of hydrogen are compared to measured NBTI degradations
expressed as the interface trap generation rates. Inset: The simulation region consists of the oxide, poly, sidewall nitrides,
and boundaries.
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NPRE can “increase” N0 assuming that non-overlapped energy bands exist in the Si-H dissocia-
tion process caused by holes and by atomic hydrogen, respectively. Evidence for this assumption
can be found in charge-pumping measurements and reproduced simulation results as illustrated
in Figure 16. Interface trap densities, Nit, are measured by the charge-pumping method before
and after 300-s-NBTI stress. The increase of Nit or ΔNit after stress shows inversely proportional
relations to the initial Nit or Nit,0 as shown in the figure. One can interpret this dependency
through Eq. (14) as the forward reaction term decreases as an increase of Nit,0 and the reverse
reaction (repassivation of the interface trap) term increases with Nit,0.

An intriguing aspect is found in parameter fitting for sample A, B1, and B2: using a higher
value of N0 is indispensable for sample A to fit the experimental ΔNit rather than for samples
B1 and B2. This difference is assumed to originate from different EOL anneal condition splits
for samples A, B1, and B2. All the samples undergo the hydrogen passivation process in a
very low-pressurized anneal chamber with N2 ambient at temperatures of 365–390�C (B2
sample experiences higher temperatures than others). Additional forming gas (H2 + N2)
anneal applies only in sample A in the atmospheric chamber with 390�C. The precedent
anneal applied to all the samples can passivate the silicon-dangling bonds with hydrogen,
which is believed to come from the hydrogen-rich passivation layer that covered all the
wafers, and the remaining hydrogen species may diffuse out from the silicon due to the

Figure 16. Charge-pumping measurement data before and after 300-s-NBTI-stress are compared to the R-D simulation
results.
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low-pressure ambience. Additional EOL anneal applies only to sample A, which can passiv-
ate additional silicon-dangling bonds and may leave a volume of hydrogen species in the
gate regions. It causes additional passivation to reduce initial interface trap density, Nit,0 and
to increase ΔNit after NBTI stress by the remaining hydrogen, which can be expressed as the
increase of N0 in Eq. (14).

The evidence of remaining hydrogen, which is supposedly interstitial hydrogen, and induced
N0 enhancement, is also found in the anneal time split results shown in Figure 17. The low-
pressure anneal time is doubled in the split group and it shows an earlier saturation of ΔNit

than the control group as shown in Figure 17. More interstitial hydrogen can diffuse out
during the extended anneal step. It is believed that the reduction of interstitial hydrogen
through the extended low-pressure anneal can reduce ΔNit during NBTI stress. This is also
reproduced in the simulation with two assumptions: a 25% increase in N0 and the preexistence
of hydrogen for the control group as compared in Figure 17. This conflict results in passivation
anneal splits; ΔNit increases with the additional atmospheric anneal, but decreases with the
additional low-pressure anneal, which strongly suggests that the remaining hydrogen can
make additional Si–H bond breakage plus that which the holes do. This can be reproduced by
reaction-diffusion simulations through the increase of N0 and HPRE. From this plausible inter-
pretation, one can conclude that removing hydrogen as much as possible from the transistor
gate regions improves the long-term NBTI reliability.

Figure 17. Interface trap generation rates of the low-pressure anneal split samples are compared to the R-D simulation
results. Incomplete anneal split (LP Anneal X1 depicted in red line) is modelled by (1) increasing N0 from 2.0 to 2.5 /nm2

and (2) assuming pre-existing hydrogen in the gate regions.
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3.4. Summary

NBTI has become the predominate long-term reliability threat as gate oxide is scaled down to
the 20-Å range. It is caused by various source species: channel hole injections into gate oxide
breaks the Si–H bond. Preexisting atomic hydrogen also dissociates Si–H bond to form a
molecular hydrogen. Oxide bulk traps or nitride traps can be activated by holes or atomic
hydrogen captures, or emitting electrons. Molecular hydrogen can neutralize the oxide bulk
traps. Positive charges quickly generate and disappear at the initial stage of stress and recov-
ery, respectively, which is believed to be associated with the nitrogen donor traps. The
reaction-diffusion model simulation has demonstrated to reproduce the experimental ΔNit

data with the following features: a power-law functional dependency of 0.17 timing exponent
for 10–1000 s and an eventual increase and saturation during the subsequent stress period. It
proves that the reaction-diffusion framework of hydrogen, although still controversial among
researchers, evidently reproduces NBTI degradation characteristics. Another R-D analysis of
hydrogen is demonstrated in the EOL anneal experiments, which reveal that (1) preexisting
hydrogen cooperates with holes to break the Si–H bonds, which can be modeled by an increase
of the total number of breakable Si–H bonds, N0. (2) Removing unbonded hydrogen from the
transistor gate improves the long-term NBTI reliability.
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3.4. Summary

NBTI has become the predominate long-term reliability threat as gate oxide is scaled down to
the 20-Å range. It is caused by various source species: channel hole injections into gate oxide
breaks the Si–H bond. Preexisting atomic hydrogen also dissociates Si–H bond to form a
molecular hydrogen. Oxide bulk traps or nitride traps can be activated by holes or atomic
hydrogen captures, or emitting electrons. Molecular hydrogen can neutralize the oxide bulk
traps. Positive charges quickly generate and disappear at the initial stage of stress and recov-
ery, respectively, which is believed to be associated with the nitrogen donor traps. The
reaction-diffusion model simulation has demonstrated to reproduce the experimental ΔNit

data with the following features: a power-law functional dependency of 0.17 timing exponent
for 10–1000 s and an eventual increase and saturation during the subsequent stress period. It
proves that the reaction-diffusion framework of hydrogen, although still controversial among
researchers, evidently reproduces NBTI degradation characteristics. Another R-D analysis of
hydrogen is demonstrated in the EOL anneal experiments, which reveal that (1) preexisting
hydrogen cooperates with holes to break the Si–H bonds, which can be modeled by an increase
of the total number of breakable Si–H bonds, N0. (2) Removing unbonded hydrogen from the
transistor gate improves the long-term NBTI reliability.
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Abstract

Due to widespread application of portable electronic devices and the evaluation of micro-
electronic technology, power dissipation has become a critical parameter in low power
VLSI circuit designs. In emerging VLSI technology, the circuit complexity and high speed
imply significant increase in the power consumption. In low power CMOS VLSI circuits,
the energy dissipation is caused by charging and discharging of internal node capaci-
tances due to transition activity, which is one of the major factors that also affect the
dynamic power dissipation. The reduction in power, area and the improvement of speed
require optimization at all levels of design procedures. Here various design methodolo-
gies are discussed to achieve our required low power design concepts.

Keywords: power modeling, switching activity, self-transition, coupling transition,
low power dissipation, VLSI

1. Introduction

As VLSI technology advances, the complexity and speed circuit increase, resulting in high
power consumption. In VLSI design, small area and high performance are two conflicting
constraints. The integrated circuit (IC) designer’s activities have been involved in trading of
these constraints. There are many possible design considerations, due to which the power
efficiency has become important. The most portable systems used in recent era, which are
powered by batteries, are performing tasks requiring lots of computations. The most important
aspect of Moore’s Law is that it has become a universal predictor for the growth of the entire
semiconductor industry. From Moore’s law, it is understood that the number of devices in a
chip doubles every 18 months. This will increase the number of transistors used and hence
increase the area and power consumption of the circuit (Figure 1).
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1.1. Need for low power design

Power dissipation is the main constraint when it comes to portability. Hence, it is necessary to
take care of the system’s total power consumption. Minimizing the overall power consumption
in such devices is essential because it is advantageous to exploit the run time with least
possible requirements on weight, battery life and size owed to batteries. Therefore, in portable
devices, ‘the low power design is the most decisive factor to think while designing system on
chip. Normally, mobile users demand additional features and prolonged battery life at a lower
cost. Almost 70% of users look for longer talk time and standby time as key feature for mobile
phones. One of the top operator requirements in 4G is Power efficiency. Customers always
look for smaller, trim and graceful mobile devices. This is the need of high levels of silicon
integration in modern processes, but sophisticated processes have intrinsically higher power
indulgence. So, design is very important in low power consumption devices.

1.2. Impact of power dissipation

Whenever there is power dissipation, it unvaryingly leads to an increase in chip temperature.
This temperature rise affects devices when it is switched on and off. With device in OFF
condition, power dissipation increases the number of intrinsic carriers ni provided by the
below relation:

ni α e –E
G
=V

T (1)

From the above equation, it is very clear that when temperature increases, intrinsic carriers
also increase. With temperature increase, the less affected ones are the majority carriers
which are contributed by impurity atoms. As the temperature increases further, the leakage
current that depends on the concentration of the minority carrier, increases which leads to
further increase in temperature. Ultimately, the device might break down, if the dissipated
heat is not removed properly. An ON device will not be affected much by the increase of

Figure 1. Graphical representation of Moore’s law.
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minority carrier, but will be affected by the threshold voltage (VT) and mobility (μ). These
parameters decrease with increase in temperature and this leads to change in drain current
(ID). Hence the device performance might not meet the required specifications. Also, power
dissipation is more critical in battery-powered applications as the greater power dissipated,
the battery life will be less.

1.3. Reduction of temperature

Heat sinks are used to dissipate heat generated by power dissipation. The thermal resistance of
heat sink is lower than that of the package. So heat sink draws the heat. To eliminate heat
efficiently, the rate of heat transferred to the environment should be greater than heat generated.
This heat transfer rate depends on thermal resistance θ, as provided by the below relation:

Θ ¼ l=σC A (2)

where:

l is the length, A is the area and σc is the thermal conductivity of the heat sink.

From the above relation, it can be seen that largeσc implies smallerθ.θ is also given by the relation

Θ ¼ δ T=δ P (3)

Using this relation, we can see that for a given power dissipation, PD

Θ ≤ Tj–Ta
� �

=PD (4)

where Tj is the junction temperature and Ta is the ambient temperature.

Heat sink materials are generally coated black to radiate more energy.

1.4. Low power design methodology

Historically, VLSI designers have used circuit speed as the performance metric. In fact, power
considerations have been the ultimate design criteria in special portable applications. The main
aim of these applications was maximum battery life time, with minimum power. Low power
design is also required to reduce the power in high-end systems with huge integration density
and thus improve the speed of operation.

To optimize power dissipation specifically with low power methodology in digital systems,
the method should be applied all over the design from system to process level. It is very
important to have knowledge about the power distribution. So the blocks or parts consuming
fraction of power could be clearly optimized for saving power. Different design levels specif-
ically of power reduction are shown in Figure 2.

1.4.1. Power reduction through process technology

Minimizing the supply voltage of a device is one of the best solutions to reduce power
dissipation. The trade-off of this approach is that delay may increase significantly, when VDD
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approaches the threshold voltage. So devices must be properly scaled to overcome this prob-
lem. The advantages of scaling are:

• Improve the device characteristics

• Reduce the geometric and junction capacitances

• Enhanced interconnect technology

• High density of integration

1.4.2. Power reduction through circuit/logic design

• Use of more static than dynamic circuits

• Reduce switching activity by optimized algorithm

• Optimize clock and bus loading

• Smart circuit techniques which minimizes no of devices used in the circuit

• Custom design may improve the power

• Reduces VDD in non-critical paths and proper transistor sizing

• Use of multi-VT circuits

• Re-encoding of sequential circuits

1.4.3. Power reduction through architectural model

• Techniques for power management like shut down of unused blocks

• Architectures based on pipelining, parallelism etc.,

• Memory partitioning by enabling selective blocks

• Reduction in the numbers of global busses

• Instruction set minimization for easier decoding and execution

Figure 2. Power reduction design aspects.
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1.4.4. Power reduction by algorithm level

• Minimizing the number of operation and hence reduce the number of hardware resources

• Data coding for reduce the switching activity.

1.4.5. Power reduction through system integration

• Utilize low system clocks

• Use high level of integration

1.5. Power modelling

Numerous power components and their outcome must be identified to reduce power con-
sumption of certain circuit. Out of two power dissipation types, the maximum power dissipa-
tion relates to peak instantaneous current and the second type is average power dissipation.
Due to power line resistance, peak current affects the noise in supply voltage. This causes
heating of device and hence results in performance degradation. With a view on battery life
time, this average power dissipation becomes more important. The three important power
dissipation components are [1]

• Static power due to leakage current ILeak and other static component ISt due to the value of
the input voltage

• Dynamic power caused by the total output capacitance CL and short circuit current ISC,
during the switching transient

• Short circuit power dissipation

Thus the total power dissipation PT is

PT ¼ PSþ PDþ PSC

1.5.1. Static power dissipation

Static power dissipation is the power consumed during the standby mode of a design. CMOS
gates typically have some amount of sub-threshold leakage current even when gates are not
turned on. The drain to source leakage current is the main component of static power
consumption. The leakage power is a very small part of the overall power consumption. In
a typical chip 10% of the power consumed is leakage and 90% is dynamic power. So, clearly
the major concern is dynamic power dissipation. Figure 3 shows static power calculation
model.

Instantaneous power P tð Þ ¼ iDD tð ÞVDD (5)

Energy E ¼
ðT

0

p tð Þdt (6)
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E ¼
ðT

0

iDD tð ÞVDD dt (7)

Static power PS ¼ E=T (8)

PS ¼ 1=T
ðT

0

iDD tð ÞVDD dt (9)

1.5.2. Dynamic power dissipation

A dynamic power vector describes an event in which power is dissipated due to a signal
switching at the cell input during charging and discharging of load capacitance. Dynamic
power is further divided into switching power and internal power.

• Switching power

Switching power is dissipated when the load capacitance at the output of the cell is being
charged or discharged. The load capacitance is composed of interconnect capacitance and gate
capacitances. Switching activity of cells depend on the quantity of switching power. On the cell
output, if there are huge logic transitions, then switching power surges.

• Internal power

Within a cell, internal power is specifically consumed for charging and discharging cell capac-
itances. When logical transitions occur, Pmos and Nmos transistors are ON at the same time
for a short period. This causes a connection between Vdd and ground rails.

The power dissipation can be estimated by the load capacitance CL. This power loss is due to
the charging and discharging of load capacitance CL [1]. The average dynamic power PD is
required to charge and discharge a capacitance CL at a switching frequency fsw and equivalent
dynamic power calculation model is shown in Figure 4.

PD ¼ f sw

ðT

0

io tð ÞVo tð Þdt (10)

Figure 3. Static power calculation model.
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Assuming a logic gate goes through one complete charge/discharge cycle for every clock cycle,
suppose the system clock frequency is f.

Let fsw = Ef, where E is the energy transition activity factor.

Most gates do not switch every clock cycle,

PD ¼ E CL:VDD
2:f (17)

A clock has E = 1 because it rises and fall every cycle, but most data have a maximum energy
transition activity factor E = 0.5 because they transit only once every cycle.

The dynamic component of power consumption arises when the capacitive load CL of a CMOS
circuit is charged through PMOS transitions to make a voltage transition from 0 to 1, half of
which is stored in the output capacitor and half is dissipated in the PMOS device [2]. No

Figure 4. Equivalent circuits for dynamic power calculation.
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charge is drawn from the VDD during the 1 to 0 transition at the output. But the energy stored
in the capacitor is dissipated in the pull-down NMOS device shown in Figure 5. The main
cause of energy dissipation in CMOS circuits is due to charging and discharging of the node
capacitances. The power analysis chart is also shown in Figure 6.

1.6. Short circuit power dissipation

Short circuit current occurs during signal transitions when both the NMOS and PMOS are ON
and there is a direct path between Vdd and GND. Also called crowbar current, the total power
dissipation is more than 20% of total power. As clock frequency increases, transitions increases
and consequently short circuit power dissipation increases. It can be reduced by

• faster input and slower output

• Vdd < = Vtn + |Vtp|

So both NMOS and PMOS are not ON at the same time.

The short-circuit power dissipation is given by

PD ¼ Imean
∗ VDD (18)

For the input waveform shown in Figure 8, which depicts the short circuit in an unloaded inverter,

Figure 5. Energy per transition.

Figure 6. Power analysis chart, IRTS-2011.
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assuming that Vtn = � Vtp and βn = βp and that the behaviour is symmetrical around t2.

ð20Þ

With

ð21Þ

ð22Þ

ð23Þ

ð24Þ

Assuming an inverter without load,

ð25Þ

where tp is the period of the waveform.

The equation suggests that, depending on the input rise and fall times and β, the short circuit
current varies. For load inverters, on nodes, slow rise times significantly reduces (20%) SC
power dissipation. If power dissipation is a concern, then it is good if all the edges are kept
fast. Further increase in load capacitance significantly reduces the short circuit dissipation by
reduced capacitive dissipation PD.

1.7. Transition activity

The internal power and the capacitive load power are the two key components for dynamic
power dissipation in a complex design, like the internal node. The power in an internal node is
determined by the amount of the power dissipated by the internal capacitive nodes [3].
Sometimes, internal node short circuit power is also included in the node to calculate the
dynamic power at the internal node. So the dynamic power cannot be calculated by the simple
equation CLVDD

2f because MOS devices might not switch when the clock is switching. The
transition activity determines how often this transition occurs on a power. Considering capac-
itive node for N periods of time 0! 1 and 1! 0 transitions will occur. The transition activity E
determines how many low to high and high to low transitions occur at the output [4]. In other
words, the activity E represents the probability that a transition 0 ! 1 will occur during the
period T = 1/f. The average dynamic power of a complex design due to the output load
capacitance is given by
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PD ¼ E CL VDD
2f (26)

The internal power dissipation, due to internal nodes, the internal dynamic power of a cell is
given by

Pint�dyn ¼
X∝

i¼1

EiCiVi VDD f (27)

Due to charging and discharging the data changed from 1 to 0 or from 0 to 1 vice versa
between adjacent bus wires or on the same bus wire. This is classified into two types:

• Self-transition

• Coupling transition

1.7.1. Self-transition

A Self-transition (ST) is defined as a transition from 0! 1 or 1! 0 on bus with reference to the
previous data on it [5]. Energy transition analysis is shown in Table 1.

1.7.2. Coupling transition

A coupling transition (CT) is defined as a transition from 0! 1 or 1! 0, between two adjacent
bus wires [5]. The corresponding energy transition analysis is shown in Table 2.

1.8. Design parameter

The low power design work mainly focuses on estimating the dynamic power dissipation. In the
past, the major concern of the designer was about area, speed and cost. The secondary impor-
tance was provided for power considerations. In recent years, power has become as the primary

Table 1. Energy transition analysis for self-capacitance, Yan Zhang et al. 2002.
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design consideration. Several factors contribute to this trend like the growth of personal comput-
ing devices such as portable desktops, audio and video-based multimedia products and wireless
communication systems which demand high-speed computation and complex functionality
with low power consumption [6]. So there is a strong requirement for power consumption
reduction so as to reduce packaging and cooling cost and improve product reliability. When the
target is a low power application, a power analyser/estimator ranks the various design aspects,
thus helps in selecting the one that is potentially more effective from the power standpoint.

1.8.1. Two-dimensional design flow

A top-down two-dimensional ordinary VLSI design approach is illustrated in Figure 7. The
figure summarizes the flow of steps that are required to follow from a system-level specifica-
tion to the physical design. The approach is aimed to estimate the design parameters such as
the performance optimization and area minimization, as shown in Figures 8–10.

Table 2. Energy transition analysis for coupling capacitance, Yan Zhang et al. 2002.

Figure 7. Short circuit power calculation model.
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Figure 8. Short circuit behaviour of CMOS inverter without load.

Figure 9. Two-dimensional (2D) VLSI design flow.

Figure 10. Two-dimensional (2D) design parameter.
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1.8.2. Three-dimensional design flow

A three-dimensional top-down VLSI design approach is illustrated in Figure 11. The figure
summarizes the flow of steps that are required to follow from a system-level specification to
the physical design. The approach is aimed to estimate the design parameters at performance
optimization, area minimization and power optimization shown in Figure 12. In each of the
design levels, there are two important power factors, namely, power optimization and power
estimation. Power optimization is the process of obtaining the best design knowing the design
constraints and without violating design specifications. Power estimation is determined as the
process of computing power and energy dissipated with a definite percentage of precision and
at different stages of design process. This technique also estimates the outcome of several
optimization and design alterations on power at different levels of abstraction, as shown in
Figure 12. Design attains power optimization first and then does power estimation. But for
certain design, there is no specific design procedure. Each design might include a lot of low
power techniques and thus significantly reduce power dissipation. But certain combination of
low power designs can provide better result than certain other combination techniques. Usually

Figure 11. Three-dimensional (3D) VLSI design flow.
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power will be consumed due to transition activities as the capacitors gets charged and
discharged. So for higher level systems, power dissipation is preserved by shutdown of system
portions when not required and thus the transition activities are reduced (Figure 13).

1.9. Power estimation tool

Recently, complexity levels of device size and programmable devices have grown to amazing
complexity levels. Years ago, an average design had nearly twelve thousand gates. Presently,
there are hundreds of thousands and sometimes multimillion gates. So when size of design
increases, power consumption also increases. In the meantime, there is huge demand for
battery-powered systems, specifically, handheld devices which are constantly sensitive and
smaller to power usage. So it is clearly understood that in programmable logic devices design
power consumption cannot be ignored. This chapter deals more on power calculations using
Macros and is experimented using power tools. Prior to the power tools, other tools have been
used to provide the necessary input to the power tools. More importance is provided to the
tools specifically involved in low power estimation, which has been classified as power tools
and non-power tools.

Figure 12. Three-dimensional (3D) design parameter.

Figure 13. Relationship between different abstraction level and power estimation techniques.
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1.9.1. Non-power tool

Non-power tools include simulation tools, synthesis tools, layout tools, extraction tools and
waveform viewers.

1.9.2. Power tool

Varieties of power analysis tools are available to estimate the power of a design. Among them
are Xilinx, Tanner, Microwind, etc. These EDA power tools are very familiar and user-friendly.
The power products are tools that comprise a complete methodology for low power design.
Xilinx power tool XPower offers power analysis and optimization throughout the design cycle
(from RTL to the gate level). Tanner and Microwind are used for transistor-level analysis.
Analysing power early in the design cycle can significantly affect design quality. Design
modifications done at RTL level can get good results. Power tools used to calculate power
quickly as well as do measurements accurately. The following tools are used to calculate the
power at these levels.

a. Tanner EDA, Microwind: Transistor level

b. RTL Power Estimator: RTL level

c. Power Compiler: Gate level.

Power analysis and estimation is available throughout the design process, as shown in Figure 14.

• XPower analysis tool

Activity rates are the basis of Xilinx Power tool. They are defined by the rate at which a logic
element or net capacitance switches. Activity rates for dynamic calculations are expressed in

Figure 14. Power analysis flow chart.

Low Power Design Methodology
http://dx.doi.org/10.5772/intechopen.73729

61



power will be consumed due to transition activities as the capacitors gets charged and
discharged. So for higher level systems, power dissipation is preserved by shutdown of system
portions when not required and thus the transition activities are reduced (Figure 13).

1.9. Power estimation tool

Recently, complexity levels of device size and programmable devices have grown to amazing
complexity levels. Years ago, an average design had nearly twelve thousand gates. Presently,
there are hundreds of thousands and sometimes multimillion gates. So when size of design
increases, power consumption also increases. In the meantime, there is huge demand for
battery-powered systems, specifically, handheld devices which are constantly sensitive and
smaller to power usage. So it is clearly understood that in programmable logic devices design
power consumption cannot be ignored. This chapter deals more on power calculations using
Macros and is experimented using power tools. Prior to the power tools, other tools have been
used to provide the necessary input to the power tools. More importance is provided to the
tools specifically involved in low power estimation, which has been classified as power tools
and non-power tools.

Figure 12. Three-dimensional (3D) design parameter.

Figure 13. Relationship between different abstraction level and power estimation techniques.

Very-Large-Scale Integration60

1.9.1. Non-power tool

Non-power tools include simulation tools, synthesis tools, layout tools, extraction tools and
waveform viewers.

1.9.2. Power tool

Varieties of power analysis tools are available to estimate the power of a design. Among them
are Xilinx, Tanner, Microwind, etc. These EDA power tools are very familiar and user-friendly.
The power products are tools that comprise a complete methodology for low power design.
Xilinx power tool XPower offers power analysis and optimization throughout the design cycle
(from RTL to the gate level). Tanner and Microwind are used for transistor-level analysis.
Analysing power early in the design cycle can significantly affect design quality. Design
modifications done at RTL level can get good results. Power tools used to calculate power
quickly as well as do measurements accurately. The following tools are used to calculate the
power at these levels.

a. Tanner EDA, Microwind: Transistor level

b. RTL Power Estimator: RTL level

c. Power Compiler: Gate level.

Power analysis and estimation is available throughout the design process, as shown in Figure 14.

• XPower analysis tool

Activity rates are the basis of Xilinx Power tool. They are defined by the rate at which a logic
element or net capacitance switches. Activity rates for dynamic calculations are expressed in

Figure 14. Power analysis flow chart.

Low Power Design Methodology
http://dx.doi.org/10.5772/intechopen.73729

61



frequency. The activity rate might be relative to clock and hence net or logic element might
switch at any fraction of the clock frequency. Thus the main use of activity rate is in the
recalculation of power and could be easily achieved by varying system clock frequency. So
simulation data could be used, and this saves time. Also Xilinx Power supports several
numbers of input clocks. Expressed in percentage scale, 100% activity rate means that standard
signal state changes once every clock cycle. Switching rate will be the activity rate if net and
logic are not clock sync (Figures 15–22).

• Microwind

This software tool is dedicated to microelectronics and nanotechnology. The microwind soft-
ware allows the designer to simulate and design an integrated circuit at physical description
level. It provides innovative EDA solutions to the analog, digital and mixed-signal IC market.
With MOS characteristic viewer, mix signal simulator, in-built layout editing tools, it is easier
to complete design process. Microwind unifies netlist extraction, pattern-based simulator,
layout compilation, SPICE extraction of schematic, Verilog extractor, schematic entry on layout

Figure 15. Power output calculation using XPower.
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mix-signal circuit simulation, sign-off correlation, BSIM4 tutorial on MOS devices, cross-
sectional and 3D viewer to deliver matchless architecture productivity and performance.

• Tanner EDA Tool

Tanner tool is a suite of tools to perform spice analysis for analog integrated circuits. Following
are the Tanner tool engine machines:

1. Schematic Edit (S-EDIT)

2. Simulation Edit (T-EDIT)

3. Waveforms Edit (W-EDIT)

4. Layout Edit (L-EDIT)

Figure 16. Simulation of digital CMOS circuits.

Figure 17. Power calculation of digital CMOS circuits.
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Figure 15. Power output calculation using XPower.
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mix-signal circuit simulation, sign-off correlation, BSIM4 tutorial on MOS devices, cross-
sectional and 3D viewer to deliver matchless architecture productivity and performance.
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Figure 16. Simulation of digital CMOS circuits.

Figure 17. Power calculation of digital CMOS circuits.
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The Tanner engine tools are used to design and simulate new ideas in analog-integrated circuits;
this saves time and cost of chip fabrication.

1.10. Conclusion

In CMOS circuits, most of the power dissipates through dynamic power dissipation than static
power dissipation. In CMOS circuits, static power dissipation is in the range of nano watts. The
most significant source of dynamic power dissipation is caused by transition activities of the
circuits. A higher operating frequency leads to more transition activities in the circuits and
results in increased power dissipation. Using proper encoding techniques may reduce switching
activity in the circuit. This will reduce the overall transition activity. Hence, the dynamic power
dissipation can be reduced in VLSI circuits effectively.

Figure 19. Tanner S-Edit schematic capture.

Figure 18. Layout of digital CMOS circuits.
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Figure 21. Tanner waveform viewer.

Figure 20. T-spice simulation.

Figure 22. L-Edit IC layout.
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Abstract

It is shown that cast targets of highly pure refractory metals like W, Mo, Ti, Ta, Co, etc. 
and their compounds can be produced by means of a set of vacuum-metallurgical tech-
niques—by vacuum high-frequency levitation, EB floating zone melting, EB melting, and 
electric arc vacuum melting as well as chemical purifying by ion exchange and halides. 
The cast refractory metal targets are extremely pure and chemically homogeneous. For 
magnetron sputtering and laser ablation, the cast silicide targets are also produced. The 
study reveals the possibilities and conditions of depositing the silicides and titanium-
tungsten barrier layers by both the laser evaporation and magnetron sputtering. The 
physical and structural parameters as well as a trace impurity composition of sputtered 
metals and deposited thin films are studied by grazing-beam incidence X-ray diffraction, 
Auger electron spectroscopy, Rutherford backscattering of helium ions, mass spectrom-
etry with inductively coupled plasma, etc.

Keywords: EB vacuum melting, target, magnetron sputtering, laser ablation, thin films, 
resistivity, refractory metals

1. Introduction

The application of thin films of pure Al and Al doped with Si (1 at.% Si) seems to be useful 
for the production of thin films for integrated circuits with dimensions of about 2 μm. A 
further reduction of dimensions to less than 1 μm and decreasing the p-n transition to 0.3 μm  
increase demands for parameters/operation conditions and necessitate a search for more 
reliable constructive and technological designs of the metallization including the contact 
units. Hence, ultra-purity is a term increasingly being applied to refractory metals [1–3]. Not 
only applications in the electronic industry but also their use as superconducting materials 
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or applications in the nuclear industry call for refractory metals and their alloys of utmost 
purity. The most intensive impact on ultra-purity of refractory metals is presently exerted by 
the electronic industry for VLSI applications [4–6]. In a word, VLSI means miniaturization. 
The goal of VLSI development is to find ways to pack as many tiny electronic components 
as possible into the smallest possible space. Often, smaller circuits also operate faster and, 
ultimately, drastically cut the overall cost of computation, opening up new possibilities for 
applications. Continued evolution of ever smaller devices has aroused a renewed interest in 
the development of new metallization processes for low resistivity gates, interconnections, 
and ohmic contacts. Al, W, and Mo are notable among the metals proposed for gate and 
interconnection metallization. The use of Al, however, requires all postgate processing of 
devices to be limited to very low temperatures, preferably below 500°C. The use of refractory 
metals, such as W and Mo, requires a complete passivation of these metals against oxidizing 
environments, a deposition by means that will not lead to unwanted traps in the gate oxide, 
and reliable etching of metals for pattern generation. Uncertainties associated with the stabil-
ity of these metal films have led to a search for alternatives. As a rule, the different compo-
nents deposited onto the Si substrate by different sputtering/evaporation methods must be 
ultrapure, especially with respect to trace contaminants listed in Table 1 where the impurity 
compositions are represented for refractory metals studied in this chapter. The wide variety 
of applications of ultrahigh purity refractory metals as sputter targets in microelectronics is 
really impressive. A great number of companies compete to offer ultrapure refractory metal 
materials for sputter targets. Materials presently in the microelectronics use are W/Ti, Mo, 
MoSi2, WSi2, TaSi2, TiSi2, etc. As a rule, different components must be ultrapure, especially 
with respect to “mobile ions” (Li+, Na+, K+, Ca+, and Mg+). With increasing miniaturization, 
an intrinsic radioactivity also exerts harmful effects; therefore, various components must be 
“free” of U and Th contamination. Nonmetals (O, N, H, and C) are detrimental too, as are 
impurities of Fe, Co, and Ni, for certain applications. However, information on analytical 
methods used for a chemical characterization of such materials as well as on metallurgical 
techniques used for a preparation of materials is extremely scarce or sometimes also mislead-
ing. It is known that a metal gate cannot withstand to the oxidizing annealing ambient and 
a source-drain formation by ion implantation is difficult because of the channeling of dop-
ing ions through the gate metal during ion implantation. In the process developed for MOS 
VLSI fabrication, W is used as the gate metal because a degradation of SiO2 by annealing a 
Me/SiO2/Si structure at about 1000°C can be minimized. An oxidation of W is prevented by 
a moist hydrogen atmosphere during annealing. Si is also oxidized in the similar ambient. 
The most effective solution for VLSI is by applying barrier layers, such as Ti/W thin lay-
ers, nitrides, or silicides of refractory metals. The use of barrier layers requires a rational 
technique for their deposition as well as the materials of an optimal chemical composition. 
Even using Ti/W thin films as both barrier and conducting layers, the most suitable and 
advanced deposition technique is the magnetron sputtering, which is widely employed in 
commercial microelectronics. Thin films of Ti/W quasi-alloys as diffusion barriers for metal 
contacts on Si are used very intensively in the last decades. The W in this composition is sup-
posed to serve as an interlayer diffusion barrier and the Ti as both a deoxidizer and a stopper 
of the grain boundary diffusion. The well-known channeling is stopped by forming a thin 
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Impurity Mo Ti Ta W Nb V Zr Hf Co Ni

C 0.1 30.0 30.0 4.0 40.0 20/0 50.0 50.0 10.0 0.5

O 0.5 400.0 5.0 1.0 5.0 200.0 100.0 10.0 20.0 –

H 0.2 – 2.0 0.1 1.0 – – – 1.0 –

N 0.05 5.0 5.0 5.0 5.0 5.0 5.0 5.0 7.0 –

Fe 0.5 10.0 0.5 1.0 0.5 8.0 300.0 3 50.0 0.1

Al 0.03 5.0 2.0 0.04 2.0 20.0 10.0 0.05 10.0 0.1

Cu 0.6 0.4 0.6 0.3 0.5 0.08 300.0 4 10.0 0.1

Ni 0.2 10.0 3.0 1.0 5.0 0.3 100.0 0.3 370.0 Matrix

Ti 0.2 Matrix 3.0 – 3.0 0.3 – 2.0 10.0 0.2

Si 0.3 0.6 1.0 0.04 5.0 2.0 1.0 0.5 15.0 1.0

S 0.3 0.2 0.2 0.1 5.0 2.0 – – 10.0 –

P 1.0 1.0 1.0 0.5 1.0 0.5 – – 5.0 –

Nb 2.0 2.0 30.0 1.0 Matrix 0.2 – – 4.0 1.0

W 20.0 100.0 2.0 Matrix 30.0 0.3 – 0.3 10.0 1.0

Co – – 0.2 – 2.0 0.3 – – Matrix 0.1

Mo Matrix – 0.2 0.5 4.0 – 0.3 0.5 10.0 1.0

Ta 2.0 – Matrix 1.0 50.0 30.0 – – 5.0 1.0

Cr – 0.3 0.3 – 0.5 0.3 5.0 1.0 10.0 0.1

Cd 1.0 0.7 0.3 0.1 0.3 0.2 – – 0.1 0.2

Mg – 0.5 0.2 0.1 1.0 2.0 10.0 0.1 10.0 0.1

K 0.4 8.0 1.0 0.02 1.0 1.0 1.0 – 1.0 0.3

Na 0.2 – – 0.01 – – 10.0 – 1.0 –

Li – – – – – – 10.0 – 1.0 –

Ca 1.0 1.0 0.3 1.0 1.0 1.0 1.0 1.0 10.0 0.1

Sb 1.0 0.7 0.3 1.0 0.3 0.5 1.0 – 1.0 –

Mn 0.2 0.3 0.3 0.03 0.3 0.1 1.0 0.1 10.0 0.1

Zr 0.3 0.3 0.3 – 0.3 0.3 Matrix 5.0 10.0 –

As 0.2 0.5 0.3 0.3 0.3 0.2 0.3 – 1.0 0.1

Pb 2.0 4.0 1.0 1.0 1.0 1.0 1.0 1.0 10.0 –

Zn 0.7 0.4 0.3 0.3 0.3 0.3 0.3 0.1 1.0 –

Sn 1.0 – 0.3 1.0 0.3 – 0.3 1.0 1.0 –

Bi – – 0.3 1.0 0.3 – – – 10.0 –
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layer of BPSG or WOx on the W [4]. Because barrier layers in integrated circuits simultane-
ously serve as conducting layers, it is very important to have all possible information on their 
physical characteristics. However, electric characteristics of Ti/W contacts to Si, which have 
naturally to be dependent on the film stoichiometry, structure, and purity of Ti/W thin films, 
are not studied in a whole concentration range in the Ti/W system. The only experimental 
data available are results for Ti/W alloys with a mean content of 10–30 at.% W because these 
quasi-alloys are supposed to be optimal ones for microelectronics. Other problems aroused 
are connected with the preparation of sputter targets of a known chemical composition and 
required purity. A preparation of targets by the powder metallurgy (PM) techniques when 
compacted targets are manufactured using procedures such as powder mixing, hot press-
ing, hot rolling, and annealing is fraught with the contamination by a considerable amount 
of impurities, especially gas-forming ones. Thus, it can be said that the impurity content in 
targets prepared by PM techniques is predetermined by the preparation technique itself. As 
a result, there exists a possibility of a strong instability of the sputtering process due to an 
intensive gas release from the compacted powder target and even unpredictable fracture of 
sputtering components because of the explosive-like gas release at higher temperatures. It 
seems that a solution of this problem is in the combination of high-pressure techniques and 
in situ high-temperature annealing of PM compacted targets in a high vacuum [7]. Such a 
complex procedure allows one to produce PM compacted targets with a density which is 
nearly equal to the tabulated one of the material. An alternative to PM techniques is the use 
of cast targets produced from high-purity cast refractory metals without contaminating pro-
cedures like open-air hot pressing or hot rolling [8]. When it is necessary to prepare thin films 
of alloys, targets composed of cast metal blocks or co-sputtering of several cast metal targets 
can be used. It is known that TiW alloys cannot be produced by conventional melting proce-
dures because of the great difference of their melting temperatures of both components. The 
sputtering or co-sputtering of cast metal targets seems to be the most promising ones owing 
to their flexibility and reliability, i.e., it is possible to obtain any necessary chemical composi-
tion of films due to the wide choice of compositions of “mosaic” targets, as well as deposition 
rates of each metal component during co-sputtering. One of the sections in the chapter will 
be discussing the experimental results of studies of the deposition of Ti/W thin films with dif-
ferent Ti/W ratios, made by magnetron sputtering of two cast metal targets, as well as of the 
dependence of the electrical resistivity on the Ti/W ratio. In other sections results of a deposi-
tion of thin films of other high-purity refractory elemental metals like Mo, W, Ti, and Co will 
be presented as well as the preparation of cast disilicide targets and deposition of thin films 
of disilicides for diffusion barriers of a high physical quality.

Impurity Mo Ti Ta W Nb V Zr Hf Co Ni

V 0.5 1.0 1.0 0.4 1.0 Matrix 1.0 1.0 10.0 –

U 0.005 0.006 – 0.005 – – – – 0.005 0.05

Th 0.005 0.006 – 0.005 – – – – 0.005 0.05

Table 1. Trace impurities in refractory metals participating in these studies.
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2. Production of highly pure refractory targets and thin films

2.1. Purification of refractory metals

Naturally, in order to prepare highly pure sputter targets, the purest initial refractory met-
als are selected. For example, to produce the purest Ti sponge, the last versions of the Kroll 
process are included. Then a Ti sponge is elaborated with effective vacuum metallurgy tech-
niques resulting highly pure metal Ti. In general, the basic way of a controlled purification of 
refractory metals from gas-forming interstitials and metal impurities is high-temperature vac-
uum melting or annealing. During this process the dissolved atoms of these impurities diffuse 
to the metal surface and desorb from it. According to modern representations [9, 10], the pro-
cess of evolution of dissolved gas-forming atoms from the bulk of liquid metals to a vacuum 
consists of three successive stages: (a) a diffusion to the surface of the melt, (b) a transition 
through the interface to an adsorbed state, and (c) a surface recombination of adsorbed atoms 
with a formation and further desorption of diatomic molecules. Stage (c) in this chain is essen-
tially nonlinear. Mechanisms of the O evolution depend on the metal nature and consist of the 
direct desorption of adsorbed O atoms in the atomic state and of the formation and further 
desorption of metal oxides of different stoichiometries. On the basis of principles of an evapo-
ration deoxidation, the high-temperature behavior of O in refractory metals in vacuum can 
be roughly divided into three types. Ti, V, and Cr are characterized by a practically complete 
absence of the evaporation of O and metal oxides, because O in these metals is strongly bound 
with a metal matrix and has a very high thermal stability. The vapor pressure of the matrix 
metal (Ti, V, Cr) is much higher than other oxides of these metals. Mo and W are characterized 
by a high excess of the metal oxide vapor pressure above the metal vapor pressure; therefore 
dissolved and then chemosorbed O desorbs either independently or as metal oxides. Nb, Ta, 
Zr, and Hf behave intermediately. It seems that one has an opportunity for a preliminary 
estimate of the O behavior at the high-temperature vacuum treatment of both solid and liquid 
metals. A very different situation exists for C atoms which are strongly bound with metal 
and do not desorb independently. The basis of C evolution to vacuum is an interaction of O 
and C on the metal surface and further desorption in the form of gaseous CO. Naturally, it is 
very important to collect theoretical and experimental data on the behavior of such nonmetal 
impurities as O and C, because this information is a basis for the development of the com-
mercial metallurgical technologies of the production of the high-purity refractory metals for 
microelectronics. A complex study has been fulfilled which allows one to establish the kinetic 
connection between the behavior of the mean concentrations of O and C. The dependence of 
this connection was studied on initial contents of gas-forming interstitials in liquid metals, as 
well as on the temperature, gaseous phase, and “diffusional transparency” of liquid metals. 
It has been shown that critical concentrations exist which are typical of each refractory metal. 
Below this critical concentration, O does not react with C, and the concentration of the latter 
during vacuum treatment remains constant. Experiments are also made, which demonstrated 
a high possibility of producing high-purity refractory metals. It has been shown that the “dif-
fusional transparency,” when diffusion does not influence chemical processes in liquid met-
als, can be realized in both vacuum levitation crucible-less melting and electron beam floating 
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layer of BPSG or WOx on the W [4]. Because barrier layers in integrated circuits simultane-
ously serve as conducting layers, it is very important to have all possible information on their 
physical characteristics. However, electric characteristics of Ti/W contacts to Si, which have 
naturally to be dependent on the film stoichiometry, structure, and purity of Ti/W thin films, 
are not studied in a whole concentration range in the Ti/W system. The only experimental 
data available are results for Ti/W alloys with a mean content of 10–30 at.% W because these 
quasi-alloys are supposed to be optimal ones for microelectronics. Other problems aroused 
are connected with the preparation of sputter targets of a known chemical composition and 
required purity. A preparation of targets by the powder metallurgy (PM) techniques when 
compacted targets are manufactured using procedures such as powder mixing, hot press-
ing, hot rolling, and annealing is fraught with the contamination by a considerable amount 
of impurities, especially gas-forming ones. Thus, it can be said that the impurity content in 
targets prepared by PM techniques is predetermined by the preparation technique itself. As 
a result, there exists a possibility of a strong instability of the sputtering process due to an 
intensive gas release from the compacted powder target and even unpredictable fracture of 
sputtering components because of the explosive-like gas release at higher temperatures. It 
seems that a solution of this problem is in the combination of high-pressure techniques and 
in situ high-temperature annealing of PM compacted targets in a high vacuum [7]. Such a 
complex procedure allows one to produce PM compacted targets with a density which is 
nearly equal to the tabulated one of the material. An alternative to PM techniques is the use 
of cast targets produced from high-purity cast refractory metals without contaminating pro-
cedures like open-air hot pressing or hot rolling [8]. When it is necessary to prepare thin films 
of alloys, targets composed of cast metal blocks or co-sputtering of several cast metal targets 
can be used. It is known that TiW alloys cannot be produced by conventional melting proce-
dures because of the great difference of their melting temperatures of both components. The 
sputtering or co-sputtering of cast metal targets seems to be the most promising ones owing 
to their flexibility and reliability, i.e., it is possible to obtain any necessary chemical composi-
tion of films due to the wide choice of compositions of “mosaic” targets, as well as deposition 
rates of each metal component during co-sputtering. One of the sections in the chapter will 
be discussing the experimental results of studies of the deposition of Ti/W thin films with dif-
ferent Ti/W ratios, made by magnetron sputtering of two cast metal targets, as well as of the 
dependence of the electrical resistivity on the Ti/W ratio. In other sections results of a deposi-
tion of thin films of other high-purity refractory elemental metals like Mo, W, Ti, and Co will 
be presented as well as the preparation of cast disilicide targets and deposition of thin films 
of disilicides for diffusion barriers of a high physical quality.

Impurity Mo Ti Ta W Nb V Zr Hf Co Ni

V 0.5 1.0 1.0 0.4 1.0 Matrix 1.0 1.0 10.0 –

U 0.005 0.006 – 0.005 – – – – 0.005 0.05

Th 0.005 0.006 – 0.005 – – – – 0.005 0.05

Table 1. Trace impurities in refractory metals participating in these studies.
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2. Production of highly pure refractory targets and thin films

2.1. Purification of refractory metals

Naturally, in order to prepare highly pure sputter targets, the purest initial refractory met-
als are selected. For example, to produce the purest Ti sponge, the last versions of the Kroll 
process are included. Then a Ti sponge is elaborated with effective vacuum metallurgy tech-
niques resulting highly pure metal Ti. In general, the basic way of a controlled purification of 
refractory metals from gas-forming interstitials and metal impurities is high-temperature vac-
uum melting or annealing. During this process the dissolved atoms of these impurities diffuse 
to the metal surface and desorb from it. According to modern representations [9, 10], the pro-
cess of evolution of dissolved gas-forming atoms from the bulk of liquid metals to a vacuum 
consists of three successive stages: (a) a diffusion to the surface of the melt, (b) a transition 
through the interface to an adsorbed state, and (c) a surface recombination of adsorbed atoms 
with a formation and further desorption of diatomic molecules. Stage (c) in this chain is essen-
tially nonlinear. Mechanisms of the O evolution depend on the metal nature and consist of the 
direct desorption of adsorbed O atoms in the atomic state and of the formation and further 
desorption of metal oxides of different stoichiometries. On the basis of principles of an evapo-
ration deoxidation, the high-temperature behavior of O in refractory metals in vacuum can 
be roughly divided into three types. Ti, V, and Cr are characterized by a practically complete 
absence of the evaporation of O and metal oxides, because O in these metals is strongly bound 
with a metal matrix and has a very high thermal stability. The vapor pressure of the matrix 
metal (Ti, V, Cr) is much higher than other oxides of these metals. Mo and W are characterized 
by a high excess of the metal oxide vapor pressure above the metal vapor pressure; therefore 
dissolved and then chemosorbed O desorbs either independently or as metal oxides. Nb, Ta, 
Zr, and Hf behave intermediately. It seems that one has an opportunity for a preliminary 
estimate of the O behavior at the high-temperature vacuum treatment of both solid and liquid 
metals. A very different situation exists for C atoms which are strongly bound with metal 
and do not desorb independently. The basis of C evolution to vacuum is an interaction of O 
and C on the metal surface and further desorption in the form of gaseous CO. Naturally, it is 
very important to collect theoretical and experimental data on the behavior of such nonmetal 
impurities as O and C, because this information is a basis for the development of the com-
mercial metallurgical technologies of the production of the high-purity refractory metals for 
microelectronics. A complex study has been fulfilled which allows one to establish the kinetic 
connection between the behavior of the mean concentrations of O and C. The dependence of 
this connection was studied on initial contents of gas-forming interstitials in liquid metals, as 
well as on the temperature, gaseous phase, and “diffusional transparency” of liquid metals. 
It has been shown that critical concentrations exist which are typical of each refractory metal. 
Below this critical concentration, O does not react with C, and the concentration of the latter 
during vacuum treatment remains constant. Experiments are also made, which demonstrated 
a high possibility of producing high-purity refractory metals. It has been shown that the “dif-
fusional transparency,” when diffusion does not influence chemical processes in liquid met-
als, can be realized in both vacuum levitation crucible-less melting and electron beam floating 

High-purity Refractory Metals for Thin Film Metallization of VLSI
http://dx.doi.org/10.5772/intechopen.69126

71



zone melting because transport limitations can be removed by the constant renewal of the 
reaction surface. As for purifying refractory metals from metal impurities, it is important to 
emphasize that melting temperatures of refractory metals are high enough comparing with 
ones of many dissolved metal impurities in refractory matrixes. During high-temperature 
vacuum melting or annealing of refractory metals, dissolved atoms of gas-forming and metal-
lic impurities diffuse to the metal surface and desorb from it. It means that there are optimal 
conditions for vacuum evaporation of metal impurities because their vapor pressure becomes 
very high at Tm of refractory metals. Optimal conditions of a vacuum refining have been iden-
tified and demonstrated a possibility of the production of Mo, W, Ti, Co, and other refractory 
metals having low contents of O and C (about 10−6 at.%) [11–16]. The opportunity has been 
demonstrated of the preparation of high-purity refractory metals, when contents of both C 
and O are at the determination level of the analytical techniques, such as deuteron activation, 
fast neutron activation, and mass spectrometry with inductively coupled plasma. The rela-
tionship between the purity of refractory metals and physical quality of deposited thin films 
was studied depending on the magnetron and laser sputtering conditions. This is not surpris-
ing since only gradually is it realized by scientific community dealing with these materials 
that the preparation of ultrapure refractory metals might be less difficult than a suitable and 
thorough trace chemical characterization. It is obvious that the analytic data at the ppb level 
are difficult to obtain and that interlaboratory comparisons exhibit a scatter of values, which is 
inversely proportional to the concentration level. This is a natural phenomenon symbolizing 
the state of the art of the analytical characterization of materials and should not be interpreted 
as an incompetency of analytical laboratories involved. Figure 1 gives a rough estimate of the 
situation experienced by participants in many round robins analyses. However, a scatter of 
analytical round robin results, especially, on the ppb level of analysis is very hard—discrep-
ancies between results of same samples but at different labs could achieve 100% and more. 
This is not too surprising that a scientific community has to understand gradually and to 

Figure 1. Scatter of round robin results at the trace and ultra-trace levels as a function of concentration levels of trace 
components.
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realize when dealing with these metals that the preparation of ultrapure refractory metals 
might be less problematic than its elemental characterization [2, 3]. Analytic measurements at 
the ppm and ppb levels are difficult to obtain, and that interlaboratory comparisons exhibit 
a scatter of values, which is inversely proportional to a concentration level. This is a natural 
phenomenon symbolizing the state of the art of the analytical characterization of materials 
and should not be interpreted as an incompetency of analytical laboratories involved.

2.2. Technologies for production of refractory metals

Three main metallurgical procedures are developed to produce cast refractory metals of high 
purity for magnetron targets. Procedure #1 is the complex technology for producing elemental 
metal ingots/targets and bimetallic targets (e.g., Mo/Cu). It consisted of multiple electron beam 
(EB) vacuum melting of PM compacted blanks of refractory metals, hot pressing, hot rolling, 
electrochemical etching, electrochemical plating, high-pressure vacuum diffusion welding at 
high temperatures, machining, etc. Then the bimetallic Mo/Cu targets can be made of the Mo 
sheet and copper base joined together by vacuum diffusion welding. The upper high-purity 
Mo sheet of bimetallic Mo/Cu targets serves as a sputter material, whereas the Cu base serves 
as a heat-conducting material. Similar experiments are successfully done on other metal pairs 
such as Mo/Cu, W/Cu, Nb/Cu, NiV/Cu, etc. However, the most reliable results are obtained 
at the production of Mo/Cu. In spite of the lack of a reliable experience of using such targets 
in commercial sputter setups before, with this technology, hundreds of bimetallic targets are 
produced for several commercial microelectronics companies in Russia. Procedure #2 consists 
of multiple EB melting of PM compacted blanks in a vacuum of 1 ×10−6 Torr. Sometimes, the 
poly- and single-crystalline rods of EB floating zone melting can be used because they are 
much purer than PM sintered blanks. Two types of water-cooled copper molds, vertical and 
horizontal, are used for melting and solidification of round ingots of 80–150 mm in diam-
eter and 1.300 mm length and flat ingots of sizes 35×100×1300 mm. Then ingots are carefully 
deformed and/or machined to get sputter targets. The rectangular and cylindrical molds are 
used to produce disks or plates of different sizes and diameters (80–210 mm). Procedure #3 
is a duplex process, e.g., it consists of multiple EB vacuum melting and/or electric arc vac-
uum melting [16]. The liquid metal in the mold of the electric arc vacuum setup is intensively 
stirred by the electromagnetic field of the powerful electromagnetic solenoid. Thus, in this 
combination, EB vacuum melting is used mainly for a vacuum purification of liquid metals 
from gas-forming interstitials and metallic impurities, while electric arc vacuum melting is 
used mainly to produce ingots with a fine-grained macrostructure (this combination of tech-
niques was used mainly for producing W or Mo).

2.3. Sputter of targets and deposition of thin films of refractory metals

Micro-metallurgy aspects imply a study of the magnetron sputtering and deposition of thin 
films and to study an influence of some parameters of the thin-film metallization on physical 
properties of deposited metal films. Refractory metal films are deposited on Si(100) wafers of 
10–20 Ω cm with/without a thin film (about 0.3 μm) of SiO2 at room temperature. The Si sub-
strates are cleaned chemically prior to be loaded into the magnetron sputter apparatus. For 
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zone melting because transport limitations can be removed by the constant renewal of the 
reaction surface. As for purifying refractory metals from metal impurities, it is important to 
emphasize that melting temperatures of refractory metals are high enough comparing with 
ones of many dissolved metal impurities in refractory matrixes. During high-temperature 
vacuum melting or annealing of refractory metals, dissolved atoms of gas-forming and metal-
lic impurities diffuse to the metal surface and desorb from it. It means that there are optimal 
conditions for vacuum evaporation of metal impurities because their vapor pressure becomes 
very high at Tm of refractory metals. Optimal conditions of a vacuum refining have been iden-
tified and demonstrated a possibility of the production of Mo, W, Ti, Co, and other refractory 
metals having low contents of O and C (about 10−6 at.%) [11–16]. The opportunity has been 
demonstrated of the preparation of high-purity refractory metals, when contents of both C 
and O are at the determination level of the analytical techniques, such as deuteron activation, 
fast neutron activation, and mass spectrometry with inductively coupled plasma. The rela-
tionship between the purity of refractory metals and physical quality of deposited thin films 
was studied depending on the magnetron and laser sputtering conditions. This is not surpris-
ing since only gradually is it realized by scientific community dealing with these materials 
that the preparation of ultrapure refractory metals might be less difficult than a suitable and 
thorough trace chemical characterization. It is obvious that the analytic data at the ppb level 
are difficult to obtain and that interlaboratory comparisons exhibit a scatter of values, which is 
inversely proportional to the concentration level. This is a natural phenomenon symbolizing 
the state of the art of the analytical characterization of materials and should not be interpreted 
as an incompetency of analytical laboratories involved. Figure 1 gives a rough estimate of the 
situation experienced by participants in many round robins analyses. However, a scatter of 
analytical round robin results, especially, on the ppb level of analysis is very hard—discrep-
ancies between results of same samples but at different labs could achieve 100% and more. 
This is not too surprising that a scientific community has to understand gradually and to 
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realize when dealing with these metals that the preparation of ultrapure refractory metals 
might be less problematic than its elemental characterization [2, 3]. Analytic measurements at 
the ppm and ppb levels are difficult to obtain, and that interlaboratory comparisons exhibit 
a scatter of values, which is inversely proportional to a concentration level. This is a natural 
phenomenon symbolizing the state of the art of the analytical characterization of materials 
and should not be interpreted as an incompetency of analytical laboratories involved.

2.2. Technologies for production of refractory metals

Three main metallurgical procedures are developed to produce cast refractory metals of high 
purity for magnetron targets. Procedure #1 is the complex technology for producing elemental 
metal ingots/targets and bimetallic targets (e.g., Mo/Cu). It consisted of multiple electron beam 
(EB) vacuum melting of PM compacted blanks of refractory metals, hot pressing, hot rolling, 
electrochemical etching, electrochemical plating, high-pressure vacuum diffusion welding at 
high temperatures, machining, etc. Then the bimetallic Mo/Cu targets can be made of the Mo 
sheet and copper base joined together by vacuum diffusion welding. The upper high-purity 
Mo sheet of bimetallic Mo/Cu targets serves as a sputter material, whereas the Cu base serves 
as a heat-conducting material. Similar experiments are successfully done on other metal pairs 
such as Mo/Cu, W/Cu, Nb/Cu, NiV/Cu, etc. However, the most reliable results are obtained 
at the production of Mo/Cu. In spite of the lack of a reliable experience of using such targets 
in commercial sputter setups before, with this technology, hundreds of bimetallic targets are 
produced for several commercial microelectronics companies in Russia. Procedure #2 consists 
of multiple EB melting of PM compacted blanks in a vacuum of 1 ×10−6 Torr. Sometimes, the 
poly- and single-crystalline rods of EB floating zone melting can be used because they are 
much purer than PM sintered blanks. Two types of water-cooled copper molds, vertical and 
horizontal, are used for melting and solidification of round ingots of 80–150 mm in diam-
eter and 1.300 mm length and flat ingots of sizes 35×100×1300 mm. Then ingots are carefully 
deformed and/or machined to get sputter targets. The rectangular and cylindrical molds are 
used to produce disks or plates of different sizes and diameters (80–210 mm). Procedure #3 
is a duplex process, e.g., it consists of multiple EB vacuum melting and/or electric arc vac-
uum melting [16]. The liquid metal in the mold of the electric arc vacuum setup is intensively 
stirred by the electromagnetic field of the powerful electromagnetic solenoid. Thus, in this 
combination, EB vacuum melting is used mainly for a vacuum purification of liquid metals 
from gas-forming interstitials and metallic impurities, while electric arc vacuum melting is 
used mainly to produce ingots with a fine-grained macrostructure (this combination of tech-
niques was used mainly for producing W or Mo).

2.3. Sputter of targets and deposition of thin films of refractory metals

Micro-metallurgy aspects imply a study of the magnetron sputtering and deposition of thin 
films and to study an influence of some parameters of the thin-film metallization on physical 
properties of deposited metal films. Refractory metal films are deposited on Si(100) wafers of 
10–20 Ω cm with/without a thin film (about 0.3 μm) of SiO2 at room temperature. The Si sub-
strates are cleaned chemically prior to be loaded into the magnetron sputter apparatus. For 
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depositing thin films of metals, magnetron sputter apparatuses of two kinds are used: (a) the 
magnetron sputter system with the planetary arrangement of Si substrates for thin film depos-
iting and (b) the conveyer system when Si substrates are deposited during traveling through 
different chambers of the apparatus. A special care is taken to exclude such contaminants as O, 
C, and alkaline metals from the apparatus environment. A vacuum at the sputter vessel is about 
10−6 Torr prior to sputtering. Magnetron targets are cleaned preliminary for 40 min in vacuum. 
During sputtering, the vessel is filled with Ar of high purity to a pressure of about 10−3 Pa. The 
relative atomic impurity concentration of Ar is less than 3×10−6 %. Before sputtering, a heating 
of Si wafers to 250–300°C is carried out. It has been found that such a procedure is sufficient to 
produce a clean surface. The deposition rate is practically proportional to the sputtering power 
for high-purity refractory metals at a constant pressure in a sputtering vessel (Figure 2).

As-deposited films are annealed in vacuum. The sputter rate and layer thickness are controlled 
with the microprocessor and profilometer, respectively. The electrical resistivity of films is 
measured using a standard four-point probe. Generally speaking, film properties are affected 
not only by a deposition process as a whole but also by an initial quality of sputter targets. 
The specific resistivity of cast metal targets and thin films of highly pure refractory metals are 
shown in Table 2. It is well known that the specific resistivity of refractory metals is an inte-
gral characteristic of their purity. To study the influence of macro-metallurgical procedures, 

Condition Metal

Mo W V Nb Ta Ti Zr Hf

Film 5.17 15.0 27.1 17.4 16.8 49.2 41.8 48.3

Target 5.2 5.5 25.0 – 12.7 41.7 – –

Table 2. Specific resistivity of films and cast metal targets produced of highly pure refractory metals.

Figure 2. Dependence of a sputter rate for refractory metals on a sputter power at PAr=1 Pa.
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used for a production of targets, on the specific resistivity of thin refractory metal films, there 
are sputtered targets produced both by the standard PM procedure and EB vacuum melting. 
The content of gas-forming elements (C, O, N) in PM Mo targets is at least 100 times higher 
than in EBM Mo targets. It should be also mentioned that after prolong vacuum annealing 
of both targets and thin films, the content of gas-forming interstitials is still very high. The 
specific resistivity of Mo films of 0.15–1.0 μm thick deposited by sputtering the PM and EBM 
targets under the same sputtering conditions are 20–35 and 5.17 μΩ cm, respectively.

These results show that an initial purity of the target metal has a very strong influence on the 
specific resistivity of thin Mo films. After long sputtering, magnetron targets have an erosion 
path of about 10 mm depth and 20 mm width, and the further sputtering process is characterized 
by a little bit higher instability. The quantity of sputtered material is about 15–20% of the mass of 
the target depending on the target design and intensity of a sputtering process. This also shows 
that the design of targets and magnetrons should be optimal. An effect of a substrate heating on 
the specific resistivity is studied. When films are deposited on unheated substrates, their electric 
resistivity is increased by 50–150%, and the scatter of the specific resistivity is greater by 30–40%. 
This can be accounted for an influence of gas-forming impurities adsorbed on the surface of 
substrates. A confirmation of this fact is found in the lowering of the specific resistivity of Mo 
films deposited on unheated substrates with sublayers of Ti or V. These metals are sputtered 
from targets in the same sputtering vessel and probably react with gases adsorbed on a substrate 
surface. It is supposed that additional thin layers should not have a strong effect on resistivity 
measurements. To elucidate the influence of gas-forming impurities on the specific resistivity of 
refractory metal films, the sputtering power (or deposition rate) is varied and an air is introduced 
(1 ×10−5, 4 ×10−3, 1.3 ×10−4, and 4 ×10−4 Pa m3 s−1) during sputtering. Experiments have confirmed 
that the specific resistivity of high-purity films of Mo, Ti, and Zr depends strongly on the deposi-
tion rate and on the presence of reactive gases in the deposition area (Figure 3). The ratio of the 
film resistivity ρv to the target resistivity ρm is a characteristic of the procedure as a whole: the 
higher the ratio, the less clean is the procedure. In other words, the specific resistivity of the films 
depends on the ratio of quantities of sputtered (deposited) atoms and interstitials dissolved in the 
metal films. The dependence of the specific resistivity on interstitials dissolved in the deposited 
film is studied (Figure 4). To analyze this dependence, the atomic concentration Ci of interstitials 
from reactive gases can be written as Ci = (1 + γmS/γgS)−1, where γm and γg are specific rates of 
the metal deposition and condensation of molecules of n-atomic reactive gases in the refractory 
metal film, respectively, and S is a deposition area. The rate of dissolution of reactive gasses in 
the deposited metal film is much higher than the rate of a gas exchange in the deposition area of 
the magnetron sputtering setup, e.g., for the air leakage Qi, we had Qi = γgS. Here, it is assumed 
that the rate of dissolution of reactive gases in the film is constant. Because the quantity of metal 
atoms, γmS, which is sputtered in a unit time is nearly proportional to the sputtering power W, we 
had γmS = kW, where k is the coefficient of proportionality. This coefficient changes slowly with 
sputter parameters and is determined by dependence of the sputtering coefficient of refractory 
metals on the energy of sputtering ions and the geometry of the sputtering setup. Considering 
these equations, we can receive Ci = (1 + kW/nQi)−l. This equation describes the dependence of 
interstitial content in the film on the ratio of the sputtering power to the reactive gas flow into the 
deposition area. The dependence allows us to present curves in Figure 3 as the dependence of the 
specific resistivity on the atomic concentration of interstitials in films (Figure 4). The air leakage 
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depositing thin films of metals, magnetron sputter apparatuses of two kinds are used: (a) the 
magnetron sputter system with the planetary arrangement of Si substrates for thin film depos-
iting and (b) the conveyer system when Si substrates are deposited during traveling through 
different chambers of the apparatus. A special care is taken to exclude such contaminants as O, 
C, and alkaline metals from the apparatus environment. A vacuum at the sputter vessel is about 
10−6 Torr prior to sputtering. Magnetron targets are cleaned preliminary for 40 min in vacuum. 
During sputtering, the vessel is filled with Ar of high purity to a pressure of about 10−3 Pa. The 
relative atomic impurity concentration of Ar is less than 3×10−6 %. Before sputtering, a heating 
of Si wafers to 250–300°C is carried out. It has been found that such a procedure is sufficient to 
produce a clean surface. The deposition rate is practically proportional to the sputtering power 
for high-purity refractory metals at a constant pressure in a sputtering vessel (Figure 2).

As-deposited films are annealed in vacuum. The sputter rate and layer thickness are controlled 
with the microprocessor and profilometer, respectively. The electrical resistivity of films is 
measured using a standard four-point probe. Generally speaking, film properties are affected 
not only by a deposition process as a whole but also by an initial quality of sputter targets. 
The specific resistivity of cast metal targets and thin films of highly pure refractory metals are 
shown in Table 2. It is well known that the specific resistivity of refractory metals is an inte-
gral characteristic of their purity. To study the influence of macro-metallurgical procedures, 

Condition Metal

Mo W V Nb Ta Ti Zr Hf

Film 5.17 15.0 27.1 17.4 16.8 49.2 41.8 48.3

Target 5.2 5.5 25.0 – 12.7 41.7 – –

Table 2. Specific resistivity of films and cast metal targets produced of highly pure refractory metals.

Figure 2. Dependence of a sputter rate for refractory metals on a sputter power at PAr=1 Pa.
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used for a production of targets, on the specific resistivity of thin refractory metal films, there 
are sputtered targets produced both by the standard PM procedure and EB vacuum melting. 
The content of gas-forming elements (C, O, N) in PM Mo targets is at least 100 times higher 
than in EBM Mo targets. It should be also mentioned that after prolong vacuum annealing 
of both targets and thin films, the content of gas-forming interstitials is still very high. The 
specific resistivity of Mo films of 0.15–1.0 μm thick deposited by sputtering the PM and EBM 
targets under the same sputtering conditions are 20–35 and 5.17 μΩ cm, respectively.

These results show that an initial purity of the target metal has a very strong influence on the 
specific resistivity of thin Mo films. After long sputtering, magnetron targets have an erosion 
path of about 10 mm depth and 20 mm width, and the further sputtering process is characterized 
by a little bit higher instability. The quantity of sputtered material is about 15–20% of the mass of 
the target depending on the target design and intensity of a sputtering process. This also shows 
that the design of targets and magnetrons should be optimal. An effect of a substrate heating on 
the specific resistivity is studied. When films are deposited on unheated substrates, their electric 
resistivity is increased by 50–150%, and the scatter of the specific resistivity is greater by 30–40%. 
This can be accounted for an influence of gas-forming impurities adsorbed on the surface of 
substrates. A confirmation of this fact is found in the lowering of the specific resistivity of Mo 
films deposited on unheated substrates with sublayers of Ti or V. These metals are sputtered 
from targets in the same sputtering vessel and probably react with gases adsorbed on a substrate 
surface. It is supposed that additional thin layers should not have a strong effect on resistivity 
measurements. To elucidate the influence of gas-forming impurities on the specific resistivity of 
refractory metal films, the sputtering power (or deposition rate) is varied and an air is introduced 
(1 ×10−5, 4 ×10−3, 1.3 ×10−4, and 4 ×10−4 Pa m3 s−1) during sputtering. Experiments have confirmed 
that the specific resistivity of high-purity films of Mo, Ti, and Zr depends strongly on the deposi-
tion rate and on the presence of reactive gases in the deposition area (Figure 3). The ratio of the 
film resistivity ρv to the target resistivity ρm is a characteristic of the procedure as a whole: the 
higher the ratio, the less clean is the procedure. In other words, the specific resistivity of the films 
depends on the ratio of quantities of sputtered (deposited) atoms and interstitials dissolved in the 
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influence becomes very strong as the atomic concentration of interstitials in the film becomes 
higher than about 10−3 at.% (about 10 ppm).

2.4. Depositing molybdenum layers

2.4.1. Short background

Materials and technology of the deposition of thin metal films largely determine a level of 
performance and reliability of integrated circuits. Increasing the degree of integration and 

Figure 4. Resistivity ratio as function of interstitial content in the deposited films.

Figure 3. Dependence of film resistivity on sputtering power W and current leakage Q.
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 performance of IC necessitates the search for materials and the development of a technol-
ogy for the deposition of films in addition to or replacing the traditionally used Al (due to 
the appearance of high-temperature processes) and poly-Si having a high surface resistance. 
The renewed interest in the use in the IC of refractory metals, e.g., Mo [17, 18], nevertheless, 
is complicated by difficulties in obtaining films with properties of massive samples. Mo has a 
rather low specific resistivity and the closest to Si value of the coefficient of thermal expansion. 
It practically does not interact with SiO2—the most widely used dielectric in the IC—and has 
a sufficiently high resistance to a mechanical damage. In addition, Mo forms ohmic contacts 
with Si with a comparatively low resistance (10−5 to 10−4 Ω cm2). In [17], an interesting experi-
ment is done by comparing a high-purity Mo target with a conventional one. It is shown that 
alkaline metals move easily in gate insulation films and deteriorate properties of MOS inter-
face. The high-purity target which contains no more than 0.01–0.03 ppm Na and K and the 
conventional one with about 10 ppm of these metals are used in this experiment. The mobile 
ion quantity in the Mo gate MOS diodes which are produced with either the high-purity target 
or conventional one are compared before and after the annealing. Results show that no mobile 
ions are observed in the diode made with the high-purity target. The experiments conducted 
using W targets show similar results as well. By using several W targets which contained dif-
ferent amounts of Na, it is reported that there is a strong correlation between Na content and 
the amount of mobile ions in gate electrodes. In [7, 17], it is suggested that α-rays, directly 
radiated from electrode and interconnecting materials, are the worst factor in the operational 
reliability of the highly integrated VLSI. The amounts of α-rays radiated from Mo thin films 
formed by low or high U content targets are <1 and 700 ppb in the high pure targets and con-
ventional targets, respectively; <1 and 280 ppb in the high pure Mo thin films and conventional 
Mo thin films, respectively; and <4.2 ×10−5 α cm−2 h−1 and 1.2 ×10−2 α cm−2 h−1 from the high 
pure and conventional Mo thin films, respectively. As can be seen from these results, there is 
a remarkable difference in amounts of α-rays which causes errors. Some decades ago, sputter 
targets contained several tens ppb and even ppm of U, while now in production scale, targets 
can often contain less than 1 ppb. EB evaporation makes it possible to obtain films with the 
specific resistivity ρv = 15 μΩ cm only when the substrates are heated during the deposition 
to 400°C and higher. Cathode sputtering due to the high reactivity of Mo, low deposition rate 
(<0.5 nm s−1), and difficulties in providing sufficiently small partial pressures of contaminating 
gas-forming impurities (O, N, H2O, etc.) in the area of the discharge led to a relatively high 
level of the resistivity (higher than 30 μΩ cm). Magnetron sputtering systems that provide 
deposition rates at the level of 1–2 nm s−1 and above make the study of the feasibility of using 
this method of depositing refractory metal films for the fabrication of IC, in particular with 
MOS structures. It should be noted that such structures, ceteris paribus, are particularly sensi-
tive to impurities such as alkali metals, which diffuse rapidly in the ionized state through 
dielectric SiO2 films when voltage fields 105 V cm−1 are applied. This imposes additional con-
ditions on the parameters of the target material and, of course, on film deposition conditions

2.4.2. Depositing molybdenum films

In our study [19] of Mo films, the procedure #1 is mainly used for purification and produc-
tion of high-purity Mo targets. It is consisted of multiple EB melting of commercial PM bars/

High-purity Refractory Metals for Thin Film Metallization of VLSI
http://dx.doi.org/10.5772/intechopen.69126

77



influence becomes very strong as the atomic concentration of interstitials in the film becomes 
higher than about 10−3 at.% (about 10 ppm).

2.4. Depositing molybdenum layers

2.4.1. Short background

Materials and technology of the deposition of thin metal films largely determine a level of 
performance and reliability of integrated circuits. Increasing the degree of integration and 

Figure 4. Resistivity ratio as function of interstitial content in the deposited films.

Figure 3. Dependence of film resistivity on sputtering power W and current leakage Q.

Very-Large-Scale Integration76
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targets contained several tens ppb and even ppm of U, while now in production scale, targets 
can often contain less than 1 ppb. EB evaporation makes it possible to obtain films with the 
specific resistivity ρv = 15 μΩ cm only when the substrates are heated during the deposition 
to 400°C and higher. Cathode sputtering due to the high reactivity of Mo, low deposition rate 
(<0.5 nm s−1), and difficulties in providing sufficiently small partial pressures of contaminating 
gas-forming impurities (O, N, H2O, etc.) in the area of the discharge led to a relatively high 
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this method of depositing refractory metal films for the fabrication of IC, in particular with 
MOS structures. It should be noted that such structures, ceteris paribus, are particularly sensi-
tive to impurities such as alkali metals, which diffuse rapidly in the ionized state through 
dielectric SiO2 films when voltage fields 105 V cm−1 are applied. This imposes additional con-
ditions on the parameters of the target material and, of course, on film deposition conditions
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rods at a melting rate of about 0.5 kg min−1 in a vacuum of 1×10−6 Torr. The power is 250 kW 
at an accelerating voltage of 25 kV and an emission current of 4 A. Two types of water-cooled 
copper crystallizers (molds) are used: cylindrical and rectangular. Analysis of the impurity 
content in Mo targets before sputtering is carried out by means of highly sensitive analytical 
methods: fast neutron activation, deuteron activation, mass spectrometry with inductively 
coupled ions, etc. The trace element composition of Mo targets is represented in Table 1. Mo 
films are deposited on Si(100) wafers (10–20 Ω cm) with/without a thin film (about 0.3 μm) of 
SiO2 at room temperature. Substrates are cleaned chemically prior to load into a magnetron 
sputter apparatus. The sputtering chamber pressure is 10−6 Torr prior to sputtering; magne-
tron targets are trained for 40 min in vacuum. During sputtering, the chamber is filled with 
Ar of high purity to 10−3 Torr. Before sputtering, a heating of Si wafers at 250–300°C is car-
ried out. It has been found that such a procedure is sufficient to produce a clean surface. The 
deposition rate is practically proportional to the sputtering power at a constant pressure in the 
sputtering chamber. The resistivity of samples of EB-melted Mo is 5.2–5.6 μΩ cm. The specific 
resistivity of Mo films 0.15–1.0 μm thick deposited from PM targets under same sputtering 
conditions is 20–35 μΩ cm. These experiments show that an initial purity of target has a very 
strong influence on the resistivity of thin Mo films. An effect of a substrate heating on the 
specific resistivity is also studied. An increased scatter of the resistivity is accounted for by the 
influence of gaseous impurities adsorbed on the substrate surface. To elucidate the influence 
of gaseous impurities in the specific resistivity of the Mo films, a sputtering power (a deposi-
tion rate) is varied, and an air leakage is introduced during sputtering. The experiments have 
confirmed that the specific resistivity of the films depends strongly on the deposition rate and 
reactive gases in the deposition area (Figure 3). The ratio of the film-specific resistivity (ρv) 
to the target-specific resistivity (ρvm) is a characteristic of the procedure quality: the higher 
the ratio, the less clean is the procedure. In other words, the specific resistivity of the film 
depends on the ratio of the quantities of the Mo sputtered (deposited) atoms and interstitials 
dissolved in the film (Figure 4). To obtain ingots free of pores and having a uniform distribu-
tion of impurities, a double run is sufficient with a melting rate 0.9–1.0 kg min−1. As a starting 
material, the rods of commercial purity are used. The samples for the elemental analyses and 
metallographic studies are cut from the Mo ingot. A composition of trace impurities in the 
cast Mo under study can be seen in Table 1. The macrostructure of cast Mo ingots consists 
of grains with a length of 40–60 mm and an average diameter of 0.2–3 mm. As substrates for 
deposition, Si wafers of 76–100 mm in diameter are used, covered with a thermally grown 
SiO2 of 0.05–0.3 μm thick. Mo films are deposited in a planar-parallel setup with the mag-
netron sputtering system. Relative to the target in a plane parallel to the target and situated 
at a fixed distance from it, substrates are linearly moved on which a metal film is deposited. 
The setup is continuously moving and equipped with gateways for loading and unloading 
substrates, providing the setup working without breaking a vacuum. In the setup used, the 
principle of a vacuum lock of the discharge area is used. As the working gas, a purified Ar is 
used, which is fed through a leak valve into a discharge area connected to a suction volume 
of diffusion slots for the passage of conveyor substrates. The pressure in the volume to feed 
airless Ar is less than 5×10−5 Pa and, in the process, less than 2.5×10−2 Pa; a discharge current is 
up to 15 A at a discharge voltage up to 600 V. The unit has an ability to preheat substrates by 
infrared lamps. Sputtering target composed of four elements is set out in a cooled holder. On 
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each element of the target, O-shaped sputter area (erosion) forms, whose length exceeds the 
width of the deposition area, thus ensuring the reproducibility of the thickness of the depos-
ited layer on substrates with an accuracy of 2% (Figure 5). Ar flow during the deposition is  
1 ×10−3 to 2 ×10−2 Pa m2 s−1. According to approximate estimates, a leakage of gas from the sur-
rounding atmosphere in the discharge area is less than 1×10−5 Pa m3 s−1, which corresponds to 
the concentration of impurities introduced in the film less than 10−4 m.%. When depositing the 
films, it is revealed that the rate of Mo deposition, depending on the process conditions (Ar 
pressure, voltage, and discharge current) with accuracy of 10%, is a subject obtained by an 
analysis of the process. The length of the cathode dark space is determined experimentally by 
measuring a probe potential distribution in the discharge. In the field of real mode dispersion, 
it is not more than 0.1 cm, which corresponds to estimates by the formula of Child-Langmuir. 
Furthermore, the parameter t = L/l ≤ 0.2 is defined, which greatly facilitates the integration of 
the equation. Dependence F for Mo is determined for voltages in the range of 300–500 V. The 
calculated dependence of the deposition rate in a normalized form concerning the conditions, 
under which there is no scattering of the sputtered Mo atoms on the Ar atoms, is shown in 
Figure 6. Experimental data are obtained by measuring a thickness of the layers deposited 

Figure 5. Two magnetron targets: new (a) and (b) after 200 cycles of sputtering.

Figure 6. Dependence of deposition rate on Ar pressure: points, experimental data, and curve, calculated data.
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under different conditions for specified periods of time. The thickness is measured with a 
precision micro-interferometer with accuracy of 300 Å. To correctly determine the deposition 
rate, the layers of 1 mm thickness are used.

To assess the quality of the deposited Mo films, the dependence of the resistivity is deter-
mined based on the Mo films on both the deposition conditions and the current-voltage 
characteristics of the MOS structure. The resistivity is calculated from the results of sur-
face resistance measurements by four-point probe method and a Mo layer thickness with 
pre-coating a thin layer of Al (0.01 μm) to eliminate a phase distortion. Furthermore, after 
obtaining the deposition rate depending on the processing mode (the discharge voltage, 
current, and Ar pressure), the resistivity is determined from the measured surface resis-
tance and the layer thickness calculated from the processing mode. It is found that the 
resistivity of Mo films in the thickness range of 0.15–1.0 μm with the deposition rate of 
higher than 1 nm s−1 changed a little, and its average value is 10 μΩ cm. Preheating the 
substrate reduces the resistivity to 8.5 μΩ cm, and it begins to depend on a layer thickness. 
Apparently, this is due to the influence of residual gases adsorbed on a wafer surface. It 
is interesting to note that when using PM Mo of a commercial purity (grade M−1) as an 
initial material for the target, a resistivity of the Mo films with a thickness of 0.5 μm cannot 
drop below 15–20 μΩ cm. To assess the specific applicability of the Mo films, test struc-
tures are fabricated on Si wafers with a resistivity of 7.5 Ω cm with orientation. The cross 
sections of a MOS test structure including the capacitor, element for determining the con-
tact resistance of Mo-Si, and transistor are prepared. One of them (transistor) is shown in 
Figure 7. The fixed charge density in the oxide and fast surface states near Fermi level are 
determined on the high-frequency and quasi-static capacitance-voltage characteristics of 
the capacitor, which are, respectively, 5×1010 and 9×1010 cm−2. Shifting the flat-band poten-
tial after a thermal treatment at 200°C and the field voltage ±2×106 V cm−1 does not exceed 
50 mV for 5 min, which indicates the high stability of the obtained structures.

Measurements of the flat-band voltage on structures are made with a change in the dielec-
tric thickness, depending on the allowed, to determine the difference between the work 
function of the metal semiconductor, Δφms, which prove to equal to −0.285±0.015 V. In the 
case of poly-Si gate, the work function difference is −0.9 V. It is known that a more positive 
value should significantly improve the current-voltage characteristics of the transistor with 
a short channel. In order to confirm the feasibility of this assumption, the transistors are 

Figure 7. Test MOS structure (transistor); 1, SiO2; 2, PS glass; 3, Mo; and 4, Mo+Al.

Very-Large-Scale Integration80

made with an effective channel of a length Lef = 1.2 μm at the channel length L = 2.0 μm on 
the gate. To eliminate the effects of shortening the channel, ion implantation of the channel 
by B is made. Measurements show that the magnitudes of the threshold voltage Ut = 1.0 V 
at the voltage of “source-drain” Usd = −2 V and the “source-substrate” Uss = −2 V are reached 
on the transistors with gates made of poly-Si and Mo, respectively, at doses of 0.12 and 0.06 
a.e. Comparing the current-voltage characteristics shown in Figure 8 for the transistor of 
the same geometry, it is revealed that the design efficiency of a poly-Si gate is lower than 
the structure having a gate made of Mo. This is due to the fact that with increasing dop-
ing with B, there is a more severe degradation of mobility in the short channel as well as 
reducing the slope. Finally, along with the achievement of the resistivity of ~10 μΩ cm of 
Mo film, which is a very significant for use in IC as an element of their design, the ability 
has appeared to implement ohmic contacts with Si having a low resistance level, especially 
in the case of shallow (less than 0.5 μm) transitions. To clarify this possibility and evaluate 
the stability of the contact, the dependence of the contact resistance on heat treatment con-
ditions is necessary for rapid annealing of surface states. The results (Figure 9) show that 
it remains at 2×10−6 Ω.cm. It is found that the specific resistivity of the contacts depends on 
the temperature of the heat treatment as well as the leakage current of n+-p-transition on the 
level of ~10−8 A cm−2 is constant at various temperatures and duration of the heat treatment. 
Additional studies have confirmed that this is due to the formation of MoSi2 at the bound-
ary of Mo-Si. It should be noted that due to the fine-grained structure of Mo film (grain 
size of about 700 Å), a photoengraving provided receiving patterns of paths and the size of 
gaps between paths of about 3 μm and besides the restriction is limiting the possibility of 
obtaining the necessary quality patterns on a photoresist. The uniformity of the structure 
and the reproducibility of Mo film properties provided highly reproducible results in a 
large number of plates are confirmed as well. Thus, the studies show real possibilities and 
advantages of using highly pure Mo for obtaining VLSI.

Figure 8. Current-voltage characteristics of transistors with the same geometry of gates produced of Mo (1, 3) and of 
poly-Si (2, 4); Ug: (1, 2) 4 V, (3, 4) 2 V; ΔSiO2=400 Å; Lef=1.2 μm.
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made with an effective channel of a length Lef = 1.2 μm at the channel length L = 2.0 μm on 
the gate. To eliminate the effects of shortening the channel, ion implantation of the channel 
by B is made. Measurements show that the magnitudes of the threshold voltage Ut = 1.0 V 
at the voltage of “source-drain” Usd = −2 V and the “source-substrate” Uss = −2 V are reached 
on the transistors with gates made of poly-Si and Mo, respectively, at doses of 0.12 and 0.06 
a.e. Comparing the current-voltage characteristics shown in Figure 8 for the transistor of 
the same geometry, it is revealed that the design efficiency of a poly-Si gate is lower than 
the structure having a gate made of Mo. This is due to the fact that with increasing dop-
ing with B, there is a more severe degradation of mobility in the short channel as well as 
reducing the slope. Finally, along with the achievement of the resistivity of ~10 μΩ cm of 
Mo film, which is a very significant for use in IC as an element of their design, the ability 
has appeared to implement ohmic contacts with Si having a low resistance level, especially 
in the case of shallow (less than 0.5 μm) transitions. To clarify this possibility and evaluate 
the stability of the contact, the dependence of the contact resistance on heat treatment con-
ditions is necessary for rapid annealing of surface states. The results (Figure 9) show that 
it remains at 2×10−6 Ω.cm. It is found that the specific resistivity of the contacts depends on 
the temperature of the heat treatment as well as the leakage current of n+-p-transition on the 
level of ~10−8 A cm−2 is constant at various temperatures and duration of the heat treatment. 
Additional studies have confirmed that this is due to the formation of MoSi2 at the bound-
ary of Mo-Si. It should be noted that due to the fine-grained structure of Mo film (grain 
size of about 700 Å), a photoengraving provided receiving patterns of paths and the size of 
gaps between paths of about 3 μm and besides the restriction is limiting the possibility of 
obtaining the necessary quality patterns on a photoresist. The uniformity of the structure 
and the reproducibility of Mo film properties provided highly reproducible results in a 
large number of plates are confirmed as well. Thus, the studies show real possibilities and 
advantages of using highly pure Mo for obtaining VLSI.

Figure 8. Current-voltage characteristics of transistors with the same geometry of gates produced of Mo (1, 3) and of 
poly-Si (2, 4); Ug: (1, 2) 4 V, (3, 4) 2 V; ΔSiO2=400 Å; Lef=1.2 μm.
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2.5. Depositing titanium-tungsten layers

2.5.1. Short background

Multilayer structures have become widely used in silicon VLSI technology to produce thin-film 
current-conducting systems. Normally, they contain contact layers, barrier layers, and base 
current-conducting layers. In some cases, barrier layers are simultaneously contact-to-Si layers. 
The reproducibility of the current-conducting system of silicon VLSI as a whole depends to the 
high extent on physical and chemical properties of diffusion barrier layers between the Si and 
Al. Naturally, properties of barrier layers connect with the purity of materials, the solubility 
of other chemical elements in the multilayer structure during thermal processing, interfaces 
between layers, and manufacturing techniques used. Chemical impurities dissolved in films 
should not cause any strong radiation damage during the process of film deposition. Current-
conducting systems with Ti barrier layers are characterized by the formation of a TiAl3 phase 
at annealing temperatures above 485°C, which leads to consumption of a barrier material. The 
solubility of Si in TiAl is several times higher than in Al. Therefore, if barrier layers are not suf-
ficiently thick or contain defects, a degradation rate of the Si/Ti/Al or Si/PtSi/Ti/Al contacts may 
turn out to be unacceptably high. Films of TiW alloy exhibit a better combination of strength 
and plasticity than Ti, which considerably reduce a probability that vacancies and point punc-
ture-type defects would be formed in films when residual mechanical stresses are high. It is 
interesting to study, simultaneously with general conditions of a formation of current-conduct-
ing systems, a variety of factors affecting properties of the layered current-conducting systems 
in VLSI structures. It is found that the content of Ti in TiW barrier layers can be varied in the 
range 12–43 at.% Ti. At the same time, Ti/W targets, sputtered or evaporated for the deposition 
of TiW barrier layers, contain no less than 30–40 at.% Ti. The correlation between the Ti content 
in sputter targets and in deposited thin layers is necessary to develop a controllable deposition 
process. However, such correlation is very difficult to find and achieve because it depends on 

Figure 9. Dependence of contact resistivity on the temperature and duration of heat treatment which were necessary for 
rapid annealing of the surface states; temperature, (1) 450°C, (2) 475°C.

Very-Large-Scale Integration82

many different parameters, such as sputtering conditions, a chemical purity of metal compo-
nents, a design of the sputter setup, and technologies used for the preparation of targets. To the 
best of our knowledge, no studies have been reported on using of Ti/W composite cast targets 
for the deposition of TiW barrier layers. In this chapter, scientific and technological results are 
presented on both the production of high-purity metals by the vacuum-melting technique and 
deposition of thin TiW layers by sputtering of composite targets [6, 7, 20–22]. When it is neces-
sary to prepare thin films of alloys, targets composed of the cast metal blocks or co-sputtering 
of several cast metal targets can be used. As a rule all metallic components should be ultrapure, 
especially with respect to “mobile ions.” With increasing miniaturization, the intrinsic radio-
activity also exerts harmful effects; therefore, various components should be “free” of U and 
Th contamination. Gas-forming interstitials (O, N, H, C) are detrimental too. Because of strict 
requirements to the purity of refractory metals for microelectronics, all undesired impurities 
should be removed to less than the level of ppm level in order to be able to prepare extremely 
pure refractory metals or binary alloys based on such pure metals. Hence, considerable effort 
is necessary in the purification and doping processes. All process steps should be monitored 
by very sensitive and, generally, very expensive instrumental analytical methods down to a 
level even of 1 ppb with a special reference to the gas-forming elements which are extremely 
difficult to determine in metal materials.

2.5.2. Depositing titanium-tungsten layers by co-sputtering titanium and tungsten targets

The targets of 78 mm diameter and 6 mm thick are used for magnetron co-sputtering [20, 23]. 
They are machined from polycrystalline ingots of high-purity W and Ti (the metallurgical 
procedure #2). W and Ti disks for co-sputtering have the same sizes. The films are deposited 
by magnetron co-sputtering high-purity Ti and W disks which are fixed in water-cooled cop-
per holders of the magnetron sputter setup. The Ar pressure is maintained automatically. 
Substrates of Si (10–20 Ω cm, 100 mm diameter) placed on a planar substrate holder are spun 
freely on their axis with 15 rotations per minute and moving in the circular zone which passes 
above the sputtering targets at a frequency of 30 rotations per minute. The distance between 
targets and substrates is 60 mm. A shield between them enables the preliminary training of 
targets and realization of necessary sputtering conditions. The substrates are cleaned chemi-
cally prior to load into the magnetron sputtering apparatus. Prior to the deposition, the appa-
ratus is evacuated to 10−6 Torr; a leakage of gasses into the deposition area is no higher than 
10−2 Pa s−1. Before the deposition, the substrates are in situ heated to 250–300°C. A discharge 
power on each target is up to 2 kW; Ar pressure during a co-sputtering procedure is 10−3 
Torr. Based on an assumption that the deposited layer density does not differ from that of 
a bulk metal, in order to obtain a necessary Ti/W ratio in the film, deposition rates of both 
metals are determined as a function of the discharge power at Ar pressure of 1 Pa. For that 
purpose metal films are deposited on thermally oxidized Si substrates at various discharge 
powers, the energy consumption during these processes being 400–600 kJ. This ensures the 
layer thickness of 0.5 μm and the possibility of their measurement with sufficient accuracy. 
Experiments show that the deposition rate of each metal depends linearly on the discharge 
power. Figure 10 depicts dependences of mean and instant rates with respect to the thickness 
(γ1 and γ2, nm s−1) and dependences of mean and instant deposition rates (γ1 and γ2, atoms 
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2.5. Depositing titanium-tungsten layers
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current-conducting layers. In some cases, barrier layers are simultaneously contact-to-Si layers. 
The reproducibility of the current-conducting system of silicon VLSI as a whole depends to the 
high extent on physical and chemical properties of diffusion barrier layers between the Si and 
Al. Naturally, properties of barrier layers connect with the purity of materials, the solubility 
of other chemical elements in the multilayer structure during thermal processing, interfaces 
between layers, and manufacturing techniques used. Chemical impurities dissolved in films 
should not cause any strong radiation damage during the process of film deposition. Current-
conducting systems with Ti barrier layers are characterized by the formation of a TiAl3 phase 
at annealing temperatures above 485°C, which leads to consumption of a barrier material. The 
solubility of Si in TiAl is several times higher than in Al. Therefore, if barrier layers are not suf-
ficiently thick or contain defects, a degradation rate of the Si/Ti/Al or Si/PtSi/Ti/Al contacts may 
turn out to be unacceptably high. Films of TiW alloy exhibit a better combination of strength 
and plasticity than Ti, which considerably reduce a probability that vacancies and point punc-
ture-type defects would be formed in films when residual mechanical stresses are high. It is 
interesting to study, simultaneously with general conditions of a formation of current-conduct-
ing systems, a variety of factors affecting properties of the layered current-conducting systems 
in VLSI structures. It is found that the content of Ti in TiW barrier layers can be varied in the 
range 12–43 at.% Ti. At the same time, Ti/W targets, sputtered or evaporated for the deposition 
of TiW barrier layers, contain no less than 30–40 at.% Ti. The correlation between the Ti content 
in sputter targets and in deposited thin layers is necessary to develop a controllable deposition 
process. However, such correlation is very difficult to find and achieve because it depends on 
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many different parameters, such as sputtering conditions, a chemical purity of metal compo-
nents, a design of the sputter setup, and technologies used for the preparation of targets. To the 
best of our knowledge, no studies have been reported on using of Ti/W composite cast targets 
for the deposition of TiW barrier layers. In this chapter, scientific and technological results are 
presented on both the production of high-purity metals by the vacuum-melting technique and 
deposition of thin TiW layers by sputtering of composite targets [6, 7, 20–22]. When it is neces-
sary to prepare thin films of alloys, targets composed of the cast metal blocks or co-sputtering 
of several cast metal targets can be used. As a rule all metallic components should be ultrapure, 
especially with respect to “mobile ions.” With increasing miniaturization, the intrinsic radio-
activity also exerts harmful effects; therefore, various components should be “free” of U and 
Th contamination. Gas-forming interstitials (O, N, H, C) are detrimental too. Because of strict 
requirements to the purity of refractory metals for microelectronics, all undesired impurities 
should be removed to less than the level of ppm level in order to be able to prepare extremely 
pure refractory metals or binary alloys based on such pure metals. Hence, considerable effort 
is necessary in the purification and doping processes. All process steps should be monitored 
by very sensitive and, generally, very expensive instrumental analytical methods down to a 
level even of 1 ppb with a special reference to the gas-forming elements which are extremely 
difficult to determine in metal materials.

2.5.2. Depositing titanium-tungsten layers by co-sputtering titanium and tungsten targets

The targets of 78 mm diameter and 6 mm thick are used for magnetron co-sputtering [20, 23]. 
They are machined from polycrystalline ingots of high-purity W and Ti (the metallurgical 
procedure #2). W and Ti disks for co-sputtering have the same sizes. The films are deposited 
by magnetron co-sputtering high-purity Ti and W disks which are fixed in water-cooled cop-
per holders of the magnetron sputter setup. The Ar pressure is maintained automatically. 
Substrates of Si (10–20 Ω cm, 100 mm diameter) placed on a planar substrate holder are spun 
freely on their axis with 15 rotations per minute and moving in the circular zone which passes 
above the sputtering targets at a frequency of 30 rotations per minute. The distance between 
targets and substrates is 60 mm. A shield between them enables the preliminary training of 
targets and realization of necessary sputtering conditions. The substrates are cleaned chemi-
cally prior to load into the magnetron sputtering apparatus. Prior to the deposition, the appa-
ratus is evacuated to 10−6 Torr; a leakage of gasses into the deposition area is no higher than 
10−2 Pa s−1. Before the deposition, the substrates are in situ heated to 250–300°C. A discharge 
power on each target is up to 2 kW; Ar pressure during a co-sputtering procedure is 10−3 
Torr. Based on an assumption that the deposited layer density does not differ from that of 
a bulk metal, in order to obtain a necessary Ti/W ratio in the film, deposition rates of both 
metals are determined as a function of the discharge power at Ar pressure of 1 Pa. For that 
purpose metal films are deposited on thermally oxidized Si substrates at various discharge 
powers, the energy consumption during these processes being 400–600 kJ. This ensures the 
layer thickness of 0.5 μm and the possibility of their measurement with sufficient accuracy. 
Experiments show that the deposition rate of each metal depends linearly on the discharge 
power. Figure 10 depicts dependences of mean and instant rates with respect to the thickness 
(γ1 and γ2, nm s−1) and dependences of mean and instant deposition rates (γ1 and γ2, atoms 
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cm2) on the discharge power. Six groups of film samples are prepared which differ from 
each other by quantities of monoatomic layers of Ti and W and by Ti/W ratios. Quantities of 
monoatomic layers of each metal in these six film specimens are shown in Table 3. Bearing 
in mind that the 1-mm-thick film area of 1 cm2 contains 5.67×1015 Ti atoms and using experi-
mental data of Figure 11, the sputtering discharge power for each target can be determined 
which is necessary to prepare homogeneous TiW films with definite but different Ti/W ratios. 
Because Ti layers alternated with W layers in the film structure, some lamination or layer-
ing of the film is possible. To escape this, vacuum annealing is done to make the structure of 
as-deposited films more homogeneous, which is confirmed by X-ray diffraction. The mean 
grain size of films with different chemical compositions measured by transmission electron 
microscopy is in the range 10–20 nm. The structure of samples 2 to 4 revealed by X-ray dif-
fraction (Table 3 and Figure 11) is found to be a solid solution of Ti in bcc α-W with a lattice 
parameter from 0.318 to 0.323 nm (by 0.5–2% larger than that for pure W films—bcc β-W has 
a lattice parameter a = 0.317 nm). The structure of pure Ti films is hcp α-Ti with a = 0.295 nm 
and c = 0.447 nm. Such a surprising result is supposed to be a consequence of intermixing of 
Ti and W atoms with high energies (1–3 eV), the mutual interdiffusion and an overlapping 
deposition zones during magnetron co-sputtering although the thickness of deposited layers 
is about 4 nm.

The specific resistivity of TiW thin films depending on the Ti/W ratio is studied using values 
of the surface resistivity and the film thickness (Figure 11). The resistivity of thin films of 

Sample Monoatomic layers

Ti W

1 1.4 13.8

2 5.0 13.8

3 12.0 14.0

4 11.0 5.5

5 11.0 3.0

6 14.4 1.0

Table 3. Quantities of monoatomic layers of Ti and W in six film samples.

Figure 10. Mean and instant deposition rates as function of the film thickness.
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pure W and Ti is very near to the tabulated ones for bulk metals. They are shown in Figure 11 
as points A for W and B for Ti. The coincidence of the resistivity for films and bulk samples 
can be a characteristic of the quality of the co-sputtering procedure. The resistivity of films is 
increased gradually as the Ti/W ratio is changed from those for pure W to pure Ti. However, 
it is worth to mention that the resistivities of quasi-alloy films are always higher than those 
of pure metals. Such behavior of the resistivity of both pure metals and alloys is well known 
in physical metallurgy and can be explained by using physical models for a conduction of 
electrons in solids. From the physical point of view, the Ti/W quasi-alloy consists of two very 
different metals which have very different physical properties (densities, melting points, 
etc.) and phase structures (hcp and bcc). Thus, it is very difficult to make a reliable prediction 
of the resistivity curve behavior of these films depending on their chemical compositions. 
Experimental studies of physical characteristics of these quasi-alloys are of a great interest 
because of the necessity of getting the physical description of the composition, structure, etc. 
Another experimental fact which is also very surprising is the resistivity of TiW films with 
a small addition of W, as a dopant (1–4 at.%): the resistivity of a doped Ti became higher 
than the specific resistivity of pure Ti films. Contrary to this fact, the difference between the 
resistivities of both pure W films and TiW films with a small addition of Ti as a doping ele-
ment increases gradually. At the moment there is no a reliable explanation of this interesting 
fact. Comparing our data with those of Babcock and Tu [22], values of the specific resistivity 
of thin films deposited by co-sputtering of high-purity cast metal targets are much lower 
than those of [22]. The discrepancies between the results of these two studies are evidently 
the consequence of using cast metal targets of higher purity in our study [20] as well as a 
more advanced deposition procedure. Another result, which is also of some interest, is the  

Figure 11. Dependence of resistivity of Ti/W films on Ti/W ratio. Points 1–6 [20], points of curve D [22]; point C for film 
deposited from PM target.
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mental data of Figure 11, the sputtering discharge power for each target can be determined 
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pure W and Ti is very near to the tabulated ones for bulk metals. They are shown in Figure 11 
as points A for W and B for Ti. The coincidence of the resistivity for films and bulk samples 
can be a characteristic of the quality of the co-sputtering procedure. The resistivity of films is 
increased gradually as the Ti/W ratio is changed from those for pure W to pure Ti. However, 
it is worth to mention that the resistivities of quasi-alloy films are always higher than those 
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in physical metallurgy and can be explained by using physical models for a conduction of 
electrons in solids. From the physical point of view, the Ti/W quasi-alloy consists of two very 
different metals which have very different physical properties (densities, melting points, 
etc.) and phase structures (hcp and bcc). Thus, it is very difficult to make a reliable prediction 
of the resistivity curve behavior of these films depending on their chemical compositions. 
Experimental studies of physical characteristics of these quasi-alloys are of a great interest 
because of the necessity of getting the physical description of the composition, structure, etc. 
Another experimental fact which is also very surprising is the resistivity of TiW films with 
a small addition of W, as a dopant (1–4 at.%): the resistivity of a doped Ti became higher 
than the specific resistivity of pure Ti films. Contrary to this fact, the difference between the 
resistivities of both pure W films and TiW films with a small addition of Ti as a doping ele-
ment increases gradually. At the moment there is no a reliable explanation of this interesting 
fact. Comparing our data with those of Babcock and Tu [22], values of the specific resistivity 
of thin films deposited by co-sputtering of high-purity cast metal targets are much lower 
than those of [22]. The discrepancies between the results of these two studies are evidently 
the consequence of using cast metal targets of higher purity in our study [20] as well as a 
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difference between the resistivity of films deposited from two kinds of sputtering targets: cast 
metal targets and PM Ti/W powder targets. By sputtering of targets compacted from high-
purity Ti and W powders with W content of 25 at.% by PM techniques, vacuum-annealed 
films have the specific resistivity of 130 μΩ cm (Point C, Figure 11). Auger spectrometry of 
films which are obtained by magnetron sputtering of PM targets shows the presence of high 
contents of C and O, 5 and 4 at.%, respectively. In layers obtained by co-sputtering of cast 
metal targets, C and O contents are lower than 1 at.%.

2.5.3. Composite titanium-tungsten targets for deposing barrier layers

Metallurgical technologies to produce of Ti/W targets are selected according to procedure #1 
[24]. Multiple EB vacuum melting of compacted Ti blanks is used, as well as cold/warm/hot 
rolling, cutting, drilling, pressing, etching, polishing, etc. By this procedure, cast Ti polycrys-
talline disks of 190 mm in diameter and 23 mm thick are prepared. For this purpose, Ti rods 
produced by iodide process are preliminary carefully purified by EB floating zone vacuum 
melting and then remelted by EB vacuum melting in specially designed water-cooled copper 
molds. At the same time, highly pure W single-crystalline rods of 11 mm in diameter and  
350 mm length are purified by EB floating zone vacuum melting. Composite cast Ti/W targets 
consisted of Ti disks with W cylindrical attachments, arranged in such way that the ratio 
between the areas of Ti and W sections on sputtered targets surface corresponds to the neces-
sary Ti/W ratio in deposited films (Figure 12). TiW films are deposited by sputtering compos-
ite Ti/W, contained 40 at% of Ti, in a sputter deposition system with d.c. power of 2.4–3.2 kW. 
Leakage currents are measured at a reverse bias voltage of 15 V. The current density during 
sputtering is about 0.1 A cm−2. The sputtering yields of Ti and W are the same; however, they 
are chosen to obtain the necessary Ti/W ratio during the whole sputtering procedure. The 
deposition rate is about 1.8 nm s−1. Films are deposited on n-Si(111) substrates (100 mm in 
diameter) preheated in vacuum by IR lamps to 250°C with accuracy of 5°C. Test Schottky 
diodes with both n-Si/PtSi/TiW/Al and n-Si/PtSi/Mo/Al structures are formed by standard 
techniques. These techniques consist of (a) deposition of thin Pt layers by cathode sputtering 
on Si substrates through contact windows of 10 μm × 15 μm which are formed in a surface 
thermal SiO2 layer, (b) annealing of the PtSi structure and removal of the unreacted Pt, (c) 
magnetron sputtering of TiW or Mo, and (d) deposition of the upper Al layer by d.c. magne-
tron sputtering of A1-1 at.% Si target. Photolithography and etching are used to obtain contact 
windows. The structures are annealed in a nitrogen atmosphere at 450°C for different times, 
but not more than 3 h. The temperature of Si substrates is measured indirectly by a calibration 

Figure 12. Composite sputter Ti/W targets (left, new; right, after 150 cycles).
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or thermal painting. During measurements of mechanical stresses, the heating of all samples 
is carried out in the same way. The thickness of TiW films is 0.18 μm with accuracy of 0.02 μm. 
The sheet resistance is 3.5–4.5 Ω/□; the specific resistivity of TiW films is 65–72 μΩ cm. The 
samples are analyzed by four-point probe sheet resistance measurements, scanning electron 
microscopy, Auger electron spectroscopy, X-ray diffraction, X-ray electron probe spectros-
copy, and laser ellipsometry, enabling an evaluation of residual mechanical stresses in films 
to be made with error of 2%. The leakage currents and Schottky barrier heights are registered 
with accuracy of 0.5 and 0.1% over the measurement range, respectively. XRD data show that 
TiW films are solid solutions of Ti in a W matrix with increased W lattice parameters. A rela-
tive increase in the W lattice parameter depends on a quality of surface conditions (polished 
or unpolished) of Si substrates on which films are deposited (Figure 13). The relative increase 
in the W lattice parameter for a polished surface was δd/d0 = 7×10−3, while for an unpolished 
surface, it is δd/d0 = 2×10−3. Here d0 is the lattice parameter of W (from ASTM tables). This 
difference is mainly due to the action of residual mechanical stresses in films. Measurements 
of a curvature of Si substrates with WTi films show that bending radii were Rlb = 47.0 m and 
R2b = 64.5 m for polished Si substrates with/without a thermal SiO2 sublayer on the Si surface. 
Bending radii are R1b' = 69.0 m and R2b’ = 103.0 m for unpolished Si substrates with/without 
thermal SiO2 sublayer. Mechanical stresses of specimens with/without SiO2 sublayer correlate 
with a microstructure of TiW films. Mean grain sizes of TiW films are 35 and 45 nm for sam-
ples with/without SiO2 sublayer, respectively. Figure 13 shows microstructures of surfaces 
of TiW films on the polished Si substrate with (b) and without (a) the thermal SiO2 sublayer.

The bending displacement is reciprocally related to the bending radius of the substrates, and 
so it can be supposed that mechanical stresses in films deposited on unpolished substrates 
are lower than those in films deposited on polished substrates. This correlates with values of 
relative deviations of the lattice parameter for unpolished and polished substrates (δd/d0 = 
2×10−3 and 7×10−3, respectively). The absolute value of the bending displacement can be used to 
estimate resulting mechanical stresses in the sample. Values of bending radii for samples with-
out SiO2 sublayers are higher than for samples with SiO2 sublayers on both unpolished and 
polished Si substrates. These results confirm the observations of the dependence of mechani-
cal stresses in thin layers on properties of the material and its crystallographic microstructure. 
It can also be supposed that SiO2 sublayers change conditions of nucleation and growth of 
TiW films. As a result, there is a more spontaneous formation of nuclei, faster unity, and 
higher resulting stresses localized on grain boundaries. The influence of sublayers on the layer  

Figure 13. Scanning electron micrographs of the surface morphology of samples with structure Si/TiW (polished Si 
substrate) (a) and Si/SiO2/TiW (b) (×100,000).
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difference between the resistivity of films deposited from two kinds of sputtering targets: cast 
metal targets and PM Ti/W powder targets. By sputtering of targets compacted from high-
purity Ti and W powders with W content of 25 at.% by PM techniques, vacuum-annealed 
films have the specific resistivity of 130 μΩ cm (Point C, Figure 11). Auger spectrometry of 
films which are obtained by magnetron sputtering of PM targets shows the presence of high 
contents of C and O, 5 and 4 at.%, respectively. In layers obtained by co-sputtering of cast 
metal targets, C and O contents are lower than 1 at.%.

2.5.3. Composite titanium-tungsten targets for deposing barrier layers

Metallurgical technologies to produce of Ti/W targets are selected according to procedure #1 
[24]. Multiple EB vacuum melting of compacted Ti blanks is used, as well as cold/warm/hot 
rolling, cutting, drilling, pressing, etching, polishing, etc. By this procedure, cast Ti polycrys-
talline disks of 190 mm in diameter and 23 mm thick are prepared. For this purpose, Ti rods 
produced by iodide process are preliminary carefully purified by EB floating zone vacuum 
melting and then remelted by EB vacuum melting in specially designed water-cooled copper 
molds. At the same time, highly pure W single-crystalline rods of 11 mm in diameter and  
350 mm length are purified by EB floating zone vacuum melting. Composite cast Ti/W targets 
consisted of Ti disks with W cylindrical attachments, arranged in such way that the ratio 
between the areas of Ti and W sections on sputtered targets surface corresponds to the neces-
sary Ti/W ratio in deposited films (Figure 12). TiW films are deposited by sputtering compos-
ite Ti/W, contained 40 at% of Ti, in a sputter deposition system with d.c. power of 2.4–3.2 kW. 
Leakage currents are measured at a reverse bias voltage of 15 V. The current density during 
sputtering is about 0.1 A cm−2. The sputtering yields of Ti and W are the same; however, they 
are chosen to obtain the necessary Ti/W ratio during the whole sputtering procedure. The 
deposition rate is about 1.8 nm s−1. Films are deposited on n-Si(111) substrates (100 mm in 
diameter) preheated in vacuum by IR lamps to 250°C with accuracy of 5°C. Test Schottky 
diodes with both n-Si/PtSi/TiW/Al and n-Si/PtSi/Mo/Al structures are formed by standard 
techniques. These techniques consist of (a) deposition of thin Pt layers by cathode sputtering 
on Si substrates through contact windows of 10 μm × 15 μm which are formed in a surface 
thermal SiO2 layer, (b) annealing of the PtSi structure and removal of the unreacted Pt, (c) 
magnetron sputtering of TiW or Mo, and (d) deposition of the upper Al layer by d.c. magne-
tron sputtering of A1-1 at.% Si target. Photolithography and etching are used to obtain contact 
windows. The structures are annealed in a nitrogen atmosphere at 450°C for different times, 
but not more than 3 h. The temperature of Si substrates is measured indirectly by a calibration 

Figure 12. Composite sputter Ti/W targets (left, new; right, after 150 cycles).

Very-Large-Scale Integration86

or thermal painting. During measurements of mechanical stresses, the heating of all samples 
is carried out in the same way. The thickness of TiW films is 0.18 μm with accuracy of 0.02 μm. 
The sheet resistance is 3.5–4.5 Ω/□; the specific resistivity of TiW films is 65–72 μΩ cm. The 
samples are analyzed by four-point probe sheet resistance measurements, scanning electron 
microscopy, Auger electron spectroscopy, X-ray diffraction, X-ray electron probe spectros-
copy, and laser ellipsometry, enabling an evaluation of residual mechanical stresses in films 
to be made with error of 2%. The leakage currents and Schottky barrier heights are registered 
with accuracy of 0.5 and 0.1% over the measurement range, respectively. XRD data show that 
TiW films are solid solutions of Ti in a W matrix with increased W lattice parameters. A rela-
tive increase in the W lattice parameter depends on a quality of surface conditions (polished 
or unpolished) of Si substrates on which films are deposited (Figure 13). The relative increase 
in the W lattice parameter for a polished surface was δd/d0 = 7×10−3, while for an unpolished 
surface, it is δd/d0 = 2×10−3. Here d0 is the lattice parameter of W (from ASTM tables). This 
difference is mainly due to the action of residual mechanical stresses in films. Measurements 
of a curvature of Si substrates with WTi films show that bending radii were Rlb = 47.0 m and 
R2b = 64.5 m for polished Si substrates with/without a thermal SiO2 sublayer on the Si surface. 
Bending radii are R1b' = 69.0 m and R2b’ = 103.0 m for unpolished Si substrates with/without 
thermal SiO2 sublayer. Mechanical stresses of specimens with/without SiO2 sublayer correlate 
with a microstructure of TiW films. Mean grain sizes of TiW films are 35 and 45 nm for sam-
ples with/without SiO2 sublayer, respectively. Figure 13 shows microstructures of surfaces 
of TiW films on the polished Si substrate with (b) and without (a) the thermal SiO2 sublayer.

The bending displacement is reciprocally related to the bending radius of the substrates, and 
so it can be supposed that mechanical stresses in films deposited on unpolished substrates 
are lower than those in films deposited on polished substrates. This correlates with values of 
relative deviations of the lattice parameter for unpolished and polished substrates (δd/d0 = 
2×10−3 and 7×10−3, respectively). The absolute value of the bending displacement can be used to 
estimate resulting mechanical stresses in the sample. Values of bending radii for samples with-
out SiO2 sublayers are higher than for samples with SiO2 sublayers on both unpolished and 
polished Si substrates. These results confirm the observations of the dependence of mechani-
cal stresses in thin layers on properties of the material and its crystallographic microstructure. 
It can also be supposed that SiO2 sublayers change conditions of nucleation and growth of 
TiW films. As a result, there is a more spontaneous formation of nuclei, faster unity, and 
higher resulting stresses localized on grain boundaries. The influence of sublayers on the layer  

Figure 13. Scanning electron micrographs of the surface morphology of samples with structure Si/TiW (polished Si 
substrate) (a) and Si/SiO2/TiW (b) (×100,000).
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microstructure is confirmed by experiments in which Al layers are deposited onto both Si sub-
strates and Si substrates with TiW film. The influence of a sublayer material on the film micro-
structure is studied on Al layers, prepared by magnetron sputtering of Al targets doped with Si  
(1 at.%), onto Si substrates with/without TiW sublayer. Figure 14 shows a microrelief of Al 
films deposited on Si substrates without (a) and with (b) the TiW sublayer. The microstructure 
of the Al film in the Si/Al structure is rather smooth, and the Al film consists of coarse grains 
with a mean grain size of 1.1–1.3 μm. The mean grain size of Al films in the Si/TiW/Al structure 
is lower (about 0.3 μm) than in the Si/Al structure. TiW films, deposited by magnetron sputter-
ing of composite cast TiW targets, contained approximately 40 at.% Ti, with a remainder W. 
Because TiW films serve simultaneously as current-conducting and barrier layers, sputtering 
targets should have a relatively high W content, together with the necessary Ti/W ratio for 
both optimal barrier properties and lower electric resistivity of TiW films. For effective barrier 
properties, it is preferable to have the Ti content in a range 30–40 at.% Ti in TiW thin films.

As shown earlier, the specific resistivity of TiW films increases with decreasing the W con-
tent to 98 at.%: the specific resistivity for this alloy is approximately 2.5 times higher than 
that for pure Ti films. The difference in the specific resistivity in the range of 30–40 at.% Ti 
is not large: 60–70 μΩ cm. To meet the requirements of the composite target design, the Ti 
content of 40 at.% is chosen. An excellent correlation between Ti/W ratios of targets and of 
films during the whole lifetime of sputtering targets is found, despite the fact that sizes of 
the erosion area changed significantly. The contents of the Ti and W components in the films 
vary slightly after 130–150 sputtering cycles. The relative deviation of the Ti content from 
the standard one during the target lifetime does not exceed 2 rel.%. Our AES studies of TiW 
films have revealed low concentrations of interstitials, such as O, C, and P. Auger profiling 
data of unannealed specimens are shown in Figure 15(a). A typical result for these films is 
a sharp decrease of O and C contents during the etching process and a deepening of the 
analyzing zone. The behavior of O and C is very similar, and their curves partially overlap. 
Mechanical properties and microstructure of TiW layers also depend on the content of gas-
forming interstitials, e.g., O, C, and H, even when they are present in very small quantities. It 
is unclear how strong the influence of a low content of interstitials is on physical properties 

Figure 14. Scanning micrographs of the structure morphology of samples with structures Si/Al (a) and Si/TiW/Al 
(b) ×100,000.
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of thin films, although it is well known that interstitials, even at low concentrations, form 
very stable fine chemical compounds like refractory metal carbides, oxides, nitrides, etc., 
which precipitate on boundaries in thin metal films and can serve as boundary diffusion 
stoppers. On the other hand, the lack of discontinuities on the curve for C at an etching time 
of 50 min, e.g., near the Si/TiW interface, confirms both the effectiveness of the preparation 
of Si substrate surfaces before deposition and the sufficient cleanliness of sputter and deposi-
tion processes, at least at initial stages. A slight monotonic decrease in the Ti content near 
the Si/TiW interface is probably connected with an increase in the W content near the inter-
face. It may also be a result of the nucleation of TiW films, which is preferable for W atoms 
because TiW films are based on the W lattice. It may also be associated with the fact that 
the coefficient of a W self-diffusion is much higher than the coefficient of a Ti self-diffusion 
(1.88×10−8 and 6.4×10−8 cm2 s−1, respectively). This may promote an easier motion of W atoms 
on a nucleation front during the film growth, as well as more frequent collisions of W atoms 
with a nuclei, and hence a higher probability of their accumulation on the nuclei. As can be 
seen from Figure 15(a), W and Ti are homogeneously distributed throughout the film depth, 
which is probably a consequence of their interdiffusion. Near Si/TiW interface, there is a 
rather extended silicide layer, as can be seen from a monotonic change in the Si curve. Some 
localization of C near Si/TiW interface can be related to the differences in a C limited solubil-
ity and a C diffusion coefficient between the initial TiW film and the transition silicide layer 
detected near the SiO2/TiW interface. The considerable O content in TiW layer is dependent 
on the fast O diffusion, compared with the self-diffusion of components of TiW alloy, and 
the high O solubility in W and Ti as well as in their silicides. If no TixWy is present in a solid 
solution, it is possible that Ti may display deoxidizing abilities and react with the Si recov-
ered from SiO2. In this case, a nonstoichiometric Ti silicide phase should be formed, because 
the formation of the stoichiometric TiSi2 phase is not observed at such low temperatures. 
This supposition is in agreement with a monotonic change in the Si curve which correlates 
with a similar O curve. A temperature effect results in the depth redistribution of chemical 
components and impurities of TiW film. Figure 15(b) shows the Auger profiles for the depth 
distribution of elements in TiW films, isothermally annealed at 510°C in vacuum for 1 h. The 
W and Ti are homogeneously distributed throughout the film depth which is probably a 
consequence of the interdiffusion. At the Si/TiW interface, there is a rather extended silicide 
layer as can be seen from a monotonic change of the curve for Si. An increase in the C content 

Figure 15. Auger electron spectra of samples with structure Si/TiW: (a) Auger electron spectra of samples with structure 
Si/TiW before (a) and after (b) isothermal annealing at 510°C for 1 h.
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microstructure is confirmed by experiments in which Al layers are deposited onto both Si sub-
strates and Si substrates with TiW film. The influence of a sublayer material on the film micro-
structure is studied on Al layers, prepared by magnetron sputtering of Al targets doped with Si  
(1 at.%), onto Si substrates with/without TiW sublayer. Figure 14 shows a microrelief of Al 
films deposited on Si substrates without (a) and with (b) the TiW sublayer. The microstructure 
of the Al film in the Si/Al structure is rather smooth, and the Al film consists of coarse grains 
with a mean grain size of 1.1–1.3 μm. The mean grain size of Al films in the Si/TiW/Al structure 
is lower (about 0.3 μm) than in the Si/Al structure. TiW films, deposited by magnetron sputter-
ing of composite cast TiW targets, contained approximately 40 at.% Ti, with a remainder W. 
Because TiW films serve simultaneously as current-conducting and barrier layers, sputtering 
targets should have a relatively high W content, together with the necessary Ti/W ratio for 
both optimal barrier properties and lower electric resistivity of TiW films. For effective barrier 
properties, it is preferable to have the Ti content in a range 30–40 at.% Ti in TiW thin films.

As shown earlier, the specific resistivity of TiW films increases with decreasing the W con-
tent to 98 at.%: the specific resistivity for this alloy is approximately 2.5 times higher than 
that for pure Ti films. The difference in the specific resistivity in the range of 30–40 at.% Ti 
is not large: 60–70 μΩ cm. To meet the requirements of the composite target design, the Ti 
content of 40 at.% is chosen. An excellent correlation between Ti/W ratios of targets and of 
films during the whole lifetime of sputtering targets is found, despite the fact that sizes of 
the erosion area changed significantly. The contents of the Ti and W components in the films 
vary slightly after 130–150 sputtering cycles. The relative deviation of the Ti content from 
the standard one during the target lifetime does not exceed 2 rel.%. Our AES studies of TiW 
films have revealed low concentrations of interstitials, such as O, C, and P. Auger profiling 
data of unannealed specimens are shown in Figure 15(a). A typical result for these films is 
a sharp decrease of O and C contents during the etching process and a deepening of the 
analyzing zone. The behavior of O and C is very similar, and their curves partially overlap. 
Mechanical properties and microstructure of TiW layers also depend on the content of gas-
forming interstitials, e.g., O, C, and H, even when they are present in very small quantities. It 
is unclear how strong the influence of a low content of interstitials is on physical properties 

Figure 14. Scanning micrographs of the structure morphology of samples with structures Si/Al (a) and Si/TiW/Al 
(b) ×100,000.
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of thin films, although it is well known that interstitials, even at low concentrations, form 
very stable fine chemical compounds like refractory metal carbides, oxides, nitrides, etc., 
which precipitate on boundaries in thin metal films and can serve as boundary diffusion 
stoppers. On the other hand, the lack of discontinuities on the curve for C at an etching time 
of 50 min, e.g., near the Si/TiW interface, confirms both the effectiveness of the preparation 
of Si substrate surfaces before deposition and the sufficient cleanliness of sputter and deposi-
tion processes, at least at initial stages. A slight monotonic decrease in the Ti content near 
the Si/TiW interface is probably connected with an increase in the W content near the inter-
face. It may also be a result of the nucleation of TiW films, which is preferable for W atoms 
because TiW films are based on the W lattice. It may also be associated with the fact that 
the coefficient of a W self-diffusion is much higher than the coefficient of a Ti self-diffusion 
(1.88×10−8 and 6.4×10−8 cm2 s−1, respectively). This may promote an easier motion of W atoms 
on a nucleation front during the film growth, as well as more frequent collisions of W atoms 
with a nuclei, and hence a higher probability of their accumulation on the nuclei. As can be 
seen from Figure 15(a), W and Ti are homogeneously distributed throughout the film depth, 
which is probably a consequence of their interdiffusion. Near Si/TiW interface, there is a 
rather extended silicide layer, as can be seen from a monotonic change in the Si curve. Some 
localization of C near Si/TiW interface can be related to the differences in a C limited solubil-
ity and a C diffusion coefficient between the initial TiW film and the transition silicide layer 
detected near the SiO2/TiW interface. The considerable O content in TiW layer is dependent 
on the fast O diffusion, compared with the self-diffusion of components of TiW alloy, and 
the high O solubility in W and Ti as well as in their silicides. If no TixWy is present in a solid 
solution, it is possible that Ti may display deoxidizing abilities and react with the Si recov-
ered from SiO2. In this case, a nonstoichiometric Ti silicide phase should be formed, because 
the formation of the stoichiometric TiSi2 phase is not observed at such low temperatures. 
This supposition is in agreement with a monotonic change in the Si curve which correlates 
with a similar O curve. A temperature effect results in the depth redistribution of chemical 
components and impurities of TiW film. Figure 15(b) shows the Auger profiles for the depth 
distribution of elements in TiW films, isothermally annealed at 510°C in vacuum for 1 h. The 
W and Ti are homogeneously distributed throughout the film depth which is probably a 
consequence of the interdiffusion. At the Si/TiW interface, there is a rather extended silicide 
layer as can be seen from a monotonic change of the curve for Si. An increase in the C content 

Figure 15. Auger electron spectra of samples with structure Si/TiW: (a) Auger electron spectra of samples with structure 
Si/TiW before (a) and after (b) isothermal annealing at 510°C for 1 h.

High-purity Refractory Metals for Thin Film Metallization of VLSI
http://dx.doi.org/10.5772/intechopen.69126

89



at Si/TiW interface can be related to differences in the C limited solubility and the C diffusion 
coefficient between initial TiW film and the transition silicide layer.

TiW films with a junction depth of 0.18 μm are tested as barrier layers on diodes with a square 
shape (10 μm × 15 μm). Schottky barrier heights on n-Si are determined from the current vs. 
applied voltage measurements. TiW layers form a relatively low Schottky barrier contacts to 
n-type Si (no higher than 0.5–0.6 eV). Curves 1 and 2 in Figure 16 show the dependence of 
leakage currents on the testing time at 450°C in nitrogen. For comparison, barrier layers of 
Mo are also tested (Figure 16, curve 3). The measurements of the direct breakdown potential 
(U0) for structures with TiW layers have revealed their high thermal stability after testing at 
450°C for 3 h in nitrogen. A similar testing of structures with Mo layers shows that they are of 
a lower stability than structures with TiW layers (Figure 16, curve 3). Our experimental data 
on the testing of TiW barrier layers are associated with both the microstructure and morphol-
ogy of Si-Me interface in contact with barrier layers of TiW or Mo. It is worth noting that 
leakage currents can be lowered by optimizing the technological procedures, for example, 
by a choice of a sputtering power (Figure 17). A higher quality of contacts with TiW barrier 

Figure 17. Direct breakdown voltages of samples with Schottky barrier diode structures at a current of 300 pA: (1, 2) 
structure n-Si/PtSi/TiW/Al (sputter deposition powers of 2.4 and 3.2 kW, respectively); (3) structure n-Si/PtSi/Mo/Al.

Figure 16. Leakage currents of samples with Schottky barrier diode structures n-Si/PtSi/TiW/AI and n-Si/PtSi/Mo/Al 
tested at 450°C in nitrogen: (1, 2) TiW films deposited at sputter deposition powers of 2.4 and 3.2 kW, respectively; (3) 
Mo film.
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layers, obtained at an increased sputtering power, is partly due to a higher dispersion of the 
microstructure. Schottky diodes with TiW films exhibit a higher level of leakage currents than 
diodes with Mo films, although in both cases leakage currents are not an obstacle to the com-
mercial use of these highly pure refractory metals as Schottky diode barrier layers. On the 
other hand, a great advantage of Schottky diodes with the Si/PtSi/TiW/Al structure is a rather 
high thermal stability of a direct breakdown potential U0). A maximum deviation of U0 from 
the mean value for structures with TiW layers is no higher than 0.1 V during thermal testing at 
450°C for 3 h in nitrogen (Figure 17, curves 1 and 2). At the same time, the maximum deviation 
of U0 from the mean value for structures with Mo layers is twice as high after a thermal testing 
at 450°C for 1 h in nitrogen (Figure 17, curve 3).

2.6. Depositing films of refractory metal silicides for barrier layers

2.6.1. Depositing films of refractory metal disilicides

Refractory metal silicides have a large potential as materials for the low-resistance contacts, 
gate electrodes, and interconnections in microelectronic devices [24, 25]. One of the well-
known techniques for preparation of silicide layers involves a laser co-evaporation and mag-
netron co-sputtering of pure metal films onto a surface of a Si substrate with a subsequent 
high-temperature annealing. Another is magnetron sputtering or laser evaporation of silicide 
targets produced by PM or vacuum melting/casting. Casting of silicide ingots of commercial 
sizes is a well-known metallurgical problem because all refractory metal silicides are very 
brittle and hard in mechanical working. The optimal method is production of composite cast 
refractory metal silicide targets (cast silicide pieces are attached to copper bases by ultrasonic 
soldering). Vacuum melting and casting refractory metal silicides for targets solve the two 
main problems of thin-film deposition, i.e., desired chemical composition and high purity of 
thin films. The most problematic is a production of cast WSi2 targets for the laser ablation or 
magnetron sputter because it is necessary to use two vacuum techniques—vacuum HF levita-
tion and EB float zone melting. Rectangular cast WSi2 targets used in this study [26] for laser 
ablation have a volume of 1.5 cm3 and are chemically homogeneous. For magnetron sputtering 
composite, cast silicide targets of 152 mm in diameter are produced. Our study has revealed 
possibilities of depositing WSi2 films by both the laser evaporation and magnetron sputtering. 
Other refractory metal silicides are produced in a similar way. Three experimental series are 
conducted to obtain silicide films: (1) laser evaporation of cast silicide targets, (2) magnetron 
sputtering cast silicide targets, and (3) magnetron co-sputtering of metal and Si targets. Initial 
materials for silicide sintering are 5N-purity Si and high-purity refractory metals (Table 1). 
Homogeneous mixtures of high-purity Si and refractory metal are prepared and isostatically 
pressed. Then mixture samples are sintered in a vacuum at 1100°C for 3 h. PM sintered sam-
ples are melted by vacuum HF levitation and cast in copper molds. The levitation melting con-
sists of suspending a solid sample in HF electromagnetic field and melting it by the induced 
electrical currents. The resulting 25 g liquid drops have a form of the sphere. To solidify a 
liquid drop, it is enough to switch off an electric power. During laser ablation, the 10×15×5 
mm3 cast targets are evaporated with a solid-state Nd-laser of 1.06 μm wavelength, 0.8 J  
pulse energy, and 10–20 Hz pulse frequency [26]. The laser beam spot is 2–3 mm in diameter. 
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at Si/TiW interface can be related to differences in the C limited solubility and the C diffusion 
coefficient between initial TiW film and the transition silicide layer.

TiW films with a junction depth of 0.18 μm are tested as barrier layers on diodes with a square 
shape (10 μm × 15 μm). Schottky barrier heights on n-Si are determined from the current vs. 
applied voltage measurements. TiW layers form a relatively low Schottky barrier contacts to 
n-type Si (no higher than 0.5–0.6 eV). Curves 1 and 2 in Figure 16 show the dependence of 
leakage currents on the testing time at 450°C in nitrogen. For comparison, barrier layers of 
Mo are also tested (Figure 16, curve 3). The measurements of the direct breakdown potential 
(U0) for structures with TiW layers have revealed their high thermal stability after testing at 
450°C for 3 h in nitrogen. A similar testing of structures with Mo layers shows that they are of 
a lower stability than structures with TiW layers (Figure 16, curve 3). Our experimental data 
on the testing of TiW barrier layers are associated with both the microstructure and morphol-
ogy of Si-Me interface in contact with barrier layers of TiW or Mo. It is worth noting that 
leakage currents can be lowered by optimizing the technological procedures, for example, 
by a choice of a sputtering power (Figure 17). A higher quality of contacts with TiW barrier 

Figure 17. Direct breakdown voltages of samples with Schottky barrier diode structures at a current of 300 pA: (1, 2) 
structure n-Si/PtSi/TiW/Al (sputter deposition powers of 2.4 and 3.2 kW, respectively); (3) structure n-Si/PtSi/Mo/Al.

Figure 16. Leakage currents of samples with Schottky barrier diode structures n-Si/PtSi/TiW/AI and n-Si/PtSi/Mo/Al 
tested at 450°C in nitrogen: (1, 2) TiW films deposited at sputter deposition powers of 2.4 and 3.2 kW, respectively; (3) 
Mo film.
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layers, obtained at an increased sputtering power, is partly due to a higher dispersion of the 
microstructure. Schottky diodes with TiW films exhibit a higher level of leakage currents than 
diodes with Mo films, although in both cases leakage currents are not an obstacle to the com-
mercial use of these highly pure refractory metals as Schottky diode barrier layers. On the 
other hand, a great advantage of Schottky diodes with the Si/PtSi/TiW/Al structure is a rather 
high thermal stability of a direct breakdown potential U0). A maximum deviation of U0 from 
the mean value for structures with TiW layers is no higher than 0.1 V during thermal testing at 
450°C for 3 h in nitrogen (Figure 17, curves 1 and 2). At the same time, the maximum deviation 
of U0 from the mean value for structures with Mo layers is twice as high after a thermal testing 
at 450°C for 1 h in nitrogen (Figure 17, curve 3).

2.6. Depositing films of refractory metal silicides for barrier layers

2.6.1. Depositing films of refractory metal disilicides

Refractory metal silicides have a large potential as materials for the low-resistance contacts, 
gate electrodes, and interconnections in microelectronic devices [24, 25]. One of the well-
known techniques for preparation of silicide layers involves a laser co-evaporation and mag-
netron co-sputtering of pure metal films onto a surface of a Si substrate with a subsequent 
high-temperature annealing. Another is magnetron sputtering or laser evaporation of silicide 
targets produced by PM or vacuum melting/casting. Casting of silicide ingots of commercial 
sizes is a well-known metallurgical problem because all refractory metal silicides are very 
brittle and hard in mechanical working. The optimal method is production of composite cast 
refractory metal silicide targets (cast silicide pieces are attached to copper bases by ultrasonic 
soldering). Vacuum melting and casting refractory metal silicides for targets solve the two 
main problems of thin-film deposition, i.e., desired chemical composition and high purity of 
thin films. The most problematic is a production of cast WSi2 targets for the laser ablation or 
magnetron sputter because it is necessary to use two vacuum techniques—vacuum HF levita-
tion and EB float zone melting. Rectangular cast WSi2 targets used in this study [26] for laser 
ablation have a volume of 1.5 cm3 and are chemically homogeneous. For magnetron sputtering 
composite, cast silicide targets of 152 mm in diameter are produced. Our study has revealed 
possibilities of depositing WSi2 films by both the laser evaporation and magnetron sputtering. 
Other refractory metal silicides are produced in a similar way. Three experimental series are 
conducted to obtain silicide films: (1) laser evaporation of cast silicide targets, (2) magnetron 
sputtering cast silicide targets, and (3) magnetron co-sputtering of metal and Si targets. Initial 
materials for silicide sintering are 5N-purity Si and high-purity refractory metals (Table 1). 
Homogeneous mixtures of high-purity Si and refractory metal are prepared and isostatically 
pressed. Then mixture samples are sintered in a vacuum at 1100°C for 3 h. PM sintered sam-
ples are melted by vacuum HF levitation and cast in copper molds. The levitation melting con-
sists of suspending a solid sample in HF electromagnetic field and melting it by the induced 
electrical currents. The resulting 25 g liquid drops have a form of the sphere. To solidify a 
liquid drop, it is enough to switch off an electric power. During laser ablation, the 10×15×5 
mm3 cast targets are evaporated with a solid-state Nd-laser of 1.06 μm wavelength, 0.8 J  
pulse energy, and 10–20 Hz pulse frequency [26]. The laser beam spot is 2–3 mm in diameter. 
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The substrates are Si(100), Si(111), MgO, ZrO2, and Al2O3. The substrate temperature is varied 
within the range of 100–750°C. The deposition time is 5–20 min and a film thickness 15–200 nm.  
Magnetron sputtering involves the sputter cleaning of cast targets and sputtering films in Ar. 
Magnetron co-sputtering is as well used to produce many other refractory metal silicides (Ti-
Si, Zr-Si, Hf-Si, V-Si, Nb-Si, Ta-Si, Mo-Si, WSi2, CoSi2, etc.). The sputtering system is first evacu-
ated down to a vacuum of 2×10−6 Torr prior to the deposition of thin silicide films. Si wafers are 
cleaned chemically prior to load into a magnetron sputter apparatus. A special care is taken to 
exclude such contaminants as O, C, and alkaline metals from an apparatus environment. The 
sputtering procedure involves sputter cleaning cast silicide targets in Ar for 5–10 min, while 
the shutter is closed and sputters depositing silicide films in Ar. The relative atomic impurity 
content in Ar is less than 3×10−6. The resistivity of thin disilicide films as well as cast disilicide 
targets is shown in Table 4.

2.6.2. Depositing films of WSi2

During magnetron sputtering, the WSi2 films are deposited onto Si(100) wafers (10–20 Ω cm) 
with/without a thin film (about 0.3 μm) of SiO2 at room temperature. The WSi2 films are deposited 
by magnetron sputtering cast targets in a sputter deposition system with a constant vacuum of 
2×10−2 Torr and d.c. power of 0.26 kW [27]. To produce targets for magnetron sputtering, the WSi2 

Disilicide Electrical resistivity (μΩ cm)

Target Film

TiSi2 16.9 13–17

ZrSi2 75.8 40–43

HfSi2 62.0 150–260

VSi2 66.5 67–80

NbSi2 50.4 55–63

TaSi2 46.1 60

MoSi2 21.6 67–80

WSi2 80.1 50–70

CoSi2 16.0 30.0

Table 4. Specific resistivity of thin disilicide films of refractory metals.

Figure 18. Composite WSi2 targets for magnetron sputtering: left, new; right, after 150 cycles.
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cast blocks of 20×15×5 mm3 are machined and soldered ultrasonically to copper bases of 152 mm  
diameter (Figure 18). Considering that our purpose is to replace a standard Al metallization 
with WSi2 as well as to form the next metallization level, it is not our aim to study a resistivity of 
contacts of WSi2 to the p-type conductivity layers. Thus, the simplified technological method is 
used. Following sputtering, the wafers are cleaned in a dilute HF solution for 4 min and rinsed 
in deionized water before loading into the deposition chamber. The wafers are treated in a buf-
fer etchant for 10 s. A poly-Si layer 0.11 μm thick is deposited onto two wafers. The 0.25 μm thick 
WSi2 layer together with a satellite is deposited, and the Al commutation is formed. The WSi2 
layer is reactively ion etched. For removal of the photoresist, a plasma-chemical treatment is 
employed with additional chemical treatment. Then the wafers are covered with a 0.7 μm boro-
phospho-silicate-glass (BPSG) layer and annealed in N2 gas. The annealing chamber is purged 
with N2 for 10 min before each anneal, and the annealed wafers are allowed to cool in N2 before 
removing from the chamber. The BPSG layer is etched off with different chemical procedures.

Various chemical treatments of etching are used on different parts of wafers. Treatment #1 
consisted of stripping of the BPSG layer in a buffer etchant for 2 min. In treatment #2, the BPSG 
layer is stripped off in a similar buffer etchant; however, the layer is etched for 4 min. Treatment 
#3 involves reactive ion etching of contacts. Treatment #4 includes all three treatments listed 
above. The input power to sputter composite mosaic targets is as much as 260 W for 30 min for 
each cycle. Before sputtering, Si wafers are heated to 250–300°C. It has been found that such a 
procedure is sufficient to produce a clean Si surface. The deposition rate is proportional to the 
sputtering power at a constant pressure in the sputtering chamber. The sputtering rate and the 
layer thickness are monitored during deposition with the microprocessor and profilometer, 
respectively. The deposited silicide films are annealed in vacuum. Some samples are annealed 
at 950°C in N2 for 30 min. The film thickness is found to be 200–250 nm. The specific resistivity 
of cast specimens and of conducting WSi2 paths as well as contacts to poly-Si layers is mea-
sured by the four-point probe sheet resistance method. X-ray phase analysis of cast samples is 
performed on a Siemens D-500 diffractometer (ψ = 25°, Fe-07), and a JXA-5 apparatus is used 
for local X-ray spectral analysis. Chemical reactions between the film and wafer as well as the 
distribution of elements are studied by Auger electron spectroscopy together with ion sput-
tering with a JAMP-10S Auger electron spectrometer. The energy of the primary ion beam is  
10 keV, and the current was 5×10−6 A. The spot is increased up to 100 μm diameter to prevent a 
decomposition of the material studied and to lower an electron current density. 1 keV Ar ions 
are used for sputtering. Instability of an ion gun is no more than 10%. The ion beam diameter 
is 10 mm. A scanning electron microscope study is performed with a JSM-35S and a Stereoscan 
240. Both the elemental composition and elemental depth distribution of 100 nm thick WSi2 
films are analyzed by means of Rutherford backscattering of 1.5 MeV He ions. After annealing 
of thin refractory metal films deposited in vacuum by magnetron co-sputtering of cast high-
purity refractory metals on Si or Si-on-sapphire substrates at 650–700°C, stoichiometric thin 
disilicide films are produced, which are confirmed by Auger electron spectrometry.

The specific resistivity of cast WSi2 targets is 50 μΩ cm. It is lower than that of PM targets  
(70 μΩ cm). Local X-ray spectral analyses of cast targets show that samples are homo-
geneous. An analysis of the phase composition of laser-deposited films obtained by 
evaporation (ablation) of cast WSi2 targets on (100) and (111) Si substrates shows that 
amorphous WSi2 forms at substrate temperatures up to 400°C. Above this temperature 
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The substrates are Si(100), Si(111), MgO, ZrO2, and Al2O3. The substrate temperature is varied 
within the range of 100–750°C. The deposition time is 5–20 min and a film thickness 15–200 nm.  
Magnetron sputtering involves the sputter cleaning of cast targets and sputtering films in Ar. 
Magnetron co-sputtering is as well used to produce many other refractory metal silicides (Ti-
Si, Zr-Si, Hf-Si, V-Si, Nb-Si, Ta-Si, Mo-Si, WSi2, CoSi2, etc.). The sputtering system is first evacu-
ated down to a vacuum of 2×10−6 Torr prior to the deposition of thin silicide films. Si wafers are 
cleaned chemically prior to load into a magnetron sputter apparatus. A special care is taken to 
exclude such contaminants as O, C, and alkaline metals from an apparatus environment. The 
sputtering procedure involves sputter cleaning cast silicide targets in Ar for 5–10 min, while 
the shutter is closed and sputters depositing silicide films in Ar. The relative atomic impurity 
content in Ar is less than 3×10−6. The resistivity of thin disilicide films as well as cast disilicide 
targets is shown in Table 4.

2.6.2. Depositing films of WSi2

During magnetron sputtering, the WSi2 films are deposited onto Si(100) wafers (10–20 Ω cm) 
with/without a thin film (about 0.3 μm) of SiO2 at room temperature. The WSi2 films are deposited 
by magnetron sputtering cast targets in a sputter deposition system with a constant vacuum of 
2×10−2 Torr and d.c. power of 0.26 kW [27]. To produce targets for magnetron sputtering, the WSi2 

Disilicide Electrical resistivity (μΩ cm)

Target Film

TiSi2 16.9 13–17

ZrSi2 75.8 40–43

HfSi2 62.0 150–260

VSi2 66.5 67–80

NbSi2 50.4 55–63

TaSi2 46.1 60

MoSi2 21.6 67–80

WSi2 80.1 50–70

CoSi2 16.0 30.0

Table 4. Specific resistivity of thin disilicide films of refractory metals.

Figure 18. Composite WSi2 targets for magnetron sputtering: left, new; right, after 150 cycles.

Very-Large-Scale Integration92

cast blocks of 20×15×5 mm3 are machined and soldered ultrasonically to copper bases of 152 mm  
diameter (Figure 18). Considering that our purpose is to replace a standard Al metallization 
with WSi2 as well as to form the next metallization level, it is not our aim to study a resistivity of 
contacts of WSi2 to the p-type conductivity layers. Thus, the simplified technological method is 
used. Following sputtering, the wafers are cleaned in a dilute HF solution for 4 min and rinsed 
in deionized water before loading into the deposition chamber. The wafers are treated in a buf-
fer etchant for 10 s. A poly-Si layer 0.11 μm thick is deposited onto two wafers. The 0.25 μm thick 
WSi2 layer together with a satellite is deposited, and the Al commutation is formed. The WSi2 
layer is reactively ion etched. For removal of the photoresist, a plasma-chemical treatment is 
employed with additional chemical treatment. Then the wafers are covered with a 0.7 μm boro-
phospho-silicate-glass (BPSG) layer and annealed in N2 gas. The annealing chamber is purged 
with N2 for 10 min before each anneal, and the annealed wafers are allowed to cool in N2 before 
removing from the chamber. The BPSG layer is etched off with different chemical procedures.

Various chemical treatments of etching are used on different parts of wafers. Treatment #1 
consisted of stripping of the BPSG layer in a buffer etchant for 2 min. In treatment #2, the BPSG 
layer is stripped off in a similar buffer etchant; however, the layer is etched for 4 min. Treatment 
#3 involves reactive ion etching of contacts. Treatment #4 includes all three treatments listed 
above. The input power to sputter composite mosaic targets is as much as 260 W for 30 min for 
each cycle. Before sputtering, Si wafers are heated to 250–300°C. It has been found that such a 
procedure is sufficient to produce a clean Si surface. The deposition rate is proportional to the 
sputtering power at a constant pressure in the sputtering chamber. The sputtering rate and the 
layer thickness are monitored during deposition with the microprocessor and profilometer, 
respectively. The deposited silicide films are annealed in vacuum. Some samples are annealed 
at 950°C in N2 for 30 min. The film thickness is found to be 200–250 nm. The specific resistivity 
of cast specimens and of conducting WSi2 paths as well as contacts to poly-Si layers is mea-
sured by the four-point probe sheet resistance method. X-ray phase analysis of cast samples is 
performed on a Siemens D-500 diffractometer (ψ = 25°, Fe-07), and a JXA-5 apparatus is used 
for local X-ray spectral analysis. Chemical reactions between the film and wafer as well as the 
distribution of elements are studied by Auger electron spectroscopy together with ion sput-
tering with a JAMP-10S Auger electron spectrometer. The energy of the primary ion beam is  
10 keV, and the current was 5×10−6 A. The spot is increased up to 100 μm diameter to prevent a 
decomposition of the material studied and to lower an electron current density. 1 keV Ar ions 
are used for sputtering. Instability of an ion gun is no more than 10%. The ion beam diameter 
is 10 mm. A scanning electron microscope study is performed with a JSM-35S and a Stereoscan 
240. Both the elemental composition and elemental depth distribution of 100 nm thick WSi2 
films are analyzed by means of Rutherford backscattering of 1.5 MeV He ions. After annealing 
of thin refractory metal films deposited in vacuum by magnetron co-sputtering of cast high-
purity refractory metals on Si or Si-on-sapphire substrates at 650–700°C, stoichiometric thin 
disilicide films are produced, which are confirmed by Auger electron spectrometry.

The specific resistivity of cast WSi2 targets is 50 μΩ cm. It is lower than that of PM targets  
(70 μΩ cm). Local X-ray spectral analyses of cast targets show that samples are homo-
geneous. An analysis of the phase composition of laser-deposited films obtained by 
evaporation (ablation) of cast WSi2 targets on (100) and (111) Si substrates shows that 
amorphous WSi2 forms at substrate temperatures up to 400°C. Above this temperature 
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it crystallizes and exhibits a mixture of the tetragonal phase and a small amount of the 
semiconducting hexagonal phase. As the substrate temperature is increased, the amount 
of the hexagonal phase decreases. At 700°C the film is single-phase tetragonal having a 
metallic type of conduction. At 750°C, a small amount of a second phase (W5Si3) reap-
pears. The experimental results show that, as the pulse frequency is lowered, WSi2 films 
become multiphase. In this case the main tetragonal phase of WSi2 is observed together 
with a small amount of the hexagonal phase and W5Si3. The occurrence of a phase defi-
cient in Si with respect to the disilicide composition might be attributed to the evapora-
tion of the latter. The phase compositions of films obtained after annealing and those 
deposited immediately onto a hot substrate are similar. Interplanar distances for lines on 
diffraction patterns of sintered and cast WSi2 targets and of WSi2 films deposited from 
cast targets at 700°C are given in Table 5. Phase compositions of films are seen to cor-
respond to those of targets. A small deviation of intensities of measured lines from tabu-
lated ones indicates the presence of texture in samples. Rutherford backscattering data 
indicate that 100 nm WSi2 films (the Si/W ratio being approximately 2) are obtained on 
Si substrates (Figure 19). An analysis of the elemental depth distribution shows that this 
ratio remains constant throughout the film depth. No transitional layer between the film 
and the substrate (Si or neutral) is observed.

In every case, the tetragonal WSi2, which coexisted with a small amount of W5Si3, is the domi-
nant phase. The microstructural studies of the films deposited on Si(111) at 700°C in a vacuum 
show that they are homogeneous without ruptures. Being rather thin (30 nm), the films prob-
ably copy a substrate surface relief. The SEM studies of the cross sections of the films show 

hkl d

File data PM powder target Cast target Film (laser) Film (magnetron)

002 3.908 3.911 3.907 3.928 3.927

101 2.970 2.970 2.970 2.962 2.970

110 2.270 2.270 2.268 2.263 2.269

103 2.020 2.025 2.026 2.025 2.025

004 1.961 1.963 1.964 1.965 –

112 1.961 1.963 1.964 1.965 1.964

200 1.603 1.606 1.606 1.601 1.608

114 1.485 1.485 1.484 1.483 1.484

105 1.412 1.412 1.413 – 1.410

211 1.407 1/407 1.407 1.409 –

006 1.304 1.305 1.304 1.308 –

213 1.258 1.258 1.258 1.255 1.257

204 1.241 1.241 1.240 – –

Table 5. Interplanar distances dhkl of WSi2 for PM target, cast target, and thin film deposited on Si(100) substrate by laser 
ablation and magnetron sputtering of cast target.
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that a boundary between WSi2 film of 100 nm thick and Si substrate is rather distinct. Similar 
experimental results are obtained when WSi2 films are deposited by magnetron sputtering 
of cast composite targets. Auger electron spectrometry studies of WSi2 films have revealed 
a sharp decrease in O and C contents during ion etching of specimens and deepening an 
analyzing zone. The behavior of O and C at WSi2 layer is similar. W and Si are homoge-
neously distributed in the film, which is probably a consequence of interdiffusion. Near SiO2/
WSi2 interface, there is a rather narrow layer where O is sharply increased and W is sharply 
decreased; however, Si content after a short decrease remains at a former level. C content 
remains at the same level as in WSi2 layer and at the interface. This can be related to the limited 
solubility of C and C diffusion coefficient in initial WSi2 film, transition layer, and SiO2 sub-
layer. There are no visible changes of these layers after chemical etching as well as no changes 
of them after etching off the BPSG layers. However, after chemical etching and reactive ion 
etching, there is a light erosion of the WSi2 surface. It is found that about 15% of the layer 
is etched off and the etched surface has a light roughness. The BPSG layer under the WSi2 
layer is partially melted during annealing at 1000°C, so the WSi2 conducting paths are slightly 
uneven (curved); however, there are no fractures or cracks. The samples annealed at 900°C 
have no changes at all. The most visible changes in contacts to the poly-Si and wafers of the 
samples annealed at 900°C show the appearance of clear distortions in contact sites of wafers 
without the poly-Si sublayers. The wafers with poly-Si sublayers have no changes. This effect 
is greater on the samples annealed at 1000°C.

The mean electrical resistance of WSi2 conducting paths before annealing is 33 kΩ. The mean 
electric resistivities of WSi2 conducting paths with poly-Si sublayers are 6.32 and 4.7 Ω/□  
after annealing at 900 and 1000°C, respectively. The mean electric resistivities of WSi2 con-
ducting paths without poly-Si sublayers are 6.65 and 5.6 Ω/□ after annealing at 900 and 
1000°C, respectively. Electrical contacts to p-type layers are absent, because the layers in 
the vicinity of contacts can be heavily doped with P from the BPSG layer through the sili-
cide layer or poly-Si. The electrical resistance of contacts to n-type conductivity layers on 
samples without poly-Si sublayers under WSi2 layers is not reproducible and is very scat-
tered with values up to 20 μΩ cm for 50 contacts. The samples with poly-Si sublayers exhibit 

Figure 19. Rutherford backscattering spectra (E0=1.5 MeV) for film structure WSi2/Si. Arrows indicate energy positions 
corresponding to occurrence of W and Si atoms on the surface.
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it crystallizes and exhibits a mixture of the tetragonal phase and a small amount of the 
semiconducting hexagonal phase. As the substrate temperature is increased, the amount 
of the hexagonal phase decreases. At 700°C the film is single-phase tetragonal having a 
metallic type of conduction. At 750°C, a small amount of a second phase (W5Si3) reap-
pears. The experimental results show that, as the pulse frequency is lowered, WSi2 films 
become multiphase. In this case the main tetragonal phase of WSi2 is observed together 
with a small amount of the hexagonal phase and W5Si3. The occurrence of a phase defi-
cient in Si with respect to the disilicide composition might be attributed to the evapora-
tion of the latter. The phase compositions of films obtained after annealing and those 
deposited immediately onto a hot substrate are similar. Interplanar distances for lines on 
diffraction patterns of sintered and cast WSi2 targets and of WSi2 films deposited from 
cast targets at 700°C are given in Table 5. Phase compositions of films are seen to cor-
respond to those of targets. A small deviation of intensities of measured lines from tabu-
lated ones indicates the presence of texture in samples. Rutherford backscattering data 
indicate that 100 nm WSi2 films (the Si/W ratio being approximately 2) are obtained on 
Si substrates (Figure 19). An analysis of the elemental depth distribution shows that this 
ratio remains constant throughout the film depth. No transitional layer between the film 
and the substrate (Si or neutral) is observed.

In every case, the tetragonal WSi2, which coexisted with a small amount of W5Si3, is the domi-
nant phase. The microstructural studies of the films deposited on Si(111) at 700°C in a vacuum 
show that they are homogeneous without ruptures. Being rather thin (30 nm), the films prob-
ably copy a substrate surface relief. The SEM studies of the cross sections of the films show 
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File data PM powder target Cast target Film (laser) Film (magnetron)

002 3.908 3.911 3.907 3.928 3.927

101 2.970 2.970 2.970 2.962 2.970

110 2.270 2.270 2.268 2.263 2.269

103 2.020 2.025 2.026 2.025 2.025

004 1.961 1.963 1.964 1.965 –

112 1.961 1.963 1.964 1.965 1.964

200 1.603 1.606 1.606 1.601 1.608

114 1.485 1.485 1.484 1.483 1.484

105 1.412 1.412 1.413 – 1.410

211 1.407 1/407 1.407 1.409 –

006 1.304 1.305 1.304 1.308 –

213 1.258 1.258 1.258 1.255 1.257

204 1.241 1.241 1.240 – –

Table 5. Interplanar distances dhkl of WSi2 for PM target, cast target, and thin film deposited on Si(100) substrate by laser 
ablation and magnetron sputtering of cast target.
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that a boundary between WSi2 film of 100 nm thick and Si substrate is rather distinct. Similar 
experimental results are obtained when WSi2 films are deposited by magnetron sputtering 
of cast composite targets. Auger electron spectrometry studies of WSi2 films have revealed 
a sharp decrease in O and C contents during ion etching of specimens and deepening an 
analyzing zone. The behavior of O and C at WSi2 layer is similar. W and Si are homoge-
neously distributed in the film, which is probably a consequence of interdiffusion. Near SiO2/
WSi2 interface, there is a rather narrow layer where O is sharply increased and W is sharply 
decreased; however, Si content after a short decrease remains at a former level. C content 
remains at the same level as in WSi2 layer and at the interface. This can be related to the limited 
solubility of C and C diffusion coefficient in initial WSi2 film, transition layer, and SiO2 sub-
layer. There are no visible changes of these layers after chemical etching as well as no changes 
of them after etching off the BPSG layers. However, after chemical etching and reactive ion 
etching, there is a light erosion of the WSi2 surface. It is found that about 15% of the layer 
is etched off and the etched surface has a light roughness. The BPSG layer under the WSi2 
layer is partially melted during annealing at 1000°C, so the WSi2 conducting paths are slightly 
uneven (curved); however, there are no fractures or cracks. The samples annealed at 900°C 
have no changes at all. The most visible changes in contacts to the poly-Si and wafers of the 
samples annealed at 900°C show the appearance of clear distortions in contact sites of wafers 
without the poly-Si sublayers. The wafers with poly-Si sublayers have no changes. This effect 
is greater on the samples annealed at 1000°C.

The mean electrical resistance of WSi2 conducting paths before annealing is 33 kΩ. The mean 
electric resistivities of WSi2 conducting paths with poly-Si sublayers are 6.32 and 4.7 Ω/□  
after annealing at 900 and 1000°C, respectively. The mean electric resistivities of WSi2 con-
ducting paths without poly-Si sublayers are 6.65 and 5.6 Ω/□ after annealing at 900 and 
1000°C, respectively. Electrical contacts to p-type layers are absent, because the layers in 
the vicinity of contacts can be heavily doped with P from the BPSG layer through the sili-
cide layer or poly-Si. The electrical resistance of contacts to n-type conductivity layers on 
samples without poly-Si sublayers under WSi2 layers is not reproducible and is very scat-
tered with values up to 20 μΩ cm for 50 contacts. The samples with poly-Si sublayers exhibit 

Figure 19. Rutherford backscattering spectra (E0=1.5 MeV) for film structure WSi2/Si. Arrows indicate energy positions 
corresponding to occurrence of W and Si atoms on the surface.
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much less scatter in a specific resistance. Thus, RAl-n+ = 360–400 kΩ for 50 contacts on a 
sample annealed at 900°C; however, the resistance for 50 contacts on a sample annealed at 
1000°C is 1.4–1.8 kΩ. RAl-polySi = 600–700 kΩ for 100 contacts on samples annealed at 900°C; 
however, the analogous value for 100 contacts on samples annealed at 1000°C is 3.3–3.5 kΩ. 
All n+-p-junctions on the large perimeter area of about 16,000 μm2 and 2120 contacts have 
leakage currents lower than 0.04 nA at a bias voltage of 15 V. With an increase of the bias 
voltage, leakage currents increase monotonically up to 0.1 nA at 20 V; however, at 21–22 V 
junctions have breakdowns.

Analysis of experimental results suggests that WSi2 deposited during laser evaporation do 
not form due to Si diffusion from the substrate. This view is supported by experiments on 
a film deposition on neutral substrates (MgO, Al2O3, ZrO2) where the dominant phase is 
WSi2. An important advantage of laser evaporation and magnetron sputtering for deposit-
ing films, compared to the annealing technology, is that single-phase films are deposited 
at a substrate temperature of 700°C, which is 300°C lower than in the case of annealing. 
Noteworthy is the fact that the tetragonal phase of WSi2 is obtained at a substrate tempera-
ture of 600°C, which is in disagreement with data, which state that this phase nucleates 
and grows at temperatures above 620°C. The results on room-temperature deposition of 
thin (30 nm) films on Si substrates (and subsequently annealing at 750°C for 1 min) are 
also of interest. Their phase composition is analogous to that of films deposited directly on 
hot substrates. This is very promising technologically. Data on Rutherford backscattering 
and layer-by-layer X-ray phase analysis suggest that no transition layer exists between the 
film and the substrate. This is also an advantage compared to the annealing technology. 
Tetragonal disilicide films deposited by laser evaporation have the resistivity of 50–70 μΩ 
cm, which conform to values for films deposited by annealing, but it is much lower than for 
films deposited by magnetron sputtering of PM targets (120 μΩ cm). W and Si are homo-
geneously distributed across the film, which is probably a consequence of their interdiffu-
sion. Near WSi2/SiO2 interface, there is a rather narrow transitional layer, where O and W 
replace each other. In SiO2 layer, following the interface, mainly Si and O are found, with 
low amounts of W and C. Both of these elements are distributed homogeneously in SiO2 
layer by diffusion. O content in WSi2 layer is a consequence of the fast O diffusion, com-
pared with a self-diffusion of other components of the system, and the high O solubility in 
W as well as in its silicides.

2.7. Depositing titanium films

Of particular interest are thin films of TiSi2 which due to their low electrical resistivity are the 
most promising for the inter-element wiring and silicidation areas of the emitters, collectors, 
and injectors of the bipolar IC, as well the sources, drains, and gates in VLSI. In this connec-
tion it is necessary to determine the conditions of formation of TiSi2 films on substrates of 
single- and polycrystalline Si varying degrees of doping. Here, studies are done of thin films 
of the TiSi2 formed by a solid-phase reaction of Ti films with the mono- and polycrystalline 
Si substrate. Thin films of TiSi2 are obtained by magnetron sputtering targets of highly pure 
Ti, produced by multiple EB vacuum-melting Ti rods and followed by a heat treatment of 
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the film obtained under nitrogen with O content of 10−4%. The heat treatment is conducted 
in a diffusion furnace. To reduce the amount of O in the as-deposited Ti films, an anneal-
ing is used together with getters. Getters are Si wafers; the front and rear sides of which are 
coated with Ti films of a thickness 0.1 μm. Plates are positioned before and after experimental 
samples relative to Ar flow. As substrates, single-crystalline wafers of n-Si(100) of 100 mm in 
diameter, doped with P to the resistance of 4.5 Ω cm, are used. In the case of Ti silicides on 
the polycrystalline Si, Ti films are deposited on the oxidized beforehand poly-Si of 0.45 μm 
thick obtained by a silane ammonolysis under a reduced pressure. The thickness of Ti films 
is measured by the interference method with accuracy of 0.005 μm. A silicide film thickness 
is calculated from known ratios, knowing the thickness of the metal film, and is measured in 
a scanning electron microscope of the vertical cleavage of TiSi2/Si structure. The Si substrate 
temperature during depositing Ti films does not exceed 423°C. Plates are subjected to the 
standard chemical treatment, and immediately prior to Ti deposition, Si surface is purified by 
plasma etching. To investigate the degree of influence of both the alloying and impurity-type 
doping, Si substrates (or a poly-Si film) are subjected to ion doping with B or P at ion energies 
of 40 and 60 keV, respectively. An annealing Ti film to form TiSi2 is carried out in a diffusion 
furnace in two steps: at 898K in a nitrogen atmosphere for 30 min and, then, after removing 
the TiN layer, at 1123K and 30–60 min in a vacuum or Ar atmosphere. A need to anneal in 
nitrogen causes by the fact that the resulting surface layer consisting essentially of TiN pre-
vented the lateral Ti diffusion which in the real VLSI structures can cause short circuits. The 
crystal structure of the elemental and phase composition of as-deposited films and silicide 
films are studied by electron diffraction, scanning and electron microscopy, Rutherford back-
scattering, as well as X-ray methods, in particular by “moving beam,” which allows determin-
ing the change of the phase composition across the film thickness. A study is performed on 
the profiles of the element distribution across the film thickness by Rutherford backscattering 
with an initial energy of 1 MeV He ions. The scattering angle is 170°. The energy resolution 
of the detector system is 17 keV. To improve the depth resolution, a sliding experimental 
geometry is used, in which angles of incidence and scattered ions have a value of 60°. This 
improvement allows reaching a resolution of 10 nm for Ti and 15 nm for Si, while at normal 
resolution geometry, they are 20 and 30 nm, respectively. Figure 20 shows energy spectra 
of Rutherford backscattering for as-deposited and annealed at 898 K samples. It can be seen 
(Figure 20, spectrum 1) that in the original Ti film, some O is present, as evidenced by the 
spectrum peak in 350–368 keV energy. The profiles of an element distribution, calculated 
from the spectrum, allow the thickness of the film to be determined, which is found to be 
~3×1017 at./cm2 for the sample. Provided that the volume Ti content is 5.68×1022 at./cm3 and  
d = x (at./cm2)/N* (at./cm3), Ti film thickness is found to be ~53 μm. O mainly localized in the 
surface layer of the film of a thickness 1×1017 at./cm2 (15–20 nm), and its concentration does 
not exceed 25%. An annealing under nitrogen at 898 K and 30 min leads to a redistribution of 
elements in the surface layer (Figure 20, spectrum 2). A layer near the surface is enriched with 
N atoms and with a small amount of O. At a range of depths (3.5–5.5)×1017 at./cm2 (a conver-
sion to the unit of length in this case is not correct due to a lack of accurate data on the volume 
concentration of atoms in the silicide film), the relative concentration of elements corresponds 
to TiSi2 phase. After chemical or plasma-chemical removal of the fluorine-containing plasma, 
the surface layer of the film has a phase composition of the TiSi2 with some excess of Si. In 
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much less scatter in a specific resistance. Thus, RAl-n+ = 360–400 kΩ for 50 contacts on a 
sample annealed at 900°C; however, the resistance for 50 contacts on a sample annealed at 
1000°C is 1.4–1.8 kΩ. RAl-polySi = 600–700 kΩ for 100 contacts on samples annealed at 900°C; 
however, the analogous value for 100 contacts on samples annealed at 1000°C is 3.3–3.5 kΩ. 
All n+-p-junctions on the large perimeter area of about 16,000 μm2 and 2120 contacts have 
leakage currents lower than 0.04 nA at a bias voltage of 15 V. With an increase of the bias 
voltage, leakage currents increase monotonically up to 0.1 nA at 20 V; however, at 21–22 V 
junctions have breakdowns.

Analysis of experimental results suggests that WSi2 deposited during laser evaporation do 
not form due to Si diffusion from the substrate. This view is supported by experiments on 
a film deposition on neutral substrates (MgO, Al2O3, ZrO2) where the dominant phase is 
WSi2. An important advantage of laser evaporation and magnetron sputtering for deposit-
ing films, compared to the annealing technology, is that single-phase films are deposited 
at a substrate temperature of 700°C, which is 300°C lower than in the case of annealing. 
Noteworthy is the fact that the tetragonal phase of WSi2 is obtained at a substrate tempera-
ture of 600°C, which is in disagreement with data, which state that this phase nucleates 
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thin (30 nm) films on Si substrates (and subsequently annealing at 750°C for 1 min) are 
also of interest. Their phase composition is analogous to that of films deposited directly on 
hot substrates. This is very promising technologically. Data on Rutherford backscattering 
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cm, which conform to values for films deposited by annealing, but it is much lower than for 
films deposited by magnetron sputtering of PM targets (120 μΩ cm). W and Si are homo-
geneously distributed across the film, which is probably a consequence of their interdiffu-
sion. Near WSi2/SiO2 interface, there is a rather narrow transitional layer, where O and W 
replace each other. In SiO2 layer, following the interface, mainly Si and O are found, with 
low amounts of W and C. Both of these elements are distributed homogeneously in SiO2 
layer by diffusion. O content in WSi2 layer is a consequence of the fast O diffusion, com-
pared with a self-diffusion of other components of the system, and the high O solubility in 
W as well as in its silicides.

2.7. Depositing titanium films

Of particular interest are thin films of TiSi2 which due to their low electrical resistivity are the 
most promising for the inter-element wiring and silicidation areas of the emitters, collectors, 
and injectors of the bipolar IC, as well the sources, drains, and gates in VLSI. In this connec-
tion it is necessary to determine the conditions of formation of TiSi2 films on substrates of 
single- and polycrystalline Si varying degrees of doping. Here, studies are done of thin films 
of the TiSi2 formed by a solid-phase reaction of Ti films with the mono- and polycrystalline 
Si substrate. Thin films of TiSi2 are obtained by magnetron sputtering targets of highly pure 
Ti, produced by multiple EB vacuum-melting Ti rods and followed by a heat treatment of 
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the film obtained under nitrogen with O content of 10−4%. The heat treatment is conducted 
in a diffusion furnace. To reduce the amount of O in the as-deposited Ti films, an anneal-
ing is used together with getters. Getters are Si wafers; the front and rear sides of which are 
coated with Ti films of a thickness 0.1 μm. Plates are positioned before and after experimental 
samples relative to Ar flow. As substrates, single-crystalline wafers of n-Si(100) of 100 mm in 
diameter, doped with P to the resistance of 4.5 Ω cm, are used. In the case of Ti silicides on 
the polycrystalline Si, Ti films are deposited on the oxidized beforehand poly-Si of 0.45 μm 
thick obtained by a silane ammonolysis under a reduced pressure. The thickness of Ti films 
is measured by the interference method with accuracy of 0.005 μm. A silicide film thickness 
is calculated from known ratios, knowing the thickness of the metal film, and is measured in 
a scanning electron microscope of the vertical cleavage of TiSi2/Si structure. The Si substrate 
temperature during depositing Ti films does not exceed 423°C. Plates are subjected to the 
standard chemical treatment, and immediately prior to Ti deposition, Si surface is purified by 
plasma etching. To investigate the degree of influence of both the alloying and impurity-type 
doping, Si substrates (or a poly-Si film) are subjected to ion doping with B or P at ion energies 
of 40 and 60 keV, respectively. An annealing Ti film to form TiSi2 is carried out in a diffusion 
furnace in two steps: at 898K in a nitrogen atmosphere for 30 min and, then, after removing 
the TiN layer, at 1123K and 30–60 min in a vacuum or Ar atmosphere. A need to anneal in 
nitrogen causes by the fact that the resulting surface layer consisting essentially of TiN pre-
vented the lateral Ti diffusion which in the real VLSI structures can cause short circuits. The 
crystal structure of the elemental and phase composition of as-deposited films and silicide 
films are studied by electron diffraction, scanning and electron microscopy, Rutherford back-
scattering, as well as X-ray methods, in particular by “moving beam,” which allows determin-
ing the change of the phase composition across the film thickness. A study is performed on 
the profiles of the element distribution across the film thickness by Rutherford backscattering 
with an initial energy of 1 MeV He ions. The scattering angle is 170°. The energy resolution 
of the detector system is 17 keV. To improve the depth resolution, a sliding experimental 
geometry is used, in which angles of incidence and scattered ions have a value of 60°. This 
improvement allows reaching a resolution of 10 nm for Ti and 15 nm for Si, while at normal 
resolution geometry, they are 20 and 30 nm, respectively. Figure 20 shows energy spectra 
of Rutherford backscattering for as-deposited and annealed at 898 K samples. It can be seen 
(Figure 20, spectrum 1) that in the original Ti film, some O is present, as evidenced by the 
spectrum peak in 350–368 keV energy. The profiles of an element distribution, calculated 
from the spectrum, allow the thickness of the film to be determined, which is found to be 
~3×1017 at./cm2 for the sample. Provided that the volume Ti content is 5.68×1022 at./cm3 and  
d = x (at./cm2)/N* (at./cm3), Ti film thickness is found to be ~53 μm. O mainly localized in the 
surface layer of the film of a thickness 1×1017 at./cm2 (15–20 nm), and its concentration does 
not exceed 25%. An annealing under nitrogen at 898 K and 30 min leads to a redistribution of 
elements in the surface layer (Figure 20, spectrum 2). A layer near the surface is enriched with 
N atoms and with a small amount of O. At a range of depths (3.5–5.5)×1017 at./cm2 (a conver-
sion to the unit of length in this case is not correct due to a lack of accurate data on the volume 
concentration of atoms in the silicide film), the relative concentration of elements corresponds 
to TiSi2 phase. After chemical or plasma-chemical removal of the fluorine-containing plasma, 
the surface layer of the film has a phase composition of the TiSi2 with some excess of Si. In 
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this case, the films do not contain N and O in amounts sufficient for detection by RBS. As a 
result of X-ray studies, it is established that the formed TiSi2 phase has an orthorhombic C54 
structure with lattice constants a = 0.825 nm, b = 0.4783 nm, and c = 0.854 nm, wherein Ti5O9 
phase is detected on the surface of the film (α = 0.5, 1 deg). The phase composition of films is 
enough uniform in thickness.

There is no significant difference for TiSi2 films formed on n- and p-type substrates. After the 
plasma-chemical removal of the surface layer, TiSi2 film is amorphous, and after re-annealing 
at 1123K, is polycrystalline with an average grain size 0.1–0.3 μm. After the removal of TiSi2 
film, precipitates are found on the substrate surface which can be easily removed mechani-
cally. An analysis of these precipitates by electron diffraction has revealed that it is TiN, 
resulting in the surface film due to its annealing in a nitrogen environment. These results are 
consistent with RBS (Figure 20, spectrum 2). Studies, as well as microreliefs of the substrate 
surface after the removal TiSi2 film, lead to the conclusion about a fairly clear boundary 
between TiSi2 film and Si substrate. It can be explained by the mechanism of an interaction 
of Ti with Si, at which a diffusing dopant is predominantly Si. A second stage of annealing 
the film at 1023K during 30 and 60 min, after the removal of TiN surface layer, leads to a sta-
bilization of C54 TiSi2 phase. Under these conditions, TiSi2 films have a homogeneous phase 
composition across their thickness and did not contain the phase of Ti5O9. Seemingly it had 
been removed together with the surface layer. The resistivity of the films of C54 TiSi2 is 13–15 
μΩ cm, which is in agreement with known data. With increasing of the substrate doping 
with P or B, any changes in the phase composition of films are not established: only forming 
the low-impedance phase C54 TiSi2. It is shown that the low-impedance phase C54 is formed 
at 963 K during 10–30 min, and its formation is dependent on O content in as-deposited Ti 
films. Reducing the temperature of the formation of the phase C54 in TiSi2 to 898 K, in this 
case, may be linked with a sufficiently low O content in as-deposited Ti films. This in turn is 
determined by the method of producing Ti targets and characteristics of the heat treatment 
of films associated with additional getters.

Figure 20. Energy-loss RBS spectra for as-deposited and annealed at 898 K samples. Ti (1) and TiSi2 (2, 3), 2, 3—898K; 
2—15 min; 3—15 min after etching off upper layer.
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2.8. Studying TiSi2/Si interfaces

2.8.1. Short background

A study on the interaction of Ti atoms with a Si surface as chemical reactions at the interface 
between thin films of Ti and Si is of great interest. It is known that at Ti-Si interface at above 
700°C, only TiSi2 can be formed. It is also proved that on an amorphous Si substrate, the 
growth rate is proportional to the square root of the annealing time (so-called t0.5 rule). On a 
single-crystalline Si substrate, the growth rate of TiSi2 is much slower, and grown TiSi2 films 
are uneven in a thickness if Ti-Si interface contaminated with impurities. Annealing Ti films 
on the single-crystalline Si in oxygen or in a mixture of oxygen + nitrogen at 600°C leads to a 
formation of TiO2 and TiSi2; however, a heating in N2 leads to the formation of TiN, Ti5Si3, and 
TiSi without TiSi2. Whereas if to anneal a mixture of Ti5Si3 and TiSi at >800°C, it transforms 
to TiSi2. It is also interesting that at room temperature, Ti and Si do not interact at Ti-Si(100) 
interface. From electron spectroscopy, similar data for Ti-Si(111) system are also known. 
However, by RBS experiments a diffuseness of Ti-Si(111) interface at room temperature has 
been discussed. The main reason of this obstacle for solving the problem is a lack of suitable 
instruments to identify the reaction products in a Ti-Si system. These instruments should be 
similar in their capabilities, especially in the depth of the layer to be analyzed. They should 
be based on a study of Si(L2.3VV) Auger line shape of, e.g., PtSi system. Thus, it seems that 
the most distinguished technique which can help us in eliminating the problem is an electron 
energy-loss spectroscopy (EELS) which is known by its high sensitivity to electronic restruc-
turing of solid surfaces and by possibilities to vary a depth of the layer under analysis [28]. 
The goal of this study is to obtain electron energy-loss spectra of TiSi2, Ti, and Si and to esti-
mate analytic possibilities of EELS in a study of chemical transformations at Ti-Si interface.

2.8.2. TiSi2/Si interfaces

Single-crystal Si(100) wafers doped with P and Ti rods after EB floating zone melting are used 
to prepare TiSi2 films by a standard self-aligned silicide method in Ti-Si(100) system. Si wafers 
with the electrical resistance of 1 Ω cm are previously chemically cleaned from organic impu-
rities and then immersed in HF, followed by washing in a deionized water to remove a natural 
surface SiO2. A Si substrate temperature during Ti deposition is about 180°C. The thickness 
of Ti films is 40–80 nm. TiSi2 films are deposited by magnetron sputtering of Ti targets. A 
subsequent silicide formation is done by the two-stage high-temperature annealing. The first 
annealing is carried out at 600–700°C under a N2 atmosphere for 35–40 min. An excess unre-
acted Ti, TiO2, and TiN are removed using an etchant selective to silicide. Silicidation and 
homogenization are completed at a second annealing at 800°C under Ar atmosphere. The 
thickness of TiSi2 layers is about 100 nm. The sheet resistance of the films is measured by a 
four-point probe. The typical resistivity of the Ti layers is 50 μΩ cm; the resistivity of the TiSi2 
layers is 13 μΩ cm. An analysis of trace impurities is performed by high sensitive physical 
methods, such as fast neutron activation, deuteron activation, He3 ion activation, mass spec-
trometry with inductively coupled plasma, etc. When registering electron spectra in the ana-
log mode, the relative energy resolution is 0.6%; in a retarding mode, the absolute resolution 
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this case, the films do not contain N and O in amounts sufficient for detection by RBS. As a 
result of X-ray studies, it is established that the formed TiSi2 phase has an orthorhombic C54 
structure with lattice constants a = 0.825 nm, b = 0.4783 nm, and c = 0.854 nm, wherein Ti5O9 
phase is detected on the surface of the film (α = 0.5, 1 deg). The phase composition of films is 
enough uniform in thickness.

There is no significant difference for TiSi2 films formed on n- and p-type substrates. After the 
plasma-chemical removal of the surface layer, TiSi2 film is amorphous, and after re-annealing 
at 1123K, is polycrystalline with an average grain size 0.1–0.3 μm. After the removal of TiSi2 
film, precipitates are found on the substrate surface which can be easily removed mechani-
cally. An analysis of these precipitates by electron diffraction has revealed that it is TiN, 
resulting in the surface film due to its annealing in a nitrogen environment. These results are 
consistent with RBS (Figure 20, spectrum 2). Studies, as well as microreliefs of the substrate 
surface after the removal TiSi2 film, lead to the conclusion about a fairly clear boundary 
between TiSi2 film and Si substrate. It can be explained by the mechanism of an interaction 
of Ti with Si, at which a diffusing dopant is predominantly Si. A second stage of annealing 
the film at 1023K during 30 and 60 min, after the removal of TiN surface layer, leads to a sta-
bilization of C54 TiSi2 phase. Under these conditions, TiSi2 films have a homogeneous phase 
composition across their thickness and did not contain the phase of Ti5O9. Seemingly it had 
been removed together with the surface layer. The resistivity of the films of C54 TiSi2 is 13–15 
μΩ cm, which is in agreement with known data. With increasing of the substrate doping 
with P or B, any changes in the phase composition of films are not established: only forming 
the low-impedance phase C54 TiSi2. It is shown that the low-impedance phase C54 is formed 
at 963 K during 10–30 min, and its formation is dependent on O content in as-deposited Ti 
films. Reducing the temperature of the formation of the phase C54 in TiSi2 to 898 K, in this 
case, may be linked with a sufficiently low O content in as-deposited Ti films. This in turn is 
determined by the method of producing Ti targets and characteristics of the heat treatment 
of films associated with additional getters.

Figure 20. Energy-loss RBS spectra for as-deposited and annealed at 898 K samples. Ti (1) and TiSi2 (2, 3), 2, 3—898K; 
2—15 min; 3—15 min after etching off upper layer.
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2.8.1. Short background

A study on the interaction of Ti atoms with a Si surface as chemical reactions at the interface 
between thin films of Ti and Si is of great interest. It is known that at Ti-Si interface at above 
700°C, only TiSi2 can be formed. It is also proved that on an amorphous Si substrate, the 
growth rate is proportional to the square root of the annealing time (so-called t0.5 rule). On a 
single-crystalline Si substrate, the growth rate of TiSi2 is much slower, and grown TiSi2 films 
are uneven in a thickness if Ti-Si interface contaminated with impurities. Annealing Ti films 
on the single-crystalline Si in oxygen or in a mixture of oxygen + nitrogen at 600°C leads to a 
formation of TiO2 and TiSi2; however, a heating in N2 leads to the formation of TiN, Ti5Si3, and 
TiSi without TiSi2. Whereas if to anneal a mixture of Ti5Si3 and TiSi at >800°C, it transforms 
to TiSi2. It is also interesting that at room temperature, Ti and Si do not interact at Ti-Si(100) 
interface. From electron spectroscopy, similar data for Ti-Si(111) system are also known. 
However, by RBS experiments a diffuseness of Ti-Si(111) interface at room temperature has 
been discussed. The main reason of this obstacle for solving the problem is a lack of suitable 
instruments to identify the reaction products in a Ti-Si system. These instruments should be 
similar in their capabilities, especially in the depth of the layer to be analyzed. They should 
be based on a study of Si(L2.3VV) Auger line shape of, e.g., PtSi system. Thus, it seems that 
the most distinguished technique which can help us in eliminating the problem is an electron 
energy-loss spectroscopy (EELS) which is known by its high sensitivity to electronic restruc-
turing of solid surfaces and by possibilities to vary a depth of the layer under analysis [28]. 
The goal of this study is to obtain electron energy-loss spectra of TiSi2, Ti, and Si and to esti-
mate analytic possibilities of EELS in a study of chemical transformations at Ti-Si interface.

2.8.2. TiSi2/Si interfaces

Single-crystal Si(100) wafers doped with P and Ti rods after EB floating zone melting are used 
to prepare TiSi2 films by a standard self-aligned silicide method in Ti-Si(100) system. Si wafers 
with the electrical resistance of 1 Ω cm are previously chemically cleaned from organic impu-
rities and then immersed in HF, followed by washing in a deionized water to remove a natural 
surface SiO2. A Si substrate temperature during Ti deposition is about 180°C. The thickness 
of Ti films is 40–80 nm. TiSi2 films are deposited by magnetron sputtering of Ti targets. A 
subsequent silicide formation is done by the two-stage high-temperature annealing. The first 
annealing is carried out at 600–700°C under a N2 atmosphere for 35–40 min. An excess unre-
acted Ti, TiO2, and TiN are removed using an etchant selective to silicide. Silicidation and 
homogenization are completed at a second annealing at 800°C under Ar atmosphere. The 
thickness of TiSi2 layers is about 100 nm. The sheet resistance of the films is measured by a 
four-point probe. The typical resistivity of the Ti layers is 50 μΩ cm; the resistivity of the TiSi2 
layers is 13 μΩ cm. An analysis of trace impurities is performed by high sensitive physical 
methods, such as fast neutron activation, deuteron activation, He3 ion activation, mass spec-
trometry with inductively coupled plasma, etc. When registering electron spectra in the ana-
log mode, the relative energy resolution is 0.6%; in a retarding mode, the absolute resolution 

High-purity Refractory Metals for Thin Film Metallization of VLSI
http://dx.doi.org/10.5772/intechopen.69126

99



Figure 21. Profile element distribution in TiSi2/Si(100) structure, obtained by AES during etching with argon ions.

does not depend on the energy and is of 0.7 eV. Electron spectra are measured in a spectrom-
eter with a double-pass cylindrical mirror analyzer. To get Auger electron spectra, a monoen-
ergetic (half width, 0.5 eV) electron beam is used with an energy of Ep = 3 keV. For electron 
energy-loss spectra (EELS), electron beams with energies 100, 400, and 2000 eV are used. The 
removal of surface contaminations and analysis of the depth distribution of elements are con-
ducted in combination with sputtering of the sample surface by 2 keV Ar ions with 9 μA cm2. 
A residual gas pressure in the test chamber of the spectrometer is 5×10−8 Pa, and Ar pressure 
during sputtering was 3×10−3 Pa. An elemental analysis is performed by Auger spectroscopy 
using factors of an elemental sensitivity.

The electrical properties of metal and silicide layers in Ti-Si system depend strongly on impu-
rities. Thus, it is very important to use Ti targets with the highest purity for the sputter. This 
means a low content of gas-forming interstitials and metal impurities. After a complex of 
vacuum procedures, Ti designed for magnetron sputtering contains trace impurities accord-
ing with Table 1. In Figure 21 a distribution of elements in TiSi2 films is shown. A subsurface 
area, after sputter over 9 min, contains, besides TiSi2, certain amounts of TiN and SiO2. These 
data can be drawn from an analysis of the form Si (L2.3VV) lines and an intensity ratio of Ti 
(LMV) (418 eV) to Ti (LMM) (387 eV). A composition of the interior of films, sputtered for 30 
min (from 10th min etching up to the 40th min), is close to TiSi2. A total content of gas-forming 
interstitials (C, O) in this area of films is not greater than 1–2 at.%. Note that the ratio of peak 
intensities of Ti (418 eV)/Ti (387 eV) lines in TiSi2, measured at a modulation voltage of 3 V, 
is equal to 1.13. This value is very close to 1.2. For metal Ti this value is 1.6; thus, an intensity 
ratio of Ti (418 eV)/Ti(387 eV) may be used for analytical purposes when estimating a number 
of Ti atoms in reaction with Si. Si(L2.3VV) Auger line shape in the transition region from TiSi2 
to Si varies insignificantly at layer-to-layer sputtering. Such behavior is known as a character-
istic of refractory metals silicides [29, 30]. It is noted that in the range of kinetic energies from 
75 to 85 eV, however, variations of electron spectra nevertheless happened. It seems that this 
fact is difficult to use for analytical purposes because of a low relative intensity of this spectral 
region. Thus, a shift of Si (L2.3VV) line by 1.3 eV, observed in the initial stage of the formation 
of TiSi2, seems to be due to the fact that relaxation conditions during the Auger process in 
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the thin Si layer on the surface of Ti or TiSix films differ from those in a bulk Si. The changes 
observed in the low-energy part of the Auger spectrum are due to changes in Auger energy-
losses spectra. Therefore, EEL spectra are studied using a monochromatic electron beam as 
an excitation source. EEL spectra, which are obtained in reflection geometry, provided data 
on excitations in layers of 0.3–2 nm thick. Thus, a contribution of surface excitations, as a rule, 
is of a great importance for these spectra. The value of this contribution depends on both 
the mean-free path of electrons in analysis and the experimental geometry. In addition to a 
quantitative interpretation of reflection, EEL spectra should be taken into account not only 
multiple small-angle electron scattering but large-angle scattering as well.

For analytical purposes, some of the parameters of the measured spectra are often possible to 
use without further mathematical processing. For example, energy positions of major peaks 
in EEL spectra are slightly depended on a shape of multiple scattering histories. It is of inter-
est to compare measured energy locations of intense peaks in EEL spectra of TiSi2 at various 
energies of primary electron energies of bulk and surface plasmons, estimated in a free-elec-
tron approximation: ωp = (4πne2/m)1/2, where n a density of valence electrons per volume unit, 
ωs = ωp/√2 (see Table 6). An estimation of the valence electron density is carried out using 
known values of specific densities ρTi = 4.51 g/cm3 and ρsi = 2.33 g/cm3. For TiSi2 a density of 
4.043 g/cm3 measured by X-ray analysis is used [25]. It should be emphasized that tabulated 
energy values differ from maxima locations in EEL spectra recorded in a form of the second 
derivative d2N (E)/dE2 for Ep = 153 eV [31]. A comparison of energy shows that a location of 
the main peak in EEL spectrum with Ep = 100 eV of TiSi2 is very close to the surface plasmon 
energy ћωs = 13.9 eV and with Ep = 2 keV, which is close to the bulk plasmon energy. The 
contributions of both the bulk and surface plasmons in EEL spectrum at Ep = 400 eV are com-
parable in a magnitude. As the energy of primary electrons increases, spectral peaks become 
narrower. A total width at a half height of the mean peak, Δ1/2, received by this method, is 
decreased from 19 eV at Ep = 100 eV to 10 eV at Ep = 2 keV. This parameter is influenced by the 
background of electron inelastic scattering. Thus, a peak width at 3/4 height, Δ3/4, seems more 
analytical. A comparison of EEL spectra of Ti and Si with the spectrum of TiSi2 for different 
energies of primary electrons is done. The spectra differences can be observed for all Ep, but 
the most analytic spectra are spectra with narrow peaks.

Considering spectra at Ep = 100 eV, when a mean-free electron path is minimal—0.4 nm, the 
locations of the main maxima in the spectra are different, but due to a complicated shape 
of spectra, the energy locations cannot be the main analytical functions. It seems that more 
characteristics are widths Δ3/4 that are equal to 16.3, 13.7, and 10.5 eV for spectra of Ti, TiSi2, 

Sample M ћωs

100 400 2000 Ref. [31] (4πne2/m)1/2

Si 15.2 16.8 17.0 16.8 16.6

Ti 8.4 14.6 17.4 19.2 17.7

TiSi2 13.2 18.0 19.0 17.2 19.8

Table 6. The maximum positions M of the EEL spectra and plasmon energies ћωp (in eV).
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Figure 21. Profile element distribution in TiSi2/Si(100) structure, obtained by AES during etching with argon ions.

does not depend on the energy and is of 0.7 eV. Electron spectra are measured in a spectrom-
eter with a double-pass cylindrical mirror analyzer. To get Auger electron spectra, a monoen-
ergetic (half width, 0.5 eV) electron beam is used with an energy of Ep = 3 keV. For electron 
energy-loss spectra (EELS), electron beams with energies 100, 400, and 2000 eV are used. The 
removal of surface contaminations and analysis of the depth distribution of elements are con-
ducted in combination with sputtering of the sample surface by 2 keV Ar ions with 9 μA cm2. 
A residual gas pressure in the test chamber of the spectrometer is 5×10−8 Pa, and Ar pressure 
during sputtering was 3×10−3 Pa. An elemental analysis is performed by Auger spectroscopy 
using factors of an elemental sensitivity.

The electrical properties of metal and silicide layers in Ti-Si system depend strongly on impu-
rities. Thus, it is very important to use Ti targets with the highest purity for the sputter. This 
means a low content of gas-forming interstitials and metal impurities. After a complex of 
vacuum procedures, Ti designed for magnetron sputtering contains trace impurities accord-
ing with Table 1. In Figure 21 a distribution of elements in TiSi2 films is shown. A subsurface 
area, after sputter over 9 min, contains, besides TiSi2, certain amounts of TiN and SiO2. These 
data can be drawn from an analysis of the form Si (L2.3VV) lines and an intensity ratio of Ti 
(LMV) (418 eV) to Ti (LMM) (387 eV). A composition of the interior of films, sputtered for 30 
min (from 10th min etching up to the 40th min), is close to TiSi2. A total content of gas-forming 
interstitials (C, O) in this area of films is not greater than 1–2 at.%. Note that the ratio of peak 
intensities of Ti (418 eV)/Ti (387 eV) lines in TiSi2, measured at a modulation voltage of 3 V, 
is equal to 1.13. This value is very close to 1.2. For metal Ti this value is 1.6; thus, an intensity 
ratio of Ti (418 eV)/Ti(387 eV) may be used for analytical purposes when estimating a number 
of Ti atoms in reaction with Si. Si(L2.3VV) Auger line shape in the transition region from TiSi2 
to Si varies insignificantly at layer-to-layer sputtering. Such behavior is known as a character-
istic of refractory metals silicides [29, 30]. It is noted that in the range of kinetic energies from 
75 to 85 eV, however, variations of electron spectra nevertheless happened. It seems that this 
fact is difficult to use for analytical purposes because of a low relative intensity of this spectral 
region. Thus, a shift of Si (L2.3VV) line by 1.3 eV, observed in the initial stage of the formation 
of TiSi2, seems to be due to the fact that relaxation conditions during the Auger process in 
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the thin Si layer on the surface of Ti or TiSix films differ from those in a bulk Si. The changes 
observed in the low-energy part of the Auger spectrum are due to changes in Auger energy-
losses spectra. Therefore, EEL spectra are studied using a monochromatic electron beam as 
an excitation source. EEL spectra, which are obtained in reflection geometry, provided data 
on excitations in layers of 0.3–2 nm thick. Thus, a contribution of surface excitations, as a rule, 
is of a great importance for these spectra. The value of this contribution depends on both 
the mean-free path of electrons in analysis and the experimental geometry. In addition to a 
quantitative interpretation of reflection, EEL spectra should be taken into account not only 
multiple small-angle electron scattering but large-angle scattering as well.

For analytical purposes, some of the parameters of the measured spectra are often possible to 
use without further mathematical processing. For example, energy positions of major peaks 
in EEL spectra are slightly depended on a shape of multiple scattering histories. It is of inter-
est to compare measured energy locations of intense peaks in EEL spectra of TiSi2 at various 
energies of primary electron energies of bulk and surface plasmons, estimated in a free-elec-
tron approximation: ωp = (4πne2/m)1/2, where n a density of valence electrons per volume unit, 
ωs = ωp/√2 (see Table 6). An estimation of the valence electron density is carried out using 
known values of specific densities ρTi = 4.51 g/cm3 and ρsi = 2.33 g/cm3. For TiSi2 a density of 
4.043 g/cm3 measured by X-ray analysis is used [25]. It should be emphasized that tabulated 
energy values differ from maxima locations in EEL spectra recorded in a form of the second 
derivative d2N (E)/dE2 for Ep = 153 eV [31]. A comparison of energy shows that a location of 
the main peak in EEL spectrum with Ep = 100 eV of TiSi2 is very close to the surface plasmon 
energy ћωs = 13.9 eV and with Ep = 2 keV, which is close to the bulk plasmon energy. The 
contributions of both the bulk and surface plasmons in EEL spectrum at Ep = 400 eV are com-
parable in a magnitude. As the energy of primary electrons increases, spectral peaks become 
narrower. A total width at a half height of the mean peak, Δ1/2, received by this method, is 
decreased from 19 eV at Ep = 100 eV to 10 eV at Ep = 2 keV. This parameter is influenced by the 
background of electron inelastic scattering. Thus, a peak width at 3/4 height, Δ3/4, seems more 
analytical. A comparison of EEL spectra of Ti and Si with the spectrum of TiSi2 for different 
energies of primary electrons is done. The spectra differences can be observed for all Ep, but 
the most analytic spectra are spectra with narrow peaks.

Considering spectra at Ep = 100 eV, when a mean-free electron path is minimal—0.4 nm, the 
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characteristics are widths Δ3/4 that are equal to 16.3, 13.7, and 10.5 eV for spectra of Ti, TiSi2, 

Sample M ћωs

100 400 2000 Ref. [31] (4πne2/m)1/2

Si 15.2 16.8 17.0 16.8 16.6

Ti 8.4 14.6 17.4 19.2 17.7

TiSi2 13.2 18.0 19.0 17.2 19.8

Table 6. The maximum positions M of the EEL spectra and plasmon energies ћωp (in eV).
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and Si, respectively, at Ep=100 eV. By measuring values for thin Ti-Si films, their presence can 
be found in the layer of 0.4 nm thick. Of course, there is a problem of distinguishing a simple 
mixture of Ti+Si and TiSi2 with EEL spectra. The artificial spectrum of a simple unreacted 
Ti+Si mixture is produced by a superposition of EEL spectra normalized to the elastic peak 
intensity and taken with corresponding weights. It can be shown that at low primary electron 
energy (Ep=100 eV), when a peak width is greater, a value of Δ3/4 close to that for TiSi2 may 
be received at a certain mixture composition. In this case, the simple unreacted Ti+Si mixture 
and a composition of TiSi2 layer after a chemical reaction may be distinguished, because (a) 
the location of the maximum in the spectrum of the mixture is close either to the location of 
the maximum in Ti spectrum (8.4 eV) or Si spectrum (15.2 eV), excluding a small transition 
region of compositions near Ti-Si=1; (b) with coincident maxima in spectra, the a location on 
the energy-loss scale corresponds to 29.9 eV for TiSi2 and 24.6 eV for the mixture of Ti+Si spec-
trum. With Ep = 2 keV, it is not difficult to distinguish EEL spectrum of TiSi2 from those of the 
mechanical Ti+Si mixture, because for mixture spectra the location of the main maximum are 
within 17–17.4 eV, whereas for TiSi2 this value is 18.8 eV (Figure 22). Besides, the EEL spec-
trum of TiSi2 exhibits also a second maximum at energy of ≈38 eV that is missing in spectra of 
Ti-Si mixture. Thus, EELS enables one to carry out an analysis of an interaction of components 
in Ti-Si system with a high depth resolution.

2.9. Depositing cobalt disilicide films by laser ablation

2.9.1. Short background

An interest in silicides of refractory metals has increased significantly due to their great potential 
as a material of low resistance contacts, gates, and interconnects of the thin-film metallization 
of Si integrated circuits. The principal possibility of obtaining pure CoSi2 targets by vacuum-
metallurgical methods is developed [15, 32]. The optimal conditions of sputter targets have been 
revealed, providing a deposition of CoSi2 films with the specific resistivity of 30 μΩ cm. By X-ray 

Figure 22. Electron energy-loss spectra of Ti (1) and Si (2); a linear combination of these spectra with different weight 
fractions.
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diffraction patterns in the sliding beam incidence and Rutherford backscattering of He ions, the 
phase and elemental composition of the films are investigated. Currently in microelectronics two 
methods are used for producing silicide thin films. The first of them is a deposition of metal films 
on a Si surface, followed by high-temperature annealing. The second is composed of sputtering 
targets made of a silicide powder. Unfortunately, the manufacture of targets using PM technolo-
gies usually leads to instabilities of sputtering and contamination of targets, which increase the 
specific resistivity of deposited films. Thus, vacuum-melting procedures, seemingly, become an 
optimal and logic decision for the production of targets. In recent years, interesting results have 
been obtained by the method of sputtering metal and semiconductor films by a laser radiation 
which has several advantages over other methods of depositing films. It is compatible with high 
vacuum setups and does not require using a working gas. When the laser radiation flux density 
in the affected area exceeds 10−9 W s−2, the evaporation of the target material takes place without 
a formation of a liquid phase (laser ablation), so that the stoichiometry of the film corresponds 
to the composition of the target. This is an excellent opportunity of using laser deposition films 
for substances with a complex stoichiometry. A high efficient sputter rate (10−6 A s−1) supports 
reducing the contamination of the film by the residual gasses of the vacuum system. Due to the 
high energy of condensed atoms (105 K), it is possible to obtain epitaxial films at lower substrate 
temperatures than for other methods. Here, experimental results of our studies are presented of 
obtaining the CoSi2 films by laser ablation of cast high-purity targets.

2.9.2. Depositing cobalt disilicide films

As the initial materials for preparing CoSi2 targets are used a polycrystalline Si of 99.999% 
purity and a commercial Co. To further increase the purity of Co, a double EB vacuum refin-
ing is performed [15]. A typical content of impurities after chemical and EB floating zone 
purifying is shown in Table 1. For the preparation of CoSi2 of a stoichiometric composi-
tion, the mixture of high-purity Co and Si is melted in a vacuum induction furnace in high 
purity Ar. The melt is poured into molds receiving rods of 10 mm in diameter and 150 mm 
in length. The resulting bars are subjected to double floating EB zone melting. CoSi2 targets 
are of 20×15×5 mm. They are evaporated by laser in a vacuum setup. A solid-state Nd-glass 
laser is used with wavelength of 1.06 μm, pulse repetition rate of 10 Hz, and pulse energy of 
0.8 J. The vacuum chamber is evacuated to a vacuum of 1×10−6 Torr using a turbo pump. The 
laser beam is focused by a lens; the focal spot size is 2–3 mm. A distance between the target 
and substrate is 70 mm. For heating the substrate, an infrared heater with halogen lamps is 
used. The Si(100) wafers, mica, MgO, Al2O3, and ZrO2 are used as substrates. Substrates are 
subjected to chemical cleaning and then immediately prior to depositing are heated at 850° 
for 10 min in vacuum. The temperature of substrates is varied in the range of 100–800°; the 
deposition time is varied from 5 to 20 min. A film thickness is measured using a profilometer 
and is from 300 to 1500 Å. The specific resistivity of bulk samples and thin films is measured 
by the four-point probe method. XRD data of CoSi2 samples show that they are a single phase 
and composed of stoichiometric CoSi2. A local X-ray analysis of cross sections has revealed 
the homogeneity of the chemical composition of CoSi2 samples. Double EB melting of CoSi2 
ingots does not lead to a significant change in its phase composition. The specific resistiv-
ity of bulk samples of CoSi2 is 16–20 μΩ cm, which is close to the data, obtained for single 
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and Si, respectively, at Ep=100 eV. By measuring values for thin Ti-Si films, their presence can 
be found in the layer of 0.4 nm thick. Of course, there is a problem of distinguishing a simple 
mixture of Ti+Si and TiSi2 with EEL spectra. The artificial spectrum of a simple unreacted 
Ti+Si mixture is produced by a superposition of EEL spectra normalized to the elastic peak 
intensity and taken with corresponding weights. It can be shown that at low primary electron 
energy (Ep=100 eV), when a peak width is greater, a value of Δ3/4 close to that for TiSi2 may 
be received at a certain mixture composition. In this case, the simple unreacted Ti+Si mixture 
and a composition of TiSi2 layer after a chemical reaction may be distinguished, because (a) 
the location of the maximum in the spectrum of the mixture is close either to the location of 
the maximum in Ti spectrum (8.4 eV) or Si spectrum (15.2 eV), excluding a small transition 
region of compositions near Ti-Si=1; (b) with coincident maxima in spectra, the a location on 
the energy-loss scale corresponds to 29.9 eV for TiSi2 and 24.6 eV for the mixture of Ti+Si spec-
trum. With Ep = 2 keV, it is not difficult to distinguish EEL spectrum of TiSi2 from those of the 
mechanical Ti+Si mixture, because for mixture spectra the location of the main maximum are 
within 17–17.4 eV, whereas for TiSi2 this value is 18.8 eV (Figure 22). Besides, the EEL spec-
trum of TiSi2 exhibits also a second maximum at energy of ≈38 eV that is missing in spectra of 
Ti-Si mixture. Thus, EELS enables one to carry out an analysis of an interaction of components 
in Ti-Si system with a high depth resolution.

2.9. Depositing cobalt disilicide films by laser ablation

2.9.1. Short background

An interest in silicides of refractory metals has increased significantly due to their great potential 
as a material of low resistance contacts, gates, and interconnects of the thin-film metallization 
of Si integrated circuits. The principal possibility of obtaining pure CoSi2 targets by vacuum-
metallurgical methods is developed [15, 32]. The optimal conditions of sputter targets have been 
revealed, providing a deposition of CoSi2 films with the specific resistivity of 30 μΩ cm. By X-ray 

Figure 22. Electron energy-loss spectra of Ti (1) and Si (2); a linear combination of these spectra with different weight 
fractions.
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diffraction patterns in the sliding beam incidence and Rutherford backscattering of He ions, the 
phase and elemental composition of the films are investigated. Currently in microelectronics two 
methods are used for producing silicide thin films. The first of them is a deposition of metal films 
on a Si surface, followed by high-temperature annealing. The second is composed of sputtering 
targets made of a silicide powder. Unfortunately, the manufacture of targets using PM technolo-
gies usually leads to instabilities of sputtering and contamination of targets, which increase the 
specific resistivity of deposited films. Thus, vacuum-melting procedures, seemingly, become an 
optimal and logic decision for the production of targets. In recent years, interesting results have 
been obtained by the method of sputtering metal and semiconductor films by a laser radiation 
which has several advantages over other methods of depositing films. It is compatible with high 
vacuum setups and does not require using a working gas. When the laser radiation flux density 
in the affected area exceeds 10−9 W s−2, the evaporation of the target material takes place without 
a formation of a liquid phase (laser ablation), so that the stoichiometry of the film corresponds 
to the composition of the target. This is an excellent opportunity of using laser deposition films 
for substances with a complex stoichiometry. A high efficient sputter rate (10−6 A s−1) supports 
reducing the contamination of the film by the residual gasses of the vacuum system. Due to the 
high energy of condensed atoms (105 K), it is possible to obtain epitaxial films at lower substrate 
temperatures than for other methods. Here, experimental results of our studies are presented of 
obtaining the CoSi2 films by laser ablation of cast high-purity targets.

2.9.2. Depositing cobalt disilicide films

As the initial materials for preparing CoSi2 targets are used a polycrystalline Si of 99.999% 
purity and a commercial Co. To further increase the purity of Co, a double EB vacuum refin-
ing is performed [15]. A typical content of impurities after chemical and EB floating zone 
purifying is shown in Table 1. For the preparation of CoSi2 of a stoichiometric composi-
tion, the mixture of high-purity Co and Si is melted in a vacuum induction furnace in high 
purity Ar. The melt is poured into molds receiving rods of 10 mm in diameter and 150 mm 
in length. The resulting bars are subjected to double floating EB zone melting. CoSi2 targets 
are of 20×15×5 mm. They are evaporated by laser in a vacuum setup. A solid-state Nd-glass 
laser is used with wavelength of 1.06 μm, pulse repetition rate of 10 Hz, and pulse energy of 
0.8 J. The vacuum chamber is evacuated to a vacuum of 1×10−6 Torr using a turbo pump. The 
laser beam is focused by a lens; the focal spot size is 2–3 mm. A distance between the target 
and substrate is 70 mm. For heating the substrate, an infrared heater with halogen lamps is 
used. The Si(100) wafers, mica, MgO, Al2O3, and ZrO2 are used as substrates. Substrates are 
subjected to chemical cleaning and then immediately prior to depositing are heated at 850° 
for 10 min in vacuum. The temperature of substrates is varied in the range of 100–800°; the 
deposition time is varied from 5 to 20 min. A film thickness is measured using a profilometer 
and is from 300 to 1500 Å. The specific resistivity of bulk samples and thin films is measured 
by the four-point probe method. XRD data of CoSi2 samples show that they are a single phase 
and composed of stoichiometric CoSi2. A local X-ray analysis of cross sections has revealed 
the homogeneity of the chemical composition of CoSi2 samples. Double EB melting of CoSi2 
ingots does not lead to a significant change in its phase composition. The specific resistiv-
ity of bulk samples of CoSi2 is 16–20 μΩ cm, which is close to the data, obtained for single 
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crystals of CoSi2. The samples prepared by the PM technology have an electrical resistivity of 
65–68 μΩ cm. An important advantage of the method of depositing films by the laser ablation 
compared with annealing a Co-Si system is a deposition of films at a substrate temperature 
of 700–800°C. This temperature is 200–300°C lower than in the case of annealing. In addition, 
the film does not contain Ar, which usually occurs in magnetron sputtering. The results of 
XRD of the cast target and films obtained in the range of the substrate temperature from 200 
to 750°C show that as-deposited films are textured, and with increasing the substrate tem-
perature, the degree of texturing increases (when the temperature increases, the amount of 
equiaxed polycrystalline grains decreases sharply). At the substrate temperature of 400°C, 
films are disilicides CoSi2 (Table 7). The films deposited at other substrate temperatures are 
bi-phasic, and at 200°C together with the CoSi2, which is the main phase, an excess of Si 
is presented as well. At temperatures of 600, 700, and 750°C together with the main phase 
(CoSi2), a small amount of CoSi is found. Sputtering onto substrates ZrO or MgO at 700°C 
also affords films consisting of CoSi2 and a small amount of CoSi. From RBS, at the films 
deposited at the substrate temperature of 600°C, the ratio of Si/Co is about 2 (Figure 23). The 

hkl CoSi2 Target Film

dtab I d I d I

111 3.096 90 3.099 80 3.118 82

220 1.898 100 1.897 100 1.897 82

311 1.618 23 1.616 24 1.620 14

222 1.548 1 – – – –

400 1.340 17 1.340 12 1.346 13

311 1.230 11 1.230 10 1.231 18

422 1.095 2 1.094 20 1.094 22

Table 7. Interplanar distances of CoSi2 for the cast target and the film deposited on the Si(100) substrate at 400°C.

Figure 23. RBS spectra of the CoSi2 film structure. Arrows indicate the position of energy corresponding to surface 
bedding Co and Si atoms.
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thickness of the stoichiometric film is about 600 Å. The transition layer between the film and 
the substrate is not detected. Figure 24 shows the dependence on the substrate temperature 
of the specific resistance of CoSi2 films of 600 Å thick on Si(100). It is seen that with increasing 
the substrate temperature, the specific resistivity of the film decreases. Especially sharply it 
is at the range of 100–500°C where the specific resistivity is reduced by about one order of 
magnitude (from 800 to 60 μΩ cm). In the range of 600–800°C, the specific resistivity depends 
weakly on the temperature and reaches the level of 30 μΩ cm. The relatively high specific 
resistivity values of CoSi2 films at low temperatures can be attributed to the presence of the 
excess Si in the composition of films. At high temperatures, the predominance of the substrate 
composed of CoSi2 films, as well as increasing the degree of texture of samples, leads to a 
sharp decrease in their resistivity, which explains the behavior of the curve depending on the 
specific resistivity.

3. Key findings

1. The multiple EB floating zone melting, multiple EB melting, vacuum levitation melting, 
and electric arc vacuum melting have been successfully used together with chemical 
techniques of a preliminary purifying by halides and ion exchange of refractory metals. 
Preparing highly pure refractory metals containing trace contents (on the level of ppm 
and ppb) of gas-forming interstitials as well as radioactive impurities and light metals 

Figure 24. The dependence of the specific resistivity of CoSi2 films on Si(111) on substrate temperature.
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is demonstrated to be possible. To extend a range of the analyzing limitations, the ad-
vanced analytic techniques are used, which allowed to determine the real trace contents 
even on the lowest level—of ppb. It is also shown that both the production methods 
of cast targets and sputter conditions have a strong effect on the physical properties of 
deposited refractory metal thin films. By indicating ways to evaluate interstitials and 
other impurities in as-deposited films, this approach allows one to determine regimes 
of sputtering providing the deposition of high-purity metallic layers with the optimal 
specific resistivity.

2. Impurity contents in thin TiW films deposited by co-sputtering of cast metal targets are 
quite low comparing with impurity contents of films deposited by magnetron sputtering 
of PM targets under similar conditions. The specific resistivity of TiW thin films strongly 
depends on Ti/W ratio. The resistivity of thin films of pure W and Ti is close to tabulated 
ones for bulk metals. The resistivity of films increases gradually as the Ti/W ratio changes 
from those for the pure W to the pure Ti; however, it is worth to mention that the resistivity 
of quasi-alloy films is always higher than those of pure metals.

3. TiW films, deposited by magnetron sputtering of highly pure composite cast Ti/W targets, 
are grown and studied by AES, XRA, and XRD. AES data showed that Ti/W ratio in TiW 
films is nearly constant during the sputtering lifetime of composite targets. X-ray spectral 
analysis of contacts with TiW barrier layers, obtained at the increased sputtering power, is 
partly due to the higher dispersion of the microstructure. XRD data show that TiW films 
are solid solutions of Ti in W matrix with increased W lattice parameters. The structure is 
found to be a solid solution of α-Ti in bcc α-W with a lattice parameter of 0.318–0.323 nm. 
It is also shown that a relative increase in W lattice parameters depends on physical condi-
tions of Si substrates or sublayers on which films are deposited.

4. Schottky diodes with TiW films exhibit a higher level of current leakage than diodes with 
Mo films, although in both cases, leakage currents are not an obstacle for the commercial 
use of these highly pure refractory metals as Schottky diode barrier layers. The great ad-
vantage of Schottky diodes with Si/PtSi/TiW/Al structure is a high thermal stability of the 
direct breakdown potential.

5. The refractory metal silicides are very brittle. Thus, one of the experimental approaches 
to produce these silicides would be used to cast refractory metal silicide targets by HF 
levitation melting and attaching cast silicide pieces to copper bases by ultrasonic solder-
ing. Vacuum melting (and casting) of silicides solves three main problems of the silicide 
thin-film deposition: easy production of samples of desired geometries, any chemical com-
positions, and high purity of silicide thin films. For magnetron sputtering, the composite 
cast WSi2 and MoSi2 targets of 152 mm in diameter are produced. Our study has revealed 
perspective possibilities of depositing WSi2 films by both the laser evaporation of small 
cast targets and magnetron sputtering of composite cast WSi2 targets. The conditions and 
regimes of the laser evaporation and magnetron sputtering of cast targets ensure the for-
mation of single-phase WSi2 films with the optimal specific resistivity of 50–70 μΩ cm. 
Films about 200–250 nm thick are shown to be effective diffusion barriers and conducting 
paths at annealing temperatures up to 900–1000°C. Leakage currents do not deteriorate 
diode junctions having WSi2 layers with poly-Si sublayers.

Very-Large-Scale Integration106

6. The principal possibilities of obtaining high-purity cast targets of CoSi2 and WSi2 by crys-
tallization from its liquid phase using a set of metallurgical methods are studied. The 
modes of the laser evaporating (ablation) have revealed to ensure a stable deposition of 
stoichiometric CoSi2 and WSi2 films with the specific resistivity of 30 and 50 μΩ cm, respec-
tively. The results of XRD of cast targets and films obtained in the range of the substrate 
temperature from 200 to 750°C show that the as-deposited films are textured and with 
increasing substrate temperature, the degree of texturing increases (when the temperature 
increases, the amount of equiaxed polycrystalline grains decreases sharply). It should be 
emphasized that at a substrate temperature of 400°C, as-deposited films are stoichiometric 
disilicides CoSi2 and WSi2.
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ing. Vacuum melting (and casting) of silicides solves three main problems of the silicide 
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mation of single-phase WSi2 films with the optimal specific resistivity of 50–70 μΩ cm. 
Films about 200–250 nm thick are shown to be effective diffusion barriers and conducting 
paths at annealing temperatures up to 900–1000°C. Leakage currents do not deteriorate 
diode junctions having WSi2 layers with poly-Si sublayers.
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6. The principal possibilities of obtaining high-purity cast targets of CoSi2 and WSi2 by crys-
tallization from its liquid phase using a set of metallurgical methods are studied. The 
modes of the laser evaporating (ablation) have revealed to ensure a stable deposition of 
stoichiometric CoSi2 and WSi2 films with the specific resistivity of 30 and 50 μΩ cm, respec-
tively. The results of XRD of cast targets and films obtained in the range of the substrate 
temperature from 200 to 750°C show that the as-deposited films are textured and with 
increasing substrate temperature, the degree of texturing increases (when the temperature 
increases, the amount of equiaxed polycrystalline grains decreases sharply). It should be 
emphasized that at a substrate temperature of 400°C, as-deposited films are stoichiometric 
disilicides CoSi2 and WSi2.
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Abstract

Today, digital circuit cores provide the main circuit implementation approach for inte-
grated circuit (IC) functions in very-large-scale integration (VLSI) circuits and systems.
Typical functions include sensor signal input, data storage, digital signal processing
(DSP) operations, system control and communications. Despite the fact that a large
portion of the circuitry may be developed and implemented using digital logic tech-
niques, there is still a need for high performance analogue circuits such as amplifiers and
filters that provide signal conditioning functionality prior to sampling into the digital
domain using an analogue-to-digital converter (ADC) for analogue sensor signals. The
demands on the design require a multitude of requirements to be taken into account. In
this chapter, the design of the operational amplifier (op-amp) is discussed as an impor-
tant circuit within the front-end circuitry of a mixed-signal IC. The discussion will focus
on the design of the op-amp using different compensation schemes incorporating nega-
tive Miller compensation and designed to operate at lower power supply voltage levels.
A design case study is included which utilises the gm/ID ratio design approach to
determine the transistor sizes. The simulation approach is focussed on the open-loop
frequency response performance of the op-amp.

Keywords: op-amp, design, stability, gm/ID, Miller compensation, negative Miller
compensation

1. Introduction

In this chapter, the focus of the discussion is on the design of the op-amp, which will act as an
integral part of the on-chip analogue signal conditioning circuitry for the front-end section of a
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mixed-signal IC. The performance requirements and design issues for circuit operation on a
single-rail power supply and operating at 3.3 V or lower will be considered. The op-amp architec-
ture will be discussed, and the focus will be on the design of the compensation circuitry that will
be required for amplifier stability purposes. In particular, the use of Miller and negative Miller
compensation techniques, and the effects of different compensation techniques on amplifier
operation, will be identified. The discussion will be supported using suitable simulation study
results. The chapter will initially consider the analogue circuit requirements before discussing
op-amp design and compensation techniques. The concepts introduced and analysed will be
accompanied by analogue circuit simulation results using Cadence Spectre simulator and the
circuit design will be implemented using a 0.35 µm n-well complementary metal oxide semicon-
ductor (CMOS) fabrication process. In order to provide a better understanding, the discussionwill
include the use of MATLAB for mathematical modelling the frequency response of the op-amp in
open loop.

2. Analogue front end circuits in mixed-signal IC designs

Today, electronic systems are embedded in everyday items such as smart phones, mobile com-
puting, biomedical monitoring (bioinstrumentation) systems, entertainment systems and envi-
ronmental monitoring systems. In many cases, these systems are based on capturing sensor
signals, processing and converting them to a suitable digital representation, undertaking digital
signal processing (DSP) operations, storing values in local memory, interfacing to a user and
finally providing wired or wireless communications to another electronic system. The basic idea
is shown in Figure 1. The sensors can provide either analogue outputs (such as voltage, current,
frequency and impedance) or digital outputs (logic 0 and 1 levels with associated voltage values).
In general, the sensor output signals would require signal conditioning in order to create signal
values that are in a suitable form to be captured by a digital processing module. This digital
processing module would provide the necessary functions in hardware only or as a mixture of

Figure 1. Sensor signal sampling and digital signal processing.
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hardware and software operations. The choice of the electronics in the digital processing module
in many cases is based on using either software programmable devices such as the microcontrol-
ler (µC), microprocessor (µP) and digital signal processor (DSP), or hardware configurable
devices such as the field programmable gate array (FPGA) and complex programmable logic
device (CPLD). However, the alternative that involves the design of a custom integrated circuit
would be based on application specific integrated circuit (ASIC) design techniques. Designing
such ASICs would enable a custom design to be created and higher levels of integration that
result in physically smaller electronics and the integration of digital, analogue and mixed-signal
circuits within a single packaged device. Considering the analogue sensor part of the system, the
signal output from the sensor would normally need to be modified (conditioned) in order to
provide signal levels that can be sampled by the digital signal-processing module via a suitable
ADC, which converts the analogue signal to a digital representation.

Such signal conditioning operations include signal amplification, DC level shifting and anti-
aliasing filtering (low-pass filtering to remove any high frequency signal components that would
be aliased to lower frequencies). In general, these signal conditioning circuits are based on the
use of the op-amp with negative feedback using external resistors and capacitors. However, the
operating conditions of the op-amp such as the power supply voltage level would need to be
taken into account when either selecting an existing op-amp to use or when designing the
op-amp itself. The performance of the op-amp in these types of signal conditioning circuits
would be a key factor in what performance could be achieved with the circuits used. In the past,
the power supply voltage would not have been a major factor in determining the op-amp
performance. The power supply voltage would have been at levels that enabled the op-amp
circuitry to operate without encountering power supply voltage limitation issues. With the move
towards lower power supply voltage levels at, and below 3.3 Voperation, andmoving towards 1
V system operation, the power supply conditions must now be accounted for. The op-amp
circuit architectures along with circuit design approaches must be reconsidered in order to
enable these op-amps to be designed with appropriate characteristics for low-voltage operation.

3. Conventional op-amp design approach

3.1. Introduction

The op-amp is a high-gain DC differential amplifier that is the core building block for many
analogue circuits. In general, it consists of two or more amplification stages using transistors,
integrated capacitors and in some designs, integrated resistors. Figure 2 identifies the basic
symbol for the voltage input/voltage output op-amp, which has two inputs (the inverting (IN�)
and non-inverting (IN+) inputs), a DC power supply (V + and V�) and either one output (a
single-ended output (a)) or two outputs (a differential output (b)). The op-amp is designed to
have certain characteristics that include a high open-loop differential gain (AOL), a high gain-
bandwidth product, a high input resistance, a low output resistance, a low output offset voltage,
a high dynamic range (minimum to maximum signal range) and a high common-mode rejection
ratio (CMRR) [1]. The op-amps shown in Figure 2 identify the circuits in open loop without any
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3. Conventional op-amp design approach

3.1. Introduction
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integrated capacitors and in some designs, integrated resistors. Figure 2 identifies the basic
symbol for the voltage input/voltage output op-amp, which has two inputs (the inverting (IN�)
and non-inverting (IN+) inputs), a DC power supply (V + and V�) and either one output (a
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bandwidth product, a high input resistance, a low output resistance, a low output offset voltage,
a high dynamic range (minimum to maximum signal range) and a high common-mode rejection
ratio (CMRR) [1]. The op-amps shown in Figure 2 identify the circuits in open loop without any
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external feedback components from the output signal back to the input signal. The op-amp,
therefore, would have a set of open-loop characteristics. In general, the op-amp would be
designed to operate in closed loop where feedback components, primarily resistors and capaci-
tors are used to provide either negative (linear operations) or positive (non-linear operations)
feedback.

In the discussion within this chapter, CMOS fabrication process is considered as it is the most
widely used fabrication process to realise VLSI ICs. The work presented here will focus on
CMOS op-amp circuit design considerations, particularly the AC (frequency) response and
stability. The standard topology for the single-ended output two-stage op-amp is considered,
and the behaviour of an example case study design will be presented.

3.2. Metal oxide semiconductor field effect transistor

The metal oxide semiconductor field effect transistor (MOSFET) is the most widely used
semiconductor device. It is a non-linear device that has four terminals: the drain, source, gate
and bulk (or body, substrate). Two forms of MOSFET can be created: the n-channel (nMOS)
and p-channel (pMOS) [2]. With these transistors, a voltage between the gate and the source
(vgs) controls the flow of drain current (id). To design circuits using these devices, it is necessary
to know their current-voltage (IV) characteristics. In conventional circuit design, the transistor
is usually modelled using two discrete models to mathematically describe the IV characteris-
tics: a large-signal and a small-signal model. Each model would be used for different design
and analysis purposes.

3.3. Large-signal model

A curve that describes the large-signal IV characteristic is shown in Figure 3. The operation of
the transistor is modelled using three different regions according to the values of the gate-
source voltage (vGS) and the drain-source voltage (vDS). This models the MOSFETdrain current
(iD) against vDS with different values of vGS.

Figure 2. Single-ended output and differential output op-amps.
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The three defined regions of operation are cut-off, linear and saturation where:

Cut-off region: Cut-off is a region in which the transistor will be OFF, and there will be no
current flow from the drain to the source (iD (cut-off) = 0). The gate-source voltage is less than
the transistor threshold voltage (VT) in this region.

Linear or ohmic or non-saturation region: In this region, the gate-source voltage is larger
than, or equal to, VT and the drain-source voltage larger than zero but less than the saturation
(pinch-off) voltage (vDSsat = (vGS–VT)). A channel is created between the drain and source
terminals, and there is current flow from drain to source. The drain current will increase
linearly with increasing drain-source voltage.

Saturation region: In this region, the gate-source voltage is larger or equal to, the transistor
threshold voltage, and drain-source voltage has reached or exceeds, vDSsat. This occurs when
the channel charge becomes pinched off at the drain-channel interface, and the transistor
operation is now in the saturation region. In the simplest (first order) transistor model,
increases in vDS do not cause an increase in iD and so iD becomes independent of vDS.
However, a more representative model includes an iD dependence on the value of vDS.
Moreover, the transistor operation depends on the gate overdrive voltage (veff = (vGS–VT))
with the drain-source channel in strong inversion.

3.4. Small-signal model

Although the transistor is a non-linear device, for circuit analysis purposes when developing
linear circuits, a linear model for the transistor operating in the saturation region at a specified
DC operating (bias) point is initially created. This then describes the behaviour of the transistor
to small-signal changes around the bias point, and the small-signal model is then used to
determine AC gain values. The signal changes are considered to be small so enabling the
approximation that the transistor operation is linear around this DC operating point to be
valid. Moreover, defining the small-signal behaviour of the transistor as a transfer function, the
transconductance (gm), and output conductance (go) is required model parameters. The small-
signal equivalent circuit model for the MOSFET is shown in Figure 4.
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external feedback components from the output signal back to the input signal. The op-amp,
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tors are used to provide either negative (linear operations) or positive (non-linear operations)
feedback.

In the discussion within this chapter, CMOS fabrication process is considered as it is the most
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semiconductor device. It is a non-linear device that has four terminals: the drain, source, gate
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(iD) against vDS with different values of vGS.

Figure 2. Single-ended output and differential output op-amps.
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However, if the signal level is increased, the transistor operation becomes non-linear and will
represent by the large-signal model. The conventional analogue design method for the op-amp
considers the use of the transistor operating in the saturation region and the drain-source
channel to be in strong inversion. This requires the circuit voltage levels (and hence the power
supply voltage) to be of suitably high levels to ensure that the transistor remains in saturation
and strong inversion for linear circuit operation. Analogue CMOS integrated circuit design needs
to use a suitable technology to determine MOSFET dimensions and create the required circuit
performance. However, today, when developing circuit designs based on using MOSFETs at
low-power and low-voltage, the small-signal and large-signal models are no longer suitable to
define transistor operation.

3.5. Example two-stage CMOS op-amp design

The op-amp circuit can be based on different architectures, and each architecture provides
advantages in operation when compared to other architectures. In the design considered in
this chapter, the two-stage CMOS operational amplifier is used with a simplified architecture
as shown in Figure 5. Two amplification stages are used, the first stage providing high
voltage gain and the second stage providing additional voltage gain and a large output
signal swing. In addition, each stage uses negative feedback frequency compensation to
improve stability and bandwidth. Negative Miller compensation is applied around the first
stage using two identical capacitors (CNM), and Miller compensation is applied around the
second stage using two identical capacitors (CM). The circuit schematic of the selected
op-amp architecture is shown in Figure 6. Note how the signals between the first stage and
the second stage are connected and how the actual circuit connections differ from the
simplified architecture (Figure 5). The first stage consists of a transconductance stage with
differential input transistors PM1 and PM2 followed by folded cascode (FC) stage. The
mirror connected transistors NM5 and NM6 in the folded cascode sum the input transistors
differential current. The current sources PM8 and PM9 on the upper side must provide a
current larger than the bias current for each input transistor.

The second stage is a class AB amplifier, and the single-ended output comes from transistors
PM17 and NM14. The second stage is primarily used to provide a large output voltage swing

Figure 4. MOSFET small-signal equivalent circuit model.
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(rail-to-rail output) with high DC voltage gain. NM10 and PM13 perform the feed-forward
class-AB control. These transistors are biased by two in-phase signal currents using the two
cascode transistors NM8 and PM11. The gate voltages for these two transistors are kept at a
constant value using the stacked diode-connected transistors (PM14, PM15 and NM11, NM12).
The floating current source (PM12 and PM13) has the same structure as the feed-forward

Figure 5. Two-stage op-amp case study design simplified architecture.

Figure 6. Two-stage op-amp design case study design schematic.
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class-AB control. The compensation circuitry is split into two parts. Miller compensation around
the second stage provides op-amp stability. The op-amp has two Miller capacitors around the
class-AB amplifier. NegativeMiller compensation around the first stage is provided the extended
the bandwidth (increases the unity gain frequency) and also uses two capacitors.

4. Op-amp stability and compensation techniques

4.1. Introduction

The reason for considering stability in a circuit design is to ensure that the circuit remains
stable under the required operating conditions. Instability occurs when the op-amp is config-
ured with negative feedback, and under certain conditions, the negative feedback becomes
positive. In the unstable case, the circuit output then oscillates. Stability under any input
condition is referred to as unconditionally stable, or absolutely stable [3]. However, if a system
is not unconditionally stable, a margin of stability must be built-in to ensure stable operation
under the required operating conditions. To achieve stable op-amp operation in closed-loop,
the designer can add a capacitance between specific nodes within the op-amp that deliberately
reduces the open-loop gain magnitude at higher signal frequencies. This technique, referred to
as compensation, is implemented by typically bypassing one of the internal op-amp gain stages
with a high-pass filter. In the simplest sense, a capacitor is connected between the output and
input nodes of a gain stage. The purpose is to decrease the gain magnitude to less than unity at
frequencies where instability could occur. A single compensation capacitor implementation is
widely used in two-stage op-amp designs. However, there are several other techniques used
for the op-amp compensation. Improvements to the op-amp performance using the single
capacitor compensation approach include the inclusion of a series resistor, buffer or buffer
and series resistor. Other techniques, for example, use multiple feedback capacitors connected
to different stages within the circuit. These techniques can be used with the two-stage op-amp.
Additional techniques require the inclusion of more than two gain stages and, with decreases
in integrated circuit process geometries, op-amps with more than two gain stages have become
more common to achieve a sufficiently high open-loop gain. There are two common assump-
tions in the design of compensation topologies. First, the gain magnitude of the stage is larger
than one. Second, the compensation and output load capacitance values are larger than the
combined output transistor capacitances for each stage. In addition to the DC gain of the
op-amp, there are four parameters of particular interest pertaining to its frequency response.
These are the unity-gain bandwidth (UGB), gain-bandwidth product (GBWP), phase margin
(PM) and gain margin (GM). UGB specifies the frequency at which the op-amp open-loop
differential gain magnitude (|AOL|) is unity (i.e. 0 dB). GBWP defines the gain-bandwidth
product of the op-amp gain magnitude and frequency (f):

GBWP ¼ jAOLj � f ð1Þ

A potential problem, however, of using a multiple-stage op-amp is for unstable circuit behav-
iour resulting in an oscillatory output signal due to the capacitances within the op-amp circuit
and signal feedback paths that exist. The transistor capacitances and parasitic effects due to
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layout, along with external components, will contribute to the potential for instability when
the op-amp is used in a closed-loop configuration, for example, when the op-amp is used in a
unity gain buffer configuration. One common way to predict the closed-loop stability of an
amplifier is by determining the PM of the open-loop gain response. The PM must be greater
than 0� to prevent negative feedback becoming positive feedback thus creating signal oscilla-
tion rather than signal amplification. To determine PM at the unity gain frequency, the differ-
ence between the amount of signal phase shift and 180� is determined:

PM ¼ ð1800 � jθjÞ at the unity gain f requency ð2Þ

where θ is the phase shift of the output signal in degrees (referenced to 0�) when the gain
magnitude is unity (0 dB). It is commonly considered that an op-amp in open-loop will require
a phase margin of 45� or higher. The GM (in dB) is the difference between the gain magnitude
at 180� phase shift and the unity gain magnitude (i.e. 0 dB):

GM ¼ ð0 dB� Gain magnitude ðin dBÞÞ at 180o phase shif t ð3Þ

Given the complexity of the input-output relationship of the op-amp, it is common to model
the op-amp input-output behaviour in terms of a transfer function for analysis purposes.
Typically, a Laplace transfer function is created to model the frequency response and the
response is viewed using a Bode plot. The transfer function provides a form for determining
important system response characteristics (without solving the complete set of differential
equations) in the form:

HðsÞ ¼ NðsÞ
DðsÞ ¼

amsm þ am�1sðm�1Þ þ…þ a2sþ…þ ao
bnsn þ bn�1sðn�1Þ þ…þ b2sþ…þ bo

ð4Þ

The roots of the numerator N(s) (zx) are called the zeros of the transfer function, and the roots
of the denominator D(s) (py) are called as the poles of the transfer function. S is a complex
frequency. It is often suitable to factor the polynomials in the numerator and denominator so
that the transfer function then becomes:

HðsÞ ¼ ZðsÞ
PðsÞ ¼ K:

ðs� z1Þ:ðs� z2Þ…ðs� zmÞ
ðs� p1Þðs� p2Þ…ðs� pnÞ

ð5Þ

This form of equation directly identifies the system poles and zeros. Using the transfer
function characteristics, the Bode plot is a particularly useful tool to visualise the frequency
response for analysis purposes. However, with the complexity of the networks formed by the
circuit (i.e. the connection of the transistors) and the compensation structures, any system
transfer functions that can be derived from the frequency response of the actual circuit to
mathematically model the op-amp behaviour rapidly becomes complex. The result is a
transfer function with multiple poles and zeros to consider with a complexity that cannot
be easy investigated using hand calculations. Hand calculations usually utilise a simplified
transfer function, using a form with the most dominant two or three poles, and a full analysis
would require the use of a suitable analogue circuit simulator (typically SPICE based) and
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4.1. Introduction

The reason for considering stability in a circuit design is to ensure that the circuit remains
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ured with negative feedback, and under certain conditions, the negative feedback becomes
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as compensation, is implemented by typically bypassing one of the internal op-amp gain stages
with a high-pass filter. In the simplest sense, a capacitor is connected between the output and
input nodes of a gain stage. The purpose is to decrease the gain magnitude to less than unity at
frequencies where instability could occur. A single compensation capacitor implementation is
widely used in two-stage op-amp designs. However, there are several other techniques used
for the op-amp compensation. Improvements to the op-amp performance using the single
capacitor compensation approach include the inclusion of a series resistor, buffer or buffer
and series resistor. Other techniques, for example, use multiple feedback capacitors connected
to different stages within the circuit. These techniques can be used with the two-stage op-amp.
Additional techniques require the inclusion of more than two gain stages and, with decreases
in integrated circuit process geometries, op-amps with more than two gain stages have become
more common to achieve a sufficiently high open-loop gain. There are two common assump-
tions in the design of compensation topologies. First, the gain magnitude of the stage is larger
than one. Second, the compensation and output load capacitance values are larger than the
combined output transistor capacitances for each stage. In addition to the DC gain of the
op-amp, there are four parameters of particular interest pertaining to its frequency response.
These are the unity-gain bandwidth (UGB), gain-bandwidth product (GBWP), phase margin
(PM) and gain margin (GM). UGB specifies the frequency at which the op-amp open-loop
differential gain magnitude (|AOL|) is unity (i.e. 0 dB). GBWP defines the gain-bandwidth
product of the op-amp gain magnitude and frequency (f):

GBWP ¼ jAOLj � f ð1Þ

A potential problem, however, of using a multiple-stage op-amp is for unstable circuit behav-
iour resulting in an oscillatory output signal due to the capacitances within the op-amp circuit
and signal feedback paths that exist. The transistor capacitances and parasitic effects due to
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This form of equation directly identifies the system poles and zeros. Using the transfer
function characteristics, the Bode plot is a particularly useful tool to visualise the frequency
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circuit (i.e. the connection of the transistors) and the compensation structures, any system
transfer functions that can be derived from the frequency response of the actual circuit to
mathematically model the op-amp behaviour rapidly becomes complex. The result is a
transfer function with multiple poles and zeros to consider with a complexity that cannot
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mathematical modelling tools such as MATLAB. However, deriving simplified transfer
function models of the complex circuit can result in loss of detail with some of the critical
frequency response parameters. Assumptions are therefore required to simplify the transfer
functions without losing important information and any results must be treated with cau-
tion, particularly as the relevance of the results obtained must be determined.

4.2. Miller compensation

Miller compensation is achieved by using a capacitor (CM) between the input and output
nodes [4] of the second inverting stage of the two-stage op amp as shown in Figure 7a. The
dominant (lower frequency) pole in the circuit transfer function is shifted to a lower
frequency due to the Miller effect, and the non-dominant (higher frequency) pole is shifted
to a higher frequency. The capacitor does not influence the DC response of the amplifier
but retains a high gain at mid-band frequencies and reduces the high frequency gain. In
this way, the two poles are split and this stabilises the amplifier, but this results in a
reduction in signal bandwidth. In addition, the right-hand plane (RHP) zero causes a
negative phase shift. The zero comes from the direct feedthrough of the input to the output
through the Miller capacitor. If A is the voltage gain of the amplifier, and CM is a feedback
capacitance across the amplifier, Miller theory identifies that CM effectively shows as a
capacitance from the input and output nodes to ground as shown in Figure 7b. For a two-
stage CMOS op-amp design, considering it to be modelled as a transfer function with two
poles only, Miller compensation is used for pole splitting. To establish the frequency
dependent gain of this circuit, the small-signal equivalent circuit, as shown in Figure 8,
can also be created.

The Bode plot for the equivalent circuit in Figure 8 is shown in Figure 9 and can be used to
identify the positions of the poles and zeros in the transfer function. The first pole (f10) is shifted
to a lower frequency (f1) and the second pole (f20) is shifted to a higher frequency (f2), although
creating the zero (fz). In addition, the phase is shifted to a higher frequency.

Figure 7. Inverting amplifier with (a) Miller capacitance and (b) equivalent model.
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4.3. Negative Miller compensation

The effect of circuit capacitances, in particular, considering the transistor capacitances, must be
considered at higher frequencies as they can cause undesirable phase shifts at higher frequen-
cies that would not be present at lower frequencies. For example, transistor input capacitances
can cause problems in circuit operation at higher frequencies and are difficult to eliminate,
resulting in reduced op-amp performance. However, as improvement in the fabrication pro-
cesses leads to reduced transistor geometries, a decrease in transistor capacitance values can be
obtained. Negative Miller compensation can, however, be used to improve the frequency
response of an op-amp [5]. The idea is shown in Figure 10. Negative Miller compensation is
based on Miller effect, which defines the effect of the feedback capacitance CNM on the input
capacitance CI. In Figure 10, a capacitance (CNM) is connected between the output and input
nodes of a non-inverting amplifier. This creates the effect of a negative capacitance. Negative
capacitance provides a method for reducing the effects of the transistor input capacitances by
the partial cancellation of these capacitances.

Figure 8. Small-signal equivalent circuit for a two-stage CMOS op-amp including Miller compensation.

Figure 9. Bode plot showing the pole movement in frequency due to the Miller capacitor.
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The amplifier has a gain magnitude greater than unity. The equivalent input capacitance (CI’) is
given by:

C0
I ¼ CI þ ð1� jAjÞCNM ð6Þ

The value of C0
I can be controlled by varying CNM and if CNM is large, there will be a net

negative capacitance, or an equivalent inductive effect, over a narrow frequency band [6].
Within the op-amp, a gain stage is usually created using an inverting amplifier with a single-
ended output. However, with a single-ended output amplifier, in order to incorporate negative
Miller compensation then two cascaded gain stages would need to be used. One gain stage
would be a non-inverting amplifier, and the feedback capacitor connection is then possible.
The second would be an inverting amplifier to provide the overall inverting amplifier arrange-
ment. For a fully differential gain stage, the negative Miller technique can be applied directly.
A negative capacitance property can be utilised to improve bandwidth and phase margin. The
negative capacitance design moves the non-dominant pole to a higher frequency whilst keep-
ing the location of the dominant pole approximately the same.

5. gm/ID ratio design approach

5.1. Introduction

When designing a CMOS op-amp using available transistor models, there can be a substantial
difference between the hand calculation results using simple first-order models and simulation
results using more complex models (typically BSIM3 transistor simulation models are avail-
able for a fabrication process). This would be due to both the complexities of the models used
and the accuracy of the models taking into account the boundaries of operation at which the
models are designed to operate in. The transistors are, however, operating in the saturation
region and in the conventional op-amp design approach, the transistors are considered to also
operate in strong inversion where the gate-source voltage is high as discussed in Section 3. At
low-voltage operation that is appropriate also for low-power designs, the transistor gate-
source voltage is lower and the transistor may be operating in moderate or weak inversion.
The transconductance-DC drain current ratio (gm/ID) design approach provides separate ana-
lytical formulas for strong, moderate and weak inversion, so as to provide simple formulas
that are useable in all channel inversion conditions. The approach is particularly suitable for

Figure 10. Concept for negative Miller compensation.

Very-Large-Scale Integration124

analogue design in CMOS technologies. It considers the relationship between the ratio of the
transconductance gm over DC drain current ID. In addition, the normalised drain current is also
a basic design parameter. The gm/ID characteristic provides a useful way to describe the
MOSFET operation and provides a straightforward way to estimate transistor dimensions
and support circuit design at low-voltage operation. The gm/ID ratio is expressed as follows:

gm
ID

¼ ∂ID=∂Vgs

ID
¼ ∂logðIDÞ

∂Vgs
ð7Þ

Figure 11 identifies two key graphs used. Figure 11a on the left shows the gm/ID versus VGS

characteristic, and Figure 11b on the right shows the gm/ID versus ID characteristic. The greater
the slope of the curve, the greater the gm/ID ratio. This condition occurs when the transistor is
operating in weak inversion. As the slope of the curve reduces, the transistor moves into strong
inversion. Between weak and strong inversion, moderate inversion occurs. It is to be noted,
however, that the region of the moderate inversion is not clearly defined. Weak and moderate
inversion are more satisfactory for low-power designs [7]. Moreover, the overdrive voltage
(veff) is low, which is suitable for low supply voltage operation. Figure 12a on the left shows the
relationship between the gm/ID with normalised current ID.(W/L), and Figure 12b on the right
shows the transistor transit frequency (fT) versus gm/ID. These curves act as aids to design and
hence determining the transistor dimensions. In addition, its analytical form covers all transis-
tor channel inversion conditions, from weak through moderate to strong inversion. The gm/ID
ratio design approach allows the designer to evaluate design trade-offs for different circuit
design operation scenarios.

5.2. MOSFETcircuit design from weak to strong inversion

As previously identified, the gm/ID ratio is a MOSFET characteristic directly related to all
channel inversion conditions [8] of the transistor when the transistor is operating in saturation.

Figure 11. The gm/ID ratio of the MOSFET versus: (a) gate-source voltage (VGS) and (b) drain current (ID).
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The amplifier has a gain magnitude greater than unity. The equivalent input capacitance (CI’) is
given by:

C0
I ¼ CI þ ð1� jAjÞCNM ð6Þ

The value of C0
I can be controlled by varying CNM and if CNM is large, there will be a net
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ended output. However, with a single-ended output amplifier, in order to incorporate negative
Miller compensation then two cascaded gain stages would need to be used. One gain stage
would be a non-inverting amplifier, and the feedback capacitor connection is then possible.
The second would be an inverting amplifier to provide the overall inverting amplifier arrange-
ment. For a fully differential gain stage, the negative Miller technique can be applied directly.
A negative capacitance property can be utilised to improve bandwidth and phase margin. The
negative capacitance design moves the non-dominant pole to a higher frequency whilst keep-
ing the location of the dominant pole approximately the same.

5. gm/ID ratio design approach

5.1. Introduction

When designing a CMOS op-amp using available transistor models, there can be a substantial
difference between the hand calculation results using simple first-order models and simulation
results using more complex models (typically BSIM3 transistor simulation models are avail-
able for a fabrication process). This would be due to both the complexities of the models used
and the accuracy of the models taking into account the boundaries of operation at which the
models are designed to operate in. The transistors are, however, operating in the saturation
region and in the conventional op-amp design approach, the transistors are considered to also
operate in strong inversion where the gate-source voltage is high as discussed in Section 3. At
low-voltage operation that is appropriate also for low-power designs, the transistor gate-
source voltage is lower and the transistor may be operating in moderate or weak inversion.
The transconductance-DC drain current ratio (gm/ID) design approach provides separate ana-
lytical formulas for strong, moderate and weak inversion, so as to provide simple formulas
that are useable in all channel inversion conditions. The approach is particularly suitable for
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analogue design in CMOS technologies. It considers the relationship between the ratio of the
transconductance gm over DC drain current ID. In addition, the normalised drain current is also
a basic design parameter. The gm/ID characteristic provides a useful way to describe the
MOSFET operation and provides a straightforward way to estimate transistor dimensions
and support circuit design at low-voltage operation. The gm/ID ratio is expressed as follows:

gm
ID

¼ ∂ID=∂Vgs

ID
¼ ∂logðIDÞ

∂Vgs
ð7Þ

Figure 11 identifies two key graphs used. Figure 11a on the left shows the gm/ID versus VGS

characteristic, and Figure 11b on the right shows the gm/ID versus ID characteristic. The greater
the slope of the curve, the greater the gm/ID ratio. This condition occurs when the transistor is
operating in weak inversion. As the slope of the curve reduces, the transistor moves into strong
inversion. Between weak and strong inversion, moderate inversion occurs. It is to be noted,
however, that the region of the moderate inversion is not clearly defined. Weak and moderate
inversion are more satisfactory for low-power designs [7]. Moreover, the overdrive voltage
(veff) is low, which is suitable for low supply voltage operation. Figure 12a on the left shows the
relationship between the gm/ID with normalised current ID.(W/L), and Figure 12b on the right
shows the transistor transit frequency (fT) versus gm/ID. These curves act as aids to design and
hence determining the transistor dimensions. In addition, its analytical form covers all transis-
tor channel inversion conditions, from weak through moderate to strong inversion. The gm/ID
ratio design approach allows the designer to evaluate design trade-offs for different circuit
design operation scenarios.

5.2. MOSFETcircuit design from weak to strong inversion

As previously identified, the gm/ID ratio is a MOSFET characteristic directly related to all
channel inversion conditions [8] of the transistor when the transistor is operating in saturation.

Figure 11. The gm/ID ratio of the MOSFET versus: (a) gate-source voltage (VGS) and (b) drain current (ID).
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5.2.1. Strong inversion

When vGS is higher than the threshold voltage VT, the inversion channel is strongly created,
and the drift current is dominant. The classical quadratic iD-vGS MOSFET equation is based on
this condition. The value for gm in strong inversion is independent of MOSFET sizing and
process parameters, and it depends only on the DC bias conditions, ID and veff. Similarly, gm/ID
depends only on veff and the transistor has a small gm/ID, a high gate-source voltage, a high
drain current, a high fT, low noise and small dimensions (width and length).

5.2.2. Moderate inversion

The transition between weak inversion and strong inversion is called moderate inversion.
Moderate inversion is important for modern analogue CMOS circuit design where designs
are created to operate the MOSFET in this condition. Moderate inversion presents a higher
gm/ID ratio and a lower gate-source voltage in relation to strong inversion combined with
smaller gate area and capacitance, and a higher bandwidth compared to weak inversion.

5.2.3. Weak inversion

In weak inversion, the drain current can be determined using an exponential expression. The
transistor has a large gm/ID, a low gate-source voltage, a low drain current, a low fT, high noise
and large dimensions (width and length).

Each channel inversion condition has different performance characteristics and a circuit design
would then be optimised to account for these characteristics. Given that a design can be
created by either using the conventional design approach or the gm/ID ratio design approach,
Table 1 provides a summary comparison between the approaches.

Figure 12. MOSFET characteristics: (a) gm/ID ratio versus normalised current (ID.(W/L)) and (b) transit frequency (fT)
versus gm/ID ratio.
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6. Case study op-amp design

6.1. Introduction

The op-amp is an important differential amplifier circuit that has formed the basis of many
analogue and mixed-signal IC designs. In this design case study, a two-stage op-amp has been
designed and internally compensated by using negative Miller capacitance in the first stage and
Miller capacitance in the second stage as shown in Figure 5. The idea behind this approach was
to develop circuit stability usingMiller compensation and increase the bandwidth using negative
Miller compensation. The op-amp was designed using the gm/ID ratio design approach in order
to consider low-voltage operation and is based on the architecture shown in Figure 5, with the
circuit as shown in Figure 6. When operated on a 3.3 V power supply voltage, the MOSFETs
operate in moderate inversion to optimise DC gain, unity gain frequency, PM and GM. The
op-amp operation was simulated using Cadence Spectre simulator, the MOSFET models were
based on a 0.35 µm CMOS fabrication process, and the AC performance both without and with
an output load capacitance was assessed in simulation. A differential input voltage was applied
to the op-amp in open loop and a single-ended output voltage monitored.

gm/ID design approach Conventional design approach using VT, KP and λ

Is valid in all channel operating conditions (weak, moderate
and strong) of the MOSFET.

Is valid only in strong inversion of the MOSFET.

Not necessary to create the condition VGS > VT. Valid only if VGS > VT.

There are different curves for gm/ID depending on the
inversion region.

Uses the ID versus VGS and ID versus VDS curves.

Used for circuits operating on lower power supply voltage
levels.

Used for circuits operating on higher power supply
voltage levels.

A simplified technique suitable for new evolving fabrication
process technologies.

Not suitable for new evolving fabrication process
technologies.

A fast design technique as the equations that model the
electrical behaviour of circuits can be signified by gm/ID.

Not appropriate as a fast design technique. It does not
have compact electrical models capable of simple current
and voltage relationships.

In this design approach, VGS should be kept as small as
possible and transistor gate-source capacitance should be
small as possible.

If (VGS –VT) is small, a large geometry device is required
and thus large transistor gate-source capacitance.

The gm/ID ratio is used directly as a central design variable to
determine circuit performance.

The gm/ID ratio is not directly used to determine the
performance of the circuit.

Links the variables such as gm, fT, ID and Veff to specifications
such as bandwidth and power.

Parameters such as µCox, VT and vDS(sat) are considered as
poorly defined parameters.

Uses charts and simple equations. Depends on complex equations and sometimes based on
assumptions such as ignoring the effect of channel length
modulation (λ).

The gm/ID ratio associates small-signal and a large-signal
(gm ! ID) parameters.

Small- and a large-signal models are not associated.

Table 1. Differences between the gm/ID ratio design approach and the conventional design approach.
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5.2.1. Strong inversion

When vGS is higher than the threshold voltage VT, the inversion channel is strongly created,
and the drift current is dominant. The classical quadratic iD-vGS MOSFET equation is based on
this condition. The value for gm in strong inversion is independent of MOSFET sizing and
process parameters, and it depends only on the DC bias conditions, ID and veff. Similarly, gm/ID
depends only on veff and the transistor has a small gm/ID, a high gate-source voltage, a high
drain current, a high fT, low noise and small dimensions (width and length).

5.2.2. Moderate inversion

The transition between weak inversion and strong inversion is called moderate inversion.
Moderate inversion is important for modern analogue CMOS circuit design where designs
are created to operate the MOSFET in this condition. Moderate inversion presents a higher
gm/ID ratio and a lower gate-source voltage in relation to strong inversion combined with
smaller gate area and capacitance, and a higher bandwidth compared to weak inversion.

5.2.3. Weak inversion

In weak inversion, the drain current can be determined using an exponential expression. The
transistor has a large gm/ID, a low gate-source voltage, a low drain current, a low fT, high noise
and large dimensions (width and length).

Each channel inversion condition has different performance characteristics and a circuit design
would then be optimised to account for these characteristics. Given that a design can be
created by either using the conventional design approach or the gm/ID ratio design approach,
Table 1 provides a summary comparison between the approaches.

Figure 12. MOSFET characteristics: (a) gm/ID ratio versus normalised current (ID.(W/L)) and (b) transit frequency (fT)
versus gm/ID ratio.
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6. Case study op-amp design
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analogue and mixed-signal IC designs. In this design case study, a two-stage op-amp has been
designed and internally compensated by using negative Miller capacitance in the first stage and
Miller capacitance in the second stage as shown in Figure 5. The idea behind this approach was
to develop circuit stability usingMiller compensation and increase the bandwidth using negative
Miller compensation. The op-amp was designed using the gm/ID ratio design approach in order
to consider low-voltage operation and is based on the architecture shown in Figure 5, with the
circuit as shown in Figure 6. When operated on a 3.3 V power supply voltage, the MOSFETs
operate in moderate inversion to optimise DC gain, unity gain frequency, PM and GM. The
op-amp operation was simulated using Cadence Spectre simulator, the MOSFET models were
based on a 0.35 µm CMOS fabrication process, and the AC performance both without and with
an output load capacitance was assessed in simulation. A differential input voltage was applied
to the op-amp in open loop and a single-ended output voltage monitored.

gm/ID design approach Conventional design approach using VT, KP and λ

Is valid in all channel operating conditions (weak, moderate
and strong) of the MOSFET.

Is valid only in strong inversion of the MOSFET.

Not necessary to create the condition VGS > VT. Valid only if VGS > VT.

There are different curves for gm/ID depending on the
inversion region.

Uses the ID versus VGS and ID versus VDS curves.

Used for circuits operating on lower power supply voltage
levels.

Used for circuits operating on higher power supply
voltage levels.

A simplified technique suitable for new evolving fabrication
process technologies.

Not suitable for new evolving fabrication process
technologies.

A fast design technique as the equations that model the
electrical behaviour of circuits can be signified by gm/ID.

Not appropriate as a fast design technique. It does not
have compact electrical models capable of simple current
and voltage relationships.

In this design approach, VGS should be kept as small as
possible and transistor gate-source capacitance should be
small as possible.

If (VGS –VT) is small, a large geometry device is required
and thus large transistor gate-source capacitance.

The gm/ID ratio is used directly as a central design variable to
determine circuit performance.

The gm/ID ratio is not directly used to determine the
performance of the circuit.

Links the variables such as gm, fT, ID and Veff to specifications
such as bandwidth and power.

Parameters such as µCox, VT and vDS(sat) are considered as
poorly defined parameters.

Uses charts and simple equations. Depends on complex equations and sometimes based on
assumptions such as ignoring the effect of channel length
modulation (λ).

The gm/ID ratio associates small-signal and a large-signal
(gm ! ID) parameters.

Small- and a large-signal models are not associated.

Table 1. Differences between the gm/ID ratio design approach and the conventional design approach.
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6.2. Op-amp simulation and results

The op-amp simulation study was performed with two conditions: first, no output load capaci-
tance and second, with a variable output load capacitance. An AC analysis was performed on
the op-amp design using typical transistor models with the transistors biased for a 3.3 V single-
rail power supply voltage operation.

6.2.1. Study 1: without output load capacitance

In this study, the simulation approach and results obtained concentrated on the frequency
response by using the op-amp with different internal compensation techniques and no output
load capacitance. First, no internal compensation was incorporated and then compensation
using Miller, negative Miller and a combination of Miller and negative Miller arrangements
were considered. Table 2 shows the results of the simulation study that are shown in Bode plot
format in Figure 13.

For the op-amp with no compensation and negative Miller compensation only, the GM was a
positive number (based on the simulator output value), and hence, the op-amp would be
unstable in closed loop. In addition, with these two scenarios, the PM was negative (simulator
output value) and this also indicated that the op-amp would be unstable in closed-loop. The
results show that the gain magnitude and phase shift are controllable with the different

CNM and CM = 0.31 pF No compensation Negative Miller only Miller only Miller and negative Miller

DC gain (dB) 82.5 82.5 82.5 82.5

Phase margin (degrees) �65.19 �52.56 57.47 63.03

Unity gain frequency (MHz) 1073 1177 177.33 205.54

Gain margin (dB) 14.27 11.08 �10.61 �9.93

Table 2. Open-loop op-amp performance with different compensation techniques.

Figure 13. Bode plot of the open-loop op-amp performance with different compensation techniques: (a) gain and (b)
phase (Spectre simulation on the transistor circuit model).
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compensation techniques and that the choice of compensation technique would determine
whether the op-amp is stable or not in closed loop.

6.2.2. Study 2: with output load capacitance

In this study, the simulation approach and results obtained concentrated on the frequency
response by using the op-amp with different internal compensation techniques and an output
load capacitance with values of 0.1, 0.5 and 1.0 pF. Table 3 shows the results of the simulation
study that are shown in Bode plot format in Figure 14.

6.3. Transfer function analysis

An additional form of analysis undertaken with this design was to consider the transfer
function for the op-amp input-output relationship. The transfer function is a useful form for
evaluating the op-amp frequency response. For a typical op-amp, then the transfer function
would contain a large number of poles and zeros. This form would be too complex for initial
design development, and so it is common to approximate the transfer function to a simple
form that contains typically only two or three poles. These can be estimated from the small-
signal equivalent circuit. In addition, once the op-amp design has been created, it is possible to
extract the poles and zeros using the circuit simulator and to minimise the initial transfer
function of the circuit model having large number of poles and zeros into a simpler transfer

Characteristic No output load capacitance 0.1 pF 0.5 pF 1.0 pF

DC gain (dB) 82.5 82.5 82.5 82.5

Phase margin (degree) 63.03 61.39 55.99 50.96

Unity gain frequency (MHz) 205.54 203.83 195.54 183.38

Gain margin (dB) �9.93 �9.80 �9.44 �9.23

Table 3. Open-loop op-amp performance with different output load capacitance values (with combined Miller and
negative Miller compensation).

Figure 14. Frequency response of the open-loop op-amp design with different load capacitances: (a) gain and (b) phase
(Spectre simulation on the transistor circuit model).
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6.2. Op-amp simulation and results

The op-amp simulation study was performed with two conditions: first, no output load capaci-
tance and second, with a variable output load capacitance. An AC analysis was performed on
the op-amp design using typical transistor models with the transistors biased for a 3.3 V single-
rail power supply voltage operation.

6.2.1. Study 1: without output load capacitance

In this study, the simulation approach and results obtained concentrated on the frequency
response by using the op-amp with different internal compensation techniques and no output
load capacitance. First, no internal compensation was incorporated and then compensation
using Miller, negative Miller and a combination of Miller and negative Miller arrangements
were considered. Table 2 shows the results of the simulation study that are shown in Bode plot
format in Figure 13.

For the op-amp with no compensation and negative Miller compensation only, the GM was a
positive number (based on the simulator output value), and hence, the op-amp would be
unstable in closed loop. In addition, with these two scenarios, the PM was negative (simulator
output value) and this also indicated that the op-amp would be unstable in closed-loop. The
results show that the gain magnitude and phase shift are controllable with the different
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Figure 13. Bode plot of the open-loop op-amp performance with different compensation techniques: (a) gain and (b)
phase (Spectre simulation on the transistor circuit model).
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compensation techniques and that the choice of compensation technique would determine
whether the op-amp is stable or not in closed loop.

6.2.2. Study 2: with output load capacitance

In this study, the simulation approach and results obtained concentrated on the frequency
response by using the op-amp with different internal compensation techniques and an output
load capacitance with values of 0.1, 0.5 and 1.0 pF. Table 3 shows the results of the simulation
study that are shown in Bode plot format in Figure 14.

6.3. Transfer function analysis

An additional form of analysis undertaken with this design was to consider the transfer
function for the op-amp input-output relationship. The transfer function is a useful form for
evaluating the op-amp frequency response. For a typical op-amp, then the transfer function
would contain a large number of poles and zeros. This form would be too complex for initial
design development, and so it is common to approximate the transfer function to a simple
form that contains typically only two or three poles. These can be estimated from the small-
signal equivalent circuit. In addition, once the op-amp design has been created, it is possible to
extract the poles and zeros using the circuit simulator and to minimise the initial transfer
function of the circuit model having large number of poles and zeros into a simpler transfer

Characteristic No output load capacitance 0.1 pF 0.5 pF 1.0 pF

DC gain (dB) 82.5 82.5 82.5 82.5

Phase margin (degree) 63.03 61.39 55.99 50.96

Unity gain frequency (MHz) 205.54 203.83 195.54 183.38

Gain margin (dB) �9.93 �9.80 �9.44 �9.23

Table 3. Open-loop op-amp performance with different output load capacitance values (with combined Miller and
negative Miller compensation).

Figure 14. Frequency response of the open-loop op-amp design with different load capacitances: (a) gain and (b) phase
(Spectre simulation on the transistor circuit model).
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function having a reduced number of poles and zeros. The process for investigating the circuit
operation and simplifying the transfer function considered was to:

1. Extract the poles and zeros from the circuit model using Cadence Spectre simulator.

2. Transfer the pole and zero values to MATLAB and create the transfer function.

3. Use MATLAB to reduce the number of poles and zeros in the transfer function and
simulate the transfer function behaviour to ensure that the reduced transfer function Bode
plot and key characteristics are comparable to the original transfer function.

4. Translate the new transfer function to high-level Verilog-A model and compare the
Verilog-A model to the original analogue circuit simulation results and the MATLAB
simulation study results.

From the analysis of the open-loop op-amp pole and zero locations as extracted from the
circuit, the initial transfer function consisted of 23 poles and 23 zeros. Although it would be
expected that the number of poles should be greater than the number of zeros in the transfer
function for a strictly proper system, the original 23 pole and zero transfer function extracted is
used in the following discussion, and hence, the results are used with a certain level of caution.
These were the raw results obtained from the pole-zero analysis in Spectre. It should be noted
that the transfer function has the same number of poles and zeros and hence would be referred
to as a biproper system. When the transfer function is biproper, it is not reflective of a realisable
system at high frequencies as it would have a finite gain at the higher signal frequencies. A
strictly proper systemwhere the gain reduces to zero at higher frequencies, as would be expected
in a real op-amp, the number of poles must be greater than the number of zeros. This effect can
be seen when simulating the transfer function for this design at the higher signal frequencies that
would not actually be encountered. To simplify this transfer function from original number of
poles and zeros, MATLAB was used to reduce the transfer function to one with just three poles
and zeros. Table 4 shows the resulting performance of the different simulation models, noting
that the response of the three models would be valid only up to a certain frequency as the

Number of poles/zeros Performance Spectre MATLAB Verilog-A

23/23 (MATLAB and Verilog-A
transfer function models only)

Gain margin (dB) 9.938 9.95 9.938

Unity gain frequency (MHz) 205.5 198 205.5

Phase margin (degrees) 63 63 63

DC gain (dB) 82.47 82.5 82.47

3/3 (MATLAB and Verilog-A
transfer function models only)

Gain margin (dB) – 10.7 10.64

Unity gain frequency (MHz) – 192 200.8

Phase margin (degrees) – 54.4 54.61

DC gain (dB) – 83.9 83.88

Table 4. Simulated op-amp performance comparison (Spectre (transistor level model), MATLAB (transfer function) and
Verilog-A (transfer function)).

Very-Large-Scale Integration130

transfer functions model a biproper system with a finite high frequency gain rather than a
realistic strictly proper transfer function.

7. Op-amp design and operation at lower power supply voltages

Designing and operating analogue circuits at low power supply voltages are challenging tasks.
In the past, the circuits typically encountered were designed to operate at higher voltage levels,
and so circuit performance limitations due to a limited voltage range was not an issue for
many designs. Today, the operation of electronic circuits with low-voltage power supplies is
now a requirement for use in electronic systems where size, weight, and power consumption
are especially important. For example, in battery-operated portable equipment, a reduction in
the battery requirements such as size, weight and energy capacity can provide cost reduction
benefits in equipment production, purchase and use as well as making the equipment more
portable. The move towards low-voltage operation can be considered from three different
perspectives:
1. The increasing use of battery-operated portable systems requires low-power dissipation in

order to prolong circuit operation time with a battery energy source.

2. Reduced feature sizes in modern VLSI fabrication processes results in larger electric fields
that, unless the power supply voltages are reduced, result in reliability problems.

3. Reduced feature sizes in modern VLSI fabrication processes results in a higher density of
the electronics that increases the power dissipation per unit area. The low-voltage opera-
tion can be used to reduce the power dissipation per unit area.

As device geometries in CMOS are reduced, the benefits include reduced size, higher oper-
ating speeds and reduced power consumption (due to the ability to operate the designs on
lower power supply voltage levels), which are mostly exploited in the digital parts of a
design. However, this move comes at a cost of introducing device characteristics not seen
with larger device geometries. Reducing the power supply voltage has been exploited effec-
tively in digital circuits, but analogue circuits exploiting reduced geometry and voltage
operation need to account for a range of circuit performance limiting issues not a concern in
digital. In analogue circuits, reducing device geometries and power supply voltage levels
have an enormous impact on the analogue circuit capability. For example, as the device
geometries become smaller and circuit densities increase, currents in the circuit may need to
be reduced in order to prevent excessive temperature increments due to the power consump-
tion per unit area. In addition, reliability problems would exist at higher voltage levels
(voltage levels which were commonly used in the past, such as 5 V, but now would be too
high for reliable circuit operation) due to excessively high electric fields that would exist.
Process variations as CMOS technology move to the lower (deep) sub-micron levels and
their effects on low geometry devices, such as transistor width and length dimensions,
means that analogue circuit performance can vary widely between devices of the same type
and this is accompanied in reduced device geometries by an increase in transistor leakage
currents. Whilst the geometries reduce, the transistor threshold voltage (VT) is, however,
remaining relatively constant, and as the power supply voltage is reduced, this causes as
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function having a reduced number of poles and zeros. The process for investigating the circuit
operation and simplifying the transfer function considered was to:

1. Extract the poles and zeros from the circuit model using Cadence Spectre simulator.

2. Transfer the pole and zero values to MATLAB and create the transfer function.

3. Use MATLAB to reduce the number of poles and zeros in the transfer function and
simulate the transfer function behaviour to ensure that the reduced transfer function Bode
plot and key characteristics are comparable to the original transfer function.

4. Translate the new transfer function to high-level Verilog-A model and compare the
Verilog-A model to the original analogue circuit simulation results and the MATLAB
simulation study results.

From the analysis of the open-loop op-amp pole and zero locations as extracted from the
circuit, the initial transfer function consisted of 23 poles and 23 zeros. Although it would be
expected that the number of poles should be greater than the number of zeros in the transfer
function for a strictly proper system, the original 23 pole and zero transfer function extracted is
used in the following discussion, and hence, the results are used with a certain level of caution.
These were the raw results obtained from the pole-zero analysis in Spectre. It should be noted
that the transfer function has the same number of poles and zeros and hence would be referred
to as a biproper system. When the transfer function is biproper, it is not reflective of a realisable
system at high frequencies as it would have a finite gain at the higher signal frequencies. A
strictly proper systemwhere the gain reduces to zero at higher frequencies, as would be expected
in a real op-amp, the number of poles must be greater than the number of zeros. This effect can
be seen when simulating the transfer function for this design at the higher signal frequencies that
would not actually be encountered. To simplify this transfer function from original number of
poles and zeros, MATLAB was used to reduce the transfer function to one with just three poles
and zeros. Table 4 shows the resulting performance of the different simulation models, noting
that the response of the three models would be valid only up to a certain frequency as the

Number of poles/zeros Performance Spectre MATLAB Verilog-A

23/23 (MATLAB and Verilog-A
transfer function models only)

Gain margin (dB) 9.938 9.95 9.938

Unity gain frequency (MHz) 205.5 198 205.5

Phase margin (degrees) 63 63 63

DC gain (dB) 82.47 82.5 82.47

3/3 (MATLAB and Verilog-A
transfer function models only)

Gain margin (dB) – 10.7 10.64

Unity gain frequency (MHz) – 192 200.8

Phase margin (degrees) – 54.4 54.61

DC gain (dB) – 83.9 83.88

Table 4. Simulated op-amp performance comparison (Spectre (transistor level model), MATLAB (transfer function) and
Verilog-A (transfer function)).
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transfer functions model a biproper system with a finite high frequency gain rather than a
realistic strictly proper transfer function.

7. Op-amp design and operation at lower power supply voltages

Designing and operating analogue circuits at low power supply voltages are challenging tasks.
In the past, the circuits typically encountered were designed to operate at higher voltage levels,
and so circuit performance limitations due to a limited voltage range was not an issue for
many designs. Today, the operation of electronic circuits with low-voltage power supplies is
now a requirement for use in electronic systems where size, weight, and power consumption
are especially important. For example, in battery-operated portable equipment, a reduction in
the battery requirements such as size, weight and energy capacity can provide cost reduction
benefits in equipment production, purchase and use as well as making the equipment more
portable. The move towards low-voltage operation can be considered from three different
perspectives:
1. The increasing use of battery-operated portable systems requires low-power dissipation in

order to prolong circuit operation time with a battery energy source.

2. Reduced feature sizes in modern VLSI fabrication processes results in larger electric fields
that, unless the power supply voltages are reduced, result in reliability problems.

3. Reduced feature sizes in modern VLSI fabrication processes results in a higher density of
the electronics that increases the power dissipation per unit area. The low-voltage opera-
tion can be used to reduce the power dissipation per unit area.

As device geometries in CMOS are reduced, the benefits include reduced size, higher oper-
ating speeds and reduced power consumption (due to the ability to operate the designs on
lower power supply voltage levels), which are mostly exploited in the digital parts of a
design. However, this move comes at a cost of introducing device characteristics not seen
with larger device geometries. Reducing the power supply voltage has been exploited effec-
tively in digital circuits, but analogue circuits exploiting reduced geometry and voltage
operation need to account for a range of circuit performance limiting issues not a concern in
digital. In analogue circuits, reducing device geometries and power supply voltage levels
have an enormous impact on the analogue circuit capability. For example, as the device
geometries become smaller and circuit densities increase, currents in the circuit may need to
be reduced in order to prevent excessive temperature increments due to the power consump-
tion per unit area. In addition, reliability problems would exist at higher voltage levels
(voltage levels which were commonly used in the past, such as 5 V, but now would be too
high for reliable circuit operation) due to excessively high electric fields that would exist.
Process variations as CMOS technology move to the lower (deep) sub-micron levels and
their effects on low geometry devices, such as transistor width and length dimensions,
means that analogue circuit performance can vary widely between devices of the same type
and this is accompanied in reduced device geometries by an increase in transistor leakage
currents. Whilst the geometries reduce, the transistor threshold voltage (VT) is, however,
remaining relatively constant, and as the power supply voltage is reduced, this causes as
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reduction in the available voltage range for circuit operation (a reduction in the (VDD –VT)
value). Analogue circuits would typically require the creation of bias currents for circuits
such as current mirrors which are created using transistors. The need to account for the
transistor to be operating in either the weak, moderate or strong inversion regions of opera-
tion and the resulting transistor performance differences due to the region of operation
would need to be accounted for. The use of fully differential structures is considered given
their superior performance with circuit parameters such as CMRR and PSRR (power-supply
rejection-ratio), lower signal distortion and wider signal swing range. Finally, the need to
maximise dynamic signal range which often requires a rail-to-rail output voltage range and
for op-amps operated in unity-gain configuration, the input stage should also have a rail-to-
rail common mode input voltage range [9].

8. Conclusions

The op-amp is an integral part of the on-chip analogue signal conditioning circuitry for the
front-end section of mixed-signal ICs. In this chapter, the design of the two-stage op-amp was
considered, which was designed using a 0.35 µm CMOS fabrication process and working on a
single rail 3.3 V power supply. Considerations were given to low-voltage design (operating at
and below 3.3 V) by using the gm/ID ratio design approach and the use of both Miller and
negative Miller compensation as an internal compensation scheme for op-amp stability and
signal bandwidth reasons. The discussion was accompanied by an op-amp case study design
and simulation study results that focused on AC performance.
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Abstract

Analog notch filters schematics are very rare. Two circuit diagrams are reviewed with
symbolic equations. The first schematic is analog notch filter based on twin-T circuit
diagram. The second schematic is analog notch filter based on the Friend biquad circuit.

Keywords: analog notch filter, high-order filter, LCR prototype, interference rejection

1. Introduction

Notch filters or band stop filters have many types of applications. The first application is
interference mitigation in GNSS receiver [1]. The second application is the removal of
powerline noise from biomedical signals which have operating frequency range from 50 to
60 Hz, while biomedical signal such as EEG has magnitude response in the range of 1–40 Hz
[2]. The third application is for a radio frequency image rejection [3]. The fourth application is
for an interference rejection in UWB systems. In this application, the filter can notch the
magnitude more than 35 db at operating frequency of 900 MHz [4].

A second-order notch can be constructed using an LCR passive prototype. The advent of the
very large-scale integration allows tens of thousands of transistors to be fabricated in an
integrated circuit. CMOS analog notch filters can be easily designed and built in an IC chip.
There are many types of techniques to design analog filter at the architecture or block diagram
level such as active RC filter, Gm-C filter, switched Capacitor filter, etc. In this chapter, we will
design analog notch filter based on Gm-C filter block diagram.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.73157

© 2018 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 6

Design of High-Order CMOS Analog Notch Filter with

0.18 μm CMOS Technology

Kittipong Tripetch

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.73157

Provisional chapter

Design of High-Order CMOS Analog Notch Filter with
0.18 μm CMOS Technology

Kittipong Tripetch

Additional information is available at the end of the chapter

Abstract

Analog notch filters schematics are very rare. Two circuit diagrams are reviewed with
symbolic equations. The first schematic is analog notch filter based on twin-T circuit
diagram. The second schematic is analog notch filter based on the Friend biquad circuit.

Keywords: analog notch filter, high-order filter, LCR prototype, interference rejection

1. Introduction

Notch filters or band stop filters have many types of applications. The first application is
interference mitigation in GNSS receiver [1]. The second application is the removal of
powerline noise from biomedical signals which have operating frequency range from 50 to
60 Hz, while biomedical signal such as EEG has magnitude response in the range of 1–40 Hz
[2]. The third application is for a radio frequency image rejection [3]. The fourth application is
for an interference rejection in UWB systems. In this application, the filter can notch the
magnitude more than 35 db at operating frequency of 900 MHz [4].

A second-order notch can be constructed using an LCR passive prototype. The advent of the
very large-scale integration allows tens of thousands of transistors to be fabricated in an
integrated circuit. CMOS analog notch filters can be easily designed and built in an IC chip.
There are many types of techniques to design analog filter at the architecture or block diagram
level such as active RC filter, Gm-C filter, switched Capacitor filter, etc. In this chapter, we will
design analog notch filter based on Gm-C filter block diagram.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.73157

© 2018 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



2. Transconductor capacitor filter based on floating active inductors

There are many choices of transconductor in the literatures. The first transconductor was
published by Nedungadi [5]. It is proposed since 1984. This transconductor is very linear; its
linear range can be extended by design and simulation. The circuit diagram is shown in
Figure 1. Its typical linear range, which is output current versus input voltage, can be plotted
by level 1 transistor model as follows.

Drain current of an NMOS and a PMOS transistor can be expressed as follows [6]:

ID ¼ μnCox

2
W
L

� �
VGS � VTHð Þ2 1þ λVDSð Þ (1)

�ID ¼
μpCox

2
W
L

� �
VGS � VTHð Þ2 1� λVDSð Þ (2)

where ID is the drain current, μn is the electron mobility, μp is the hole mobility, Cox is oxide

thickness and λ is the channel length modulation.

For submicron CMOS, drain current of NMOS and PMOS transistor can be shown in the
formulas (3) and (4). As a consequence of high electric field, both x and y dimensions are a
derivative of electric filed by distance along x- and y-axes:

Figure 1. (a) Differential amplifier with cross couple concept, (b) replacement of ideal voltage source with transistor in (a),
and (c) cross couple circuit diagram with cascade active load.
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μ0

1þ VGS�VTH
θtox

� �η , η ¼ 1:85 for 0:13 μm

(3)

IDS ¼ WvsatCox
VGS � VTHð Þ2

VGS � VTHð Þ þ ECL
≈WvsatCox VGS � VTHð Þ

ECL≫VGS � VTH for long channel device

ECL≪VGS � VTH for short channel device

(4)

In order for someone to plot linear range by using multiple transistors, output current can be
written as a function input voltage by writing KVL around the loop. Another way of represen-
tation is to derive small signal transconductance gain in frequency domain which is a ratio of
output current which flows out from the output node divided by input voltage. Small-signal
equivalent circuit concept can make the circuit analysis difficult because of parasitic capaci-
tance. Transconductor circuit diagram which has too many transistors may not work if it is
believed in small-signal circuit concept because the circuit has too many poles and zeros which
make the element substitution of transconductor to deviate from ideal transfer function of LCR
prototype.

3. Second-order notch filter

Circuit idea of notch filter is very rare. This is because the theory of an ideal second-order
transfer function is well defined. The notch filter or band reject filer is found to be expressed as
(5) below [7]:

H sð Þ ¼ s2 þ ω2
z

s2 þ ωp

Qp

� �
sþ ω2

p

(5)

where ωz is the notch frequency, ωp is a pole frequency and ωz ¼ ωp.

Numerator polynomial can be designed to have any value so that the roots of the numerator
polynomial have roots of it equal with complex zero after equating them with zero.

The circuit which implements this function is called twin-T RC network which can be drawn in
Figures 2 and 3.
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A. Appendix

The notch filter block diagram is analyzed with Kirchoff current law to prove that it is notch
filter transfer function. There are two notch circuits in this appendix. The passive element has
its own name without any duplication of names. The current is assumed to flow from left to
right and flow from positive potential to ground. Also assume that all nodes in the circuit have
positive potential except ground node.

Vin � V1

R1

� �
¼ V1

R3
þ V1 � Vout

sC1
(6)

Vin � V2

sC2
¼ V2

sC3
þ V2 � Vout

R2
(7)

Figure 3. The Friend Biquad circuit.

Figure 2. (a) Twin T network and (b) twin T network with buffered op-amp.
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V1 � Vout

sC1
þ V2 � Vout

R2
¼ Vout

1
R4

þ sC4

� �
(8)

Vin � V1

R1

� �
¼ V1

R3
þ V1 � Vout

sC1

Vin � V1ð Þ sC1R3ð Þ ¼ V1 sC1R1ð Þ þ V1 � Voutð ÞR1R3

Vin sC1R3ð Þ ¼ V1 sC1R1 þ sC1R3 þ R1R3ð Þ � Vout R1R3ð Þ

(9)

Vin � V2

sC2
¼ V2

sC3
þ V2 � Vout

R2

Vin � V2ð ÞsC3R2 ¼ V2 sC2R2ð Þ þ V2 � Voutð Þs2 C2C3ð Þ
Vin sC3R2ð Þ ¼ V2 sC3R2 þ sC2R2 þ s2C2C3

� �� Vout s2 C2C3ð Þ� �

V2 ¼
Vin sC3R2ð Þ þ Vout s2 C2C3ð Þ� �
sC3R2 þ sC2R2 þ s2C2C3ð Þ

(10)

V1 � Vout

sC1
þ V2 � Vout

R2
¼ Vout

1
R4

þ sC4

� �
¼ Vout

1þ sC4R4ð Þ
R4

V1 � Voutð ÞR2R4 þ V2 � Voutð ÞsC1R4 ¼ Vout 1þ sC4R4ð Þ sC1R2ð Þ
V1 R2R4ð Þ þ V2 sC1R4ð Þ ¼ Vout sC1R2 þ s2C4R4C1R2 þ R2R4 þ sC1R4

� �

V1 ¼
Vout s2C4R4C1R2 þ s C1R2 þ C1R4ð Þ þ R2R4
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� �

¼ Vout s2a21 þ sa11 þ a01
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R2R4ð Þ
� �

(11)

Substitute Eq. (11) into an Eq. (9):
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� �� V2 sC1R4ð Þ� �

sC1R1 þ sC1R3 þ R1R3ð Þ
�Vout R1R3ð Þ R2R4ð Þ

Vin sa12ð Þ ¼ Vout s2a21 þ sa11 þ a01
� �

s C1R1 þ sC1R3ð Þ þ R1R3ð Þ � R1R3ð Þ R2R4ð Þ� �

�V2 sC1R4ð Þ s C1R1 þ C1R3ð Þ þ R1R3ð Þ
(12)

Substitute an Eq. (10) into an Eq. (12):
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A. Appendix

The notch filter block diagram is analyzed with Kirchoff current law to prove that it is notch
filter transfer function. There are two notch circuits in this appendix. The passive element has
its own name without any duplication of names. The current is assumed to flow from left to
right and flow from positive potential to ground. Also assume that all nodes in the circuit have
positive potential except ground node.

Vin � V1

R1

� �
¼ V1

R3
þ V1 � Vout

sC1
(6)

Vin � V2

sC2
¼ V2

sC3
þ V2 � Vout

R2
(7)

Figure 3. The Friend Biquad circuit.

Figure 2. (a) Twin T network and (b) twin T network with buffered op-amp.

Very-Large-Scale Integration138

V1 � Vout

sC1
þ V2 � Vout

R2
¼ Vout

1
R4

þ sC4

� �
(8)

Vin � V1

R1

� �
¼ V1

R3
þ V1 � Vout

sC1

Vin � V1ð Þ sC1R3ð Þ ¼ V1 sC1R1ð Þ þ V1 � Voutð ÞR1R3

Vin sC1R3ð Þ ¼ V1 sC1R1 þ sC1R3 þ R1R3ð Þ � Vout R1R3ð Þ

(9)

Vin � V2

sC2
¼ V2

sC3
þ V2 � Vout

R2

Vin � V2ð ÞsC3R2 ¼ V2 sC2R2ð Þ þ V2 � Voutð Þs2 C2C3ð Þ
Vin sC3R2ð Þ ¼ V2 sC3R2 þ sC2R2 þ s2C2C3

� �� Vout s2 C2C3ð Þ� �

V2 ¼
Vin sC3R2ð Þ þ Vout s2 C2C3ð Þ� �
sC3R2 þ sC2R2 þ s2C2C3ð Þ

(10)

V1 � Vout

sC1
þ V2 � Vout

R2
¼ Vout

1
R4

þ sC4

� �
¼ Vout

1þ sC4R4ð Þ
R4

V1 � Voutð ÞR2R4 þ V2 � Voutð ÞsC1R4 ¼ Vout 1þ sC4R4ð Þ sC1R2ð Þ
V1 R2R4ð Þ þ V2 sC1R4ð Þ ¼ Vout sC1R2 þ s2C4R4C1R2 þ R2R4 þ sC1R4

� �

V1 ¼
Vout s2C4R4C1R2 þ s C1R2 þ C1R4ð Þ þ R2R4

� �� V2 sC1R4ð Þ
R2R4ð Þ

� �

¼ Vout s2a21 þ sa11 þ a01
� �� V2 sC1R4ð Þ

R2R4ð Þ
� �

(11)

Substitute Eq. (11) into an Eq. (9):

Vin � V1

R1

� �
¼ V1

R3
þ V1 � Vout

sC1

Vin � V1ð Þ sC1R3ð Þ ¼ V1 sC1R1ð Þ þ V1 � Voutð ÞR1R3

Vin sC1R3ð Þ ¼ V1 sC1R1 þ sC1R3 þ R1R3ð Þ � Vout R1R3ð Þ

Vin sC1R3ð Þ ¼ Vout s2a21 þ sa11 þ a01
� �� V2 sC1R4ð Þ

R2R4ð Þ
� �

sC1R1 þ sC1R3 þ R1R3ð Þ � Vout R1R3ð Þ

Vin sC1R3 R2R4ð Þð Þ ¼ Vout s2a21 þ sa11 þ a01
� �� V2 sC1R4ð Þ� �

sC1R1 þ sC1R3 þ R1R3ð Þ
�Vout R1R3ð Þ R2R4ð Þ

Vin sa12ð Þ ¼ Vout s2a21 þ sa11 þ a01
� �

s C1R1 þ sC1R3ð Þ þ R1R3ð Þ � R1R3ð Þ R2R4ð Þ� �

�V2 sC1R4ð Þ s C1R1 þ C1R3ð Þ þ R1R3ð Þ
(12)

Substitute an Eq. (10) into an Eq. (12):
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Vin sa12ð Þ ¼ Vout s2a21 þ sa11 þ a01
� �

s C1R1 þ sC1R3ð Þ þ R1R3ð Þ � R1R3ð Þ R2R4ð Þ� �

�V2 sC1R4ð Þ s C1R1 þ C1R3ð Þ þ R1R3ð Þ
Vin sa12ð Þ ¼ Vout s2a21 þ sa11 þ a01

� �
s C1R1 þ sC1R3ð Þ þ R1R3ð Þ � R1R3ð Þ R2R4ð Þ� �

� Vin sC3R2ð Þ þ Vout s2 C2C3ð Þ� �
sC3R2 þ sC2R2 þ s2C2C3ð Þ

� �
sC1R4ð Þ s C1R1 þ C1R3ð Þ þ R1R3ð Þ

Vin sa12ð Þ
s C3R2 þ C2R2ð Þ

þs2C2C3

 !
¼ Vout½ s2a21 þ sa11 þ a01

� �
s C1R1 þ sC1R3ð Þ þ R1R3ð Þ � R1R3ð Þ R2R4ð Þ�

sC3R2 þ sC2R2 þ s2C2C3
� �� Vin sC3R2ð Þ þ Vout s2 C2C3ð Þ� �� �

sC1R4ð Þ s C1R1 þ C1R3ð Þ þ R1R3ð Þ
(13)

Vin sa12ð Þ
s C3R2 þ C2R2ð Þ

þs2C2C3

 !
¼ Vout s2a21 þ sa11 þ a01

� �
s C1R1 þ C1R3ð Þ þ R1R3ð Þ � R1R3ð Þ R2R4ð Þ� �

s C3R2 þ C2R2ð Þ þ s2C2C3
� �� Vin sC3R2ð Þ þ Vout s2 C2C3ð Þ� �� �

sC1R4ð Þ s C1R1 þ C1R3ð Þ þ R1R3ð Þ
Vin s3 a12C2C3ð Þ þ s2a12 C3R2 þ C2R2ð Þ� �

¼ Vout

s3a21 C1R1 þ sC1R3ð Þ þ s2
a21 R1R3 � R1R3ð Þ R2R4ð Þð Þ

þa11 C1R1 þ C1R3ð Þ

0
@

1
A

þs a11ð Þ R1R3 � R1R3ð Þ R2R4ð Þð Þ þ a01 C1R1 þ C1R3ð Þ½ �

þa01 R1R3 � R1R3ð Þ R2R4ð Þð Þ

2
66666664

3
77777775

s C3R2 þ C2R2ð Þ þ s2C2C3
� �

�Vin s3 C3R2C1R4ð Þ C1R1 þ C1R3ð Þ þ sC3R2R1R3
� �� Vout s3C2C3C1R4 C1R1 þ C1R3ð Þ þ s2C2C3R1R3

� �

(14)

Vin s3 a12C2C3ð Þ þ s2a12 C3R2 þ C2R2ð Þ� � ¼ Vout s3a33 þ s2a23 þ sa13 þ a03
� �

s C3R2 þ C2R2ð Þ þ s2C2C3
� �

�Vin s3 C3R2C1R4ð Þ C1R1 þ C1R3ð Þ þ sC3R2R1R3
� �� Vout s3C2C3C1R4 C1R1 þ C1R3ð Þ þ s2C2C3R1R3

� �

a33 ¼ a21 C1R1 þ sC1R3ð Þ, a23 ¼
a21 R1R3 � R1R3ð Þ R2R4ð Þð Þ

þa11 C1R1 þ C1R3ð Þ

0
@

1
A,

a13 ¼ a11ð Þ R1R3 � R1R3ð Þ R2R4ð Þð Þ þ a01 C1R1 þ C1R3ð Þ½ �
a03 ¼ a01 R1R3 � R1R3ð Þ R2R4ð Þð Þ

Vin s3 a12C2C3 þ C3R2C1R4ð Þ C1R1 þ C1R3ð Þð Þ þ s2a12 C3R2 þ C2R2ð Þ þ sC3R2R1R3
� �

¼ Vout s3a33 þ s2a23 þ sa13 þ a03
� �

s C3R2 þ C2R2ð Þ þ s2C2C3
� �

�Vout s3C2C3C1R4 C1R1 þ C1R3ð Þ þ s2C2C3R1R3
� �

a34 ¼ a12C2C3 þ C3R2C1R4ð Þ C1R1 þ C1R3ð Þð Þ, a24 ¼ a12 C3R2 þ C2R2ð Þ, a14 ¼ C3R2R1R3

(15)
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Vin s3a34 þ s2a24 þ sa14
� � ¼ Vout s3a33 þ s2a23 þ sa13 þ a03

� �
s C3R2 þ C2R2ð Þ þ s2C2C3
� �� Vout s3a35 þ s2a25

� �

a34 ¼ a12C2C3 þ C3R2C1R4ð Þ C1R1 þ C1R3ð Þð Þ, a24 ¼ a12 C3R2 þ C2R2ð Þ, a14 ¼ C3R2R1R3

a35 ¼ C2C3C1R4 C1R1 þ C1R3ð Þ, a25 ¼ C2C3R1R3

Vin s3a34 þ s2a24 þ sa14
� � ¼ Vout

s5a33C2C3 þ s4 a23C2C3 þ a33 C3R2 þ C2R2ð Þð Þ

þs3 a23 C3R2 þ C2R2ð Þ þ a13 C3R2 þ C2R2ð Þ � a35ð Þ

þs2 a13 C3R2 þ C2R2ð Þ þ a03C2C3 � a25ð Þ

sa03 C3R2 þ C2R2ð Þ

2
6666666664

3
7777777775

Vout

Vin
¼ s3a34 þ s2a24 þ sa14

� �

s5a33C2C3 þ s4 a23C2C3 þ a33 C3R2 þ C2R2ð Þð Þ

þs3 a23 C3R2 þ C2R2ð Þ þ a13 C3R2 þ C2R2ð Þ � a35ð Þ

þs2 a13 C3R2 þ C2R2ð Þ þ a03C2C3 � a25ð Þ

sa03 C3R2 þ C2R2ð Þ

2
6666666664

3
7777777775

¼ s s2a34 þ sa24 þ a14
� �

s

s4a33C2C3 þ s3 a23C2C3 þ a33 C3R2 þ C2R2ð Þð Þ

þs2 a23 C3R2 þ C2R2ð Þ þ a13 C3R2 þ C2R2ð Þ � a35ð Þ

þs a13 C3R2 þ C2R2ð Þ þ a03C2C3 � a25ð Þ

þa03 C3R2 þ C2R2ð Þ

2
6666666664

3
7777777775

(16)

KCL at V1:

Vin � V1

R1

� �
¼ V1 � V4ð ÞsC1 þ V1 � V2ð ÞsC2

Vin � V1 ¼ V1 sC1R1 þ sC2R1ð Þ � V2 sC2R1ð Þ � V4 sC1R1ð Þ

Vin ¼ V1 sC1R1 þ sC2R1 þ 1ð Þ � V2 sC2R1ð Þ � V4 sC1R1ð Þ

Vin � V1x1 þ V2x2 þ V4x3 ¼ 0

x1 ¼ sC1R1 þ sC2R1 þ 1ð Þ

x2 ¼ sC2R1ð Þ

x3 ¼ sC1R1ð Þ

(17)
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Vin sa12ð Þ ¼ Vout s2a21 þ sa11 þ a01
� �

s C1R1 þ sC1R3ð Þ þ R1R3ð Þ � R1R3ð Þ R2R4ð Þ� �

�V2 sC1R4ð Þ s C1R1 þ C1R3ð Þ þ R1R3ð Þ
Vin sa12ð Þ ¼ Vout s2a21 þ sa11 þ a01

� �
s C1R1 þ sC1R3ð Þ þ R1R3ð Þ � R1R3ð Þ R2R4ð Þ� �

� Vin sC3R2ð Þ þ Vout s2 C2C3ð Þ� �
sC3R2 þ sC2R2 þ s2C2C3ð Þ

� �
sC1R4ð Þ s C1R1 þ C1R3ð Þ þ R1R3ð Þ

Vin sa12ð Þ
s C3R2 þ C2R2ð Þ

þs2C2C3

 !
¼ Vout½ s2a21 þ sa11 þ a01

� �
s C1R1 þ sC1R3ð Þ þ R1R3ð Þ � R1R3ð Þ R2R4ð Þ�

sC3R2 þ sC2R2 þ s2C2C3
� �� Vin sC3R2ð Þ þ Vout s2 C2C3ð Þ� �� �

sC1R4ð Þ s C1R1 þ C1R3ð Þ þ R1R3ð Þ
(13)

Vin sa12ð Þ
s C3R2 þ C2R2ð Þ

þs2C2C3

 !
¼ Vout s2a21 þ sa11 þ a01

� �
s C1R1 þ C1R3ð Þ þ R1R3ð Þ � R1R3ð Þ R2R4ð Þ� �

s C3R2 þ C2R2ð Þ þ s2C2C3
� �� Vin sC3R2ð Þ þ Vout s2 C2C3ð Þ� �� �

sC1R4ð Þ s C1R1 þ C1R3ð Þ þ R1R3ð Þ
Vin s3 a12C2C3ð Þ þ s2a12 C3R2 þ C2R2ð Þ� �

¼ Vout

s3a21 C1R1 þ sC1R3ð Þ þ s2
a21 R1R3 � R1R3ð Þ R2R4ð Þð Þ

þa11 C1R1 þ C1R3ð Þ

0
@

1
A

þs a11ð Þ R1R3 � R1R3ð Þ R2R4ð Þð Þ þ a01 C1R1 þ C1R3ð Þ½ �

þa01 R1R3 � R1R3ð Þ R2R4ð Þð Þ

2
66666664

3
77777775

s C3R2 þ C2R2ð Þ þ s2C2C3
� �

�Vin s3 C3R2C1R4ð Þ C1R1 þ C1R3ð Þ þ sC3R2R1R3
� �� Vout s3C2C3C1R4 C1R1 þ C1R3ð Þ þ s2C2C3R1R3

� �

(14)

Vin s3 a12C2C3ð Þ þ s2a12 C3R2 þ C2R2ð Þ� � ¼ Vout s3a33 þ s2a23 þ sa13 þ a03
� �

s C3R2 þ C2R2ð Þ þ s2C2C3
� �

�Vin s3 C3R2C1R4ð Þ C1R1 þ C1R3ð Þ þ sC3R2R1R3
� �� Vout s3C2C3C1R4 C1R1 þ C1R3ð Þ þ s2C2C3R1R3

� �

a33 ¼ a21 C1R1 þ sC1R3ð Þ, a23 ¼
a21 R1R3 � R1R3ð Þ R2R4ð Þð Þ

þa11 C1R1 þ C1R3ð Þ

0
@

1
A,

a13 ¼ a11ð Þ R1R3 � R1R3ð Þ R2R4ð Þð Þ þ a01 C1R1 þ C1R3ð Þ½ �
a03 ¼ a01 R1R3 � R1R3ð Þ R2R4ð Þð Þ

Vin s3 a12C2C3 þ C3R2C1R4ð Þ C1R1 þ C1R3ð Þð Þ þ s2a12 C3R2 þ C2R2ð Þ þ sC3R2R1R3
� �

¼ Vout s3a33 þ s2a23 þ sa13 þ a03
� �

s C3R2 þ C2R2ð Þ þ s2C2C3
� �

�Vout s3C2C3C1R4 C1R1 þ C1R3ð Þ þ s2C2C3R1R3
� �

a34 ¼ a12C2C3 þ C3R2C1R4ð Þ C1R1 þ C1R3ð Þð Þ, a24 ¼ a12 C3R2 þ C2R2ð Þ, a14 ¼ C3R2R1R3

(15)
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Vin s3a34 þ s2a24 þ sa14
� � ¼ Vout s3a33 þ s2a23 þ sa13 þ a03

� �
s C3R2 þ C2R2ð Þ þ s2C2C3
� �� Vout s3a35 þ s2a25

� �

a34 ¼ a12C2C3 þ C3R2C1R4ð Þ C1R1 þ C1R3ð Þð Þ, a24 ¼ a12 C3R2 þ C2R2ð Þ, a14 ¼ C3R2R1R3

a35 ¼ C2C3C1R4 C1R1 þ C1R3ð Þ, a25 ¼ C2C3R1R3

Vin s3a34 þ s2a24 þ sa14
� � ¼ Vout

s5a33C2C3 þ s4 a23C2C3 þ a33 C3R2 þ C2R2ð Þð Þ

þs3 a23 C3R2 þ C2R2ð Þ þ a13 C3R2 þ C2R2ð Þ � a35ð Þ

þs2 a13 C3R2 þ C2R2ð Þ þ a03C2C3 � a25ð Þ

sa03 C3R2 þ C2R2ð Þ

2
6666666664

3
7777777775

Vout

Vin
¼ s3a34 þ s2a24 þ sa14

� �

s5a33C2C3 þ s4 a23C2C3 þ a33 C3R2 þ C2R2ð Þð Þ

þs3 a23 C3R2 þ C2R2ð Þ þ a13 C3R2 þ C2R2ð Þ � a35ð Þ

þs2 a13 C3R2 þ C2R2ð Þ þ a03C2C3 � a25ð Þ

sa03 C3R2 þ C2R2ð Þ

2
6666666664

3
7777777775

¼ s s2a34 þ sa24 þ a14
� �

s

s4a33C2C3 þ s3 a23C2C3 þ a33 C3R2 þ C2R2ð Þð Þ

þs2 a23 C3R2 þ C2R2ð Þ þ a13 C3R2 þ C2R2ð Þ � a35ð Þ

þs a13 C3R2 þ C2R2ð Þ þ a03C2C3 � a25ð Þ

þa03 C3R2 þ C2R2ð Þ

2
6666666664

3
7777777775

(16)

KCL at V1:

Vin � V1

R1

� �
¼ V1 � V4ð ÞsC1 þ V1 � V2ð ÞsC2

Vin � V1 ¼ V1 sC1R1 þ sC2R1ð Þ � V2 sC2R1ð Þ � V4 sC1R1ð Þ

Vin ¼ V1 sC1R1 þ sC2R1 þ 1ð Þ � V2 sC2R1ð Þ � V4 sC1R1ð Þ

Vin � V1x1 þ V2x2 þ V4x3 ¼ 0

x1 ¼ sC1R1 þ sC2R1 þ 1ð Þ

x2 ¼ sC2R1ð Þ

x3 ¼ sC1R1ð Þ

(17)
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KCL at V2:

V1 � V2ð ÞsC2 ¼ V2 � V4

R3

� �
þ V2

R4

V1 sC2ð Þ ¼ V2 sC2 þ 1
R3

þ 1
R4

� �
� V4

1
R3

� �

V1 sC2ð Þ � V2x4 þ V4x5 ¼ 0

x4 ¼ sC2 þ 1
R3

þ 1
R4

� �

x5 ¼ 1
R3

� �

(18)

KCL at V3:

Vin � V3

R2

� �
¼ V3

R5
þ V3 � V4

R6

� �

Vin

R2
¼ V3

1
R2

þ 1
R5

þ 1
R6

� �
� V4

1
R6

� �

Vinx6 � V3x7 þ V4x8 ¼ 0

x6 ¼ 1
R2

x7 ¼ 1
R2

þ 1
R5

þ 1
R6

� �

x8 ¼ 1
R6

� �

(19)

KCL at V4:

V3 � V4

R6
þ Vout � V4

R7

� �
¼ V4

R8

V3

R6
� V4

1
R6

þ 1
R7

þ 1
R8

� �
þ Vout

R7
¼ 0

V3x9 � V4x10 þ Voutx11 ¼ 0

x9 ¼ 1
R6

x10 ¼ 1
R6

þ 1
R7

þ 1
R8

� �

x11 ¼ 1
R7

(20)
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KCL at Vout:

Av V3 � V2ð Þ ¼ Vout � V4

R7

�V2Av þ V3Av þ V4

R7
� Vout

R7
¼ 0

�V2Av þ V3Av þ x12V4 � x12Vout ¼ 0

x12 ¼ 1
R7

(21)

All of these equations can be written in matrix form as follows:

1 �x1 x2 0 x3 0

0 sC2 �x4 0 x5 0

x6 0 0 �x7 x8 0

0 0 0 x9 �x10 x11

0 0 �Av Av x12 x12

2
666666666664

3
777777777775

Vin

V1

V2

V3

V4

Vout

2
666666666664

3
777777777775

¼

0

0

0

0

0

0

2
666666666664

3
777777777775

(22)

From Eq. (17), it can be rewritten as follows:

Vin � V1x1 þ V2x2 þ V4x3 ¼ 0

Vin ¼ V1x1 � V2x2 � V4x3
(23)

Substitute Eq. (23) into Eq. (19); we will get the following equation:

Vin ¼ V1x1 � V2x2 � V4x3

Vinx6 � V3x7 þ V4x8 ¼ 0

V1x1 � V2x2 � V4x3ð Þx6 � V3x7 þ V4x8 ¼ 0

V1 x1x6ð Þ � V2 x2x6ð Þ � V3x7 þ V4 x8 � x3x6ð Þ ¼ 0

V1 y1
� �� V2 y2

� �� V3x7 þ V4 y3
� � ¼ 0

y1 ¼ x1x6ð Þ ¼ s C1R1 þ C2R1ð Þ þ 1½ �
R2

y2 ¼ x2x6ð Þ ¼ sC2R1ð Þ
R2

y3 ¼ x8 � x3x6ð Þ ¼ 1
R6

� sC1R1ð Þ
R2

¼ R2 � sC1R1R6ð Þ
R6R2

(24)

All of these equations can be written in matrix form as follows:
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KCL at V2:

V1 � V2ð ÞsC2 ¼ V2 � V4

R3

� �
þ V2

R4

V1 sC2ð Þ ¼ V2 sC2 þ 1
R3

þ 1
R4

� �
� V4

1
R3

� �

V1 sC2ð Þ � V2x4 þ V4x5 ¼ 0

x4 ¼ sC2 þ 1
R3

þ 1
R4

� �

x5 ¼ 1
R3

� �

(18)

KCL at V3:

Vin � V3

R2

� �
¼ V3

R5
þ V3 � V4

R6

� �

Vin

R2
¼ V3

1
R2

þ 1
R5

þ 1
R6

� �
� V4

1
R6

� �

Vinx6 � V3x7 þ V4x8 ¼ 0

x6 ¼ 1
R2

x7 ¼ 1
R2

þ 1
R5

þ 1
R6

� �

x8 ¼ 1
R6

� �

(19)

KCL at V4:

V3 � V4

R6
þ Vout � V4

R7

� �
¼ V4

R8

V3

R6
� V4

1
R6

þ 1
R7

þ 1
R8

� �
þ Vout

R7
¼ 0

V3x9 � V4x10 þ Voutx11 ¼ 0

x9 ¼ 1
R6

x10 ¼ 1
R6

þ 1
R7

þ 1
R8

� �

x11 ¼ 1
R7

(20)

Very-Large-Scale Integration142

KCL at Vout:

Av V3 � V2ð Þ ¼ Vout � V4

R7

�V2Av þ V3Av þ V4

R7
� Vout

R7
¼ 0

�V2Av þ V3Av þ x12V4 � x12Vout ¼ 0

x12 ¼ 1
R7

(21)

All of these equations can be written in matrix form as follows:

1 �x1 x2 0 x3 0

0 sC2 �x4 0 x5 0

x6 0 0 �x7 x8 0

0 0 0 x9 �x10 x11

0 0 �Av Av x12 x12

2
666666666664

3
777777777775

Vin

V1

V2

V3

V4

Vout

2
666666666664

3
777777777775

¼

0

0

0

0

0

0

2
666666666664

3
777777777775

(22)

From Eq. (17), it can be rewritten as follows:

Vin � V1x1 þ V2x2 þ V4x3 ¼ 0

Vin ¼ V1x1 � V2x2 � V4x3
(23)

Substitute Eq. (23) into Eq. (19); we will get the following equation:

Vin ¼ V1x1 � V2x2 � V4x3

Vinx6 � V3x7 þ V4x8 ¼ 0

V1x1 � V2x2 � V4x3ð Þx6 � V3x7 þ V4x8 ¼ 0

V1 x1x6ð Þ � V2 x2x6ð Þ � V3x7 þ V4 x8 � x3x6ð Þ ¼ 0

V1 y1
� �� V2 y2

� �� V3x7 þ V4 y3
� � ¼ 0

y1 ¼ x1x6ð Þ ¼ s C1R1 þ C2R1ð Þ þ 1½ �
R2

y2 ¼ x2x6ð Þ ¼ sC2R1ð Þ
R2

y3 ¼ x8 � x3x6ð Þ ¼ 1
R6

� sC1R1ð Þ
R2

¼ R2 � sC1R1R6ð Þ
R6R2

(24)

All of these equations can be written in matrix form as follows:
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1 �x1 x2 0 x3 0

0 sC2 �x4 0 x5 0

0 y1 �y2 �x7 y3 0

0 0 0 x9 �x10 x11

0 0 �Av Av x12 x12

0 0 0 0 0 0

2
666666666664

3
777777777775

Vin

V1

V2

V3

V4

Vout

2
666666664

3
777777775
¼

0
0
0
0
0
0

2
666666664

3
777777775

(25)

From Eq. (24), it can be rewritten as follows:

V1 y1
� �� V2 y2

� �� V3x7 þ V4 y3
� � ¼ 0

V1 ¼ V2y2 þ V3x7 � V4y3
y1

� �
(26)

Substitute Eq. (26) into Eq. (17); we will get the following equation:

V1 ¼ V2y2 þ V3x7 � V4y3
y1

� �

Vin � V1x1 þ V2x2 þ V4x3 ¼ 0

Vin � V2y2 þ V3x7 � V4y3
y1

� �
x1 þ V2x2 þ V4x3 ¼ 0

Vin þ V2 x2 � y2x1
y1

� �
� V3

x7x1
y1

� �
þ V4 x3 � y3x1

y1

� �
¼ 0

Vin þ V2y4 � V3y5 þ V4y6 ¼ 0

y4 ¼ x2 � y2x1
y1

� �
¼ sC2R1 � sC2R1

R2

� �
s C1R1 þ C2R1ð Þ þ 1
s C1R1 þ C2R1ð Þ þ 1

� �
R2ð Þ ¼ 0

y5 ¼
x7x1
y1

� �
¼ 1

R2
þ 1
R5

þ 1
R6

� �
s C1R1 þ C2R1ð Þ þ 1
s C1R1 þ C2R1ð Þ þ 1

� �
R2 ¼ R2

R2
þ R2

R5
þ R2

R6

� �

y6 ¼ x3 � y3x1
y1

� �
¼ sC1R1 � R2 � sC1R1R6

R6R2

� �
s C1R1 þ C2R1ð Þ þ 1ð ÞR2

s C1R1 þ C2R1ð Þ þ 1ð Þ
� �

¼ sC1R1 � R2 � sC1R1R6

R6

� �
¼ s 2C1R1ð Þ � R2

R6

� �

(27)

All of these equations can be written in matrix form as follows:

1 0 y4 �y5 y6 0
0 sC2 �x4 0 x5 0
0 y1 �y2 �x7 y3 0
0 0 0 x9 �x10 x11
0 0 �Av Av x12 x12
0 0 0 0 0 0

2
666666664

3
777777775

Vin

V1

V2

V3

V4

Vout

2
666666664

3
777777775
¼

0
0
0
0
0
0

2
666666664

3
777777775

(28)
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From Eq. (18), it can be rewritten as follows:

V1 sC2ð Þ � V2x4 þ V4x5 ¼ 0

V1 ¼ V2x4 � V4x5
sC2

� �
(29)

Substitute Eq. (29) into Eq. (24); we will get the following equation:

V1 ¼ V2x4 � V4x5
sC2

� �

V1 y1
� �� V2 y2

� �� V3x7 þ V4 y3
� � ¼ 0

V2x4 � V4x5
sC2

� �
y1
� �� V2 y2

� �� V3x7 þ V4 y3
� � ¼ 0

V2
x4y1
sC2

� y2

� �
� V3x7 þ V4 y3 �

x5y1
sC2

� �
¼ 0

V2y7 � V3x7 þ V4y8 ¼ 0

y7 ¼
x4y1
sC2

� y2

� �
¼ sC2 þ 1

R3
þ 1
R4

� �
s C1R1 þ C2R1ð Þ þ 1

sC2R2

� �
� sC2R1

R2

� �

y7 ¼
sC2 þ 1

R3
þ 1
R4

� �
s C1R1 þ C2R1ð Þ þ 1ð Þ � sC2R1ð ÞsC2

sC2R2

¼
s2C2 C1R1ð Þ þ s C2 þ 1

R3
þ 1
R4

� �
C1R1 þ C2R1ð Þ

� �
þ 1

R3
þ 1
R4

� �

sC2R2

y8 ¼ y3 �
x5y1
sC2

� �
¼ R2 � sC1R1R6ð Þ

R6R2
� 1
sC2R3

s C1R1 þ C2R1ð Þ þ 1½ �
R2

� �

¼ R2 � sC1R1R6ð Þð ÞsC2R3 � R6 s C1R1 þ C2R1ð Þ þ 1½ �ð Þ
sC2R2R3R6

y8 ¼
�s2 C1R1R6C2R3ð Þ þ s R2C2R3 � R6C1R1 � R6C2R1ð Þ � R6

sC2R2R3R6

(30)

All of these equations can be written in matrix form as follows:

1 0 y4 �y5 y6 0

0 sC2 �x4 0 x5 0

0 0 y7 �x7 y8 0

0 0 0 x9 �x10 x11

0 0 �Av Av x12 x12

0 0 0 0 0 0

2
666666666664

3
777777777775

Vin

V1

V2

V3

V4

Vout

2
666666666664

3
777777777775

¼

0

0

0

0

0

0

2
666666666664

3
777777777775

(31)
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1 �x1 x2 0 x3 0

0 sC2 �x4 0 x5 0

0 y1 �y2 �x7 y3 0

0 0 0 x9 �x10 x11

0 0 �Av Av x12 x12

0 0 0 0 0 0

2
666666666664

3
777777777775

Vin

V1

V2

V3

V4

Vout

2
666666664

3
777777775
¼

0
0
0
0
0
0

2
666666664

3
777777775

(25)

From Eq. (24), it can be rewritten as follows:

V1 y1
� �� V2 y2

� �� V3x7 þ V4 y3
� � ¼ 0

V1 ¼ V2y2 þ V3x7 � V4y3
y1

� �
(26)

Substitute Eq. (26) into Eq. (17); we will get the following equation:

V1 ¼ V2y2 þ V3x7 � V4y3
y1

� �

Vin � V1x1 þ V2x2 þ V4x3 ¼ 0

Vin � V2y2 þ V3x7 � V4y3
y1

� �
x1 þ V2x2 þ V4x3 ¼ 0

Vin þ V2 x2 � y2x1
y1

� �
� V3

x7x1
y1

� �
þ V4 x3 � y3x1

y1

� �
¼ 0

Vin þ V2y4 � V3y5 þ V4y6 ¼ 0

y4 ¼ x2 � y2x1
y1

� �
¼ sC2R1 � sC2R1

R2

� �
s C1R1 þ C2R1ð Þ þ 1
s C1R1 þ C2R1ð Þ þ 1

� �
R2ð Þ ¼ 0

y5 ¼
x7x1
y1

� �
¼ 1

R2
þ 1
R5

þ 1
R6

� �
s C1R1 þ C2R1ð Þ þ 1
s C1R1 þ C2R1ð Þ þ 1

� �
R2 ¼ R2

R2
þ R2

R5
þ R2

R6

� �

y6 ¼ x3 � y3x1
y1

� �
¼ sC1R1 � R2 � sC1R1R6

R6R2

� �
s C1R1 þ C2R1ð Þ þ 1ð ÞR2

s C1R1 þ C2R1ð Þ þ 1ð Þ
� �

¼ sC1R1 � R2 � sC1R1R6

R6

� �
¼ s 2C1R1ð Þ � R2

R6

� �

(27)

All of these equations can be written in matrix form as follows:

1 0 y4 �y5 y6 0
0 sC2 �x4 0 x5 0
0 y1 �y2 �x7 y3 0
0 0 0 x9 �x10 x11
0 0 �Av Av x12 x12
0 0 0 0 0 0

2
666666664

3
777777775

Vin

V1

V2

V3

V4

Vout

2
666666664

3
777777775
¼

0
0
0
0
0
0

2
666666664

3
777777775

(28)
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From Eq. (18), it can be rewritten as follows:

V1 sC2ð Þ � V2x4 þ V4x5 ¼ 0

V1 ¼ V2x4 � V4x5
sC2

� �
(29)

Substitute Eq. (29) into Eq. (24); we will get the following equation:

V1 ¼ V2x4 � V4x5
sC2

� �

V1 y1
� �� V2 y2

� �� V3x7 þ V4 y3
� � ¼ 0

V2x4 � V4x5
sC2

� �
y1
� �� V2 y2

� �� V3x7 þ V4 y3
� � ¼ 0

V2
x4y1
sC2

� y2

� �
� V3x7 þ V4 y3 �

x5y1
sC2

� �
¼ 0

V2y7 � V3x7 þ V4y8 ¼ 0

y7 ¼
x4y1
sC2

� y2

� �
¼ sC2 þ 1

R3
þ 1
R4

� �
s C1R1 þ C2R1ð Þ þ 1

sC2R2

� �
� sC2R1

R2

� �

y7 ¼
sC2 þ 1

R3
þ 1
R4

� �
s C1R1 þ C2R1ð Þ þ 1ð Þ � sC2R1ð ÞsC2

sC2R2

¼
s2C2 C1R1ð Þ þ s C2 þ 1

R3
þ 1
R4

� �
C1R1 þ C2R1ð Þ

� �
þ 1

R3
þ 1
R4

� �

sC2R2

y8 ¼ y3 �
x5y1
sC2

� �
¼ R2 � sC1R1R6ð Þ

R6R2
� 1
sC2R3

s C1R1 þ C2R1ð Þ þ 1½ �
R2

� �

¼ R2 � sC1R1R6ð Þð ÞsC2R3 � R6 s C1R1 þ C2R1ð Þ þ 1½ �ð Þ
sC2R2R3R6

y8 ¼
�s2 C1R1R6C2R3ð Þ þ s R2C2R3 � R6C1R1 � R6C2R1ð Þ � R6

sC2R2R3R6

(30)

All of these equations can be written in matrix form as follows:

1 0 y4 �y5 y6 0

0 sC2 �x4 0 x5 0

0 0 y7 �x7 y8 0

0 0 0 x9 �x10 x11

0 0 �Av Av x12 x12

0 0 0 0 0 0

2
666666666664

3
777777777775

Vin

V1

V2

V3

V4

Vout

2
666666666664

3
777777777775

¼

0

0

0

0

0

0

2
666666666664

3
777777777775

(31)
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From Eq. (30), it can be rewritten as follows:

V2y7 � V3x7 þ V4y8 ¼ 0

V2 ¼ V3x7 � V4y8
y7

� �
(32)

It is time to eliminate column 3 by Eq. (32) by substituting into Eq. (27):

V2 ¼ V3x7 � V4y8
y7

� �

Vin þ V2y4 � V3y5 þ V4y6 ¼ 0

Vin þ V3x7 � V4y8
y7

� �
y4 � V3y5 þ V4y6 ¼ 0

Vin þ V3
x7y4
y7

� y5

� �
þ V4 y6 �

y8y4
y7

� �
¼ 0

Vin þ V3y9 þ V4y10 ¼ 0

y9 ¼
x7y4
y7

� y5

� �

y10 ¼ y6 �
y8y4
y7

� �

(33)

Update matrix in Eq. (31) by substituting Eq. (33) into as follows:

1 0 0 y9 y10 0

0 sC2 �x4 0 x5 0

0 0 y7 �x7 y8 0

0 0 0 x9 �x10 x11

0 0 �Av Av x12 x12

0 0 0 0 0 0

2
666666666664

3
777777777775

Vin

V1

V2

V3

V4

Vout

2
666666666664

3
777777777775

¼

0

0

0

0

0

0

2
666666666664

3
777777777775

(34)

It is time to eliminate column 3 by Eq. (32) by substituting into Eq. (29):

V2 ¼ V3x7 � V4y8
y7

� �

V1 sC2ð Þ � V2x4 þ V4x5 ¼ 0

V1 sC2ð Þ � V3x7 � V4y8
y7

� �
x4 þ V4x5 ¼ 0

V1 sC2ð Þ � V3
x7x4
y7

� �
þ V4 x5 þ y8x4

y7

� �
¼ 0

V1 sC2ð Þ � V3y11 þ V4y12 ¼ 0

(35)

Very-Large-Scale Integration146

Update matrix in Eq. (34) by substituting Eq. (35) into as follows:

1:4ð Þ
2:3ð Þ
3:3ð Þ

2
6666666666664

3
7777777777775

1 0 0 y9 y10 0

0 sC2 0 �y11 y12 0

0 0 y7 �x7 y8 0

0 0 0 x9 �x10 x11

0 0 �Av Av x12 x12

2
6666666666664

3
7777777777775

Vin

V1

V2

V3

V4

Vout

2
6666666666664

3
7777777777775

¼

0

0

0

0

0

0

2
6666666666664

3
7777777777775

(36)

It is time to eliminate column 3 by Eq. (32) by substituting into Eq. (21):

V2 ¼ V3x7 � V4y8
y7

� �

�V2Av þ V3Av þ x12V4 � x12Vout ¼ 0

� V3x7 � V4y8
y7

� �
Av þ V3Av þ x12V4 � x12Vout ¼ 0

V3 Av � x7Av

y7

� �
þ V4 x12 þ y8Av

y7

� �
� Voutx12 ¼ 0

V3z1 þ V4z2 � Voutx12 ¼ 0

(37)

Update matrix in Eq. (34) by substituting Eq. (37) into as follows:

1 0 0 y9 y10 0

0 sC2 0 �y11 y12 0

0 0 y7 �x7 y8 0

0 0 0 x9 �x10 x11

0 0 0 z1 z2 �x12

0 0 0 0 0 0

2
6666666666664

3
7777777777775

Vin

V1

V2

V3

V4

Vout

2
6666666666664

3
7777777777775

¼

0

0

0

0

0

0

2
6666666666664

3
7777777777775

(38)

From Eq. (20), it can be rewritten as follows:

V3x9 � V4x10 þ Voutx11 ¼ 0

V3 ¼ V4x10 � Voutx11
x9

� � (39)
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From Eq. (30), it can be rewritten as follows:

V2y7 � V3x7 þ V4y8 ¼ 0

V2 ¼ V3x7 � V4y8
y7

� �
(32)

It is time to eliminate column 3 by Eq. (32) by substituting into Eq. (27):

V2 ¼ V3x7 � V4y8
y7

� �

Vin þ V2y4 � V3y5 þ V4y6 ¼ 0

Vin þ V3x7 � V4y8
y7

� �
y4 � V3y5 þ V4y6 ¼ 0

Vin þ V3
x7y4
y7

� y5

� �
þ V4 y6 �

y8y4
y7

� �
¼ 0

Vin þ V3y9 þ V4y10 ¼ 0

y9 ¼
x7y4
y7

� y5

� �

y10 ¼ y6 �
y8y4
y7

� �

(33)

Update matrix in Eq. (31) by substituting Eq. (33) into as follows:

1 0 0 y9 y10 0

0 sC2 �x4 0 x5 0

0 0 y7 �x7 y8 0

0 0 0 x9 �x10 x11

0 0 �Av Av x12 x12

0 0 0 0 0 0

2
666666666664

3
777777777775

Vin

V1

V2

V3

V4

Vout

2
666666666664

3
777777777775

¼

0

0

0

0

0

0

2
666666666664

3
777777777775

(34)

It is time to eliminate column 3 by Eq. (32) by substituting into Eq. (29):

V2 ¼ V3x7 � V4y8
y7

� �

V1 sC2ð Þ � V2x4 þ V4x5 ¼ 0

V1 sC2ð Þ � V3x7 � V4y8
y7

� �
x4 þ V4x5 ¼ 0

V1 sC2ð Þ � V3
x7x4
y7

� �
þ V4 x5 þ y8x4

y7

� �
¼ 0

V1 sC2ð Þ � V3y11 þ V4y12 ¼ 0

(35)

Very-Large-Scale Integration146

Update matrix in Eq. (34) by substituting Eq. (35) into as follows:

1:4ð Þ
2:3ð Þ
3:3ð Þ

2
6666666666664

3
7777777777775

1 0 0 y9 y10 0

0 sC2 0 �y11 y12 0

0 0 y7 �x7 y8 0

0 0 0 x9 �x10 x11

0 0 �Av Av x12 x12

2
6666666666664

3
7777777777775

Vin

V1

V2

V3

V4

Vout

2
6666666666664

3
7777777777775

¼

0

0

0

0

0

0

2
6666666666664

3
7777777777775

(36)

It is time to eliminate column 3 by Eq. (32) by substituting into Eq. (21):

V2 ¼ V3x7 � V4y8
y7

� �

�V2Av þ V3Av þ x12V4 � x12Vout ¼ 0

� V3x7 � V4y8
y7

� �
Av þ V3Av þ x12V4 � x12Vout ¼ 0

V3 Av � x7Av

y7

� �
þ V4 x12 þ y8Av

y7

� �
� Voutx12 ¼ 0

V3z1 þ V4z2 � Voutx12 ¼ 0

(37)

Update matrix in Eq. (34) by substituting Eq. (37) into as follows:

1 0 0 y9 y10 0

0 sC2 0 �y11 y12 0

0 0 y7 �x7 y8 0

0 0 0 x9 �x10 x11

0 0 0 z1 z2 �x12

0 0 0 0 0 0

2
6666666666664

3
7777777777775

Vin

V1

V2

V3

V4

Vout

2
6666666666664

3
7777777777775

¼

0

0

0

0

0

0

2
6666666666664

3
7777777777775

(38)

From Eq. (20), it can be rewritten as follows:

V3x9 � V4x10 þ Voutx11 ¼ 0

V3 ¼ V4x10 � Voutx11
x9

� � (39)
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Substitute Eq. (39) into Eq. (37); we will get the following equation:

V3 ¼ V4x10 � Voutx11
x9

� �

V3z1 þ V4z2 � Voutx12 ¼ 0

V4x10 � Voutx11
x9

� �
z1 þ V4z2 � Voutx12 ¼ 0

V4
x10z1
x9

þ z2

� �
� Vout

x11z1
x9

þ x12

� �
¼ 0

V4z3 � Voutz4 ¼ 0

(40)

Update matrix in Eq. (36) by substituting Eq. (40) into as follows:

1 0 0 y9 y10 0

0 sC2 0 �y11 y12 0

0 0 y7 �x7 y8 0

0 0 0 x9 �x10 x11

0 0 0 0 z3 �z4

0 0 0 0 0 0

2
666666666664

3
777777777775

Vin

V1

V2

V3

V4

Vout

2
666666666664

3
777777777775

¼

0

0

0

0

0

0

2
666666666664

3
777777777775

(41)

Substitute Eq. (39) into Eq. (30); we will get the following equation:

V3 ¼ V4x10 � Voutx11
x9

� �

V2y7 � V3x7 þ V4y8 ¼ 0

V2y7 �
V4x10 � Voutx11

x9

� �
x7 þ V4y8 ¼ 0

V2y7 þ V4 y8 �
x10x7
x9

� �
þ Vout

x11x7
x9

� �
¼ 0

V2y7 þ V4z5 þ Voutz6 ¼ 0

(42)

Update matrix in Eq. (41) by substituting Eq. (40) into as follows:

1 0 0 y9 y10 0

0 sC2 0 �y11 y12 0

0 0 y7 0 z5 z6

0 0 0 x9 �x10 x11

0 0 0 0 z3 �z4

0 0 0 0 0 0

2
666666666664

3
777777777775

Vin

V1

V2

V3

V4

Vout

2
666666666664

3
777777777775

¼

0

0

0

0

0

0

2
666666666664

3
777777777775

(43)
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Substitute Eq. (39) into Eq. (33); we will get the following equation:

V3 ¼ V4x10 � Voutx11
x9

� �

Vin þ V3y9 þ V4y10 ¼ 0

Vin þ V4x10 � Voutx11
x9

� �
y9 þ V4y10 ¼ 0

Vin þ V4
x10y9
x9

þ y10

� �
� Vout

x11y9
x9

� �
¼ 0

Vin þ V4z7 � Voutz8 ¼ 0

(44)

Update matrix in Eq. (43) by substituting Eq. (44) into as follows:

1 0 0 0 z7 �z8
0 sC2 0 �y11 y12 0
0 0 y7 0 z5 z6
0 0 0 x9 �x10 x11
0 0 0 0 z3 �z4
0 0 0 0 0 0

2
666666664

3
777777775

Vin

V1

V2

V3

V4

Vout

2
666666664

3
777777775
¼

0
0
0
0
0
0

2
666666664

3
777777775

(45)

Substitute Eq. (37) into Eq. (44); we will get the following equation:

V4z3 � Voutz4 ¼ 0

V4 ¼ Vout
z4
z3

� �

Vin þ V4z7 � Voutz8 ¼ 0

Vin þ Vout
z4
z3

� �
z7 � Voutz8 ¼ 0

Vin þ Vout
z4z7
z3

� z8

� �
¼ 0

Vin þ Voutz9 ¼ 0 ! Vout

Vin
¼ � 1

z9

(46)
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Substitute Eq. (39) into Eq. (37); we will get the following equation:

V3 ¼ V4x10 � Voutx11
x9

� �

V3z1 þ V4z2 � Voutx12 ¼ 0

V4x10 � Voutx11
x9

� �
z1 þ V4z2 � Voutx12 ¼ 0

V4
x10z1
x9

þ z2

� �
� Vout

x11z1
x9

þ x12

� �
¼ 0

V4z3 � Voutz4 ¼ 0

(40)

Update matrix in Eq. (36) by substituting Eq. (40) into as follows:

1 0 0 y9 y10 0

0 sC2 0 �y11 y12 0

0 0 y7 �x7 y8 0

0 0 0 x9 �x10 x11

0 0 0 0 z3 �z4

0 0 0 0 0 0

2
666666666664

3
777777777775

Vin

V1

V2

V3

V4

Vout

2
666666666664

3
777777777775

¼

0

0

0

0

0

0

2
666666666664

3
777777777775

(41)

Substitute Eq. (39) into Eq. (30); we will get the following equation:

V3 ¼ V4x10 � Voutx11
x9

� �

V2y7 � V3x7 þ V4y8 ¼ 0

V2y7 �
V4x10 � Voutx11

x9

� �
x7 þ V4y8 ¼ 0

V2y7 þ V4 y8 �
x10x7
x9

� �
þ Vout

x11x7
x9

� �
¼ 0

V2y7 þ V4z5 þ Voutz6 ¼ 0

(42)

Update matrix in Eq. (41) by substituting Eq. (40) into as follows:

1 0 0 y9 y10 0

0 sC2 0 �y11 y12 0

0 0 y7 0 z5 z6

0 0 0 x9 �x10 x11

0 0 0 0 z3 �z4

0 0 0 0 0 0

2
666666666664

3
777777777775

Vin

V1

V2

V3

V4

Vout

2
666666666664

3
777777777775

¼

0

0

0

0

0

0

2
666666666664

3
777777777775

(43)
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Substitute Eq. (39) into Eq. (33); we will get the following equation:

V3 ¼ V4x10 � Voutx11
x9

� �

Vin þ V3y9 þ V4y10 ¼ 0

Vin þ V4x10 � Voutx11
x9

� �
y9 þ V4y10 ¼ 0

Vin þ V4
x10y9
x9

þ y10

� �
� Vout

x11y9
x9

� �
¼ 0

Vin þ V4z7 � Voutz8 ¼ 0

(44)

Update matrix in Eq. (43) by substituting Eq. (44) into as follows:

1 0 0 0 z7 �z8
0 sC2 0 �y11 y12 0
0 0 y7 0 z5 z6
0 0 0 x9 �x10 x11
0 0 0 0 z3 �z4
0 0 0 0 0 0

2
666666664

3
777777775

Vin

V1

V2

V3

V4

Vout

2
666666664

3
777777775
¼

0
0
0
0
0
0

2
666666664

3
777777775

(45)

Substitute Eq. (37) into Eq. (44); we will get the following equation:

V4z3 � Voutz4 ¼ 0

V4 ¼ Vout
z4
z3

� �

Vin þ V4z7 � Voutz8 ¼ 0

Vin þ Vout
z4
z3

� �
z7 � Voutz8 ¼ 0

Vin þ Vout
z4z7
z3

� z8

� �
¼ 0

Vin þ Voutz9 ¼ 0 ! Vout

Vin
¼ � 1

z9

(46)
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