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Undernourishment in some areas and abundance in others, accelerated climate 
changes, food distribution and security challenges, fluctuating economic and political 

stability and oversaturation in information—this is the world we are living in today. 
It seems that there is no time for the basic science plant research; instead of years of 
dedicated investigation, scientists are forced to wrap up their know-how in a project-

oriented deliverables as fast as possible. The main strength of this book is the new 
knowledge about plant engineering that could be transferred into the applied science 
and, later on, to the industry. However, we should not forget that all great discoveries 

begin with the fundamental research, the wealth of good ideas and the dedicated 
scientific work.
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Preface

This book is intended for those readers who are interested in recent discoveries in the field
of basic plant science that have the potential to contribute to solving some of the greatest
food issues today. The UN predicted that around 10 billion people will live on Earth till
2050. In order to feed the world, today’s 2.1 billion tonnes of cereals will have to increase to
at least 3 billion tonnes, according to FAO. Two major concepts are efficacy and sustainabili‐
ty. The modern agriculture has to explore more efficient strategies to grow additional food
on a less available farm grounds due to the increased urbanization, poor quality of soil due
to the drought and flooding events, political and economic fluctuations and constant de‐
crease in the available number of rural labour forces. Simultaneously, it should embrace the
new strategies to decrease the yield losses due to the diseasescaused by fungi, insects, nem‐
atodes, bacteria and viruses. There is a strong resistance against the GMO crops present in
some parts of the world, mostly due to the mistrust in the high-profile companies that are
producing and distributing the seeds, scepticism in scientific work, misunderstanding of the
techniques utilized and poor or incomplete informing.From a basic plant biologist point of
view, GMO is the logical step-up in the methodology from the classical plant breeding tech‐
niques, destined to develop even further. However, once the knowledge leaves the lab and
becomes a know-how in the hands of biotech companies, we, as the world community,
should demand stronger rules to be followed, constantly educate the younger generations
and strive to develop even better and safer solutions. Although it is almost impossible to
start a basic research today without any of the modern techniques involved, such as genetic
engineering, in this book, there are a couple of chapters that describe traditional techniques
revitalized. As scientists, we should strive not to be exclusive but to embrace and think
about different strategies combined. Moreover, we should understand that none of the
world-class problems will be solved overnight and that our best strategy is to plan and start
basic plant science projects now to gather the knowledge tomorrow.

Dr. Snježana Jurić
Division of Molecular Biology

Ruđer Bošković Institute
Zagreb, Croatia
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Ahead
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1. Time to choose the right path

Earth today is experiencing visible climate changes, the one battle for which the humans 
are still not prepared enough to win. Existing economic, social, and cultural discrepancies 
between developing and developed countries are a constant obstacle for the “way forward,” 
and the decisions about environment, food, and education brought today will influence our 
children tomorrow. This book is intended for those who still believe that our greatest strength 
is actually our curiosity. Basic research scientists worldwide are constantly struggling to 
obtain enough, mostly public, funds to provide sound foundations for innovations in all 
aspects of life; however, the pressure to publish first occasionally neglects the fact that every 
creative idea needs a considerable amount of time to be realized, often with negative results. 
Although the criticism in science is always welcomed, whether it comes from the fellow scien-
tists or from the public voice, due to the lack of understanding, the complicated problems we 
are trying to solve become even more difficult. For example, if tomorrow the bacterium Xylella 
fastidiosa, outlined by Alyson Abbott in Nature (8 June 2017) as a huge problem for the olive 
groves in Southern Italy, spread to the rest of Europe, the only measure would be to uproot 
the contaminated plants. Although the infection could have been stopped/decelerated years 
ago, environmentalists challenged scientific findings and fight against contaminated olive 
plants uprooting. Italy has already allocated more than 5 million euros for the containment 
measures and will be forced to increase the funding in the future. We should ask ourselves, 
“Could we rely on science to find a more creative solution?”

2. Brief introduction to the chapters

The first chapter in the book is dedicated exactly to the problem of plant defence mecha-
nisms against pathogens. According to the Food and Agriculture Organization of the United 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Nations (FAO), each year between 20 and 40% world crop yields are lost due to the pathogens. 
One of the innovative tactics would be to explore the impact of the small RNA molecules on 
the plant-microbe interactions. Balmer et al. traveled beyond the well-documented antibacte-
rial responses and concentrated on a hemibiotrophic fungus Colletotrichum graminicola that is 
detrimental for one of the most important world cereals, maize. In 1970, severe anthracnose 
epidemics eradicated the production of sweet corn in Indiana, USA. Disease was reported 
almost worldwide, with the yield loss ranging from 0 to 40%. Research on plant-microbe 
communication might help us to combat some of the worst pathogen-related crop diseases 
nowadays. Modulation of gene expression could be achieved by the usage of otherwise dam-
aging gamma-rays, also. Beyaz and Yildiz exploited the power of gamma-irradiation to create 
new plant mutants with elevated amounts of antioxidant enzymes and proline. Although not 
novel, this technique is slowly showing its value as many countries express negative attitudes 
toward genetically modified foods (GMOs). One of the appealing strategies to increase the 
plant yield would be to obtain the control over the timing of flowering. FAO estimates that 
around 800 million people are currently undernourished. The food distribution and security 
throughout the globe is uneven and largely at risk due to the unpredicted weather events, 
extreme climate changes, diseases caused by pathogenic microbes, as well as abiotic diseases, 
and political perturbations. Flowering, as one of the fundamental processes in plants, has 
largely been investigated at the genetic level in the model plant Arabidopsis. Nevertheless, 
the number of reports on economically important plant species is steadily increasing, giv-
ing us the tool to artificially modulate the timing of transition from vegetative to reproduc-
tive plant stage. In that sense, Purwestri et al. identified the proteins that are able to interact 
with the protein responsible for the transition from vegetative to reproductive phase, the 
Flowering Locus T (FT), in rice. According to the International Rice Research Institute (IRRI), 
more than half of the 7 billion people on the planet consume rice as the staple food. Kasajima 
et al. demonstrated an interesting approach to accelerate the flowering time by introducing 
the Apple latent spherical virus vector in a number of plant species; again, an interesting 
approach to circumvent the bad reputation toward GMOs. Not only the food availability but 
also its usability could be improved. In the third chapter, genetic transformation of the sor-
ghum plant led Elkonin et al. to improve the nutritional value of this highly important crop. 
Mazur and Friml investigated in great detail vascular tissue development and regeneration 
in Arabidopsis. This knowledge would be beneficial in the future tree investigations. Finally, 
the fourth chapter deals with the constant efforts of the scientific community to predict and 
battle the unfavorable living conditions on Earth. Nagargade et al. discuss about the strate-
gies to develop the climate-resilient agriculture. One of the approaches for increased yield 
would be to “teach” the greenhouses to constantly change the parameters in order to achieve 
the optimal growing conditions for the given plant species, as described by Shamshiri et al.

All the strategies described in this book represent a small, but valuable contribution of the 
plant scientific community to decrease the yield losses, improve the food nutritional values, 
and make it safer for consumption. Only through the joint effort and the constant collabora-
tion between the scientists, farmers, and distributers, we could gain the consumers’ trust and 
implement the smart managing over the Earth resources.

Plant Engineering4
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Signs of Silence: Small RNAs and Antifungal Responses 
in Arabidopsis thaliana and Zea mays

Andrea Balmer, Emanuele De Paoli, 
Azeddine Si‐Ammour, Brigitte Mauch‐Mani 
and Dirk Balmer

Additional information is available at the end of the chapter

Abstract

Plant small RNAs (sRNAs) are pivotal regulators of gene expression, which are crucial in 
maintaining genome integrity and flexibility during development, abiotic and biotic stress 
responses. Current evidence suggests that sRNAs might be inherent to the sophisticated 
plant innate immune system battling bacteria. However, the role of sRNAs during anti‐
fungal plant defences is less clear. Therefore, this chapter investigates the sRNA‐mediated 
plant antifungal responses against the hemibiotrophic fungi Colletotrichum higginsianum 
and Colletotrichum graminicola in their respective compatible hosts Arabidopsis thaliana 
and Zea mays. A phenotypic and metabolomic analysis of A. thaliana sRNA mutants in 
response to C. higginsianum infection was performed, showing a hormonal and meta‐
bolic imbalance during fungal infection in these plants. To find whether fungal-induced 
sRNA could directly regulate defence genes in an agricultural important plant model, the 
expression of maize miRNAs in response to C. graminicola leaf and root infections was 
investigated. The results revealed the tissue-specific local and systemic adaptation of the 
miRNA transcriptome, where only a few miRNAs were targeting defence pathways. The 
general picture presented here points towards a role of sRNAs as fine-tuners of genetic 
and metabolomic defence response layers. This chapter also further discusses the poten‐
tial of utilizing sRNA-based fungal control strategies.

Keywords: small RNA, antifungal plant defence, metabolomics, deep sequencing

1. Introduction

Small RNAs (sRNA) are small noncoding RNA segments of 19–30 nucleotides in length 
[1]. They mediate gene silencing, a gene regulation mechanism acting on a transcriptional 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



(transcriptional gene silencing (TGS)) and post‐transcriptional level (post‐transcriptional 
gene silencing (PTGS)). In general, sRNA molecules originate from the transcription of 
endogenous microRNA (miRNA genes), other genomic sRNA loci, aberrant RNA produced 
by transposons as well as invasive viral RNA [2]. Plants carry two main classes of sRNAs 
grouped according to their size, function and biogenesis, namely microRNAs (miRNA) and 
short‐interfering RNAs (siRNA) [3]. Such sRNAs are generated through various mecha‐
nisms; within the miRNA biogenesis pathway, miRNA precursors derived from MIR genes 
are processed in the nucleus by Dicer-like protein 1 (DCL1) and exportin-like protein (HYL1) 
into mature miRNA duplexes of 20–22 nucleotides in length. Mature miRNAs are then meth‐
ylated at the 3′ terminus by HEN1 (small RNA methyltransferase) and exported to the cyto‐
plasm. One strand of the duplex is incorporated into an argonaute protein (AGO) protein to 
form an RNA‐induced‐silencing complex (RISC) [4]. The siRNAs, however, originate from 
long dsRNA that can be derived from transgenes, viruses, transposons and natural sense-
antisense transcripts. Such long dsRNA is recognized and cleaved by a certain type of DCL 
proteins; thereby siRNA classes with different sizes are generated. Like miRNAs, siRNAs are 
loaded into an AGO protein-containing RISC that controls gene expression patterns through 
the degradation of mRNA or the repression of translation of fully/partly complementary 
sequences of mRNAs, as well through epigenetic changes via mediation of DNA and histone 
methylation [5, 6].

Gene silencing is not only important for the maintenance of genome integrity by silenc‐
ing transposons or by degrading the viral RNA but also important during host immune 
responses of both plants and animals [7–9]. The recognition of pathogens by plants leads 
to the activation of a multi-layered immune system that comprises the establishment of 
a complex network of inducible defences including pathogen-associated molecular pat‐
tern (PAMP)-triggered immunity (PTI) and effector-triggered immunity (ETI) [10, 11]. The 
entire signalling process involves the regulation of defence gene expression, the release 
of plant hormones and/or the induction of secondary metabolites [12]. Over the past few 
years, plant sRNA pathways were recognized as important players during PTI and ETI 
[13, 14]. In Arabidopsis, bacteria-induced miRNAs were identified to orchestrate com‐
ponents of plant hormone signalling, including auxin, abscisic acid (ABA), jasmonic acid 
(JA) and salicylic acid (SA) [15, 16]. A canonical example of an miRNA regulating plant 
defence is miR393. It is up-regulated upon treatment with a bacterial PAMP, and nega‐
tively regulates auxin signalling and therefore contributes to SA-mediated PTI responses 
in Arabidopsis [17].

Although the important role of sRNAs in plant defence against viruses and bacteria is 
documented [8, 13], their function as components of the plants’ defence response against 
fungi is less clear. Advances in genome‐wide studies revealed a massive adaptation of 
host miRNA expression patterns after infection by fungal pathogens such as Fusarium vir‐
guliforme [18], Erysiphe graminis [19], Verticillium dahliae [20], Cronartium quercuum [21], as 
well as the oomycete Phytophthora sojae [22]. The alterations in sRNA expression profiles 
upon fungal attack suggest that gene silencing also contributes to antifungal defence; how‐
ever, up to date there are no putative mechanisms deciphered. Besides orchestrating plant 
defence, sRNA could also act as direct antifungal molecules, as some plant miRNAs could 

Plant Engineering10



(transcriptional gene silencing (TGS)) and post‐transcriptional level (post‐transcriptional 
gene silencing (PTGS)). In general, sRNA molecules originate from the transcription of 
endogenous microRNA (miRNA genes), other genomic sRNA loci, aberrant RNA produced 
by transposons as well as invasive viral RNA [2]. Plants carry two main classes of sRNAs 
grouped according to their size, function and biogenesis, namely microRNAs (miRNA) and 
short‐interfering RNAs (siRNA) [3]. Such sRNAs are generated through various mecha‐
nisms; within the miRNA biogenesis pathway, miRNA precursors derived from MIR genes 
are processed in the nucleus by Dicer-like protein 1 (DCL1) and exportin-like protein (HYL1) 
into mature miRNA duplexes of 20–22 nucleotides in length. Mature miRNAs are then meth‐
ylated at the 3′ terminus by HEN1 (small RNA methyltransferase) and exported to the cyto‐
plasm. One strand of the duplex is incorporated into an argonaute protein (AGO) protein to 
form an RNA‐induced‐silencing complex (RISC) [4]. The siRNAs, however, originate from 
long dsRNA that can be derived from transgenes, viruses, transposons and natural sense-
antisense transcripts. Such long dsRNA is recognized and cleaved by a certain type of DCL 
proteins; thereby siRNA classes with different sizes are generated. Like miRNAs, siRNAs are 
loaded into an AGO protein-containing RISC that controls gene expression patterns through 
the degradation of mRNA or the repression of translation of fully/partly complementary 
sequences of mRNAs, as well through epigenetic changes via mediation of DNA and histone 
methylation [5, 6].

Gene silencing is not only important for the maintenance of genome integrity by silenc‐
ing transposons or by degrading the viral RNA but also important during host immune 
responses of both plants and animals [7–9]. The recognition of pathogens by plants leads 
to the activation of a multi-layered immune system that comprises the establishment of 
a complex network of inducible defences including pathogen-associated molecular pat‐
tern (PAMP)-triggered immunity (PTI) and effector-triggered immunity (ETI) [10, 11]. The 
entire signalling process involves the regulation of defence gene expression, the release 
of plant hormones and/or the induction of secondary metabolites [12]. Over the past few 
years, plant sRNA pathways were recognized as important players during PTI and ETI 
[13, 14]. In Arabidopsis, bacteria-induced miRNAs were identified to orchestrate com‐
ponents of plant hormone signalling, including auxin, abscisic acid (ABA), jasmonic acid 
(JA) and salicylic acid (SA) [15, 16]. A canonical example of an miRNA regulating plant 
defence is miR393. It is up-regulated upon treatment with a bacterial PAMP, and nega‐
tively regulates auxin signalling and therefore contributes to SA-mediated PTI responses 
in Arabidopsis [17].

Although the important role of sRNAs in plant defence against viruses and bacteria is 
documented [8, 13], their function as components of the plants’ defence response against 
fungi is less clear. Advances in genome‐wide studies revealed a massive adaptation of 
host miRNA expression patterns after infection by fungal pathogens such as Fusarium vir‐
guliforme [18], Erysiphe graminis [19], Verticillium dahliae [20], Cronartium quercuum [21], as 
well as the oomycete Phytophthora sojae [22]. The alterations in sRNA expression profiles 
upon fungal attack suggest that gene silencing also contributes to antifungal defence; how‐
ever, up to date there are no putative mechanisms deciphered. Besides orchestrating plant 
defence, sRNA could also act as direct antifungal molecules, as some plant miRNAs could 

Plant Engineering10

share complementarity to fungal genes. This possibility has already been demonstrated 
by engineering transgenic plants expressing dsRNA targeting fungal genes and exhibiting 
enhanced resistance to different fungi. For instance, this mechanism named host-induced 
gene silencing (HIGS) was successfully applied for various plant-fungi pathosystems such 
as silencing of the Blumeria graminis effector Avra10 [23], or CYP51 genes of F. graminearum 
[24].

In this study, we aim to elucidate the role of sRNAs in regulating susceptibility to Colletotrichum 
spp.; hence we congregated results from two compatible pathosystems: C. higginsianum, 
which infects plants from the Brassicaceae family such as Arabidopsis thaliana (Figure 1) and 
C. graminicola, which is a devastating pathogen of the industrially important crop Zea mays 
(Figure 2). Both ascomycetes use a multistage hemibiotrophic strategy to infect their host 
and also share close genetic similarities making them tractable models to compare fungal 
pathogenicity in both dicot and monocot models [25–28]. In Arabidopsis, C. higginsianum 
employs first a biotrophic stage limited to a confined array of first invaded cells, from where 
the fungus develops secondary hyphae to switch to necrotrophic growth into surrounding 
cells. C. graminicola extends the biotrophic lifespan into many host cells, persisting biotrophic 
at the margins, whereas the centre of infection becomes necrotrophic. C. graminicola is a major 
worldwide threat for corn cultures, as it affects all parts of the plants, either as leaf blight or 
as stalk rot [29]. Depending on specific corn hybrids and culture conditions, C. graminicola can 
result in up to 40% yield loss where endemic.

During the first step, a selection of sRNA mutants and two fully and intermediate fungal sus‐
ceptible accessions of A. thaliana was examined in order to dissect possible defence defects 
caused by mutations in sRNA biogenesis pathways. Thus, we analysed the accumulation 
of phytohormones that are known to mediate Arabidopsis resistance against C. higginsia‐
num [30] and secondary metabolites that function as direct defences [31]. We show that 
some Arabidopsis sRNA mutants display an altered susceptibility against C. higginsianum, 

Figure 1. Arabidopsis thaliana leaves infected by Colletotrichum higginsianum, 6 days post inoculation.

Signs of Silence: Small RNAs and Antifungal Responses in Arabidopsis thaliana and Zea mays
http://dx.doi.org/10.5772/intechopen.69795

11



together with a defective setup of chemical defences. Moreover, to better understand the role 
of sRNA during infection with Colletotrichum spp., we performed an miRNA expression pro‐
filing to obtain a deeper insight into adaptations of the sRNA transcriptome in different C. 
graminicola-infected maize tissues. The miRNA profiling demonstrated that the vast majority 
of altered miRNAs were targeting genes that are not directly linked to antifungal-defence 
pathways, suggesting that antifungal-defence responses are not regulated by specifically 
induced miRNAs.

This chapter provides a multi‐omics analysis of sRNA‐mediated antifungal plant reactions on 
a phenotypic, metabolomic as well as transcriptomic point of view. Altogether, our data pro‐
pose a rather indirect defensive role of sRNAs in calibrating metabolomic and transcriptomic 
balances during antifungal responses against Colletotrichum spp. Future putative applications 
of sRNA-based fungal control strategies will be commented.

2. Materials and methods

2.1. Plant material and growth conditions

A. thaliana genotypes (hen1‐1, hyl1‐2, rdr6‐15, Col-0 and Ler-0) were germinated in soil main‐
tained at 21°C day/20°C night, with 9 h of light (120 µE m−2s1) and 60% of relative humidity. 
Selected A. thaliana accession Ler-0 was described to be susceptible to C. higginsianum infection, 

Figure 2. Zea mays leaf (left) and root (right) infected with Colletotrichum graminicola.
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while Col‐0 showed intermediate resistance [31]. Ler-0 is the wild-type genetic background of 
hen1‐1 mutants; all other mutants have a Col-0 genetic background. One week after germina‐
tion, seedlings were individually transferred to 33-mL Jiffy pellets and kept in the same con‐
ditions until the infections. Z. mays (variety Jubilee, West Coast Seeds, www.westcoastseeds.
com) was cultured in a soil-free plant growth system as described by Ref. [32].

2.2. Pathogen and pest cultivation and inoculation

C. higginsianum IMI34 349061-GFP [26] was cultured on potato dextrose agar (PDA) in a 
growth chamber under permanent light at 25°C. For infections, a fungal spore suspension 
of 106 spores mL−1 was prepared from 2-week-old cultures. Four- to five-week-old A. thaliana 
plants were drop-inoculated with 5 µL of the spore suspension. The plants were then incu‐
bated in darkness for 16 h at 25°C and 100% relative humidity. Post incubation, the growth 
condition of the plants was changed to long day (16 h/8h day/night cycle at 25°C). Control 
plants were treated only with sterile water. C. graminicola M1.001 was cultivated on PDA 
under permanent light at 25°C; infection assays were performed on 12‐day‐old maize plants 
as previously described [32].

2.3. Quantification of fungal growth

In planta fungal growth of C. higginsianum was measured every 24 h post infection for 4 days. 
The infection sites of the green fluorescent protein-expressing fungal strain were illuminated 
using a Nikon C-SHG1 UV lamp. Images were captured using a Nikon DS-L1 camera and the 
pictures were further analysed with the help of ImageJ (http://rsbweb.nih.gov/ij/) and Adobe 
Photoshop CS3 (http://labs.adobe.com). The area of fungal growth was measured in pixels 
and converted to mm2.

2.4. Hormone quantification

For hormone analysis, salicylic acid, jasmonic acid and abscisic acid were quantified simultane‐
ously from leaf material using UHPLC-MS/MS as described [32]. Hormone measurements were 
performed 4 days post C. higginsianum infection. To analyse each Arabidopsis accession, three 
independent biological replicates per sample were generated, each replicate a pool of five plants.

2.5. Metabolomic profiling

For metabolomic analysis, 4-week-old Arabidopsis plants were infected with C. higginsianum. 
Metabolites were isolated and analysed 4 dpi as described [32]. Six technical replicates for 
each treatment were analysed, and each replicate consisted of a pool of four plants.

2.6. Gene expression analysis

Confirmation of down-regulation of maize genes putatively targeted by miRNAs was con‐
ducted as described [32], using ZmGAPc as normalizing gene. Primer sequences are as fol‐
lows: ZmATPS_fw: tcgtattaatgctggtgcaaac, ZmATPS_rev: ctctgtggggtggctcat; ZmSAT_fw: 
ttataaaaaccctgttcttctgctc, ZmSAT_rev: aggacaccttcctcaagaacc; ZmGAPc_fw: gcatcaggaaccct‐
gaggaa, ZmGAPc_rev: catgggtgcatctttgcttg.
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2.7. Deep sequencing and Northern blotting of maize sRNAs

For sRNA library preparation, six biological replicates were pooled and total RNA was iso‐
lated using Trizol (Invitrogen, www.invitrogen.com); 10 µg of total RNA was further pro‐
cessed using an Illumina-Solexa deep-sequencing approach at FASTERIS (http://www.
fasteris.com). The expression of selected miRNAs was further analysed using sRNA Northern 
blotting techniques as described [33].

2.8. Identification and quantification of conserved miRNAs

To identify conserved maize miRNAs, sequences of 4677 mature plant miRNAs were down‐
loaded from miRBase (release 18.0, November 2011). Identical miRNA sequences identified 
in different species or duplicated loci in a genome were collapsed, resulting in a non-redun‐
dant list consisting of 2228 unique miRNAs. Sequences belonging to the same miRNA family 
were further analysed by multiple alignment using ClustalW (www.clustal.org) and classified 
in subgroups to distinguish bona fide mature miRNAs from misannotated miRNA* forms or 
sequences generated from different regions of the same precursor. This non-redundant library 
was then applied to screen the small RNA libraries. All the small RNA reads in the range of 
20–24 nt in size, and which are represented and represented by at least two reads in a library 
were aligned to the 1772 unique miRNAs derived from miRBase. For the screening, a maximum 
of three mismatches was allowed and up to 2 nt overhanging nucleotides at the 5’ and/or 3’ end. 
Alignments were performed using SeqMap [34]. The output was filtered and reformatted with 
custom PERL scripts, classifying the identified miRNAs according to miRBase.

2.9. Target prediction of maize miRNAs

Putative targets of maize miRNAs were identified using the psRNATarget web server (http://
bioinfo3.noble.org/miRU2/) against Z. mays DFCI Gene index (version 19) and Z. mays PlantGDB 
genomic project. Default settings were applied.

2.10. Statistical analysis

Variances of quantified levels of metabolites and fungal growth for multiple groups were 
analysed by a one-way analysis of variance (ANOVA); a P‐value of <0.05 was considered 
significant. The Mann–Whitney U-test was used to compare significant differences between 
two sample groups. All statistical analysis was performed using Sigma Plot 11.0 (http://www.
sigmaplot.com).

3. Results

3.1. Arabidopsis sRNA mutants show different levels of susceptibility to C. higginsianum

To test if a functional silencing machinery is required for a proper antifungal-defence 
response, A. thaliana wild types Ler-0 and Col-0 showing lower and intermediate resis‐
tance, respectively, and sRNA pathway mutants were subjected to fungal infection assays 
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to monitor the susceptibility to C. higginsianum. To cover important components of sRNA 
pathways, the loss of function mutants for the genes encoding HYL1, HEN1and RDR6 was 
analysed. The sRNA pathway mutants were infected with C. higginsianum-GFP, and the 
disease progression was compared to the relative wild‐type ecotype, for hen1‐1 namely 
Landsberg erecta (Ler-0), for all other mutants Columbia (Col-0). Fungal growth was moni‐
tored at 24, 48, 72 and 96 h postinfection (hpi) (Figure 3). These time points were chosen 
to cover all known infection stages of C. higginsianum during hemibiotrophic growth on 
leaves [25, 29]. The infection assays showed an altered susceptibility of mutants (Figure 3). 
For hen1‐1, a significant higher susceptibility was only detected in late infection stages (96 
hpi). Comparison of hyl1‐2 with Col-0 yielded statistically significant differences of fungal 
growth at all time points (Figure 3(b)). The RNA mutant was found to be more susceptible 
to C. higginsianum compared to the wild type. By contrast, rdr6‐15 was infected by C. higgin‐
sianum as efficiently as the wild type (Figure 3(c)). Altogether, a defective sRNA machinery 
seems to render plants more susceptible to fungal attack. However, mutations in RDR6‐15 
did not alter the susceptibility against the C. higginsianum.

3.2. Arabidopsis sRNA mutants show an altered hormonal balance after C. higginsianum 
infection

Hormone signalling is a key process that regulates stress responses. To evaluate the implica‐
tion of sRNA pathways in hormone‐mediated plant defence against C. higginsianum, levels of 
salicylic acid, jasmonic acid and abscisic acid were quantified by HPLC-MS/MS. All selected 
mutants and wild‐type accessions were analysed 4 days post C. higginsianum infection and 
hormone levels of both infected and mock were measured. In response to C. higginsianum 
attack, SA and JA were induced to different levels in all genotypes (Figure 4). Notably, SA 
and JA inductions were more pronounced in the mutants hen1‐1 and hyl1‐2 compared to their 
respective wild-type (Ler and Col-0) infected plants. For instance, in infected hen1‐1 plants, JA 
levels rose up to 589 ng/100 mg fresh weight, whereas in infected Ler plants, JA only reached 
234 ng/100 mg fresh weight. However, rdr6‐15 did not appear to have significant differences 
of SA and JA levels compared to wild‐type‐infected plants (Figure 4(a)(b)). On the other hand, 
ABA levels were found to be induced during fungal infection in hyl1‐2 and hen1‐1 contrary to 
rdr6‐15 that show no significant changes in ABA quantity upon fungal infection (Figure 4(c)). 
These results suggest that the sRNA mutant rdr6‐15 is likely not implicated in the regulation 
of hormone levels during antifungal responses, whereas a functional HEN1 and HYL1 pro‐
tein seems to be required to mount a full SA, JA and ABA response to fungal attack.

3.3. The metabolome of Arabidopsis sRNA mutants in responses to C. higginsianum 
infection

To compare the changes in the metabolomic profile of sRNA mutants and wild-type plants 
induced by C. higginsianum infection, an UHPLC-QTOF-based analysis of secondary metabo‐
lites was performed. The metabolomic fingerprinting provided a global view on the metabolic 
perturbations induced by C. higginsianum attack at 4 dpi. Comparison of the metabolome hen1‐1 
and hyl1‐2 mutants by a principal component analysis (PCA) resulted in a clear separation of 
both control-treated and -infected mutants and their respective wild types (Figure 5(a) and (b)). 
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Figure 3. Disease severity of C. higginsianum in A. thaliana sRNA mutants and wild‐type plants; (a). hen1‐1 mutant, (b). 
hyl1‐2 mutant, (c). rdr6‐15 mutant, compared to the respective wild-type background. Fungal growth was determined 
by quantifying the fluorescent area of C. higginsianum‐GFP in mm2 at different time points in all A. thaliana mutants 
compared to wild type. Severity was determined as percentage of leaf area affected. For statistical analysis, a one-
way ANOVA was applied; asterisks indicate statistically significant differences (P < 0.05). Error bars indicate standard 
deviation (SD).
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Figure 4. Quantification of phytohormones in A. thaliana sRNA mutants and wild‐type plants after C. higginsianum 
infection. (a). salicylic acid (SA), (b). jasmonic acid (JA), and (c). abscisic acid (ABA) in A. thaliana sRNA mutants 
(hen1‐1, hyl1‐2, and rdr6‐15) and wild-type plants (Col-0 and Ler) under two treatments: infected with C. higginsianum 
and control. Statistical significance was determined using one-way ANOVA. Letters indicate statistically significant 
differences (P < 0.05). Error bars indicate standard deviation (SD).
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The PCA performed for rdr6‐15 grouped the mutants and wild type much closer (Figure 5(c)). 
The metabolomic fingerprinting allowed identifying groups of putative antifungal metabolites 
that were normally induced in the wild type, for which in turn the mutants showed an abnor‐
mal induction pattern. After PCA analysis, the compounds showing the greatest difference 
between wild type and mutants were selected for further identification (Table 1). Compounds 
were identified by exact mass, fragmentation spectrum and the retention time of the fragments 
using the online free databases Metlin, MassBank, Kegg and Aracyc and the in-house database 
from the chemical analytical service of the University of Neuchatel. The metabolomic analysis 
revealed a group of glucosinolates, flavonols, phenylpropanoids and the phytoalexine camal‐
exine that were differentially induced in mutants and wild-type plants (Table 1). In response 
to C. higginsianum, hen1‐1 mutant showed lower fold induction of some glucosinolates like 7-
methylthioheptyl glucosinolate, glucoerucin, glucoiberin, glucoiberverin and glucolesquerellin. 
Moreover, glucobrassicin was not induced after infection in hen1‐1 plants. Kaempferol 3-O-
rhamnoside-7-O-rhamnoside (kaempferol 3-rha-7-rha) and kaempferol 3-O-rhamnoside-7-O-
glucoside (kaempferol 3-rha-7-glu), flavonols which are well-described antifungal compounds 
[35], were down‐regulated in hen1‐1 and Ler plants as well as the phenylpropanoids sinapoyl 
malate and 1-O-β-D-glucopyranosyl sinapate. The phytoalexin camalexin was the most induced 
compound after infection in hen1‐1 and Ler plants. Ler showed 84.4-fold induction of cama‐
lexin while infected hen1‐1 contained 10.7 more than mock-treated plants. The hyl1‐2 mutant 
exhibited lower fold induction in most of the glucosinolate levels compared to Col-0 (Table 1). 
Glucobrassicin, glucoiberin and glucoiberverin levels were higher in hyl1‐2 control and infected 
treatments than in wild type plants. Moreover, the induction of kaempferol 3-rha-7-rha and 
kaempferol 3-rha-7-glu was higher in Col-0 than hyl1‐2 plants. Levels of sinapoyl malate and 
1-O-β-D-glucopyranosyl sinapate were also lower in hyl1‐2 control and infected plants com‐
pared to Col‐0. Camalexin was 72.9‐fold induced in Col‐0 and 69.0‐fold induced in hyl1‐2. The 
rdr6‐15 mutant exhibited lower fold induction of all glucosinolates, flavonols and phenylpro‐
panoids mentioned in Table 1 compared to Col‐0. The fold induction of camalexin was similar 
in rdr6‐15 mutant compared to Col‐0 plants. In summary, sRNA mutant hen1‐1 exhibited lower 
levels of pathogen-induced camalexin, whereas the glucosinolates, flavonol and phenylpro‐
panoid compounds were slightly less prominently induced in response to fungal infection in all 
the mutants compared to their respective wild‐type plants.

3.4. C. graminicola‐infected maize sets up a tissue‐specific miRNA profile which is not 
directly linked to plant defence

Using annotated maize miRNAs (zma), known miRNAs were classified in the different maize 
sRNA libraries. In order to determine biostress-specific miRNAs and to quantify their expres‐
sion level in the treated samples, the fold change expression was determined by calculating 
the relative difference of sequence reads in treated samples compared to the control librar‐
ies. Selected miRNAs showing a fold change of >2 are summarized in Table 2. Comparing 
biotrophic and necrotrophic fungal infection stages to mock, zma-miR479, zma-miR1318 and 
zma-miR1432 were found to be up-regulated; however, their fold induction was higher during 
the necrotrophic stage. Other miRNAs such as zma‐miR393, zma‐miR1120 and zma‐miR2092 
showed an altered expression level exclusively during the biotrophic stage. By contrast, the 
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Figure 5. Metabolites distribution in sRNA mutants and wild-type plants upon C. higginsianum infection and control 
treatment. Principal component analysis (PCA) score plot of the metabolome. of the sRNA mutants hen1‐1 (a), hyl1‐2 (b), 
rdr6‐15 (c) and the wild-type Ler and Col-0 upon 4 dpi with C. higginsianum infection and control treatment. The PCA 
analyses were performed using Marvis Filter and Cluster packages, following a Kruskal-Wallis test (P < 0.05). Each data 
point represents one replicate of six independent biological replicates.
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expression of zma‐miR168, zma‐miR2916 and zma‐miR5205 was altered only during the necro‐
trophic stage. Notably, zma-miR1432 and zma-miR2092 were also up-regulated in infected 
roots, suggesting that some miRNAs are regulated organ independently. Notably, infected 
roots showed also a distinct expression profile with zma-miR166, zma-miR169 and zma-miR395 
that were down‐regulated, whereas zma‐miR909 and zma‐miR2863 were up‐regulated. A dif‐
ferent situation was found in systemic leaves upon leaf infection. Compared to local infected 
tissues, less miRNAs showed an altered expression. For instance, zma-miR397, zma-miR916 
and zma‐miR5169 were up‐regulated. In systemic leaves upon root infection, zma‐miR1877 
and zma‐miR2592 were down‐ and up‐regulated, respectively. Interestingly, zma‐mi395 was 
down‐regulated, and zma‐miR479 showed elevated expression levels; zma‐miR479 was also 
found to be up-regulated in local leaf infections, whereas the down-regulation of zma-miR395 
was also observed in infected roots. In summary, although some miRNAs were commonly 
regulated in both locally infected leaves and roots, the miRNA transcriptome was specific 
for a given infection stage and in addition also organ-specific (Table 2). To confirm the deep-
sequencing results, Northern blots of a selected miRNA were performed. Due to the relatively 
high expression level and the remarkable difference between control and treated samples, zma-
miR395 was selected (Figure 6).

Library miRNA FI Putative target genes

Inf L 24h miR393 2.23 Calmodulin-binding 
protein MPCBP; cyclin-like 
F-box

miR479 3 Unknown

miR1120 −3 Unknown

miR1432 2.3 Para-hydroxybenzoate-
polyprenyltransferase 
(LOC100282174)

miR2092 7 Unknown

Inf L 96h miR168 2.7 Argonaute and Dicer 
protein; ubiquitin carboxyl-
terminal hydrolase—Oryza 
sativa

miR479 4 Unknown

miR1432 18.3 Para-hydroxybenzoate-
polyprenyltransferase 
(LOC100282174)

miR2916 3.3 Quinone reductase 
2—Triticum monococcum; 
Zea mays 18S ribosomal 
RNA gene

miR5205 −3.25 Unknown

Inf R 96h miR166 −6.5 MFS14 protein precursor; 
basic-leucine zipper 
(bZIP) transcription factor; 
lipid-binding
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Library miRNA FI Putative target genes

miR169 −3.8 RAPB protein—Oryza 
sativa; allene oxide 
synthase—Zea mays

miR395 −15.5 ATP sulphurylase 
(LOC541653), mRNA

miR909 5 Inhibin, beta B subunit; 
vinculin; heavy metal 
transport/detoxification 
protein

miR1432 4.5 Para-hydroxybenzoate-
polyprenyltransferase 
(LOC100282174)

miR2092 2.6 Unknown

miR2863 3.5 Unknown

Inf L sys L miR397 2.2 Laccase; multicopper 
oxidase;

miR916 3.3 Zein protein-body ER 
membrane protein

miR5169 2.2 Unknown

Inf R sys L miR395 −2.7 ATP sulphurylase 
(LOC541653), mRNA

miR479 3 Unknown

miR1877 −3 Putative protein binding 
protein

miR2592 3 Unknown

FI = fold induction compared to control libraries. Inf = infected, L = leaf, R = root, sys = systemic, zma = maize miRNAs.

Table 2. Maize miRNAs differently regulated upon C. graminicola infection.

Figure 6. Northern blot analysis of miR395 expression. The signs + indicates C. graminicola infection, - control tissue. H= 
herbivore (Spodoptera frugiperda, non-fungus control). The tRNA and 5S rRNA are shown as a control for equal loading 
and were stained with ethidium bromide.
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As expected, zma‐miR395 showed a reduced expression level upon fungal infections in roots. 
The signal intensity also corresponded to the sequence reads in the different libraries, with 
the highest number of reads (93) in control roots. To examine the putative role of zma-miR395 
during root infections, the maize genome was analysed for putative target genes. Five known 
target genes were identified: two genes (dienelactone hydrolase and FMR1-interacting) 
exhibit two mismatch positions for zma-miR395. The other genes, ATP sulphurylase (APS) 
on chromosomes 1 and 5, and a sulphate anion transporter, perfectly matched to the zma‐
miR395 sequence. To confirm the genotype of a reduced expression level of zma-miR395 in 
infected maize roots, the gene expression of two zma‐miR395 putative target genes (ZmSAT 
and ZmATPS) was analysed (Figure 7).

4. Discussion

It has been documented that plant sRNAs can act as regulators of gene expression during 
plant‐defence responses as reviewed in Ref. [36]. However, the mechanisms of sRNA-medi‐
ated immunity remain largely elusive, especially for host‐fungi interactions. In rice cultivars 
that are susceptible to Magnaporthe oryzae, enhanced resistance could be achieved by overex‐
pressing miR160 and miR398 [37]. MicroRNA160 targets auxin-responsive factor 16 (ARF16), 
and miR398 regulates superoxide dismutase 2 (SOD2), both known defence-related genes. In 
wheat, B. graminis infection was demonstrated to lead to massive adaptations of the miRNA 
expression profile, where miRNAs only induced in either resistant or susceptible cultivars 
where identified [19]. Various sRNA expression studies upon fungal infections point towards a 
role as fine-tuners in the concert of setting up efficient and targeted antifungal defences, rather 

Figure 7. Expression profile of ZmSAT and ZmATPS genes in C. graminicola‐infected roots.
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than having direct defensive impacts [38]. In this regard, it is not surprising that sRNAs were 
identified as regulators of basal immunity and R-gene-mediated resistance. In cotton, bioin‐
formatic approaches revealed over 300 NBS-LRR genes potentially controlled by the miR482 
family [39], which cleave NBS-LRR transcripts, resulting in the generation of secondary siR‐
NAs that even enhance the silencing of multiple NBS-LRR genes. V. dahliae infection leads to a 
down‐regulation of miR482, hence to a de‐repression of R‐genes.

Notably, plant RNAi pathway components were shown in specific cases to be important for 
mounting proper antifungal-defence responses. RDR6-deficient plants were found to be more 
susceptible to Verticillium spp. but not to Botrytis cinerea, Alternaria brassicicola or Plectosphaerella 
cucumerina [40]. Similarly, ago4 mutants were discovered to be more susceptible to B. cinerea 
and P. cucumerina [41, 42], possibly due to the over-induction of the SA-defence pathway 
which leads to diminished JA‐defence responses that are important in controlling necrotro‐
phic pathogens.

The present study widens the understanding of the putative role of sRNAs in fine-tuning 
plant-hormonal pathways during fungal infection. First of all, Arabidopsis sRNA pathway 
components were demonstrated to be required for antifungal responses against C. higginsia‐
num. HYL1- and HEN1-deficient plants were more susceptible than the wild type. The higher 
susceptibility was accompanied by a de-regulated hormonal response. The sRNA mutants 
hen1‐1 and hyl1‐2 exhibited higher SA-, JA- and ABA-induction levels. The hormonal imbal‐
ance might explain the altered susceptibility to C. higginsianum, as enhanced SA is known 
to be important during biotrophic infections, whereas high JA levels are typical for defence 
against necrotrophs [43]. On the other hand, mutation of RDR6 did not affect the susceptibil‐
ity against C. higginsianum suggesting that the tasiRNA (trans‐acting siRNA) pathway is not 
involved in antifungal responses. Recent studies demonstrated that RDR6-deficient plants 
were more resistant to the hemibiotrophic pathogen Pseudomonas syringae DC3000, presumably 
by a constitutive activation of the SA-dependent-defence pathway. Hence, it was speculated 
that RDR6 acts as a negative regulator of PTI and basal defence in Arabidopsis [44]. Notably, 
the hormonal imbalance discovered in the sRNA mutants could only partially explain the 
altered susceptibility, as higher JA levels were found in hyl1‐2 mutants, which would lead to 
an enhanced resistance during the necrotrophic stage of C. higginsianum. This suggests that 
sRNAs act as putative-defence coordinators beyond hormonal pathways. Consequently, the 
metabolomic analysis uncovered additional layers of sRNA-regulated antifungal responses, 
namely the proper induction of defence-related secondary metabolites. Especially hen1‐1 and 
hyl1‐2 mutants were found to exert a massively altered defence metabolome, and to a lesser 
extent also the analysed rdr6‐15 mutants. sRNAs are known to be directly involved in the 
regulation of secondary metabolites; overexpression of miR393 for instance was shown to 
increase levels of glucosinolates and decreases camalexin [45], which indicates that miR393 is 
involved in the re-direction of the metabolic flows. Similarly, a possible link between miR163 
and the biosynthesis of secondary metabolites was described [46]. Loss or overexpression of 
miR163 alters the transcription of target genes and the profiles of secondary metabolites after 
induction by the fungal elicitor alamethicin. On the other hand, rdr6‐15 mutants showed a 
wild-type-like metabolomic profile in both infected and control-treated conditions, despite 
the levels of some compounds being slightly different in the mutant after infection. The 
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minor differences in the metabolomic profile between rdr6‐15 and wild-type plants might be 
explained by the complex redundancies between the members of these protein families [3, 47]. 
Notably, some sRNA mutants such as hen1‐1 exhibit developmental defects, thus the genetic 
and metabolomic phenotype observed in response to fungi might be significantly affected by 
developmental pathways. However, this issue underlies all genetic studies using knock-out 
mutants with severe phenotypes. Using rigid statistical criteria for compound clustering, it is 
possible to partially differentiate developmental from antifungal responses, as shown in the 
PCA analysis of infected and control hen1‐1 mutants.

To extend the view on antifungal responses possibly linked to sRNA pathways, the miRNA 
transcriptome of the agricultural important model crop Z. mays infected with C. graminicola 
was analysed. During this interaction, maize was found to set-up an organ-specific miRNA 
profile. In the locally and systemically induced fungal-specific miRNAs, only a few were 
found to target defence genes. In particular, zma‐miR1432, which targets a para‐hydroxy‐
benzoate-polyprenyl transferase, was found to be up-regulated during both biotrophic and 
necrotrophic infection stages in maize leaves and roots. The miRNA target is essential in 
terpenoid-quinone synthesis. Hence, it could be speculated that its down-regulation could 
divert the flow of secondary metabolites from terpenoids towards flavonoid biosynthesis. 
This would be coherent with the fact that terpenoids play only minor roles during C. gramini‐
cola infection in maize [48]. The second identified miRNA linked to defence pathways was 
zma‐miR169. This miRNA is down‐regulated in response to fungal root infections, and it 
putatively targets a gene encoding an allene oxide synthase (AOS). AOS is a key enzyme in 
JA synthesis, thus it can be speculated that zma-miR169 acts as a suppressor of JA signalling 
under non‐stressed conditions, whereas the down‐regulation of zma‐miR169 during fungal 
infection could promote JA synthesis. The enhanced JA levels in some Arabidopsis miRNA 
mutants support this hypothesis. Another yet intriguing altered miRNA was zma‐miR395, 
which was down‐regulated in C. graminicola‐infected maize roots and systemic leaves upon 
root infection. The down-regulation of zma-miR395 was accompanied by the up-regulation 
of two of its putative targets in roots, one of them encoding an ATP sulphurylase. APS plays 
an important role in sulphate assimilation and glutathione synthesis; inhibiting glutathione 
synthesis in Arabidopsis was shown to trigger the suppression of miR395 [49], thus mimick‐
ing fungal infection. It can be speculated that the down-regulation of zma-miR395 positively 
regulates sulphate‐mediated defence and/or the glutathione pathway. Intriguingly, miR168 
that targets AGO1 was induced upon leaf infection, consistent with recent work demonstrat‐
ing a similar fold induction of miR168 in Arabidopsis treated with elicitors of F. oxysporum 
[50]. Thereby, a majority of elicitor-responsive miRNAs were shown to be associated with 
development and miRNA homeostasis [50], corroborating the observation that sRNA path‐
ways likely do not regulate direct-defence pathways.

Although some sRNA pathways components were shown here to be required for battling C. 
higginsianum, they seem to act as fine-tuner of defence schemes rather than to directly regu‐
late defence genes and defensive compounds. A common picture found for sRNA mutants 
exhibiting higher susceptibility to C. higginsianum was rather a hormonal and metabolomic 
imbalance. Moreover, the absence of altered miRNAs targeting direct-defence genes in maize 
suggested an indirect defensive role of sRNAs against Colletotrichum spp.
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5. RNA silencing and plant defence: an outlook

Altogether, the strategic outline of Arabidopsis and maize antifungal defence against 
Colletotrichum spp. points towards the concept that sRNAs are acting as fine-tuners mediat‐
ing the balance of multiple genetic and metabolomic-defence layers. The sRNA-orchestrated 
fine-tuning of defensive layouts may provide a genetic flexibility allowing rapid and efficient 
adaptation of immune pathways. The question whether sRNA pathways are indispensable 
and pivotal antifungal-defence regulators remains debatable. Despite various studies showing 
the altered susceptibility of sRNA mutants, the general trend is that the outcome of sRNA-
mediated defence strongly depends on a specific pathosystem. This chapter adds further high‐
lights to this picture by showing that no miRNAs targeting classical defence pathways are 
de‐regulated upon C. graminicola infection in maize, and Arabidopsis sRNA mutants under 
fungal attack appear to have altered metabolomic profile compared to the wild-type situation.

Nevertheless, considering the fact that sRNA pathways are also involved in setting up 
proper abiotic stress responses, it might represent a multi-valuable biotechnological 
approach to generate crops that are more efficient and variant in expressing their sRNA 
repertoire. Over the past years, a transgene-based approach where pathogen-targeting 
sRNAs are expressed in host species was repeatedly confirmed to efficiently control fungal 
diseases. This host-induced gene-silencing (HIGS) approach was successfully applied to 
a broader range of host-pathogen systems, thus bearing a valuable industrial potential. 
Significant drawbacks with this technology are the restrictive acceptance of genetically 
modified crops, and the yet elusive question of how fast pathogens evolve tolerance or 
resistance. For instance, F. graminearum sRNA mutants are showing normal virulence in 
wheat infection assays [51]. A yet elusive question is the role of plant endogenous sRNAs 
in targeting the genes of their fungal parasites. B. cinerea has been demonstrated to hijack 
plant genes using sRNA effectors [52]; thus it could be possible that plant sRNA effectors 
are able to infiltrate fungal cells to act as antimicrobial molecules.

Recent studies from two different research groups demonstrate fungal control by exogenous 
application of sRNAs to F. graminearum [53] and B. cinerea [54]. The so‐called spray‐induced 
gene silencing (SIGS) might provide novel biotechnological opportunities to control fungal 
diseases. Although the data from both studies are promising, it remains elusive how efficient 
sRNAs are compared to classical biologicals, and how broadly this technology can be applied. 
For instance, Botrytis is one of the few fungal species known to require a functional sRNA 
machinery for proper infection, hence possibly representing a special situation in sRNA-
mediated plant-pathogen interaction. Moreover, exogenous control by sRNAs was efficient 
in controlling fungal growth on vegetables and fruits, and not demonstrated on leaves [54], 
suggesting efficacy only in a very specific infection condition. Altogether, it remains to be elu‐
cidated how efficient SIGS could work in field conditions, and in particular also the applica‐
tion spectrum of this technology. So far, this new technology lacks confirmation by additional 
independent studies to allow fully evaluating its industrial potential.

Prospective investigations will help in further elucidating of the full potential of sRNA‐
mediated antifungal defence. While the data presented here and in recent studies suggest 
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5. RNA silencing and plant defence: an outlook

Altogether, the strategic outline of Arabidopsis and maize antifungal defence against 
Colletotrichum spp. points towards the concept that sRNAs are acting as fine-tuners mediat‐
ing the balance of multiple genetic and metabolomic-defence layers. The sRNA-orchestrated 
fine-tuning of defensive layouts may provide a genetic flexibility allowing rapid and efficient 
adaptation of immune pathways. The question whether sRNA pathways are indispensable 
and pivotal antifungal-defence regulators remains debatable. Despite various studies showing 
the altered susceptibility of sRNA mutants, the general trend is that the outcome of sRNA-
mediated defence strongly depends on a specific pathosystem. This chapter adds further high‐
lights to this picture by showing that no miRNAs targeting classical defence pathways are 
de‐regulated upon C. graminicola infection in maize, and Arabidopsis sRNA mutants under 
fungal attack appear to have altered metabolomic profile compared to the wild-type situation.

Nevertheless, considering the fact that sRNA pathways are also involved in setting up 
proper abiotic stress responses, it might represent a multi-valuable biotechnological 
approach to generate crops that are more efficient and variant in expressing their sRNA 
repertoire. Over the past years, a transgene-based approach where pathogen-targeting 
sRNAs are expressed in host species was repeatedly confirmed to efficiently control fungal 
diseases. This host-induced gene-silencing (HIGS) approach was successfully applied to 
a broader range of host-pathogen systems, thus bearing a valuable industrial potential. 
Significant drawbacks with this technology are the restrictive acceptance of genetically 
modified crops, and the yet elusive question of how fast pathogens evolve tolerance or 
resistance. For instance, F. graminearum sRNA mutants are showing normal virulence in 
wheat infection assays [51]. A yet elusive question is the role of plant endogenous sRNAs 
in targeting the genes of their fungal parasites. B. cinerea has been demonstrated to hijack 
plant genes using sRNA effectors [52]; thus it could be possible that plant sRNA effectors 
are able to infiltrate fungal cells to act as antimicrobial molecules.

Recent studies from two different research groups demonstrate fungal control by exogenous 
application of sRNAs to F. graminearum [53] and B. cinerea [54]. The so‐called spray‐induced 
gene silencing (SIGS) might provide novel biotechnological opportunities to control fungal 
diseases. Although the data from both studies are promising, it remains elusive how efficient 
sRNAs are compared to classical biologicals, and how broadly this technology can be applied. 
For instance, Botrytis is one of the few fungal species known to require a functional sRNA 
machinery for proper infection, hence possibly representing a special situation in sRNA-
mediated plant-pathogen interaction. Moreover, exogenous control by sRNAs was efficient 
in controlling fungal growth on vegetables and fruits, and not demonstrated on leaves [54], 
suggesting efficacy only in a very specific infection condition. Altogether, it remains to be elu‐
cidated how efficient SIGS could work in field conditions, and in particular also the applica‐
tion spectrum of this technology. So far, this new technology lacks confirmation by additional 
independent studies to allow fully evaluating its industrial potential.

Prospective investigations will help in further elucidating of the full potential of sRNA‐
mediated antifungal defence. While the data presented here and in recent studies suggest 
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that sRNAs are subtle players in the concert of mounted antifungal defence, and new 
approaches using exogenously applied sRNAs are promising, there remains challenging 
basic research to be completed first in order to truly understand sRNA trafficking and 
signalling in plant‐pathogen interactions.
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Abstract

In plant breeding programs, one of the oldest methods is mutation breeding. Currently, 
mutation breeding has became popular among the breeders and scientists again with its 
use in plant biotechnology and due to some restrictions on the other techniques such as 
hybridization, cross breeding, and transgenic plants. Physical mutagens (X-rays, UV light, 
neutrons-alpha-beta particles, fast and thermal neutrons, especially gamma rays) are used 
more widely than chemical (ethyl methanesulfonate [EMS]) ones to artificially induce muta-
tions (mutagenesis). However, among the physical mutagens, gamma-rays are widely used. 
During the irradiation of the seeds with ionizing radiation to generate mutants with desir-
able traits, reactive oxygen species (ROS) or free radicals can generate in cells. Although, 
these radicals/species generally can be very dangerous for the cell compartments, they 
can take an important role as a signal molecule activation of genes of antioxidant enzymes 
and proline, which are defense systems against these radicals in plant cells. In this chapter, 
usability of gamma-irradiation to provide the permanent gene expression of antioxidant 
enzymes and proline through the production of reactive oxygen species (ROS) is discussed.

Keywords: gamma rays, plant mutation breeding, reactive oxygen species, gene 
expression, antioxidant enzymes

1. Introduction

As one of the earliest agricultural activities, plant breeding has begun in very ancient times 
(early on Neolithic revolution, 10,000 BC) parallel to human culture [1, 2]. For the plant breed-
ing, genetic variations are the pre-request. Mutations (natural process that creates new variants 
[alleles] of genes) are the main source of all genetic variation in plants as well as in any other 
organisms [3, 4]. According to the historical records (an ancient book “Lulan”), the first spon-
taneous mutant plants (cereal crops) are found in China 2317 years ago [5, 6]. After that, a few 
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researchers reported spontaneous variation in plants between 1590 and 1968 [6]. However, the 
first publications of induced mutations (through X-rays) for the plant breeding was published 
89 years ago by Muller and Stadler [7, 8]. As a result of these studies, mutation breeding as a new 
approach was added to other plant breeding methods. Thereafter, a large amount of genetic 
variability has been induced by various mutagens (physical and chemical) and contributed 
to modern plant breeding. Nicotiana tabacum was the first commercial mutant cultivar (called: 
chlorine type), which produced by inducing mutations [6]. Induced mutations were used to 
improve tolerant plant varieties over the past 50 years in all over the world [8]. Currently, 3246 
registered mutagenic plant varieties are there in FAO/IAEA mutant data base [9].

Increasing crop yields is a major demand for assuring food security. Mutagenesis is an important 
tool to improve crops and has not got any regulatory restrictions as genetically modified organ-
isms (GMOs) [10]. Plant breeding is based on the genes. Initially, breeders select new phenotypes 
with valuable characters without knowing the genetic constitution. The emergence of molecu-
lar genetics is parallel to understand the details of inheritance of desirable/undesirable traits and 
genetically controlled, modern biotechnological breeding has paved a wide road. By using DNA 
recombinant technologies, the gene encoding a trait precisely manipulated to create novel phe-
notypes. The cloned gene in respect of the source or recipient of the genes can be transferred by 
breeding technology known as transgenic technology. In transgenic technology, the key step is 
the integration of desired foreign genes into the host plant genome. For plant transformation, 
there are primary tree methods such as the Agrobacterium-mediated, particle bombardment, and 
protoplast transformation. The Agrobacterium-mediated gene transfer method is one of the most 
practical and suitable method [2]. The first transgenic plant (tobacco [N. tabacum], which con-
tain antibiotic resistance gene) was obtained in 1980 by Marc De Block through Agrobacterium-
mediated method [11]. Breeders can transfer encoding genes of new characters into plants genome 
through transgenic approaches. Its precision and the betterment of a trait without changing the 
genetic makeup of genome in elite genotypes are the main advantages [2]. Although transgenic 
technology has significant achievement in improving crops and has substantial commercial value, 
this technology has some technical obstacles. For example, in terms of highly recalcitrant to genetic 
transformation and regeneration, there are many economically important plant species or elite 
varieties of species. In addition to the technical obstacles, there are some debates about unpredict-
able risks of transgenic technology on environment and food safety, even though many of these 
debates are baseless. However, more advanced technologies have been developed to solve these 
ideas [2]. On the other hand, plant breeders use mutagenesis in plant breeding programs without 
restrictions such as the legislative constraints, licensing costs, and societal opposition of transgenic 
technology [10]. Although still limited to the content of the endogenous genome, mutagenesis and 
high-resolution screening will supply a very good complement to recombinant DNA technologies 
and genetically modified organisms (GMOs) in further improved new plant forms that are better 
adapted to change conditions of environment and the increasing global population [1].

2. Application of gamma rays to induce mutation and in vitro selection

As mutations may occur spontaneously, it can induce artificially. Artificially induced mutations 
can be created by physical mutagens, such as X-rays, gamma rays, and neutrons, and chemical 
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to modern plant breeding. Nicotiana tabacum was the first commercial mutant cultivar (called: 
chlorine type), which produced by inducing mutations [6]. Induced mutations were used to 
improve tolerant plant varieties over the past 50 years in all over the world [8]. Currently, 3246 
registered mutagenic plant varieties are there in FAO/IAEA mutant data base [9].

Increasing crop yields is a major demand for assuring food security. Mutagenesis is an important 
tool to improve crops and has not got any regulatory restrictions as genetically modified organ-
isms (GMOs) [10]. Plant breeding is based on the genes. Initially, breeders select new phenotypes 
with valuable characters without knowing the genetic constitution. The emergence of molecu-
lar genetics is parallel to understand the details of inheritance of desirable/undesirable traits and 
genetically controlled, modern biotechnological breeding has paved a wide road. By using DNA 
recombinant technologies, the gene encoding a trait precisely manipulated to create novel phe-
notypes. The cloned gene in respect of the source or recipient of the genes can be transferred by 
breeding technology known as transgenic technology. In transgenic technology, the key step is 
the integration of desired foreign genes into the host plant genome. For plant transformation, 
there are primary tree methods such as the Agrobacterium-mediated, particle bombardment, and 
protoplast transformation. The Agrobacterium-mediated gene transfer method is one of the most 
practical and suitable method [2]. The first transgenic plant (tobacco [N. tabacum], which con-
tain antibiotic resistance gene) was obtained in 1980 by Marc De Block through Agrobacterium-
mediated method [11]. Breeders can transfer encoding genes of new characters into plants genome 
through transgenic approaches. Its precision and the betterment of a trait without changing the 
genetic makeup of genome in elite genotypes are the main advantages [2]. Although transgenic 
technology has significant achievement in improving crops and has substantial commercial value, 
this technology has some technical obstacles. For example, in terms of highly recalcitrant to genetic 
transformation and regeneration, there are many economically important plant species or elite 
varieties of species. In addition to the technical obstacles, there are some debates about unpredict-
able risks of transgenic technology on environment and food safety, even though many of these 
debates are baseless. However, more advanced technologies have been developed to solve these 
ideas [2]. On the other hand, plant breeders use mutagenesis in plant breeding programs without 
restrictions such as the legislative constraints, licensing costs, and societal opposition of transgenic 
technology [10]. Although still limited to the content of the endogenous genome, mutagenesis and 
high-resolution screening will supply a very good complement to recombinant DNA technologies 
and genetically modified organisms (GMOs) in further improved new plant forms that are better 
adapted to change conditions of environment and the increasing global population [1].

2. Application of gamma rays to induce mutation and in vitro selection

As mutations may occur spontaneously, it can induce artificially. Artificially induced mutations 
can be created by physical mutagens, such as X-rays, gamma rays, and neutrons, and chemical 
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mutagens, such as ethyl methanesulfonate (EMS), in plant mutation breeding [12]. Although, 
various mutagens (physical and chemical) are used for the induction of mutation, physical muta-
gens (radiation: gamma rays and X-rays) was used more frequently as compared to chemical 
mutagens. However, among the physical mutagens, gamma rays (1604 improved mutants) are 
used more widely than X-rays (561 improved mutants). Gamma rays are ionizing radiation and 
used in inducing mutations in seeds and other planting materials such as cuttings, pollen, or 
tissue-cultured calli [4, 13]. In the early twentieth century, plant biologists discovered method 
that the frequency of genetic variations could increase in treated seeds with chemical compounds 
or radioactive rays. Mutation induction has become a powerful tool for developing new and 
novel plant germplasm [14]. Radiation-induced mutation is one the most widely used method 
to improve direct mutant varieties compared to acclimatization, selection, hybridization, which 
are laborious, time consuming, and also with limited genetic variation [15]. This discovery later 
referred as plant mutation breeding. As an in vitro culture techniques, in vitro selection can be 
use to obtain plant genotype tolerance to adverse environment conditions such as drought, high 
salinity [16]. Numerous mutant or genetic material is possible due to in vitro selection [17]. In vitro 
selection is the greatest method to obtain the desired traits of plant, because it has the capacity 
to manipulate the variation to the expected result. Both abiotic and biotic tolerant plants could 
be obtained from the media which contain the selection agent [16]. In vitro selection has been 
practiced for desirable traits and success has been achieved in several crop plants [18–20]. Easy 
application of in vitro selection method is one of the most important requirements for the achieve-
ment of in vitro selection technique and to obtain the tolerant plants. Exposed biological materials 
by mutagens can be reliable and easy screening in a comparatively small space, which can save 
time, money, and space under in vitro conditions when comparing the greenhouse and field [21].

Beyaz [22] reported easy and reliable in vitro selection protocol and optimization for the 
creation of irradiation-based mutagenesis in sainfoin (Onobrychis viciifolia Scop.). Sainfoin  
(O. viciifolia) is a significant forage legume species, which grown widespread than the other 
Onobrychis species, agriculturally [23]. The seeds of sainfoin (O. viciifolia Scop.) were irradi-
ated to 0, 400, 500, and 600 Gy using an experimental 60Co source (dose rate of 0.483 kGy h−1) 
at the Sarayköy Nuclear Research and Training Center (SANAEM) of the Turkish Atomic 
Energy Authority (Ankara, Turkey). Irradiated and unirradiated (control) seeds of sainfoin 
were sowned into Murashige and Skoog (MS) medium supplemented with 150 mM NaCl 
(Figure 1A). Seeds were allowed to germinate and develop at 20 ± 1°C under cool white fluo-
rescent light (27 μmol m−2 s−1) with a (16 h light/8 h dark) illumination period for 10 days. After 
that, selected plantlets were transferred to MS medium without NaCl for continuous develop-
ment for 2 weeks (Figure 1B). For acclimatization,  following steps were applied. Advanced 
plantlets (Figure 1C) were transferred to plastic glasses (Figure 1D). After that, plastic glasses 
placed in freezer bags (Figure 1E and F) to provide suitable moisture and adaptation to exter-
nal condition for 1 week grown in the plant growth chamber. Plantlets in freezer bags were 
transferred to plant growth chamber (Figure 2A) and the mouths of the freezer bags slowly 
open during 1 week period, and at the end of 1 week, all plantlets were removed from freezer 
bags (Figure 2B). Every 2 days for 2 weeks, acclimatized plantlets watered with 30 ml tap 
water containing 150 mM NaCl for in vivo selection. Most of the plantlets died (Figure 2C) 
during treatments of NaCl, survived plantlets were selected (Figure 2D). Survived plant-
lets (Figure 2E) were transferred to plastic glasses which contain soil without NaCl for more 
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Figure 1. Irradiated and unirradiated seeds of sainfoin in MS-basal selection media supplemented with 150 mM NaCl 
(A). After 10 days of seed germination, selected plantlets and advanced plantlets in MS-basal medium without NaCl (B, 
C). An acclimatization process of plantlets to external conditions (D–F).
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Figure 2. General view of plantlets in freezer bags (A). Plantlets which removed freezer bags in plant growth chamber 
(B). Dead plants as a result of salt application (C). Survived plantlets (D). Survived plantlets after treatments of NaCl (E). 
Washing root of survived plants with tap water to get rid of NaCl and transferred to new soil without NaCl (F and G).
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Figure 3. General view of survived plants of sainfoin in growth chamber (A and B). Transferred putative mutants against 
to salt stress in the field (C and D). Putative mutant sainfoin plants in the field after 1.5 months (E) and 2 months (F) 
(Location: The University of Ankara, Faculty of Agriculture, Department of Field Crops, Turkey, photos were taken on 
21 March 2013).

development (Figure 2E and G). Superior plants (putative mutants) in terms of salt tolerance 
were moved to a growth chamber (Figure 3A and B) for a while, and after that, they were 
transplanted in field (Figure 3C–F).
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3. Ionize radiation, reactive oxygen species (ROS) and defense 
systems  of  ROS

Ionizing radiation causes biological injury in exposed biological materials. The first target 
of ionizing radiation is water molecule, which is ubiquitous in any organisms. The cell is 
composed of ∼80% water [24]. As a result of excitation and ionization reactions, water mol-
ecule (H2O) and H• and OH radicals are generated [25]. Gamma rays cause to produce free 
radicals (free radicals like O2

•− and OH• and nonradicals like H2O2 and 1O2) as known reactive 
oxygen species (ROS) through direct interactions of radiation with target macromolecules or 
via products of water radiolysis [13, 24, 26]. The formation of reactive oxygen species (ROS) 
occurs in the general metabolism of the plant cell.

However, such as other environmental stress, radiation lead to increase the formation of ROS 
in plant cell due to damage of cellular homeostasis and cause progressive oxidative damage 
and finally cell death [27].

Reactive oxygen species (ROS) control many different processes in plants [28]. Plants has two 
antioxidant machinery, one of them is antioxidative enzymes, including ascorbate peroxi-
dase (APX), glutathione reductase (GR), superoxide dismutase (SOD), catalase (CAT), guaia-
col peroxidase (GPX), monodehydroascorbate reductase (MDHAR), and dehydroascorbate 
reductase (DHAR). The other one is nonenzymatic antioxidants like ascorbic acid (AA), 
reduced glutathione (GSH), α-tocopherol, carotenoids, flavonoids, and the osmolyte proline 
[26]. ROS depends on ionizing radiation level that causes damage or modification of com-
ponents in plants, ultimately affecting morphology, physiology, anatomy, and biochemistry 
of plants [13, 29]. Currently, scientific evidence shows that ROS play an important signaling 
role in plants and regulate biological activities such as growth, development, and especially 
response to biotic and abiotic stress factors [26, 27]. ROS can induce injury of cell compart-
ment, but on the other hand, they induce new gene expression in cells [30]. However, Esnault 
et al. [31] hypothesized that ROS (mainly H2O2) can play a secondary role are in signaling 
process of cell. And after a first stress, plants can be more tolerant to a new stress synthesis 
due to secondary metabolites. Moreover, using gamma rays can create a permanent gene 
expression of antioxidative enzymes for scaving “oxidative stress” start from the first gen-
eration of plants. And this provides to improve superior plants varieties against biotic and 
abiotic stress factors.

Here in the main question: Can we use ionize radiations (especially, gamma rays) to generate 
mutants with desirable characteristics via supply permanent gene expression of antioxidant 
enzymes such as catalase (CAT), superoxide dismutase (SOD), glutathione reductase (GR), 
and ascorbate peroxidase (APX) and also osmoprotectants such as proline and transmissible 
to the progeny in plants?

Although there are lots of works related to changing transcriptional regulation of various 
types of genes (especially genes of antioxidative enzymes ) due to gamma irradiation, there 
are limited reports on permanent and transmissible increased transcript levels of genes, which 
induced by gamma rays, of antioxidative enzymes in plants.
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Beyaz et al. [32] reported that permanent production of antioxidant enzymes and proline in M1 
plants of sainfoin (Onobrychis viciifolia Scop.) under in vitro conditions. In the study conducted by 
Beyaz et al. [32], the aim was to investigate effects of gamma radiation on physiological responses 
of the M1 sainfoin plants. Seeds of sainfoin ecotype ‘Koçaş’ were exposed to 0, 400, 500, and 600 
Gy from a 60Co source at a dose rate of 0.483 kGy h−1. Irradiated and unirradiated seeds were sown 
into culture vessels containing MS-basal medium to be cultured for 30 days under in vitro condi-
tions. At the end of this period, seedlings, which germinated from the radiated and unirradiated 
seeds, were transferred into pots in a growth chamber for 30 days more. Chlorophyll contents, 
activities of superoxide dismutase (SOD), catalase (CAT), ascorbate peroxidase (APX), and glu-
tathione reductase (GR), as well as contents of malondialdehyde (MDA) and proline were exam-
ined in unirradiated and irradiated 60-day-old seedlings. Overall, the activities of the antioxidant 
enzymes (SOD, CAT, and GR) and contents of chlorophyll and proline in the leaves tended to 
increase after irradiation in a dose-dependent manner. By contrast, the activity of APX decreased. 
The lipid peroxidation characterized by the MDA content remained unchanged, except after irra-
diation to 500 Gy. The highest CAT activity and the highest proline content were observed after 
irradiation to the highest dose of 600 Gy. The highest SOD and GR activities were observed after 
irradiation to the lowest tested dose of 400 Gy. This is the first study that provided basic informa-
tion on the impact of gamma radiation on physiological responses of sainfoin and its radiosensi-
tivity. These findings will be useful in development of a mutation breeding program of sainfoin.

Also Zaka et al. [33] query the same questions in their investigation and reported that the low 
chronic ionizing radiation provide genetically transmissible gene expression of antioxidant 
enzymes such as (SOD, GR, CAT, POD, and GPDH) to the progeny of Spila capillata (Poaceae), 
which grown two contaminated areas (5.4 and 25 μSv h−1) on the Semipalatinsk nuclear test site 
in Kazakhstan. They considered evolutionary point of view and answered their observation 
with the natural populations that can change their genetic structure under environmental con-
straints and facilitates adaptation. The selective pressure of low radioactive contamination lev-
els (leading to gamma-irradiation dose rates as low as 4.5 and 25 μSv h−1) may have played an 
important role during 50 years. However, Çelik et al. [25] reported that a high level of ascorbate 
peroxidase activity (APX) in the leaves generated from irradiated soybean seeds, compared to 
the unirradiated group. The APX activity increased in the unirradiated group over the experi-
mental period and was increased by 3.6-fold at 14 days and 3.8-fold at 21 days after irradiation 
(P ≤ 0.05). Kim et al. [34] found that gene expression of antioxidant enzymes such as superoxide 
dismutase (SOD), ascorbate peroxidase (APX), catalase (CAT), and peroxidase (POD) can be 
induced depending on increasing gamma-irradiation dosage level in Triticeae species. Plant 
cells change their protein metabolism under main stress conditions. Resistant or stress proteins 
are induced in response to gamma-irradiation stress, and this defense mechanism change pat-
terns of gene expression, especially stress-inducible gene expression, which produces qualita-
tive and quantitative changes in total soluble protein [34, 35]. The different gene expression 
pattern of antioxidant enzymes can be observed in the irradiated plant species [36].

According to Mohammed et al. [37], a substantial variation of the protein patterns of cowpea 
seeds occur by gamma rays induced, and this variation has occurred because of the new 
expression of some polypeptide, the silence of others, and overexpression of a third class 
polypeptides. Aly and El-Beltagi [38] showed that increase in GST, CAT, SOD, and POD 
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activities in Vicia faba L. seeds could be attributed to ionizing irradiation stress. Cho et al. [39] 
investigated the expression patterns of diverse genes at various time points after gamma irra-
diation of young tobacco plants and found three different gene expression pattern (increased, 
decreased, and no response) of antioxidative enzymes (CAT, SOD, and GST). However, 
Al-Rumaih and Al-Rumaih [40] reported that gamma irradiation affected antioxidant enzyme 
activities in the three investigated species of wheat. Moreover, the increased activity of antiox-
idant enzymes (SOD, CAT, POX, APOX) in response to gamma-irradiation treatment in many 
plant species (Nicotiana, Triticum aestivum, sugar cane, Phaseolus vulgaris, radish, groundnut, 
and pepper) were reported [41–46].

As a result of metabolic pathways of aerobic cells, free radicals and ROS are occurred 
and influenced most of the biological activity. On the other hand, products of oxidation 
reactions play an important role some biological process such as aging, some degenera-
tive diseases, differentiation, and development, including serving as subcellular mes-
sengers in gene regulatory and signal transduction pathways. Several studies reported 
the hypothesis. The hypothesis is that shifts oxidant/antioxidant equilibrium in cell may 
also affect developmental pathways in a different of tissues from phylogenetically diverse 
organisms [47].

Over expression of antioxidant enzyme genes likely arise due to an efficient regulatory mech-
anism to provide cells with resistance [33, 40]. Sen et al. [48] reported that the activities of sev-
eral antioxidant enzymes were evaluated in both vegetative and flowering stages, and mutant 
lines (wheat irradiated by 200 Gy) showing the highest biochemical performance. These stud-
ies clearly indicated that gene expression of antioxidant enzymes can be made permanently 
in genome of progeny of plants by gamma-rays irradiation.

4. Conclusion

It is estimated that the population of the world will be 9.1 billion, which is compared to 34% today, 
in 2050. Populations of developing countries will be the biggest in this increase. Urbanization 
will continue at an increasing rate and the majority of the world's population (~70%) will live 
in urban (compared to 49% today) [49]. However, food production is not increasing parallel to 
the human population and a large part of the population of today’s world is not already well 
fed. Therefore, humanity has two critical problems such as controlling population growth and 
increasing food production. It is important for food safety that people are economically and 
easily accessible to food. For the food security, physical availability and affordability of food 
are the most important criteria. Induced mutations have a vital role in increasing world food 
security, because of induced mutations provide new food crop varieties, contributed to the 
significant increase in crop production and supplied directly accessible of food for the loca-
tions people [8]. Mutagenesis has become widespread again in plant breeding during the last 
decades. Plant mutagenesis, which creates new variation in crop plants, coupled with in vitro 
selection and plant biotechnology methods allows breeders to select for characters that were 
tough obtain in breeding for only a few decades ago [1]. This is a viable option that increases 
productivities via “smart” plant varieties that can produce more yield. However, the genetic 
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similarities among crop varieties or unvarying parental materials, which are weaker than the 
same stress, are limited to uncover new alleles of genes in cropping systems. Therefore, creat-
ing new combination of genes causes to break yield plateaux and enhance tolerance. Induced 
mutation uncovers novel alleles that are used to breed superior crop varieties [50]. The uncov-
ering of new genetic variation in inbred elite cultivars supplies a unique possibility to char-
acterize novel traits, while the lines protect their excellence in the agriculture. Depending on 
the increasing technology such as whole-genome sequencing and high-resolution analytical 
techniques, we accumulate more genetic information from a wide range of crop plants and also 
gain both money and time compared to traditional breeding techniques. However, generated 
markers in this process offer to the stack of the useful characters, paving the way for developing 
complex multigenic characters such as abiotic stress resistance [1].

As a results of biotic and abiotic stress factors, the production of reactive oxygen species 
(ROS) lead to increase in plant cells and cause oxidative stress. Scavenging mechanisms such 
as antioxidant enzymes keep plants from adverse effect of oxidative stress [30]. If we succeed 
supplying permanent gene expression of antioxidant enzymes and osmoprotectants such as 
proline and glycine-betaine by gamma radiation in the plant cell, we can provide tolerances of 
plants to almost adverse environmental stress factors. For the future, it seems that mutagenic 
crops continue their important role in plant breeding.
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Abstract

The nature of Hd3a protein in rice and its ortholog FT in Arabidopsis as a florigen has 
been proposed. However, molecular mechanism of its function still remains to be 
investigated. Therefore, it is important to search their interaction partners to better 
understand their signaling in flowering. As a long-distance signal that moves along leaf 
cells and the vascular system of leaves and stem and exerts its action in apical buds, it 
is important to determine the possible mediators of such common responses activated 
by Hd3a. To search Hd3a interactor, yeast two-hybrid screening have performed by 
using a cDNA library. A wide range of Hd3a interacting proteins involved in signaling 
were identified, including GF14c, OsKANADI and the BRI1 kinase domain interact-
ing protein 116b (BIP116b). To reveal its function, Hd3a recruits different protein in 
plant developmental stage. It is possible that Hd3a and its partner(s) may form a plat-
form for cross-talk between signal transduction pathways. Another homolog of Hd3a 
in many plants was identified and sugessted that Hd3a/FT has versatile role in plant 
development. This role depend on its partner and interaction to achieve its function. 
Our understanding in floral transition in rice would make for better crop management 
in future.

Keywords: Hd3a, florigen, interacting proteins

1. Introduction

Transition from vegetative phase to flowering involves many genetic pathways that interact 
with the external signals, such as day length and temperature, and internal signals such 
as hormones and developmental controls. One of the most important factors controlling 
flowering plants is response to daylight or photoperiod [1]. Based on photoperiodism, two 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



model plants, Arabidopsis thaliana and Oryza sativa are used to study on regulation of flow-
ering time of long-day plant (LDP) and short-day plant (SDP), respectively. Three genes, 
which constitute a major genetic pathway in the photoperiodic regulation of flowering in 
rice, have recently been isolated. O. sativa GIGANTEA (OsGI), an ortholog of Arabidopsis GI, 
Heading date 1 (Hd1), an ortholog of Arabidopsis CO (CONSTANS), and Heading date 3a (Hd3a), 
an ortholog of FLOWERING LOCUS T (Arabidopsis FT) are shown to form the main pathway 
for photoperiodic regulation of flowering in rice. These three genes were conserved between 
rice and Arabidopsis; however, the differences in their regulation results in either SDP or LDP 
(Figure 1). The major difference between rice, a SDP, and Arabidopsis, a LDP, was shown to 
be the regulation of Hd3a/FT by Hd1/CO. Under LD conditions, this regulation is positive in 
Arabidopsis while negative in rice [2].

In Arabidopsis, GI encodes a nuclear protein [3]. Expression of GI mRNA exhibits a circa-
dian rhythm and gi mutants defects in clock function, indicating that GI is closely associated 
with the clock itself. CO encodes a transcription factor with B-box type zinc fingers thought 
to mediate protein-protein interaction. FT encodes a protein with homology to Raf kinase 
inhibitor protein (RKIP). It is a powerful promoter of flowering, activating the floral meristem 
identity gene, APETALA1 (AP1) and is the target of several pathways controlling flowering 
time [4].

Hd3a was initially identified by quantitative trait locus (QTL) promoting flowering under 
short day-length condition. Using map-based cloning, Hd3a was determined as an ortholog 
of FT in Arabidopsis [5]. Hd3a overexpression under 35S promoter, native promoter, and 
vascular-specific promoters showed early flowering phenotype [6]. On the other hand, the 
suppression of Hd3a by RNA interference exhibited delayed flowering in rice [7]. These 
results strongly suggest that Hd3a protein function for flowering promotion.

Figure 1. Flowering pathway regulation in Arabidopsis and rice.
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Hd3a shares sequence similarity with the mammalian phosphatidylethanolamine-binding 
protein (PEBP or RAF1 kinase inhibitor protein—RKIP) (Figure 2). The PEBP family regu-
lates signaling pathways to control growth and differentiation. The PEBPs seem to act bio-
chemically as inhibitors, binding signaling components to modulate the flux through their 
pathways.

The crystal structure of PEBP from human and bovine sources, CEN protein from 
Antirrhinum [8] and that of the Terminal Flowering Locus (TFL) and FT proteins from 
Arabidopsis [9] have been determined. In Figure 3, the molecular model of Hd3a protein 
was built using the Swiss-Prot automated comparative protein modeling server, based on 
its sequence homology to two members of the RKIP protein family whose structures have 
been determined by X-ray crystallographic methods (Arabidopsis FT and TFL1, protein 
databank accession numbers 1WKP and 1WKO, respectively). Structural analysis of these 
proteins indicated the accessibility of the ligand-binding pocket to interact with the pro-
teins partner.

PEBPs might also act as either scaffolds for or regulators of signaling complexes, as showed 
by the finding that Self-Pruning (SP) and Single-Flower Truss (SFT), as a tomato homolog of 
Terminal Flowering Locus 1 (TFL1) and Flowering Locus T (FT), respectively, can interact 
with a range of diverse proteins [10, 11]. Several studies of protein interactions involving 
FT/Hd3a orthologs have been published. In Arabidopsis, FT interacts with the basic/leucine 
zipper (bZIP) transcriptional factor FD [12, 13]. Interestingly, the bZIP transcription factor 
Self-pruning G-box protein (SPGB) in tomato, a homolog of FD, interact with SP and SFT as 
well. Moreover, FT interacts with FD and 14-3-3 proteins (Table 1) [11–13]. However, no Hd3a 
interacting proteins have yet been identified in rice.

Figure 2. Hd3a shares high homology with other phosphatidylethanolamine binding protein or Raf kinase inhibitor 
protein (PEBP/RKIP) in various plant species. Hd3a and FT has 73% homology. The blue box indicates the amino acid 
difference which is responsible for its function as flower inducer (tyrosin in FT and Hd3a) or repressor (histidine in CEN, 
SP, and TFL1).
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In Arabidopsis, it is believed that the combination of interacting proteins, resolved crystal 
structures, and mutant phenotype analysis will lead to a comprehensive understanding of the 
mechanisms that facilitate the switch from vegetative phase to reproductive phase. It seems 
likely that Hd3a/FT is involved not only in flowering, but also in other aspects of growth and 
development in plant architectures [11, 15–18]. This function will be achieved by interacting 
with its partners. Hd3a might recruit different proteins to perform its roles in plant growth 
and development, particularly during floral transition.

In this chapter, we will discuss the regulation of Hd3a florigen in rice and the identification 
of novel interaction partners for rice Hd3a protein using yeast two-hybrid screening. The 
interaction between Hd3a and its partners was further confirmed by several methods, such 
as yeast two-hybrid assay using full-length cDNA, in vitro pull-down assay, co-immunopre-
cipitation, and bimolecular fluorescence complementation (BiFC). The expression pattern and 
subcellular localization of each Hd3a interacting partner provided important insights into its 
function. To further characterize the function of Hd3a interacting proteins in plant growth 

Figure 3. Molecular model of Hd3a. Hd3a protein contains a large central β-sheet (yellow ribbons), which is flanked on 
one side by a smaller β-sheet and on the other by an α-helix (red ribbons).

Protein Interacting proteins References

Mammalian PEBP Raf1 [14]

Self-Pruning (SP) tomato 14-3-3 (adapter protein)

SPGB (a putative bZIP transcription factor)

SPAK (SP-associated kinase)

[10]

Flowering Locus T (FT) Arabidopsis thaliana FD (bZIP transcription factor) [12, 13]

Single-Flower Truss (SFT) tomato SPGB

14-3-3/74

[11]

Table 1. PEBP/RKIPs interacting proteins.
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and development, particularly during the floral transition, a reverse genetics approach was 
used to generate gain of function mutants (overexpression)/knockdown mutants using RNAi 
or knockout mutants.

2. Flowering regulation in rice

In rice (O. sativa L.), flowering is mainly induced by photoperiod. GIGANTEA in rice (OsGI) 
is a clock-regulated gene, which was first identified by the differential display method, and 
its expression is high in the middle of day [2]. Under inductive SD conditions, OsGI promotes 
the expression of Heading date 1 (Hd1), and Hd1 activates Hd3a expression. However, under 
noninductive LD conditions, Hd1 suppresses Hd3a expression [2]. OsGI acts as the primary 
upstream regulator of Hd1 expression [19]. OsGI is a large protein that is present in both the 
nucleus and cytoplasm of rice cells [12]. Suppression of OsGI by RNAi or antisense expression 
caused late flowering and reduced Hd1 transcription under SD conditions [2].

Several unique genes in rice were isolated. Early heading date1 (Ehd1) encodes a B-type response 
regulator and is a unique flowering time gene [20]. Ehd1 promotes floral transition preferentially 
under SD conditions, even in the absence of functional alleles of Hd1. Expression analysis revealed 
that Ehd1 functions upstream of Hd3a, RFT1, and some MADS-box genes [20]. More recently, Ghd7 
(for grain number, plant height, and heading date 7), which encodes a CO, CO-LIKE, and TIMING 
OF CAB1 (CCT)-domain protein, was isolated from natural variants in rice [21]. Ghd7 affects tran-
script levels of Ehd1 and Hd3a under LD conditions and delayed the flowering. In the same condi-
tion, Ghd7 does not affect Hd1. Therefore, rice have different flowering pathway: Hd1 pathway and 
Ehd1 pathway. These two different pathway integrated with environmental condition, in this case 
is photoperiod and regulate the FT-like genes to initiate or delay the flowering [22]. Another unique 
flowering gene in rice, RID/OsId1/ehd2, yields an extremely late flowering phenotype under both 
SD and LD conditions. This gene encodes a putative transcription factor with a zinc finger motif, 
and is an ortholog of INDETERMINATE1 (ID1), which promotes flowering in maize (Zea mays). 
Specifically, it promotes the floral transition, mainly by upregulating Ehd1 and genes downstream 
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periodic sensitivity 5) mutant, which lacks a functional gene encoding heme oxygenase [26], 
an enzyme that is required for loss-of-function alleles in one of the three rice phytochromes 
[27], rice exhibited early in flowering. Hd1 expression is not affected by se5 or phyB mutations; 
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sion under SD conditions.

During the vegetative phase in rice, the shoot apical meristem (SAM) produces a series of 
leaves. The vegetative parts of the rice plant, consisting of root, culm, and leaves, form a tiller. 
A dramatic change occurs during the transition from vegetative to reproductive stages, with 
the tiller terminating to produce leaf and the panicle (inflorescence) being generated on the 
uppermost internode of the culm (Figure 4). The development stage of the young panicle is also 
related to the timing of leaf emergence. The differentiation stage of the young panicle almost 
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directly correlates with the start of emergence of the fourth leaf (counted downward from the 
flag leaf). At the time of flag leaf (small last leaf) emergence, the glumes flower primordial has 
already differentiated and pollen mother cells are being formed [28]. The flag leaf, contributes 
largely to the filling of grains because it supplies photosynthetic products mainly to the panicle.

Flowering time in rice is indicated by the emergence of the flag leaf or the panicle (heading date). 
The panicle is initiated when the first bract primordium differentiates on the shoot apex, approx-
imately 30 days before panicle emergence (heading). The start of differentiation of the glumes 
flower primordial follows after the rachis-branches differentiation has occurred (24 days before 
heading). The pistil and stamen differentiate 20 days before heading. Meiosis in the anther 
occurs 12 days before heading, and flower organ completion occurs 1–2 days before heading.

3. Yeast two-hybrid screening for searching Hd3a-interacting proteins

An important element in the characterization of Hd3a function is the identification of other 
proteins with which it interacts. To reveal the function of Hd3a in rice, yeast two-hybrid 
system was used as a tool for screening Hd3a-interacting proteins. This system consist of a 
fusion of protein interest to a DNA-binding domain (DBD-Hd3a) as a bait, and a fusion of 
cDNA library to a transcriptional activation domain (AD-cDNA library) as a prey (Figure 5). 
The DNA binding domain (DBD) recognizes a specific sequence in the DNA upstream of a 
promoter and the activation domain (AD) stimulates transcription by binding to RNA poly-
merase. If the two domains interact, they will activate transcription. In the two-hybrid system, 
both the DBD domain and the AD domain are fused to two other proteins. If the bait captures 
the prey, means that proteins are interacting, a complex will be formed and the reporter gene 
will be activated. The reporter gene is used to monitor for a successful interaction.

As a tool for searching Hd3a interactors, the construction of a bait and prey is important. cDNA 
library were constructed from leaf blades harvested 35 days after sowing at ZT 0, 2, and 4 when 
transition from vegetative to reproductive phase occurred and Hd3a was highly expressed [7]. 
The Hd3a full-length cDNA was constructed as a bait and expressed in yeast system (Figure 6).

Figure 4. Rice plant during the developmental stages: vegetative phase, early reproductive phase (left panel) and during 
seed maturation (right panel).
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For the large-scale yeast two-hybrid screen, a total of ~1.6 × 106 transformants were screened 
for activation of histidine synthase 3 (HIS3) onto selective medium plates without amino acids 
leucine (L), tryptophan (W) and histidine (SC-His). In the first screening on media SC-His, 
354 colonies were obtained. The next screening on medium SC-His containing 3-AT, a total 
of 96 colonies’ unique proteins were identified as positive clones. To eliminate false positive, 
we used 2.5 mM 3-AT, a competitive inhibitor of the His3 gene product (histidine synthase), 

Figure 5. Yeast two-hybrid system. Positive interactions can be detected by selecting on plates lacking histidine, followed 
by screen for β-galactosidase expression.

LexA-Hd3a (49 kDa)

LexA (26kDa)

Empty 
 1    2  1     2 

pBTM-Hd3a

Figure 6. The Hd3a protein expression (pBTM-Hd3a) in yeast strain L40. The protein was run on 10% SDS-PAGE and 
electrotransferred onto an immobilon-P membrane followed by detection of Hd3a-LexA fusion using the anti-LexA 
antibody. Molecular weight of Hd3a-Lex A and Lex A are 49 and 26 kDa, respectively.
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which is the reporter gene for the interaction in the yeast two-hybrid system. The 96 positive 
clones with the size ranged between 600-2000 bp then were checked to confirm the presence 
of “in frame” cDNA-AD fusion. Some clones were found in full-length of cDNA, but the other 
clones were not. They lack of N-terminal coding region. The clones were then retransformed 
into yeast containing Hd3a bait to confirm their interaction on selective medium SC-His plus 
3-AT (Figure 7). The flowchart of yeast two hybrid screens is presented in (Figure 8). For the 
result, a diverse range of interactor proteins can be identified in this yeast two hybrid system 
(Table 2).

The main group of proteins identified in this yeast two-hybrid screen belongs to the class 
of signal transduction pathway components (57%). Others are classified as proteins that 
are involved in carbohydrate metabolism, protein/RNA/DNA synthesis, and proteins with 
unknown function. Interestingly, our yeast two-hybrid screening identified a diverse range of 
proteins that are mainly involved in signaling. In this chapter, we focus on three candidates: 
(i) GF14c (G box factor 14c), a 14-3-3 protein identified as a protein that is involved in signal-
ing pathway. The recent results revealed that Ha3a, 14-3-3 and FD form a hexameric florigen 
activation complex (FAC) and in shoot apical meristem cells, 14-3-3 protein act as intracellular 
receptor for florigen [29]; (ii) BRI1-kinase domain (KD)-interacting protein 116b, and (iii) a 
novel myb transcription factor-like protein, namely OsKANADI1.

Figure 7. Interaction of Hd3a with its partners in yeast two-hybrid system. The growth of yeast colonies on the plate 
(LWH) lacking leucine (L), tryptophan (W), and histidine and with 2.5 mM 3-AT (3-aminotriazole) indicates a positive 
interaction between Hd3a and the particular Hd3a-interacting proteins. 3-AT is a competitive inhibitor of the HIS3 gene 
product (histidine synthase), which is the reporter gene for the interaction in the yeast two-hybrid system. Each clone of 
Hd3a interacting protein (HIP) was spotted onto selective plate.
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Figure 8. Flowchart of yeast two-hybrid screening. (A) Interactor hunt using L40 yeast strain; (B) Retrieving putative 
interactors.

Homologous proteins Accession number Two-hybrid* Amino acids** Domain/Function

Carbohydrate metabolism

Ribulose 1,5-biphosphate 
carboxilase (RuBisCO) small 
subunit

gi|3063524 150 175 RuBisCO

RuBisCO activase large isoform 
precursor protein

gi|77552725 162 466 RuBisCO

Protein synthesis/DNA and RNA binding proteins

Putative RNA helicase gi|34897325 127 756 –

Putative 40S ribosomal protein gi|50939279 211 305 –
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4. Rice flowering regulation by Hd3a and GF14c interaction

14-3-3 proteins in general bind to phosphoserine-modified proteins, as well as to some non-
phosphorylated proteins such as exoenzyme S, which has no phosphorylated residue in its 
binding motif. They regulate the activities of a wide array of targets via direct protein-protein 
interactions, and effect changes in the client proteins. These changes can vary from inactiva-
tion or activation of the enzymatic activity of a target protein, to degradation or protection 
from degradation of the target, to movement of the target from one cellular location to another 
(usually nuclear-cytoplasmic shuttling). Plant 14-3-3 proteins bind a range of TFs and other 
signaling proteins, and have pivotal roles in regulating developmental and stress responses.

Homologous proteins Accession number Two-hybrid* Amino acids** Domain/Function

Translation initiation factor 5A/eIF5A gi|50918889 161 161 –

Linker histone gi|50921921 185 188 –

Signaling

GF14c (G-box factor 14-3-3c 
protein)

gi|50903393
AK122149/Os8g0430500

115 256 14-3-3, adaptor,
chaperone,
scaffolding

BRI1-KD interacting protein 116b/
BIP116b

– 112 366 TPX2 domain

OsKANADI1 gi|41053181
Os02g0696900

147 361 GARP domain

Beta cyanoalanine synthase gi|55233175 377 377 –

Putative endonuclease/phosphatase gi|37532222
AK100514/Os10g0203000

209 483 phosphatase

Putative anthranilate 
phosphoribosyltransferase

gi|50905035 121 141 –

Putative NADPH-dependent 
retinol dehydrogenase/reductase

gi|50726535 170 253 –

Putative SF16 protein gi|50931997 240 500 –

Putative heat shock 70 KD protein 
(HSP70)

gi|27476086 157 657 chaperone

Ser/Thr kinase gi|34894358 205 461 kinase

Putative glutathione S-transferase gi|50900303 142 223 –

Thioredoxin H-type (TRX-H) gi|50934769 204 350 –

Unknown

Unknown protein gi|50938743 68 68 –

Unknown protein gi|54287657 91 91 –

* Length in amino acids identified from yeast two-hybrid screening.
** Length in amino acids of protein.

Table 2. Proteins identified by yeast two-hybrid screening.
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To reveal the biological functions of 14-3-3 in plants, the common approaches of generating 
overexpression, RNA suppression, or knockout plant lines probably have limited potential, 
for two reasons. First, because they interact with so many different targets, multiple pleiotro-
pic effects would be expected. Second, 14-3-3s are encoded by a gene family with at least 12 
expressed members in Arabidopsis [30], 8 members in rice [31, 32], and similar numbers in other 
plants, such as tomato and tobacco, which adds the complicating issues of isoform specificity 
and redundancy. However, working with a family of proteins that play so many roles will be 
interesting, given the challenge of trying to identify a particular protein-protein interaction asso-
ciated with a phenotype using 14-3-3 mutants (overexpression or knockout mutants). Rather 
than focusing on 14-3-3s themselves, more targeted and informative approaches would be to 
identify specific interactions using biochemical or yeast two-hybrid methods, followed by in vivo 
confirmation and directed investigation of the potential 14-3-3 binding sites in target proteins.

Several studies of protein interactions involving FT/Hd3a orthologs have been published. In 
Arabidopsis, FT interacts with FD and 14-3-3 proteins [12, 13]. There are several SP interacting 
proteins in tomato, including a 14-3-3 family member, protein kinase and bZIP transcription 
factor [10]. SFT, another tomato ortholog of FT/Hd3a, also interacts with 14-3-3 as well as bZIP 
[11]. In rice, GF14c (G-box factor 14-3-3c protein) has been identified as a partner of Hd3a to 
activate particular gene in certain pathway. Since the 14-3-3 family members known to interact 
with various protein, the role of GF14c in Hd3a signaling is remarkable to elucidate. Functional 
analysis using knockout and overexpression approach were performed and the result indi-
cate that GF14c is a negative regulator by interacting with Hd3a [33]. No diurnal changes or 
developmental patterns of GF14c expression were observed, indicating that GF14c is expressed 
independently of the photoperiod and abundantly throughout plant development.

4.1. Subcellular localization of Hd3a and GF14c

To identify the intracellular localization of Hd3a and GF14c, a fusion construct to express 
mCherry fluorescent protein-linked Hd3a under the ubiquitin promoter, and GFP-linked 
GF14c driven by the CaMV 35S promoter were made. These constructs were introduced into 
rice protoplasts. In all of the rice protoplasts observed in this experiment, Hd3a-mCherry 
localized in both cytoplasm and nucleus; however, GF14c-GFP was predominantly visualized 
in the cytoplasm (75% of rice protoplasts observed) (Figure 8). The predominant cytoplasmic 
localization of 14-3-3 proteins has led to the hypothesis that they might act as cytoplasmic 
anchors that either block import into the nucleus or other organelles, or promote export from 
organelles into the cytoplasm [34].

4.2. In vitro and in vivo interaction of Hd3a and GF14c

The interaction between Hd3a and GF14c was confirmed using several methods, including 
a GST pull-down assay, yeast two-hybrid and a co-immunoprecipitation [33]. A GST-Hd3a 
fusion protein was pulled down with His-tagged GF14c, indicating that Hd3a interacted with 
GF14c in vitro. Results of this experiment were thus consistent with the results of the yeast 
two-hybrid experiment. An in vivo interaction was also demonstrated by a co-immunopre-
cipitation experiment using rice suspension culture cells overexpressing myc-tagged Hd3a.
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4.3. Bimolecular fluorescence complementation (BiFC) of Hd3a and GF14c

To determine the distribution of Hd3a and GF14c in vivo, the BiFC technique was performed. 
The expression vector of Hd3a and GF14c fused to the N-terminal half of mVenus (Vn) and 
C-terminal half of mVenus (Vc), respectively. Those vectors were then transiently expressed 
on rice cell protoplasts. Plasmid mChery was used as a marker for transformed cells. The 
transformed rice protoplasts showed an interaction between Hd3a and GF14c as observed by 
strong green fluorescence that concentrated in the cytoplasm. The combination treatment of 
expression vectors using GUS to confirm the interaction cleary showed that the venus fluo-
rescence only observed up to 10% of the transformed cells. This, indicated Hd3a only interact 
with GF14c mainly in cytoplasm [33].

4.4. Confirmation of Hd3a interacting protein GF14c by mutant generation

Several methods has been used to confirm the interaction between Hd3a and GF14c. All the 
methods used (yeast-two hybrid, in vitro pull-down, and BiFC assays) clearly showed that 
Hd3a and GF14c have strong interaction in rice. The subcellular distribution of Hd3a as well 
as GF14c demonstrated their localization in both the cytoplasm and nucleus.

GF14c acts as negative regulator of flowering and the overexpression of GF14c caused late 
flowering phenotype. Since the expression of Hd3a was observed both in the cytoplasm and 
nucleus, whereas GF14c is mainly in the cytoplasm, the possible interaction of these two pro-
tein is interesting to study. The mechanism of interaction of which GF14c would inhibit shut-
tling of Hd3a from the cytoplasm into the nucleus were confirmed by BiFC experiment. Based 
on data obtained it is clearly showed that Hd3a-GF14c is localized in cytoplasm. This indicate 
Hd3a-GF14c interaction lead to Hd3a cyoplasmic retention. The increasing of cytoplasmic 
retention of Hd3a can be explained as a model of late flowering by overexpression of GF14c. 
An example in Arabidopsis, the floral transition initiation in SAM, FT interacts with FD (bZIP 
transcription factor) that localized in the nucleus to induce the expression of target gene such 
as  AP1 [12]. In rice, this process could be attenuated by the cytoplasmic retention of Hd3a by 
GF14c. Several lines of evidence indicate a function for 14-3-3 proteins in nuclear-cytoplasmic 
shuttling in the signal transduction pathway [35, 36].

Another possible mechanism which can be explain the phenotype of GF14c overexpression and 
knockout mutant lines is the interaction between GF14c and Hd3a inhibit the movement of 
Hd3a from leaf to SAM. When GF14c expression level is low, Hd3a protein is capable to move 
along the floem to the SAM, since HD3a is small protein (about 20kDa) that is below of the size 
limit of plasmodesmata [37, 38]. The gf14c knockout mutant exhibited early flowering compare 
to WT. Remarkably, this mutant shown another phenotype such as dwarfism and increased 
tiller number. These pehotype suggesting that GF14c has another function independenlty with 
respect of flower induction at SAM.

According to Taoka [29] finding, 14-3-3 protein acts as intercellular receptor for Hd3a in the 
shoot apical cells. When Hd3a protein is transported to SAM, it will interact with 14-3-3 and 
form florigen activation complex (FAC). This FAC complex will be translocated into nucleus 
and binds to OsFD1 (FD homolog of A. thaliana). The expression of OsFD1 will lead to activation 
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of flowering identity genes, resulting in the flowering. This finding helps us to understand the 
flowering mechanism in rice and also offers new approaches to manipulate the plants flower-
ing in future.

5. Hd3a interaction with BIP116b and OsKANADI

Analysis of Hd3a interacting proteins in yeast two-hybrid screening identified a novel protein 
homolog of BIP116 (brassinosteroid-insensitive 1 [BRI1] kinase domain interacting protein 
116) and a novel putative transcription factor belonging to the KANADI domain protein fam-
ily, namely OsKANADI1 (OsKAN1).

5.1. Hd3a interact with BIP116b

BRI1 has an extracellular domain (containing an N-terminal signal peptide, and LRR-RK 
and island domains), a transmembrane domain, a kinase domain and a C-terminal peptide 
[39]. Only a partial C-terminal region fragment was identified initially from yeast two-hybrid 
screening. An experiment using full-length Hd3a and full-length BIP116b, either as bait or 
as prey, further confirmed that Hd3a and BIP116b interact in the yeast system. To further 
study the interaction between Hd3a and BIP116b in vitro, a GST pull-down assay was per-
formed. A GST-BIP116b fusion protein was pulled down with His-tagged Hd3a. However, an 
interaction could not be found between Hd3a and BIP116b, even though both proteins were 
expressed in Escherichia coli. One possible explanation for this discrepancy is that posttransla-
tional modification of BIP116b may be necessary for binding.

The transgenic plant for either overexpression or RNAi mutant were generated. The results 
showed that the BIP116ab RNAi plants exhibited delayed flowering compared to wild-type 
plant, and the overexpressed plant showed branching and increasing tiller number similar 
to Hd3a overexpressed plants. Therefore, further characterization in mutant plants will be 
interesting to get an insight into its function.

5.2. Hd3a interact with OsKANADI1

In Arabidopsis, KANADI genes function in lateral polarity in organs including roots, leaves, 
and flowers. KANADI is required for abaxial identity in both leaves and carpels. It encodes 
a nuclear-localized protein in the GARP family of putative transcription factors [40]. GARP 
homologs constitute a large family of DNA-binding proteins in plants that may be needed for a 
variety of key cellular functions including regulation of transcription, phosphor transfer signal-
ing, and differentiation. A GARP motif was also found in the identified KANADI product [41].

KANADI acts antagonistically to the class III HZ-Zip genes. KANADI genes are expressed in 
a pattern complementary to that of the class III HD-Zip genes in the shoot; KANADI expres-
sion occurs in the phloem and abaxial regions of lateral organs early in development [41–43]. 
While KANADI genes do not appear to be required for proper meristem function, they are 
needed for pattern formation of organs produced by the shoot apical and vascular meristems.
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Sequence analysis showed that OsKAN1 consists of six exons. Phylogenetic and compara-
tive genetic analysis indicated that OsKAN1 is an ortholog of AtKANs and is most closely 
related to AtKAN4. The predicted OsKAN1 polypeptide contains a potential phosphoryla-
tion site in the C-terminal region which may be important for interaction with other pro-
teins involved in signaling. The overall identity between KANADI family members is low, 
but they are nearly identical within the GARP domain. The sequence similarity found in 
this subset of GARP genes may indicate that they have overlapping or partially redundant 
functions.

Suppression of OsKANADI1 by RNAi displayed branching and increasing tiller number in 
several lines [44]. This phenotype resembles to the Hd3a overexpressed plants indicating that 
they possibly function in similar pathway. Further characterization using the OsKANADI 
mutants plants in the next generation remains to be investigated.

6. Hd3a homolog in plant development

The role of Hd3a as flowering mobile signal in rice and Arabidopsis leads to investigation of its 
function in another plants. The diverse role of FT was identified in many plants. FT protein 
involved in vernalization, stomatal opening, dormancy and tuberization [45–48]. Navarro et 
al. [49] provided a new insight in understanding the florigen as graft-transmissible signal and 
designated its role as tuberi. Hd3a homolog were overexpressed in potato under noninduc-
tive long-day condition and resulting in tuberization and flower development. A grafting 
experiment using tobacco florigen as scion and potato as rootstock to test the hypothesis con-
firmed that FT proteins were transmitted from scion to rootstock and induced tuberization. 
This experiment suggests that FT/Hd3a is a strong tuberization inducer.

The flowering and tuberization pathway are regulated in different pathways, indicating that 
FT has many homolog in potato. This hypothesis was confirmed by Navarro et al. [49]. In 
potato, there are three homolog of FT. StSP3A regulate the tuber formation, StSP3D regu-
late the flowering, and StSP5G as the repressor of tuberization. Expression of StSP6A gene is 
strong in leaves and stolon of short-day induced plants. Interestingly, 30-minute night break 
was reported to inhibit tuberization. The StSP3D expression is necessary for flowering induc-
tion. However, this gene is not required for normal tuberization. Interestingly, the StSP5G is 
an antagonist for StSP6A. The expression of StSP5G was high in long-day condition [47]. The 
role of Hd3a/FT protein in potato flowering and tuberization is well understood. This photo-
periodic pathway is conserved in potato, rice, and Arabidopsis.

Recent study in onion tuberization reveals that its induction is controlled by Hd3a/FT homo-
log in the photoperiodic pathway. Onion is a biennial plant that forms tuber during the sum-
mer and flower after the winter in the next summer. There are many Hd3a/FT homologs 
found in onion and the pattern is the same with potato. There are Hd3a/FT homologs that 
regulate the tuber/bulb formation (AcFT1 and AcFT4) and flowering (AcFT2) [50]. As seen in 
potato tuberization, AcFT4 in onion has the same role as StSP5G in potato that inhibits onion 
tuber formation; while AcFT1 is a strong inducer for tuberization (tuberigen) under long-day 
condition. This finding suggests that Hd3a/FT has a versatile role in plant development.
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Tuberigen and florigen are known to be mobile/graft-transmissible signals. Several experi-
ments showed that this signal is interchangeable between species in Solanaceae family 
(potato/tobacco, and potato/tomato) and can induce tuberization of potato and onion, but 
cannot in other plant species. As example, the ability to form a tuber is limited in potato spe-
cies among Solanaceae family. Due to those fact, there must be an unknown mechanism pres-
ent in the tuberization process in potato. The underlying mechanism that involves FT roles 
needs further investigation.

Another Hd3a role in rice as mobile signal that induced branching was reported by Tsuji et al. 
[18]. Their findings suggest that Hd3a was moved along the xylem to promote branching in 
rice lateral meristem. The formation of florigen activation complex (FAC) for the developmen-
tal process other than flowering is not well understood. The experiment proved that Hd3a 
protein was transported to lateral meristem in the lateral bud and its transport is required for 
branching. This finding suggests that Hd3a has the function besides flowering.

Our work in local black rice namely “Cempo Ireng” which has very long harvest period also 
reveal that Hd3a gene is conserved. The regulation of flowering pathway of rice in short- and 
long-day condition is well understood. However, when rice are planted in neutral day condition 
such as tropical condition, the photoperiodic pathway might be affected. Our result suggests that 
Hd3a, which normally regulate flowering under short-day condition, is expressed in neutral day 
condition earlier compared to its homolog RFT1, which is responsible for flowering induction in 
long-day condition. In “Cempo Ireng,” two flowering genes are expressed. The expression pat-
tern of both genes are redundant to induce the flowering under neutral day condition. RFT1 and 
Hd3a are known to have different induction pathways. Our result suggests that RFT1 and Hd3a 
may have independent pathway in rice flowering regulation under neutral day condition accord-
ing to their expression pattern (data not shown). The Hd3a/RFT1 interactor of black rice that 
involved in flowering induction is of interest for future study to understand the flowering mecha-
nism under neutral day condition and shortening the harvest period of black rice “Cempo Ireng.”

7. Conclusion and future prospects

As the floral stimulus that controls floral transition in the SAM, Hd3a has the capacity to traffic 
from cell to cell and move long distances via the phloem. To reveal its function, Hd3a recruits 
different proteins in plant developmental stage. A wide range of proteins that interact with 
Hd3a were identified using yeast two-hybrid screening. GF14c (a 14-3-3 homolog), OsKANADI 
(a novel transcription factor containing a GARP domain), and the BRI1 kinase domain-interact-
ing protein 116b (BIP116b) are the Hd3a interactors of interest. It is possible that Hd3a and its 
partner(s) may form a platform for cross-talk between signal transduction pathways. Another 
homolog of Hd3a in many plants was identified and it was suggested that Hd3a/FT has versa-
tile role in plant development. This role depends on its partner and interaction to gain its func-
tion. Further study using reverse genetics to obtain mutants, either gain-of-function mutants or 
suppression mutants by RNA interference of Hd3a partners to get insight into the function in 
plant growth and development, particularly during floral transition is important. Our under-
standing in floral transition in rice would make for better crop management in future and 
represent an important addition to our knowledge about FT signaling in plants.

Hd3a Florigen Recruits Different Proteins to Reveal Its Function in Plant Growth and Development
http://dx.doi.org/10.5772/intechopen.70263

63



Acknowledgements

This work was partially supported by The Ministry of Research, Technology and Higher educa-
tion of Republic of Indonesia under the University Priority Research Program 2016 to YAP. We 
thank Badan Penerbit dan Publikasi Universitas Gadjah Mada (BPP UGM) for supporting this 
publication.

Author details

Yekti Asih Purwestri1,2*, Febri Adi Susanto2 and Hiroyuki Tsuji3

*Address all correspondence to: yekti@ugm.ac.id

1 Faculty of Biology, Universitas Gadjah Mada, Yogyakarta, Indonesia

2 Research Center for Biotechnology, Universitas Gadjah Mada, Yogyakarta, Indonesia

3 Kihara Institute for Biological Research, Yokohama City University, Yokohama, Japan

References

[1] Imaizumi T, Kay S. Photoperiodic control of flowering: Not only by coincidence. Trends 
in Plant Science. 2006;11:550-558

[2] Hayama R, Yokoi S, Tamaki S, Yano M, Shimamoto K. Adaptation of photoperiodic con-
trol pathways produces short-day flowering in rice. Nature. 2003;422:719-722

[3] Huq E, Tepperman JM, Quail PH. GIGANTEA is a nuclear protein involved in phyto-
chrome signaling in Arabidopsis. Proceedings of the National Academy of Sciences of the 
United States of America. 2000;97:9789-9794

[4] Simpson GG. Evolution of flowering in response to day length: Flipping the CONSTANS 
switch. BioEssays. 2003;25:1-4

[5] Kojima S, Takahashi Y, Kobayashi Y, Monna L, Sasaki T, Araki T, Yano M. Hd3a, a rice 
ortholog of the Arabidopsis FT gene, promotes transition to flowering downstream of Hd1 
under short-day conditions. Plant and Cell Physiology. 2002;43:1096-1105

[6] Tamaki S, Matsuo S, Wong H, Yokoi S, Shimamoto K. Hd3a protein is a mobile flowering 
signal in rice. Science. 2007;316:1033-1036

[7] Komiya R, Ikegami A, Tamaki S, Yokoi S, Shimamoto K. Hd3a and RFT1 are essential for 
flowering in rice. Development. 2008;135:767-774

[8] Banfield M, Brady R. The stucture of Antirrhinum centroradialis protein (CEN) suggests 
a role as a kinase regulator. Journal of Molecular Biology. 2000;297:1159-1170

[9] Ahn J, Miller S, Winter V, Banfield M, Lee J, Yoo S, et al. A divergent external loop con-
fers antagonistic activity on floral regulators FT and TFL1. EMBO J. 2006;25:605-614

Plant Engineering64



Acknowledgements

This work was partially supported by The Ministry of Research, Technology and Higher educa-
tion of Republic of Indonesia under the University Priority Research Program 2016 to YAP. We 
thank Badan Penerbit dan Publikasi Universitas Gadjah Mada (BPP UGM) for supporting this 
publication.

Author details

Yekti Asih Purwestri1,2*, Febri Adi Susanto2 and Hiroyuki Tsuji3

*Address all correspondence to: yekti@ugm.ac.id

1 Faculty of Biology, Universitas Gadjah Mada, Yogyakarta, Indonesia

2 Research Center for Biotechnology, Universitas Gadjah Mada, Yogyakarta, Indonesia

3 Kihara Institute for Biological Research, Yokohama City University, Yokohama, Japan

References

[1] Imaizumi T, Kay S. Photoperiodic control of flowering: Not only by coincidence. Trends 
in Plant Science. 2006;11:550-558

[2] Hayama R, Yokoi S, Tamaki S, Yano M, Shimamoto K. Adaptation of photoperiodic con-
trol pathways produces short-day flowering in rice. Nature. 2003;422:719-722

[3] Huq E, Tepperman JM, Quail PH. GIGANTEA is a nuclear protein involved in phyto-
chrome signaling in Arabidopsis. Proceedings of the National Academy of Sciences of the 
United States of America. 2000;97:9789-9794

[4] Simpson GG. Evolution of flowering in response to day length: Flipping the CONSTANS 
switch. BioEssays. 2003;25:1-4

[5] Kojima S, Takahashi Y, Kobayashi Y, Monna L, Sasaki T, Araki T, Yano M. Hd3a, a rice 
ortholog of the Arabidopsis FT gene, promotes transition to flowering downstream of Hd1 
under short-day conditions. Plant and Cell Physiology. 2002;43:1096-1105

[6] Tamaki S, Matsuo S, Wong H, Yokoi S, Shimamoto K. Hd3a protein is a mobile flowering 
signal in rice. Science. 2007;316:1033-1036

[7] Komiya R, Ikegami A, Tamaki S, Yokoi S, Shimamoto K. Hd3a and RFT1 are essential for 
flowering in rice. Development. 2008;135:767-774

[8] Banfield M, Brady R. The stucture of Antirrhinum centroradialis protein (CEN) suggests 
a role as a kinase regulator. Journal of Molecular Biology. 2000;297:1159-1170

[9] Ahn J, Miller S, Winter V, Banfield M, Lee J, Yoo S, et al. A divergent external loop con-
fers antagonistic activity on floral regulators FT and TFL1. EMBO J. 2006;25:605-614

Plant Engineering64

[10] Pnueli L, Gutfinger T, Hareven D, Ben-Naim O, Ron N, Adir N, et al. Tomato 
SP-interacting proteins define a conserved signaling system that regulates shoot archi-
tecture and flowering. Plant Cell. 2001;13:2687-2702

[11] Lifschitz E, Eviatar T, Rozman A, Shalit A, Goldshmidt A, Amsellem Z, et al. The tomato 
FT ortholog triggers systemic signals that regulate growth and flowering and substitute 
for diverse environmental stimuli. Proceedings of the National Academy of Sciences of 
the United States of America. 2006;103:6398-6403

[12] Abe M, Kobayashi Y, Yamamoto S, Daimon Y, Yamaguchi A, Ikeda Y, et al. FD, a bZIP 
protein mediating signals from the floral pathway integrator FT at the shoot apex. 
Science. 2005;309:1052-1056

[13] Wigge P, Kim M, Jaeger K, Busch W, Schmid M, Lohmann J, et al. Integration of spa-
tial and temporal information during floral induction in Arabidopsis. Science. 2005; 
309:1056-1059

[14] Yeung K, Seitz T, Li S, Janoschk P, McFerrank B, Kaiser C, et al. Suppression of Raf-1 
kinase activity and MAP kinase signaling by RKIP. Nature. 1999;401:173-177

[15] Endo T, Shimada T, Fujii H, Kobayashi Y, Araki T, Omura M. Ectopic expression of an FT 
homolog from citrus confers an early flowering phenotype on trifoliate orange (Poncirus 
trifoliata L. Raf.). Transgenic Research. 2005;14:703-712

[16] Teper-Bamnolker P, Samach A. The flowering integrator FT regulates SEPALLATA3 and 
FRUITFULL accumulation in Arabidopsis leaves. Plant Cell. 2005;17:2661-2675

[17] Böhlenius H, Eriksson S, Parcy F, Nilsson O. (Retraction) The mRNA of the Arabidopsis 
gene FT moves from leaf to shoot apex and induces flowering. Science. 2007;316:367

[18] Tsuji H, Tachibana C, Tamaki S, Taoka K, Kyozuka J, Shimamoto K. Hd3a promotes lat-
eral branching in rice. The Plant Journal. 2015;82:256-266

[19] Hayama R, Izawa T, Shimamoto K. Isolation of rice genes possibly involved in the pho-
toperiodic control of flowering by a fluorescent differential display method. Plant and 
Cell Physiology. 2002;43:494-504

[20] Doi K, Izawa T, Fuse T, Yamanouchi U, Kubo T, Shimatani Z, et al. Ehd1, a B-type 
response regulator in rice, confers short-day promotion of flowering and controls FT-like 
gene expression independently of Hd1l. Genes & Development. 2004;18:926-936

[21] Xue W, Xing Y, Weng X, Zhao Y, Tang W, Wang L, Zhou H, Yu S, Xu C, Li X, Zhang Q. 
Natural variation in Ghd7 is an important regulator of heading date and yield potential 
in rice. Nature Genetics. 2008;40:761-767

[22] Izawa T. Daylength measurements by rice plants in photoperiodic short-day flowering. 
International Review of Cytology. 2007;256:191-222

[23] Matsubara K, Yamanouchi U, Wang Z, Minobe Y, Izawa T, Yano M. Ehd2, a rice ortholog 
of the maize INDETERMINATE1 gene, promotes flowering by up-regulating Ehd1. Plant 
Physiology. 2008;148:1425-1435

Hd3a Florigen Recruits Different Proteins to Reveal Its Function in Plant Growth and Development
http://dx.doi.org/10.5772/intechopen.70263

65



[24] Park S, Kim S, Lee S, Je B, Piao H, Park S, et al. Rice Indeterminate 1 (OsId1) is necessary 
for the expression of Ehd1 (Early heading date 1) regardless of photoperiod. The Plant 
Journal. 2008;56:1018-1029

[25] Wu C, You C, Li C, Long T, Chen G, Byrne M, Zhang Q. RID1, encoding a Cys2/His2-
type zinc finger transcription factor, acts as a master switch from vegetative to floral 
development in rice. Proceedings of the National Academy of Sciences of the United 
States of America. 2008;105:12915-12920

[26] Izawa T, Oikawa T, Tokutomi S, Okuno K, Shimamoto K. Phytochromes confer the pho-
toperiodic control of flowering in rice (a short-day plant). The Plant Journal. 2000;22: 
391-399

[27] Takano M, Inagaki N, Xie X, Yuzurihara N, Hihara F, Ishizuka T, Yano M, Nishimura 
M, Miyao A, Hirochika H, Shinomura T. Distinct and cooperative functions of phy-
tochromes A, B, and C in the control of deetiolation and flowering in rice. Plant Cell. 
2005;17:3311-3325

[28] Hoshikawa K. The Growing Rice Plant: An Anatomical Monograph. Japan: Nobunkyo; 
1989. p. 225

[29] Taoka K, Ohki I, Tsuji H, Furuita K, Hayashi K, Yanase T, Yamaguchi M, Nakashima 
C, Purwestri YA, Tamaki S, Ogaki Y, Shimada C, Nakagawa A, Kojima C, Shimamoto 
K. 14-3-3 proteins act as intracellular receptors for rice Hd3a florigen. Nature. 
2011;476:332-335

[30] Rosenquist M, Alsterfjord M, Larsson C, Sommarin M. Data mining the Arabidopsis 
genome reveals fifteen 14-3-3 genes. Expression is demonstrated for two out of five 
novel genes. Plant Physiology. 2001;127:142-149

[31] Chen F, Li Q, Sun L, He Z. The Rice 14-3-3 gene family and its involvement in responses 
to biotic and abiotic stress. DNA Research. 2006;13:53-63

[32] Yao Y, Du Y, Jiang L, Liu J. Molecular analysis and expression pattern of the 14-3-3 gene 
family. Journal of Biochemistry and Molecular Biology. 2007;40:349-357

[33] Purwestri YA, Ogaki Y, Tamaki S, Tsuji H, Shimamoto K. The 14-3-3 protein GF14c acts 
as a negative regulator of flowering in rice by interacting with the florigen Hd3a. Plant 
and Cell Physiology. 2009;50:429-438

[34] Muslin A, Xing H. 14-3-3 proteins: Regulation of subcellular localization by molecular 
interference. Cellular Signalling. 2000;12:703-709

[35] Igarashi D, Ishida S, Fukazawa J, Takahashi Y. 14-3-3 proteins regulate intracellular 
localization of the bZIP transcriptional activator RSG. Plant Cell. 2001;13(11):2483-2497

[36] Ishida S, Fukazawa J, Yuasa T, Takahashi Y. Involvement of 14-3-3 signaling protein 
binding in the functional regulation of the transcriptional activator REPRESSION OF 
SHOOT GROWTH by gibberellins. Plant Cell. 2004;16(10):2641-2651

Plant Engineering66



[24] Park S, Kim S, Lee S, Je B, Piao H, Park S, et al. Rice Indeterminate 1 (OsId1) is necessary 
for the expression of Ehd1 (Early heading date 1) regardless of photoperiod. The Plant 
Journal. 2008;56:1018-1029

[25] Wu C, You C, Li C, Long T, Chen G, Byrne M, Zhang Q. RID1, encoding a Cys2/His2-
type zinc finger transcription factor, acts as a master switch from vegetative to floral 
development in rice. Proceedings of the National Academy of Sciences of the United 
States of America. 2008;105:12915-12920

[26] Izawa T, Oikawa T, Tokutomi S, Okuno K, Shimamoto K. Phytochromes confer the pho-
toperiodic control of flowering in rice (a short-day plant). The Plant Journal. 2000;22: 
391-399

[27] Takano M, Inagaki N, Xie X, Yuzurihara N, Hihara F, Ishizuka T, Yano M, Nishimura 
M, Miyao A, Hirochika H, Shinomura T. Distinct and cooperative functions of phy-
tochromes A, B, and C in the control of deetiolation and flowering in rice. Plant Cell. 
2005;17:3311-3325

[28] Hoshikawa K. The Growing Rice Plant: An Anatomical Monograph. Japan: Nobunkyo; 
1989. p. 225

[29] Taoka K, Ohki I, Tsuji H, Furuita K, Hayashi K, Yanase T, Yamaguchi M, Nakashima 
C, Purwestri YA, Tamaki S, Ogaki Y, Shimada C, Nakagawa A, Kojima C, Shimamoto 
K. 14-3-3 proteins act as intracellular receptors for rice Hd3a florigen. Nature. 
2011;476:332-335

[30] Rosenquist M, Alsterfjord M, Larsson C, Sommarin M. Data mining the Arabidopsis 
genome reveals fifteen 14-3-3 genes. Expression is demonstrated for two out of five 
novel genes. Plant Physiology. 2001;127:142-149

[31] Chen F, Li Q, Sun L, He Z. The Rice 14-3-3 gene family and its involvement in responses 
to biotic and abiotic stress. DNA Research. 2006;13:53-63

[32] Yao Y, Du Y, Jiang L, Liu J. Molecular analysis and expression pattern of the 14-3-3 gene 
family. Journal of Biochemistry and Molecular Biology. 2007;40:349-357

[33] Purwestri YA, Ogaki Y, Tamaki S, Tsuji H, Shimamoto K. The 14-3-3 protein GF14c acts 
as a negative regulator of flowering in rice by interacting with the florigen Hd3a. Plant 
and Cell Physiology. 2009;50:429-438

[34] Muslin A, Xing H. 14-3-3 proteins: Regulation of subcellular localization by molecular 
interference. Cellular Signalling. 2000;12:703-709

[35] Igarashi D, Ishida S, Fukazawa J, Takahashi Y. 14-3-3 proteins regulate intracellular 
localization of the bZIP transcriptional activator RSG. Plant Cell. 2001;13(11):2483-2497

[36] Ishida S, Fukazawa J, Yuasa T, Takahashi Y. Involvement of 14-3-3 signaling protein 
binding in the functional regulation of the transcriptional activator REPRESSION OF 
SHOOT GROWTH by gibberellins. Plant Cell. 2004;16(10):2641-2651

Plant Engineering66

[37] Lough T, Lucas W. Integrative plant biology: Role of phloem long-distance macromo-
lecular trafficking. Annual Review of Plant Biology. 2006;57:203-232

[38] Giakountis A, Coupland G. Phloem transport of flowering signals. Current Opinion in 
Plant Biology. 2008;11:687-694

[39] Vert G, Nemhauser JL, Geldner N, Hong F, Chory J. Molecular mechanisms of ste-
roid hormone signaling in plants. Annual Review of Cell and Developmental Biology. 
2005;21:177-201

[40] Riechmann JL, Heard J, Martin G, Reuber L, Jiang C, Keddie J, Adam L, Pineda O, 
Ratcliffe OJ, Samaha RR, Creelman R, Pilgrim M, Broun P, Zhang JZ, Ghandehari D, 
Sherman BK, Yu G. Arabidopsis transcription factors: Genome-wide comparative analy-
sis among eukaryotes. Science. 2000;290:2105-2110

[41] Kerstetter RA, Bollman K, Taylor A, Bomblies K, Poethig RS. KANADI regulates organ 
polarity in Arabidopsis. Nature. 2001;411:706-709

[42] Emery JF, Floyd SK, Alvarez J, Eshed Y, Hawker NP, Izhaki A, Baum SF, Bowman 
JL. Radial patterning of Arabidopsis shoots by class III HD-ZIP and KANADI genes. 
Current Biology. 2003;13:1768-1774

[43] Eshed Y, Izhaki A, Baum SF, Floyd SK, Bowman JL. Asymmetric leaf development 
and blade expansion in Arabidopsis are mediated by KANADI and YABBY activities. 
Development. 2004;131:2997-3006

[44] Purwestri YA, Ogaki Y Tsuji H, Shimamoto K. Functional analysis of OsKANADI1, 
a florigen Hd3a interacting protein in rice (Oryza sativa L.). Indonesian Journal of 
Biotechnology. 2012;17(2):169-176

[45] Abelenda JA, Navarro C, Prat S. From the model to the crop: Genes contolling tuber 
formation in potato. Current Opinion in Biotechnology. 2011;22:287-292

[46] Wigge PA. FT, a mobile developmental signal in plants. Current Biology. 2011;21: 
R374-R378

[47] Abelenda JA, Navarro C, Prat S. Flowering and tuberization: A tale of two nightshades. 
Trends in Plants Sciences. 2014;19:115-122

[48] Teo CJ, Takahashi K, Shimizu K, Shimamoto K, Taoka KI. Potato tuber induction is 
regulated by interactions between components of a tuberigen complex. Plant and Cell 
Physiology. 2017 February 1;58(2):365-374. DOI: 10.1093/pcp/pcw197

[49] Navarro C, Abelenda JA, Cruz-Oro E, Cuellar CA, Tamaki S, Silva J, Shimamoto K, Prat 
S. Control of flowering and storage organ formation in potato by FLOWERING LOCUS 
T. Nature. 2011;478:119-123

[50] Lee R, Samantha B, Fernand K, John M, Richard M. FLOWERING LOCUS T genes con-
trol onion bulb formation and flowering. Nature Communication. 2013;4:2884. DOI: 
10.1038/ncomms3884

Hd3a Florigen Recruits Different Proteins to Reveal Its Function in Plant Growth and Development
http://dx.doi.org/10.5772/intechopen.70263

67





Chapter 5

ALSV Vector Substantially Shortens Generation Time of
Horticultural Plants

Ichiro Kasajima, Chunjiang Li, Noriko Yamagishi and
Nobuyuki Yoshikawa

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.70317

Provisional chapter

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited. 

DOI: 10.5772/intechopen.70317

ALSV Vector Substantially Shortens Generation Time of 
Horticultural Plants

Ichiro Kasajima, Chunjiang Li,  
Noriko Yamagishi and Nobuyuki Yoshikawa

Additional information is available at the end of the chapter

Abstract

Flowering of plants is tightly regulated by both plant maturity and seasons in the year. 
Now that the Flowering Locus T (FT) gene has been revealed to encode the flowering 
hormone florigen, researchers are seeking to regulate and modify flowering behav-
iours by using florigen as a genetic tool. In place of transgenic approaches, Apple latent 
spherical virus (ALSV) vector was successful in promoting flowering of both model plants 
(Arabidopsis and tobacco), and fruit trees (e.g. apple, pear, and loquat), vegetables (e.g. 
tomato and cucumber), legumes (e.g. soybean), and ornamental flowers (e.g. petunia, 
Japanese gentian and Eustoma). In so doing, FT was expressed and/or TFL1 was sup-
pressed by the ALSV vector. ALSV is a latent (non-pathogenic) virus isolated from an 
apple tree. After induction of flowering and seed production in crops, ALSV is not trans-
ferred to most of the next-generation seedlings, or it can be artificially removed from the 
infected plant by incubation at high temperature. Thus, the generation times of horticul-
tural plants are approximately halved, and the generation time of apple plants is substan-
tially shortened to within one year. Hence, ALSV technology is expected to be useful as a 
part of New Plant Breeding Techniques (NPBT) for agricultural application.

Keywords: early flowering, florigen, FT, generation time, virus vector

1. Introduction

Breeding of horticultural plants can take several years or more. Plant cultivars are most 
frequently generated by crossing between different cultivars to combine various advanta-
geous traits together, such as fruit/flower quality, pest tolerance and vigorous growth habit. 
Cultivars are often crossed with each other repeatedly to generate and fix such favourable 
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traits. One generation time (from germination, flowering, seed set and germination of the 
next-generation seedling) is usually several months in herbaceous plants and several years 
in trees under field conditions [1]. Thus, crossing of herbaceous vegetables and ornamental 
flowers can be performed every year, while breeding of fruit trees may only be performed 
once every several years. If flowering could be accelerated in horticultural plants, we would 
be able to cross vegetables and flowers many times each year and cross fruit trees every year.

In order to cross vegetables several times in a year, problems related to the seasonality and 
day-length sensitivity of plant flowering also need to be addressed. Plants are either short-
day, long-day or day-neutral (an aspect of the photoperiodism, the response to day length). 
Short-day plants flower in autumn and long-day plants flower in spring. Day-neutral plants 
flower in any growing season. Day length is now controlled by artificial lighting, but bio-
technology to accelerate flowering will also solve the problem of day-length sensitivity 
without the need for regulating day length using lighting equipment. Alternatively, day-
length sensitivity is also one of the important traits of horticultural plants. Ornamental 
flowers are harvested only when the plants set flowers. Fruits can be harvested only after 
the flowering seasons. Because of stable responses of horticultural plants to day length, 
farmers make great efforts to control time of flowering. Such artificial controls are pos-
sible only with lighting equipment, but the majority of crops are produced using sunlight 
alone. Gene modification by biotechnology such that a series of cultivars with different day-
length responses are prepared for major horticultural cultivars will thus benefit agricultural 
production.

Basic studies using model plants have revealed the genes controlling flowering time in higher 
plants. After a functional gene is isolated in model plants, that gene and its homologs are 
often found to exert the same function in other plant species. This means that the flowering 
of vegetables, ornamental flowers and fruit trees can be controlled by this gene [2]. The name 
of the gene controlling plant flowering is ‘Flowering locus T’ (FT). Initially, plant biologists 
aimed to express the FT gene in crops by transformation, which actually accelerated flower-
ing [3–7]. This suggested the functional use of FT in controlling flowering time, but transgenic 
plants are not typically applicable to crop production. Plant biologists then attempted non-
transgenic expression of FT in crops. To our knowledge, there have been no scientific papers 
demonstrating the control of flowering time by application of FT protein, FT DNA or FT RNA 
without genetic transformations or spontaneous mutations in plant genomic DNA. We used 
a virus vector derived from Apple latent spherical virus (ALSV) to deriver FT RNA and express 
FT protein in plant tissues. This system turned out to be very successful in promoting flow-
ering in horticultural plants. This chapter explains in detail the characteristics of the ALSV 
vector, activities of FT and its related genes, and how the ALSV vector is used to promote 
flowering.

2. Characteristics of ALSV vector

ALSV is a rare, naturally occurring plant virus isolated from an apple tree. ALSV has 
only been detected in a single apple tree, excluding experimentally infected plants. The 
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infected tree was grown in the orchard of a Japanese fruit tree research institute (Morioka, 
Iwate, Japan). The cultivar of this apple is ‘Indo’, named after Indiana State in the United 
States of America. The Indo apple used to be popular in Japan, but has now been largely 
replaced with other cultivars such as Fuji and Orin. ALSV does not naturally spread to 
nearby apple trees in the orchard [8], but it can infect the seedlings of apple cultivars in the 
experiments [9–11]. Moreover, ALSV is a ‘latent’ virus. This means that apple plants (and 
fruits) infected by ALSV do not show any discernible changes, such as yellow spots, inferior 
growths or twisted leaves. Thus, ALSV does not induce disease, but such latent character-
istics are advantageous for plant biotechnology. With the ALSV vector, we can specifically 
upregulate (activate) or downregulate (inactivate) functions of target genes, for example, 
among the 57,000 genes in the apple genome [12], with the ALSV vector. There remain 
other advantages of the ALSV vector. ALSV evenly infects plant tissues and then enables 
even silencing (inactivation) of apple genes [11, 13]. ALSV can also infect other plants and 
upregulate/downregulate specific genes. For instance, ALSV can infect to soybean, petunia, 
pea, cucumber, pear, rose, Eustoma and Japanese gentian. ALSV is latent in many plant 
species [14, 15]. Unlike genetic transformation, whose infection rates greatly differ between 
cultivars of the same crop, ALSV does not typically select cultivars. Exceptions are tomato 
and almond, where ALSV can infect only part of the cultivars.

The protocol for preparation and infection of the ALSV vector is precisely described in our 
recent publication [15]. Briefly, plasmid DNAs for expression of ALSV RNAs are prepared 
by ordinary procedures, introduced into Agrobacterium, and ‘Agro-inoculated’ into ben-
thamiana tobacco (Nicotiana benthamiana), which is readily infected by plant viruses. Virus 
particles are extracted from infected leaves; viral RNAs are extracted and introduced into 
horticultural plants by ‘particle bombardment’. The precise structures of ASLV and ALSV 
vector are explained below.

ALSV consists of two genomic RNAs: ALSV-RNA1 and ALSV-RNA2. Figure 1 shows the 
whole sequences of ALSV-RNA1 and ALSV-RNA2. The lengths of ALSV-RNA1 and ALSV-
RNA2 are 6812 bases and 3384 bases, respectively. Similar to genomic RNAs of other plant 
viruses [16], genomic RNAs of ALSV encode single polyproteins. Polyproteins are trans-
lated as fused proteins and are digested into individual units by protease. ALSV-RNA1 
encodes enzymes such as protease, helicase and RNA polymerase. ALSV-RNA2 encodes 
a movement protein and capsid proteins. The cleavage sites of the polyprotein were con-
firmed for ALSV-RNA2 by peptide sequences, whereas the cleavage sites of the polyprotein 
encoded by ALSV-RNA1 were just deduced from the peptide sequence [17]. The movement 
protein and the three capsid proteins are all necessary for cell-to-cell movement of ALSV 
within plant tissues [18].

ALSV is expected to be formed in plants such as N. benthamiana if ALSV-RNA1 and ALSV-
RNA2 sequences are expressed simultaneously. Expression should not necessarily be per-
formed by genetic transformation: faster and easier protocols for transient expression are 
usually adopted. Once ALSV is formed in the cells of N. benthamiana, it will regenerate and 
spread autonomously. Three sets of different plasmid vectors have been developed for 
ALSV vectors (Table 1).
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Figure 1. Nucleotide sequences of ALSV genomic RNAs. Protein units are shown with different colours, between the 
non-coding sequences at the heads and the tails of ALSV genomic RNAs. The following proteins are encoded in ALSV-
RNA1 in this order: PRO-co (protease cofactor), HEL (NTP-binding helicase), Vpg (viral protein genome-linked), 
C-PRO (cysteine protease), and POL (RNA polymerase). The following proteins are encoded in ALSV-RNA2 in this 
order: MP (movement protein), capsid proteins: Vp25, Vp20, and Vp24. Genbank/INSDC accessions and nucleotide 
lengths are shown in parentheses.
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pEALSR1 and pEALSR2 were the original vectors used for ALSV preparation. High con-
centrations of these vectors are prepared from colon bacteria (Escherichia coli) culture and 
rub-inoculated (inoculated with SiC, carborundum) onto the leaves of quinoa (Chenopodium 
quinoa) plants. The so-called agro-inoculation method was more convenient, and then new 
vectors pBICAL1 and pBICAL2 were developed, which are typically used in our experiments. 
These vectors are prepared in E. coli and transformed into Agrobacterium (Agrobacterium 
tumefaciens). A. tumefaciens harbouring ALSV vectors are injected into the leaves of N. ben-
thamiana for transient expression of ALSV-RNAs. pCALSR1 and pCALSR2 undergo the same 
procedures with pBICAL1 and pBICAL2, but appear to merit higher concentrations in E. coli. 
The infection rate of ‘wild-type’ ALSV without modification is almost 100% in N. benthamiana. 
ALSV vectors with exogenous insertion sequences in either cloning sites suffer from much 
lower infection rates in N. benthamiana. To compensate for the reduced infection rate, ‘silenc-
ing suppressor’ protein HC-Pro derived from other viruses (ClYVV or PVY, [22]) is also tran-
siently expressed when ALSV-RNAs are agro-inoculated into N. benthamiana. In conclusion, 
triple agro-inoculation of a mixture of ALSV-RNA1 clone, ALSV-RNA2 clone and HC-Pro 
clone enables efficient formation of ALSV vectors.

It was not easy to insert exogenous nucleotide sequences into ALSV. After many trials (Li C 
et al., unpublished data), three cloning sites were successfully used for nucleotide insertions 
(Figure 2) [9, 20]. One cloning site is located immediately after the stop codon of the poly-
protein encoded by ALSV-RNA1 (named the SM site, after restriction sites for SalI and MluI; 
Figure 2A). Another cloning site is located at the middle of the polyprotein encoded by ALSV-
RNA2, between MP and Vp25 (named the XSB site, after restriction sites for XhoI, SmaI and 
BamHI; Figure 2B). Nucleotide sequences around the XSB site are complicated. First, nucleo-
tide sequences around the protease-digested site (QG site) encoding 10 amino acid residues 
(LLEGQGPDFT) were duplicated. Second, sequences of the restriction sites were introduced 

Vector Expressed gene Backbone Antibiotics Reference

pEALSR1 ALSV-RNA1 pE18PGT Ampicillin [9]

pEALSR2 ALSV-RNA2 pE18PGT Ampicillin

pBICAL1 ALSV-RNA1 pBICP35 Kanamycin [19]

pBICAL2 ALSV-RNA2 pBICP35 Kanamycin

pCALSR1 ALSV-RNA1 pCAMBIA1300 Kanamycin [20]

pCALSR2 ALSV-RNA2 pCAMBIA1300 Kanamycin

pBIN61:HC-Pro HC-Pro (PVY) pBIN61 Kanamycin

pBE2113-HCPro HC-Pro (ClYVV) pBE2113 Kanamycin [21]

From left column to right column are shown: vector names, expressed genes, plasmid backbone origins, antibiotics for 
plasmid selections, and reference papers.
PVY, Potato virus Y; ClYVV, Clover yellow vein virus.

Table 1. List of plasmid vectors.
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between the duplicated sequences. Finally, silent mutations (without amino acid changes) 
were introduced at the third nucleotides in each 10 codons surrounding the cloning site. These 
nucleotide modifications around the XSB site were necessary to insert exogenous nucleotide 
sequences at this site. The protease-digested site was duplicated such that both sites (before and 
after the inserted peptide) are cleaved by protease. Another special requirement for the virus 
vector is that the insertions are stably held by the virus. Nucleotide sequences in viruses, particu-
larly repetitive sequences, are quite easily deleted (lost) probably via homologous  recombination 

Figure 2. Structures of three cloning sites in ALSV vector. (A) The SM site near the tail of ALSV-RNA1. (B) The XSB site 
at the middle of the ALSV-RNA2. Introduced mutations are indicated with ‘+’ letters. (C) The MN site near the tail of 
ALSV-RNA2. Introduced restriction sites are shown with grey letters in (A)–(C).
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[23–25]. To mitigate such unfavourable reactions, mutations had been introduced around the 
XSB site without changing the protease-digested amino acid sequence. The third cloning site is 
located immediately after the stop codon of the polyprotein encoded by ALSV-RNA2 (named 
the MN site, after the restriction sites of MluI and NcoI; Figure 2C). These cloning sites were 
constructed by Li C, based on pEALSR vectors, and then copied to the other vectors.

Among the three cloning sites of the ALSV vector (the SM site, the XSB site and the MN site), 
genes can be expressed only by their insertion into the XSB site. At the XSB site, the inserted 
genetic sequence is translated as a part of polyprotein, followed by digestion with protease. 
Cleaved proteins are expected to be attached with short peptides at both the N-terminus and 
the C-terminus , which derive from the protease-digested sites and the cloning site. These 
small attached peptides do not seem to affect the activity of inserted protein in most cases, as 
is experienced for transgenes introduced into transgenic plants.

All three cloning sites can be used for VIGS (virus-induced gene silencing). VIGS is a viral 
counterpart for gene silencing driven by antisense or inverted-repeat sequences expressed 
by genetic transformation [26, 27]. The virus itself is a natural target of gene silencing, then 
a nucleotide sequence inserted at any of the cloning sites of ALSV are silenced (degraded) 
by silencing mechanisms equipped in plant cells. Endogenous mRNAs harbouring the same 
nucleotide sequences with the inserted sequence in ALSV vector are also degraded, resulting 
in gene silencing. Any nucleotide sequences can be inserted at the SM site or at the MN site 
in principle. The nucleotide sequences inserted at the XSB site must be ‘in frame’ with the 
polyprotein, and this means the length of the inserts is a multiple of 3 and that each ‘codon’ 
encodes an amino acid without any stop codons (TAA, TAG or TGA as DNA sequences). 
Sizes of the inserted sequences are determined by the balance between the expected degree of 
silencing and potential risk of deletions (of the inserts from ALSV). Longer inserts will cause 
stronger silencing, but they will be more easily deleted from the ALSV vector. A length of 200 
bases (or 201 bases at the XSB site) appears to be near the optimal size, with strong silencing 
and a relatively low possibility of deletions. Inserts shorter than 200 bases may not cause 
strong silencing, but the actual degree of silencing and frequency of deletions vary, depend-
ing on the inserted nucleotide sequences [14]. Insertion of nucleotide sequences at the XSB site 
is empirically simpler than insertions at the SM site or at the MN site. Insertions at the MN site 
strongly reduce the rate of viral infection, and they are also easily deleted. Insertions at the SM 
site have somewhat milder effects on infection rates and deletions. Insertions at the XSB site 
do not strongly reduce infection rate, but strongly suppress gene expression.

Model studies of silencing an endogenous gene with viral vectors often target the Phytoene 
desaturase (PDS) gene. Figure 3 shows an N. benthamiana plant whose PDS gene was silenced 
by an ALSV vector. PDS catalyses the synthesis of carotenoids. Plants silenced in PDS expres-
sion become white, because they cannot accumulate both carotenoids and chlorophylls. This 
phenomenon (photo-bleaching) is believed to be caused by rapid ‘photo-oxidation’ of chlo-
rophylls in the absence of photo-protective carotenoids in plant cells [28]. The representative 
mechanism of photo-protection by carotenoid would be non-photochemical quenching (NPQ) 
catalysed by PsbS protein and xanthophyll cycle. As Arabidopsis and rice mutants deficient 
in NPQ do not develop such white leaves caused by PDS silencing [29, 30], another major and 
unidentified photo-protective mechanism will be exerted by carotenoids in plant cells.

ALSV Vector Substantially Shortens Generation Time of Horticultural Plants
http://dx.doi.org/10.5772/intechopen.70317

75



Based on the degree of silencing of the apple RubisCO small subunit (rbcS) gene with the same 
201-base insertion sequence, silencing effects of the three cloning sites differ from one another, 
and they are greater in the following order: the XSB site > the MN site > the SM site [31]. Again, 
insertion of a 201-base fragment of the target gene in the XSB site of the ALSV vector is recom-
mended for efficient gene silencing with a lower risk of deletions. The SM site and the MN site are 
also available to silence additional target genes, by inserting different sequences at each cloning 
sites. Such simultaneous expression/suppression of different genes is possible, but such vectors 
typically show low infection rates. The MN site was also used for virus-induced transcriptional 
gene silencing (VITGS) in N. benthamiana and petunia, where upstream sequences (promoters) of 
the target genes are methylated by virus vectors [20]. The nucleotide sequence of an apple gene 
promoter was also mutated and inserted at the XSB site for infection to apple plants [15].

3. Early flowering of horticultural plants through expression of the 
AtFT gene

FT protein is a mobile signal of flowering. For example, FT induces flowering when a trans-
genic scion expressing the FT gene is grafted onto an ft mutant lacking FT gene function [32]. 
FT proteins produced in leaves and stems can contribute to early flowering, as well as FT pro-
teins produced at shoot apices where flowers are formed. FT protein is originally produced 
in companion cells of the leaf vasculature. Then, the ALSV vector was prepared so that it 
expresses Arabidopsis FT gene (AtFT) at the XSB site (Figure 4A).

Horticultural plants, such as soybean and Eustoma infected by the ALSV vector expressing AtFT 
generate flowers earlier than normal (Figure 4B and C) [33, 34]. Such early-flowering plants 
often set seeds that germinate normally to generate next-generation seedlings. The ALSV vec-
tor has therefore successfully shortened the generation times of horticultural plants. Additional 
example of early-flowering plants is shown in Figure 5. These plants flowered at juvenile phase, 
showing the successful induction of early flowering by the ALSV-XSB(AtFT) vector.

Figure 3. Silencing of PDS gene by ALSV vector. (A) An ALSV vector having insertion of a 201-base tobacco PDS gene 
fragment [ALSV-XSB(NtPDS-201)]. (B) The ALSV vector was infected into N. benthamiana. NI, non-inoculated (‘healthy’) 
plant.
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Figure 4. Early flowering of soybean and Eustoma. (A) Schematic representation of the empty vector (wtALSV) and 
the vector expressing AtFT [ALSV-XSB(AtFT)]. (B) Soybean plants (cultivar ‘Tanba-Guro’) 1 month after inoculation of 
germinated seeds. (C) Eustoma (Lisianthus) plants 2 months after inoculation of 1-month-old seedlings.

ALSV Vector Substantially Shortens Generation Time of Horticultural Plants
http://dx.doi.org/10.5772/intechopen.70317

77



4. Differential activities of FT genes in the ALSV vector

FT genes derived from various plant species are expressed by ALSV vectors in Arabidopsis, 
tobacco and soybean (Figure 6A) [11]. These FT genes are designated AtFT and AtTSF (derived 
from Arabidopsis), VvFT (grapevine), GtFT1 and GtFT2 (Japanese gentian), InFT1 and InFT2 
(morning glory), CsFT (cucumber), PmFT (Japanese apricot), GmFT2a and GmFT5a (soybean), 
LeFT (tomato), CiFT (unshu mikan/satsuma mandarin), PsFTa1 and PsFTc (pea), MdFT1 and 
MdFT2 (apple), ComFT2 (squash) and PtFT1 (aspen). Sizes of these FT proteins range from 172 
to 184 amino acid residues, but their sizes have no correlation with their activities. A previ-
ous report described the degrees of inductions of Arabidopsis and tobacco flowering by these 
ALSV vectors [11]. Figure 6B summarizes these data, together with unpublished data on the 
induction of soybean flowering.

The average number of leaves at flowering was 30 in plants infected by the control wtALSV 
vector. The number of leaves was more than halved (less than 15) when plants were infected 
by the ALSV vectors expressing 10 FT genes, whereas, the number of leaves was more than 15 
when plants were infected by the ALSV vectors expressing the remaining 9 FT genes. Among 
the 19 FT genes examined, AtFT and VvFT most strongly induced flowering, whereas GtFT2 
and MdFT1 scarcely induced flowering. What determines the differences in the degree of 
flowering induction by these FT genes? Figure 6C shows the phylogenetic tree of the 19 FT 
proteins. The five FT proteins most strongly inducing flowering (indicated by circles) and 
the five FT proteins most weakly inducing flowering (indicated by triangles) are evenly dis-
tributed within the tree. This suggests that the activities of FT proteins were modified after 
species differentiation, rather than that their activities were evolutionarily fixed before  species 

Figure 5. Additional example of early-flowering plants. Petunia seedlings which exhibit early flowering via infection by 
the ALSV-XSB(AtFT) vector. Left plants are infected by wtALSV. The photograph was originally reported in Ref. [10].
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vector. The number of leaves was more than halved (less than 15) when plants were infected 
by the ALSV vectors expressing 10 FT genes, whereas, the number of leaves was more than 15 
when plants were infected by the ALSV vectors expressing the remaining 9 FT genes. Among 
the 19 FT genes examined, AtFT and VvFT most strongly induced flowering, whereas GtFT2 
and MdFT1 scarcely induced flowering. What determines the differences in the degree of 
flowering induction by these FT genes? Figure 6C shows the phylogenetic tree of the 19 FT 
proteins. The five FT proteins most strongly inducing flowering (indicated by circles) and 
the five FT proteins most weakly inducing flowering (indicated by triangles) are evenly dis-
tributed within the tree. This suggests that the activities of FT proteins were modified after 
species differentiation, rather than that their activities were evolutionarily fixed before  species 

Figure 5. Additional example of early-flowering plants. Petunia seedlings which exhibit early flowering via infection by 
the ALSV-XSB(AtFT) vector. Left plants are infected by wtALSV. The photograph was originally reported in Ref. [10].
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Figure 6. Induction of early flowering with various FT genes. (A) ALSV vectors used in this analysis. ‘XyFT’ represents 
FT genes derived from various plant species (such as AtFT and MdFT1). Respective FT genes are inserted at the XSB site 
in independent vectors. (B) Flowering times of ALSV-infected plants (Arabidopsis, tobacco or soybean) counted by the 
number of true leaves at flowering. Arabidopsis was grown at 25°C under a short-day condition (8 h:16 h light/dark 
photoperiod), and tobacco and soybean were grown at 25°C under a long-day condition (16 h:8 h light/dark photoperiod). 
‘Average’ represents the average values of the numbers of leaves at flowering in Arabidopsis, tobacco and soybean. 
‘wtALSV’ represents the wild-type ALSV vector without any insertion. MdFT2, GtFT2, MdFT1 and wtALSV did not 
induce soybean flowering, then the numbers of leaves are conveniently set as 25. (C) Phylogenetic tree of the FT proteins 
expressed by the ALSV vectors in this analysis. In (B) and (C), the five FT proteins most strongly inducing flowering 
are indicated by filled circles, and the five FT proteins most weakly inducing flowering are indicated by filled triangles.
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Figure 7. Activities of chimeric FT genes in Arabidopsis. (A) ALSV vectors used in this analysis. CnFT, chimeric FT 
genes. (B) Amino acid sequences of AtFT and MdFT1, and the three fragments (f1, f2 and f3) defined in this analysis. (C) 
Combinations of FT fragments in chimeric FT proteins. The fragments derived from AtFT are grey, and the fragments 
derived from MdFT1 are white. (D) Arabidopsis plants infected by ALSV vectors. NI, non-inoculated plant. Juvenile 
plants with three true leaves were inoculated by particle bombardment of viral RNA. Viral infection was confirmed by 
RT-PCR (reverse transcription-polymerase chain reaction) analysis. Photographs were taken 30 days after inoculation.
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differentiation. Even the MdFT1 gene, the weakest FT gene in this analysis, more or less short-
ened flowering time when expressed in transgenic Arabidopsis and apple [35], confirming 
its activity as florigen. The activities of FT genes examined in our analysis are inconsistent 
with grafting experiments using transgenic Arabidopsis plants ectopically expressing AtFT 
or AtTSF [36]. In this paper, they found that AtTSF is scarcely mobile from rootstock to scion, 
then fails to induce early flowering. In contrast, AtTSF was highly active when expressed by 
the ALSV vector in Figure 6. The activity of FT proteins as the regulator of gene expressions 
may matter when expressed by ALSV vectors, rather than their mobility along the phloem.

Chimeric FT genes between AtFT (strongest FT) and MdFT1 (weakest FT) were constructed and 
investigated in order to determine which part of the FT gene regulates its activity. This analysis 
was performed by Yamagishi N, and is presented for the first time here. The ALSV vectors in 
this analysis express chimeric FT genes at the middle of the polyprotein in RNA2 (Figure 7A). 
Figure 7B shows the amino acid sequences of AtFT and MdFT1. FT proteins were divided 
into three fragments (f1, f2 and f3); f1 corresponds to the first exon, f2 corresponds to the sec-
ond and the third exons and f3 corresponds to the fourth exon of the FT genes. Chimeric FT 
proteins are designated C1FT, C2FT, C3FT, C4FT, C5FT and C6FT (Figure 7C). All ALSV vectors 
including those expressing AtFT and MdFT1 were inoculated into N. benthamiana, but the vec-
tors expressing C1FT and C3FT did not infect N. benthamiana. When virus-infected Arabidopsis 
plants were grown under a long-day condition, C2FT, C6FT, C4FT and AtFT strongly induced 
flowering, while C5FT and MdFT1 only weakly induced flowering (Figure 7D). This shows that 
the C-terminus (f3) of the FT protein determines its strength as a florigen. Although we typi-
cally use the ALSV vector expressing AtFT to shorten generation time in horticultural plants, 
chimeric FT genes such as C2FT many more strongly induce flowering in some plant species.

5. FT/TFL1 gene family

FT is a member of the FT/TFL1 gene family (also called PEBP, Phosphatidylethanolamine-
binding protein). This gene family consists of five subgroups in plants: FT (Flowering locus 
T), TFL1 (Terminal flower 1), CEN (Centroradialis), BFT (Brother of FT) and MFT (Mother of 
FT). All Arabidopsis genes (AtFT, AtTFL1, AtATC, AtBFT and AtMFT) and apple genes belong-
ing to FT/TFL1 family are displayed in a phylogenetic tree of protein sequences, together with 
some representative genes from other plant species (Figure 8). Names of apple genes and their 
Genbank/the International Nucleotide Sequence Database Collaboration (INSDC) accessions 
are as follows: MdFT1 (BAD08340.1), MdFT2 (NP_001280810.1), MdTFL1-1 (NP_001280887.1), 
MdTFL1-2 (NP_001280794.1), MdCENa (NP_001280813.1), MdCENb (NP_001280940.1), 
MdBFTa (XP_008376539.1), MdBFTb (NP_001280770.1), MdMFTa (XP_008374830.1) and 
MdMFTb (NP_001281044.1).

Among the five subgroups of FT/TFL1 gene family, FT and TFL1 regulates initiation (induc-
tion) of floral organ development and then regulates the time of flowering. FT protein is 
produced before the time of flowering and carried to shoot apices. As already described, 
FT positively regulates (increases) the expression of genes such as SOC1 (SUPPRESSOR OF 
OVEREXPESSION OF CO 1) and AP1 (APETALA1) to induce flowering. In contrast, TFL1 is 
expressed at shoot apices and negatively regulates (decreases) gene expression to suppress 
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flowering [37]. Thus, the balance between FT and TFL1 expressions have important roles in 
determining the time of flowering, and determining the parts of plant shoots where the flow-
ers are generated. For example, the mutant of strawberry FvKSN gene and the mutant of rose 
RoKSN gene (the TFL1 family genes) can both flower in any growing season (continuous 
flowering), whereas ordinary strawberry and rose plants generate flowers only at one specific 
season of the year (seasonal flowering) [38]. The subgroup CEN is represented by the snap-
dragon AmCEN gene. This subgroup does not regulate flowering time, but does regulate the 
architecture of inflorescence (flower clusters at shoot apices). Snapdragon usually generates 
‘indeterminate’ inflorescence, where many flowers are repeatedly generated on the side of the 
inflorescence, and the inflorescence continues to elongate without generating a flower at the 
very apex of the inflorescence. On the other hand, a snapdragon mutant in the AmCEN gene 
has ‘determinate’ inflorescence, where a limited number of flowers are generated on the side 
of the inflorescence, and the inflorescence stops elongating with a flower generated at the very 
apex of the inflorescence (called terminal flower). Thus, CEN negatively regulates flowering 
at the apex of the inflorescence to generate indeterminate inflorescence [39].

As apparent in the phylogenetic tree (Figure 8), apple has two copies of each five FT/TFL1 sub-
group genes. The functions of these apple genes are not completely clear, but there are several 
reports on their activities and expression patterns. MdFT1 and MdFT2 are both expressed in 

Figure 8. Phylogenetic tree of FT/TFL1 family genes. Five subfamilies are indicated by sectors.
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apple plants. MdFT1 is suggested to regulate the flowering time of apple plants [35], but direct 
evidence has not yet been found. Expression levels of MdCENa are much greater than those of 
MdCENb [40]. Considering its classification into the CEN subgroup and high expression lev-
els, MdCENa may regulate the inflorescence architecture of apple plants. Thus, apple plants 
generate clustered flowers at the apices of newly developing branches. The size of the flower 
clusters may be smaller in the apple mutants of the MdCENa gene. MdTFL1-1 and MdTFL1-2 
share similar expression patterns. Their expression is reduced when floral buds are initiated 
in July [40]. According to the observations explained in the next section, MdTFL1-1 regulates 
the flowering time of apple plants.

6. Early flowering by combination between FT expression and TFL1 
suppression in apple

As already described, early flowering of horticultural plants can be achieved by expression 
of highly active FT genes such as AtFT with ALSV vectors (Figures 4–6). AtFT induces the 
early flowering of apple plants at a rate of 30% when expressed by the ALSV vector, but 
MdFT1 does not induce early flowering in any apple plant [10]. This result reconfirms that 
highly active FT homologs should be expressed by ALSV vectors to achieve early flower-
ing, rather than endogenous but weakly active FT homologs. Consistent with this idea, other 
highly active FT homologs (AtTSF and GtFT1) also induced early flowering in apple plants 
[11]. Unlike herbaceous plants such as tobacco and soybean, the early-flowering rate of apple 
plants was as low as 30%, even with the most highly active FT genes. This difference between 
plant species may be related to their natural intervals from germination to flowering (months 
in herbs and years in trees).

Early flowering of plants may be also achieved through suppression of the TFL1 gene, the 
negative regulator of flowering. MdTFL1-1 was silenced in apple plants with ALSV vector 
[13]. Early flowering was observed, but in only 10% of the infected apple plants. To further 
improve the early-flowering rate of apple plants, simultaneous expression of AtFT and sup-
pression of MdTFL1 homologs were performed [11]. The early-flowering rate was not increased 
when MdTFL1-2 was suppressed simultaneously with the expression of AtFT, but the early-
flowering rate increased to 90% when MdTFL1-1 was suppressed simultaneously with the 
expression of AtFT. Thus, early flowering of apple plants was successful at high rates with the 
combination between AtFT expression and MdTFL1-1 suppression. As well as early flowering 
at high rates, part of the early-flowering apple plants obtained by AtFT expression/MdTFL1-1 
suppression continuously generates flowers on branches, whereas the early-flowering apple 
plants obtained by only AtFT expression generate flowers only once. This difference in flower-
ing traits may be also caused by negative regulation of flowering by MdTFL1-1 in young apple 
plants. An example of early-flowering apple plants obtained by simultaneous AtFT expres-
sion and MdTFL1-1 suppression is shown in Figure 9. Early-flowering apple plants set fruits 
and seeds after pollination with the pollen gathered from other compatible cultivars. Apple 
fruits typically mature at about 6 months after flowering. The next-generation seedlings ger-
minated within 1 year, counting from the germination of the mother plant [11].
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7. Conclusion

ALSV will be among the most useful viral vectors for genetic engineering of horticultural 
plants, although ALSV is not presently applicable to cereals. Like other viral vectors, inserted 
sequences into the ALSV cloning sites are easily deleted upon infection to plants, depending 
on the sizes and sequences of the inserted sequences. What is more, ALSV vectors with inser-
tions sometimes do not infect the plants. However, these problems can be managed by techni-
cal efforts and the selection of the insertion sequences. Nucleotide fragments larger than 1 kb 
can even be introduced into the XSB site of the ALSV vector and infected to plants. We hope 
that this chapter furthered general understanding of the structure and function of the ALSV 
vector, and promote its use in both basic and applied studies.

Early flowering through infection of ALSV vectors shortens the generation times of horticul-
tural plants. This technique is expected to promote breeding of horticultural plants. It may 
not be a popular concept, but there seems to be strongly active FT genes (such as AtFT) and 
weakly active FT genes (such as MdFT1) according to our experiments. The analysis of chime-
ric FT genes in ALSV vector indicated that the difference in the activities of AtFT and MdFT1 
is determined by the C terminus, rather than the N terminus. Both types of FT genes will 
have ecological advantages in specific plants species, but highly active types of FTs are use-
ful for early flowering of horticultural plants with ALSV vectors. In addition, simultaneous 
expression of FT and suppression of TFL1 is beneficial for high rate of early flowering and 
continuous flowering. ALSV is not transferred to most of the next-generation plants, so the 
next-generation plants are neither transgenic nor infected by ALSV. Therefore, ALSV can be 
used as a new plant breeding technique (NPBT).

Figure 9. Early-flowering apple plant. (A) ALSV vector used in this analysis. ‘MdTFL1-1-201’ represents a 201-base 
fragment of the MdTFL1-1 gene. (B) Early-flowering apple plant (seedling of Orin progeny: ‘progeny’ means ‘next-
generation’). Photograph was taken 67 days after inoculation of viral RNA to germinated seed.
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Abstract

Improvement of nutritional value of crops is one of the main goals of plant biotechnology. 
These studies are extremely important for sorghum—a unique drought‐tolerant cereal 
crop that is of special importance for sustainable grain production in the arid regions. 
The major cause of relatively low nutritive value of sorghum grain is the resistance of 
one of its seed storage proteins, γ‐kafirin, to protease digestion. Using Agrobacterium‐
mediated genetic transformation, we have obtained transgenic sorghum plants harbor‐
ing a genetic construct for RNA interference (RNAi) silencing of the γ‐kafirin gene. In 
T1 generation, transgenic plants with modified endosperm texture were found. These 
plants had lowered level of the 28‐kDa γ‐kafirin protein and kafirin oligomers, which are 
formed by natural kafirin polymerization. In vitro protein digestibility analysis showed 
that the amount of undigested protein in transgenic plants was reduced by 2.9–3.2 times, 
in comparison with the original line, the digestibility index reached 85–88% (60% in the 
original line). HPLC analysis showed that total amino acid content in transgenic plants 
was reduced, while the lysine proportion was increased by 1.6–1.7 times. PCR analysis 
confirmed inheritance of the genetic construct up to T4 generation.

Keywords: transgenic plants, Agrobacterium‐mediated genetic transformation, gamma‐kafirin, 
in vitro protein digestibility, RNA silencing, endosperm, Sorghum bicolor (L.) Moench

1. Introduction

Development of plant varieties and hybrids that possess the necessary traits and properties is 
the main goal of plant breeding. With the accumulation of knowledge in the field of genetics, 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



physiology and molecular biology of plants, the ability of breeders and geneticists to create 
valuable varieties and hybrids has significantly expanded. Development of genetic engineer‐
ing approaches have allowed creating a significant number of cultivars and lines, resistant to 
biotic and abiotic stresses, with improved quality of final products, increased photosynthetic 
rate and nutrient‐use efficiency [1].

Creation of transgenic plants with the changed composition of proteins and improved nutri‐
tional value is one of the most promising areas of genetic engineering. These investigations 
are particularly relevant for cereals being the main source of food and feed protein. It is 
known that humans receive from cereals up to 50% of proteins (or up to 70% in developing 
countries) and up to 65% of calories, in which the storage proteins account for up to 80% 
of the total protein content in the mature seed [2]. To solve this problem, various genetic 
engineering technologies had been developed. These technologies allow the introduction 
of new genes and thereby modulate the synthesis of new proteins with higher nutritional 
value or in a highly specific way downregulate genes that control the synthesis of proteins 
with a low nutritional value or reducing the digestibility or assimilation of other proteins 
[3–5]. Genetic engineering techniques are quite promising for enrichment of cereal grain with 
essential amino acids, i.e., lysine, tryptophan and methionine [6]. To date, transgenic lines 
with a modified composition of seed storage proteins, with increased lysine content and with 
improved baking properties have already been obtained in all most important species of 
cereals—maize, rice and wheat [7–9].

These studies are extremely important for sorghum—a unique drought‐tolerant cereal crop 
having special importance for sustainable grain production in the arid regions. Today, sor‐
ghum is one of the five most widely cultivated cereal crops, and with the increase of climate 
aridity, observed in many regions of the globe, demand for sorghum will increasingly grow. 
However, the majority of sorghum cultivars and hybrids have relatively poor nutritive value 
in comparison with other cereals [10, 11]. One of the reasons of relatively low nutritive value 
of sorghum grain is resistance of its seed storage proteins (kafirins) to protease digestion [12]. 
The causes of the poor sorghum protein digestibility were studied extensively [10, 13, 14]. 
Among the factors that cause or may affect this phenomenon, there are chemical structures 
of kafirin molecules, some of which (α‐ and β‐kafirins) are abundant with sulfur‐containing 
amino acids capable to form S–S bonds, resistant to protease digestion; interactions of kafirins 
with non‐kafirin proteins and non‐protein components such as polyphenols and polysaccha‐
rides; spatial organization of different kafirins in the protein bodies of endosperm cells; endo‐
sperm structure (vitreous or floury).

It is generally accepted that the peripheral disposition of γ‐kafirin in protein bodies reduces 
digestibility of α‐kafirin—the major sorghum seed storage protein located central position in 
protein bodies and comprising up to 80% of total endosperm kafirins [13, 14]. This hypothesis 
is supported by studies of protein bodies of the mutant with improved protein digestibility. In 
this mutant, protein bodies shape has been changed from spherical to invaginate; the γ‐kafirin 
was located at the bottom of invaginations where it should not interfere with the digestion of 
the α‐kafirin [15]. Recent study also showed that a sorghum mutant with high digestibility 

Plant Engineering92



physiology and molecular biology of plants, the ability of breeders and geneticists to create 
valuable varieties and hybrids has significantly expanded. Development of genetic engineer‐
ing approaches have allowed creating a significant number of cultivars and lines, resistant to 
biotic and abiotic stresses, with improved quality of final products, increased photosynthetic 
rate and nutrient‐use efficiency [1].

Creation of transgenic plants with the changed composition of proteins and improved nutri‐
tional value is one of the most promising areas of genetic engineering. These investigations 
are particularly relevant for cereals being the main source of food and feed protein. It is 
known that humans receive from cereals up to 50% of proteins (or up to 70% in developing 
countries) and up to 65% of calories, in which the storage proteins account for up to 80% 
of the total protein content in the mature seed [2]. To solve this problem, various genetic 
engineering technologies had been developed. These technologies allow the introduction 
of new genes and thereby modulate the synthesis of new proteins with higher nutritional 
value or in a highly specific way downregulate genes that control the synthesis of proteins 
with a low nutritional value or reducing the digestibility or assimilation of other proteins 
[3–5]. Genetic engineering techniques are quite promising for enrichment of cereal grain with 
essential amino acids, i.e., lysine, tryptophan and methionine [6]. To date, transgenic lines 
with a modified composition of seed storage proteins, with increased lysine content and with 
improved baking properties have already been obtained in all most important species of 
cereals—maize, rice and wheat [7–9].

These studies are extremely important for sorghum—a unique drought‐tolerant cereal crop 
having special importance for sustainable grain production in the arid regions. Today, sor‐
ghum is one of the five most widely cultivated cereal crops, and with the increase of climate 
aridity, observed in many regions of the globe, demand for sorghum will increasingly grow. 
However, the majority of sorghum cultivars and hybrids have relatively poor nutritive value 
in comparison with other cereals [10, 11]. One of the reasons of relatively low nutritive value 
of sorghum grain is resistance of its seed storage proteins (kafirins) to protease digestion [12]. 
The causes of the poor sorghum protein digestibility were studied extensively [10, 13, 14]. 
Among the factors that cause or may affect this phenomenon, there are chemical structures 
of kafirin molecules, some of which (α‐ and β‐kafirins) are abundant with sulfur‐containing 
amino acids capable to form S–S bonds, resistant to protease digestion; interactions of kafirins 
with non‐kafirin proteins and non‐protein components such as polyphenols and polysaccha‐
rides; spatial organization of different kafirins in the protein bodies of endosperm cells; endo‐
sperm structure (vitreous or floury).

It is generally accepted that the peripheral disposition of γ‐kafirin in protein bodies reduces 
digestibility of α‐kafirin—the major sorghum seed storage protein located central position in 
protein bodies and comprising up to 80% of total endosperm kafirins [13, 14]. This hypothesis 
is supported by studies of protein bodies of the mutant with improved protein digestibility. In 
this mutant, protein bodies shape has been changed from spherical to invaginate; the γ‐kafirin 
was located at the bottom of invaginations where it should not interfere with the digestion of 
the α‐kafirin [15]. Recent study also showed that a sorghum mutant with high digestibility 

Plant Engineering92

of kafirins has a point mutation in the signal sequence of the α‐kafirin gene, which appar‐
ently disrupts its deposition in protein bodies [16]. One of the main characteristic features 
of kafirin proteins is their ability to form oligomers or polymers of high molecular weight. 
These oligomers comprise α‐ and γ‐kafirins that are linked together by disulfide (S–S) bonds 
[17, 18]. They are resistant to protease digestion and occur more in the vitreous endosperm 
fraction [14, 19].

Improving of sorghum genetic transformation technology [20, 21] makes it possible to solve 
this problem by using RNA interference (RNAi) that allows targeted downregulation of indi‐
vidual genes. In recent years, RNAi technology has become widely used for changing the 
composition of the storage proteins and starch in different cereal species [3–5].

In maize, with using of genetic constructs harboring inverted repeats of genes of α‐zeins (19 
and 22 kDa), transgenic lines with suppressed synthesis of these proteins were obtained [22, 
23]. It was found that repression of the synthesis of zeins possessing a relatively low nutri‐
tional value leads to accumulation of other proteins with a higher nutritional value. Maize 
plants with gene silencing of α‐zeins were characterized by doubled content of essential 
amino acids tryptophan and lysine in the kernels. These experiments showed that gene silenc‐
ing of 22 kDa α‐zein resulted in the formation of the floury endosperm. Such a modification in 
the type of endosperm was associated with abnormalities in the formation of the structure of 
protein bodies, namely the violation of deposition of 19 kDa α‐zein into the center of a protein 
body, or a modification of its interaction with β‐ and γ‐zeins [22].

In sorghum, transgenic lines with genetic constructs capable of RNAi silencing of different 
kafirin classes were obtained [24–27]. Transgenic plants harboring these constructs were char‐
acterized by improved in vitro protein digestibility (IVPD) that was accompanied by opaque 
floury endosperm. Unfortunately, the floury endosperm reduces the practical value of these 
lines, because the reduction of the vitreous layer increases the fragility of kernels and increases 
the susceptibility to fungal infection.

In our experiments, we obtained transgenic sorghum plants with genetic construct for silenc‐
ing of the gamma‐kafirin gene [28]. These plants retained sectors of vitreous endosperm in 
their kernels and were characterized by high level of in vitro kafirins digestibility. In this chap‐
ter, we review these experiments and present new data, confirming inheritance of the genetic 
construct and its effect on endosperm protein spectrum and endosperm texture.

2. Obtaining of transgenic plants with genetic construct for RNA 
silencing of the γ‐kafirin gene

To obtain transgenic plants with silencing of gamma‐kafirin gene, the binary silencing vector, 
pNRKAFSIL, has been designed. This vector contained a hairpin insert that consisted of an 
inverted repeat of the fragment of the γ‐kafirin gene and ubi1 intron as the spacer between 
the arms of the inverted repeat (Figure 1). The 307‐bp fragment of the γ‐kafirin gene was 
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isolated by PCR from genomic DNA of sorghum. The sequence corresponded to bases 280–
588 of GeneBank accession number M73688 [29]. This construct was driven by the CaMV 
35S‐promoter. The T‐DNA region of this vector contained selectable marker bar gene driven 
by nos‐promoter. The binary vector pNRKAFSIL was introduced in Agrobacterium tumefaciens 
GV3101.

To obtain transgenic plants with genetic construct for RNA silencing of the γ‐kafirin gene, 
cocultivation of immature embryos of sorghum cv. Zheltozernoe 10 (Zh10) (15–17 days 
after pollination) with cell suspension of the A. tumefaciens strain GV3101/pNRKAFSIL was 
performed.

Activation of vir‐genes was made according to the published protocol [30] with some modi‐
fications. A. tumefaciens strain GV3101/pNRKAFSIL vector was grown on an Agrobacterium 
(AB) minimal medium [31] with the antibiotics for 3 days at 28°C. After that a loop of the 
Agrobacterium cells were transferred into the flask with 20 ml of liquid yeast extract peptone 
(YEP) medium with the antibiotics and grown for 9 h under continuous shaking (220 rpm) at 

Figure 1. Map of the pNRKAFSIL vector containing hairpin insert consisted from inverted repeat of the fragment of 
the γ‐kafirin gene (“INVKAF” and “DIRKAF”) and ubi1 intron as the spacer between the arms of the inverted repeat 
(published with the permission of the publishing house “Nauka”).

Plant Engineering94



isolated by PCR from genomic DNA of sorghum. The sequence corresponded to bases 280–
588 of GeneBank accession number M73688 [29]. This construct was driven by the CaMV 
35S‐promoter. The T‐DNA region of this vector contained selectable marker bar gene driven 
by nos‐promoter. The binary vector pNRKAFSIL was introduced in Agrobacterium tumefaciens 
GV3101.

To obtain transgenic plants with genetic construct for RNA silencing of the γ‐kafirin gene, 
cocultivation of immature embryos of sorghum cv. Zheltozernoe 10 (Zh10) (15–17 days 
after pollination) with cell suspension of the A. tumefaciens strain GV3101/pNRKAFSIL was 
performed.

Activation of vir‐genes was made according to the published protocol [30] with some modi‐
fications. A. tumefaciens strain GV3101/pNRKAFSIL vector was grown on an Agrobacterium 
(AB) minimal medium [31] with the antibiotics for 3 days at 28°C. After that a loop of the 
Agrobacterium cells were transferred into the flask with 20 ml of liquid yeast extract peptone 
(YEP) medium with the antibiotics and grown for 9 h under continuous shaking (220 rpm) at 

Figure 1. Map of the pNRKAFSIL vector containing hairpin insert consisted from inverted repeat of the fragment of 
the γ‐kafirin gene (“INVKAF” and “DIRKAF”) and ubi1 intron as the spacer between the arms of the inverted repeat 
(published with the permission of the publishing house “Nauka”).

Plant Engineering94

28°C. Then, the cells were collected by centrifugation and suspended in a small volume (5–6 
ml) of modified AB medium without phosphates with the addition of 200 μM acetosyrin‐
gone (Sigma‐Aldrich, USA) and were incubated for 18 h under gentle shaking (60–70 rpm) at 
22–23°C. After incubation, the cells were collected by centrifugation and suspended in inocu‐
lating medium PHI‐I [32] with the addition of 200 μM acetosyringone to a final OD600=0.6. 
This suspension was used for inoculation of immature embryos.

Agrobacterial transformation was based on previously published protocols [20, 32] with some 
modifications. Immature embryos after pre‐cultivation for 3 days on the agar M11 medium 
[33] were placed onto sterile filter paper wetted with inoculating medium and were inoculated 
with an agrobacterial cell suspension in PHI‐I medium for 10 min at room temperature. The 
Agrobacterium inoculum was then removed, and the filter with embryos was transferred into 
another Petri dish on a dry filter and was wetted with cocultivation medium (M11 medium 
supplemented with 200 μM acetosyringone). The cocultivation step was performed for 3 days 
at 23 ± 1°C in the dark. After cocultivation, the embryos were transferred to the M11 medium 
with the addition of 200 mg/l timentin solidified with 2.5 g/l phytagel and were cultured at 
27 ± 1°C in the dark for 7 days. Then, the embryos with developing embryogenic calli were 
subcultured to the fresh medium of the same composition with the addition of 2.5 mg/l glu‐
fosinate ammonium (GA) and were cultivated at 28°C in the dark for 3–4 weeks.

From two experiments on cocultivation of immature sorghum embryos of Zh10 with A. tumefa-
ciens strain GV3101/pNRKAFSIL 35 embryogenic calli survived after selection on the medium 
with 2.5 mg/l GA (Table 1; Figure 2A). For plant regeneration, the herbicide‐tolerant calli were 
transferred onto regeneration medium (murashige and skoog (MS), 1.0 mg/l kinetin, 1.0 mg/l 
Indole‐3‐Acetic Acid (IAA)) and maintained at 25°C under a photoperiod of 16 h light and 8 h 
dark. Initiation of shoot development was observed in 13 calli transferred to the regeneration 
medium, but in the majority of the cultures, shoot development was arrested at early stages. 
Nevertheless, few regenerants were obtained (Figure 2B), one of which turned out to be PCR‐
positive in the experiment with primers to the bar gene (Figure 3A).

Experiment Number of 
embryos

Number of 
EC resistant 
to 2.5 mg/l 
GA

Number of 
cultures with 
regenerants

Number of 
T0 plants 
(PCR‐
positive)1

Number of plants in T1 
generation

Number of plants 
in T2 generation2

Total Resistant to 
2.5 mg/l GA 
(PCR‐positive)

Total Resistant 
to 2.5 mg/l 
GA (PCR‐
positive)

#1 49 21 11 3 (1) 40 10 (6 out of 6 
studied)

141 103 (10 
out of 19 
studied)

#2 31 14 2 1 (0) – – – –

Notes: EC = embryogenic cultures; GA = glufosinate ammonium.
1PCR with primers to bar gene.
2Combined progeny from PCR‐positive plants from T1 generation.

Table 1. Selection of transgenic plants by cocultivation of immature sorghum embryos of Zheltozernoe 10 with the 
A. tumefaciens GV3101/pNRKAFSIL.
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Self‐pollinated progeny (T1) of this plant (#94) was tested for herbicide tolerance by germi‐
nation on a medium containing 2.5 mg/l of the selective agent (Figure 4). This concentration 
causes browning and death of sensitive non‐transgenic plants. Herbicide‐tolerant plants were 
found, and the sensitive plants predominated over tolerant ones (Table 1). Some of herbicide‐
tolerant plants that were tested with the primers to the bar gene were proved to be PCR‐positive 
(Figure 3B). In the progeny of PCR‐positive T1 plants (i.e., in the T2 generation) that were grown 
on the medium with 2.5 mg/l GA, the frequency of herbicide tolerant plants was significantly 
higher (Table 1) and some of these plants were also PCR‐positive (data not shown).

These data testify that the progeny of plant #94 inherited the transgenic construct. A low fre‐
quency of tolerant plants in the T1 generation might be explained by silencing of the bar gene 
driven by nos‐promotor because silencing of transgene is a common phenomenon in sorghum 

Figure 2. Embryogenic callus developing on M11 medium with 2.5 mg/l glufosinate ammonium (A) and regenerated 
plants (B) obtained in experiment on Agrobacterium‐mediated genetic transformation of immature sorghum embryos 
with A. tumefaciens strain GV3101/pNRKAFSIL.

Figure 3. PCR analysis of genomic DNA of plants from T0 (A) and T1 (B) generations obtained by genetic transformation 
with A. tumefaciens GV3101/pNRKAFSIL with primers to bar gene. (A) 1—original non‐transgenic line, Zheltozernoe 10; 
2—negative control without template DNA; 3—T0 plant (#94); 4—pNRKAFSIL; M—100‐bp ladder. (B) 1–6—individual 
plants from T1 generation; 7—pNRKAFSIL; 8—negative control without template DNA; M—100‐bp ladder. Amplified 
fragment of the bar gene (444 bp) is marked by arrow (published with the permission of the publishing house “Nauka”).
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genetic transformation [34]. In the T2 generation, segregation of GA‐tolerant vs. GA‐sensitive 
plants corresponds to a monogenic ratio 3:1 (χ2 = 0.286; 0.50 < P < 0.75) (Table 1).

The inheritance of T‐DNA in subsequent generations, including T4, was confirmed by PCR 
analysis using primers to the marker gene bar, with each of the three T2 families studied con‐
tained PCR‐positive plants (Figure 5A).

To verify the presence of the genetic construct for RNA silencing of the γ‐kafirin gene in the 
transgenic plants, we performed a PCR analysis of a number of plants from T3 and T4 genera‐
tions for the presence of ubiquitin intron. In the studied plants, amplification of a fragment of 
this gene was observed, which confirmed the presence of a genetic construction for γ‐kafirin 
silencing in the genome of the obtained transgenic plants (Figure 5B).

Figure 4. Segregation for tolerance to 2.5 mg/l glufosinate ammonium in the progeny of PCR‐positive plant #94 obtained 
by genetic transformation with A. tumefaciens GV3101/pNRKAFSIL. Note green tolerant plants and necrosis in sensitive 
plants (tolerant plants survived selection, have been transferred from the agar medium to tap water to improve their 
survival in soil).

Figure 5. PCR analysis of genomic DNA of sorghum plants from T3 and T4generations obtained by genetic transformation 
with A. tumefaciens GV3101/pNRKAFSIL with primers to bar gene (A) and Ubi‐intron (B). (A) 1—Т3 94‐2‐04‐1; 2—Т3 
94‐2‐04‐3; 3—Т4 94‐2‐11‐2‐4; 4—Т3 94‐3‐04‐3; 5—Т4 94‐3‐08‐2‐1; 6—Т4 94‐3‐08‐2‐3; 7—Т4 94‐2‐11‐2‐1; 8—pNRKAFSIL; 
M—100‐bp ladder and 9—negative control (without DNA template). Amplified fragment of the bar gene (444 bp) is 
marked by arrow. (B) 1—Zh10, original non‐transgenic line; 2—Т3 94‐2‐04‐1; 3—Т4 94‐2‐11‐2‐1; 4—Т0 Ogonek; 5—Т3 
94‐2‐04‐2; 6—Т4 94‐3‐08‐3‐3; 7—pNRKAFSIL; M—100‐bp ladder and 8—negative control (without DNA template). 
Amplified fragment of Ubi‐intron (584 bp) is marked by arrow.
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3. Analysis of electrophoretic spectra of endosperm proteins in plants 
with genetic construct for RNA silencing of the γ‐kafirin gene

To identify the expression of the introduced genetic construct, the experiments on SDS‐PAGE 
of endosperm proteins were performed. The samples (20 mg of flour) were incubated with 
a sample buffer (0.0625 M Tris·HCl, pH 6.8) under reducing conditions (2% SDS, 5% β‐mer‐
captoethanol, destroying the S–S bonds of kafirin polymers) or in native, non‐reducing con‐
ditions (without β‐mercaptoethanol) at 100°C for 90 s. The samples were centrifuged, and 
supernatant was used for SDS‐PAGE in 13.0% (w/v) polyacrylamide gel (PAG) according to 
modified Laemmli method [35]. The gels were stained with Coomassie Brilliant Blue R‐250. 
The electrophoretic spectra were carefully studied, and particular attention was paid to the 
γ‐kafirin content, the suppression of which was to be expected, and to content of kafirin oligo‐
mers (≈47 and ≈66 kDa), which consist from α‐ and γ‐kafirins [14, 17, 18].

It was found that in kernels of original non‐transgenic line Zh10 content of polypeptides with 
Mr ≈47 and ≈66 kDa was markedly higher than in transgenic plants. These differences were 
observed both in SDS‐PAGE performed in non‐reducing conditions (Figure 6) and in reduc‐
ing conditions (see Section 5).

Notably, electrophoresis in non‐reducing conditions revealed that the level of polypeptide 
corresponding to γ‐kafirin (28 kDa, marked by an arrow) in transgenic plants was signifi‐
cantly lowered compared to the original non‐transgenic line, which was to be expected with 
the silencing of the γ‐kafirin gene. In addition, as we found previously in experiments on 
SDS‐PAGE in reducing conditions, content of α‐kafirin monomers (25 and 23 kDa) was also 

Figure 6. SDS‐PAGE of endosperm proteins of transgenic sorghum plants with genetic construct for silencing of the 
γ‐kafirin gene in non‐reducing conditions. γ‐kafirin is marked by arrow; the proteins, the amount of which varies in the 
original line and in transgenic plants, are marked by asterisks.
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reduced in transgenic plants ([28], see Section 5). Perhaps the suppression of the synthesis of 
γ‐kafirin caused also effect on synthesis or accumulation of α‐kafirins.

Noteworthy, lowered amount of protein in the lanes of transgenic plants (Figure 6) is not an 
artifact, since in each sample the same amount of flour was taken in the study; all samples 
were subjected to the same treatment, and the same amount of extract was taken when carry‐
ing out SDS‐PAGE. Therefore, such reduced protein content is due to the genetic character‐
istics of the samples. A similar decrease in protein content was observed in transgenic maize 
plants carrying constructs for RNA silencing of γ‐zein [36].

4. Endosperm texture in plants with genetic construct for RNA silencing 
of the γ‐kafirin gene

It is known that one of the consequences of silencing of γ‐prolamins in maize and sorghum is 
a disruption of the formation of the vitreous layer of the endosperm. In previously obtained 
transgenic sorghum lines with genetic constructs for γ‐kafirin silencing [24, 26, 27], as well as 
in the mutant with high digestibility [37], the kernels had a floury endosperm type. In trans‐
genic maize plants, silencing of γ‐zein also resulted in reduction of the vitreous layer and the 
formation of floury endosperm that suggests its role in interaction with starch granules and 
in the formation of the vitreous endosperm [36]. In this connection, we paid special attention 
to the endosperm texture in the kernels of our transgenic plants.

Careful examination of the kernels developed on panicles of T1 plants obtained in our experi‐
ments revealed three plants, #94‐3, #94‐4 and #94‐6, in which the kernels with almost floury 
endosperm were found (Figure 7A) [28]. Such kernels clearly differed from those of the origi‐
nal non‐transgenic line, which have a thick vitreous layer (Figure 7B). The amount of such 
kernels varied in different panicles of one and the same T1 plants. For example, in T1 plant, 
#94‐2, all kernels developed on its first panicle did not express floury phenotype, although 
kernels on its second panicle had either almost floury or modified structure of endosperm. In 
such kernels, the vitreous layer was significantly reduced and developed as sectors or blurs 
surrounded by floury endosperm (Figure 7C–E). Remarkably, these kernels resemble the ker‐
nels of recombinant sorghum lines obtained by hybridization of highly digestible mutant with 
floury endosperm (hdhl) with ordinary sorghum lines with low protein digestibility and vitre‐
ous endosperm [38]. Formation of this endosperm type in our transgenic plants apparently 
reflects peculiarities of expression of inserted genetic construct during kernel development.

Modified endosperm type of plant #94‐2 inherited for three generations and was observed in 
Т2and T3 families (94‐2‐04; 94‐2‐05 and 94‐2‐11) characterized by high in vitro protein digest‐
ibility (see Section 5), although kernels with thin or irregularly developed vitreous endosperm 
(Figure 7F–H) also formed in panicles of plants from these families. The plants from T2 and T3 
families from the progeny #94‐3 (94‐3‐04; 94‐3‐08) had both modified, irregularly developed 
and normal vitreous endosperm types.

No variation of endosperm type was observed in the kernels developed in other PCR‐positive 
T1 plants, #94‐1 and #94‐5.
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5. In vitro digestibility of endosperm proteins

To study in vitro protein digestibility, the method of whole‐grain flour pepsin treatment, 
widely practiced in the past few years, was used [37–42]. The flour (20 mg) of transgenic sam‐
ples (kernels of transgenic plants from T1–T3 generations) and of original non‐transgenic line 
Zh10 was treated with 5 ml of 0.15% pepsin solution (Sigma‐Aldrich, activity: 806 units/mg 
of protein) in a 0.1 M potassium phosphate buffer (pH 2.0) for 120 min at 37°C with repeated 
shaking. The control samples were incubated in potassium phosphate buffer without pepsin 
addition under the same conditions. For quantitative estimation of protein digestibility, the 
digested and control samples were centrifuged and the pellet was incubated with a sample 
buffer (0.0625 M Tris·HCl, pH 6.8) under reducing conditions (see above). The samples were 
subjected to SDS‐PAGE (see above). After electrophoresis, the gels were scanned. The amount 

Figure 7. Cross sections of kernels with different types of endosperm of transgenic sorghum plants with genetic construct 
for silencing of the γ‐kafirin gene. (A) Kernel with floury endosperm (Т3 94‐2‐05‐1); (B) kernel of original non‐transgenic 
line Zheltozernoe 10 with thick vitreous endosperm (marked by arrows); (C–E) modified endosperm type with blurs 
and sectors of vitreous endosperm (T2 94‐2‐05, T2 94‐2‐04, T1 94‐6, respectively); (F–H) irregularly developed vitreous 
endosperm (T2 94‐3‐08; T3 94‐2‐05‐2; T3 94‐2‐11‐2, respectively). Bar = 1 mm.
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of protein, expressed as volume (intensity × area) of kafirin bands or of total protein bands 
in the lane, was quantified with the Scangel program (Dr. A.F. Ravich, Agricultural Research 
Institute of the South‐East Region, Saratov, Russian Federation) [41]. The digestibility value 
was counted as the percent ratio of the difference between protein volume in the control 
sample and in digested sample to the protein volume in the control sample. All experiments 
were performed in two replications.

It was found that transgenic plants obtained in our experiments significantly differed in 
digestibility of endosperm storage proteins from the original non‐transgenic line Zh10 [28]. 
Comparison of electrophoretic spectra before and after pepsin digestion of proteins of T1 
plant #94‐2 (almost floury endosperm; Figure 8A, lanes 1, 2) with Zh‐10 kernels (Figure 8A, 
lanes 5, 6) revealed that in transgenic plant the amount of undigested α‐kafirin monomers and 
total undigested protein was significantly fewer (in 1.7–1.9 times) than in original non‐trans‐
genic line (Table 2). The digestibility value reached 85.4%, whereas in original line this value 
was about 60%, usual index for sorghum flour (Table 3). Remarkably, in kernels of trans‐
genic plant #94‐3‐08 (T2 generation) with thick irregularly developed vitreous endosperm 
(Figure 8A, lanes 3, 4), the differences in kafirin digestion, in comparison with original line 
Zh‐10 (Figure 8A, lanes 5, 6), were more pronounced: the amount of undigested monomers 
was 17.5 times fewer, and the amount of total undigested protein was 4.7 times fewer than in 
original line (Table 2). The digestibility value reached 92% (Table 3).

One should note considerable differences in content of kafirin oligomers between original 
non‐transgenic line Zh10 and transgenic plants (Figure 8). Decreased content of kafirin oligo‐
mers, which apparently was caused by reduction of γ‐kafirin synthesis, might be the reason 
of higher protein digestibility in transgenic plants.

Another examples of significantly improved kafirin digestibility in transgenic plants obtained 
in our experiments are presented in Figure 8B, where almost complete disappearance of kafi‐
rin monomers after pepsin digestion was observed in plants from T2 generation with both 
floury (#94‐2‐11, lanes 5, 6) and modified endosperm (#94‐2‐04, lanes 1, 2, and #94‐2‐05, lanes 
3, 4). Total protein digestibility indices in 94‐2‐05 and 94‐2‐11 plants reached 74.1% and 
90.7%, respectively, that significantly differed from original non‐transgenic line (Table 3). 
Remarkably, in electrophoretic spectra of digested samples of transgenic plants, one should 
note the polypeptides with molecular weights approx. 40 and 42 kDa. Previously, we found 
that these polypeptides were more prominent in electrophoretic spectra of more digestible 
lines than in spectra of poorly digestible ones [41]. In this study, appearance of these poly‐
peptides in transgenic samples coincides with almost complete digestion of kafirin monomers 
and slightly reduces total protein digestibility values (Table 3).

Plants from T3 generation inherited improved digestibility of kafirins. Comparison of elec‐
trophoretic spectra of proteins obtained from plants #94‐2‐11‐2 and # 94‐2‐11‐3 (Figure 9A, 
lanes 1–4), which were characterized by almost floury or modified endosperm, with the spec‐
trum of the original line (Figure 9A, lanes 5, 6) before and after pepsin digestion showed that 
in transgenic plants, the amount of undigested α‐kafirin monomers was significantly fewer 
(3.4–6.0 times, respectively) (Table 2). Likewise, the total sum of undigested proteins was also 
reduced (2.9–3.2 times). The digestibility value reached 85.5–87.8%, whereas in the original 
line this value was 59.3%, the usual index for sorghum flour (Table 3).

Development of Transgenic Sorghum Plants with Improved In Vitro Kafirin Digestibility
http://dx.doi.org/10.5772/intechopen.69973

101



Figure 8. SDS‐PAGE of endosperm proteins of kernels developed on transgenic sorghum plants with genetic construct 
for silencing of the γ‐kafirin gene in reducing conditions. (A) 1, 2—#94‐2 (T1 generation) with almost floury endosperm; 
3, 4—#94‐3‐8 (T2 generation) with thick vitreous endosperm; 5, 6—original non‐transgenic line Zheltozernoe 10 (Zh10) 
with normal vitreous endosperm; M—molecular weight markers (kDa; Thermo Scientific). 1, 3, 5—before, and 2, 4, 6—
after pepsin digestion. Dashed arrows indicate probable kafirin oligomers. α‐kafirin monomers are indicated by brace. 
(B) 1, 2—#94‐2‐04; 3, 4—#94‐2‐05, both with modified endosperm, in which vitreous layer is covered by thin floury layer 
(Figure 4C); 5, 6—#94‐2‐11 with floury endosperm; 7, 8—original non‐transgenic line Zh10. 40 and 42 kDa appeared in 
digested samples are marked by arrows. 1, 3, 5, 7—before and 2, 4, 6, 8—after pepsin digestion (Figure 8A is published 
with the permission of the publishing house “Nauka”).
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Plant Lane1 Estimated protein quantity2 Percent of undigested 
protein3

α‐kafirin 
monomers

total α‐kafirin 
monomers

total

Figure 8A

Т1 94‐2 1 (c) 4.887·106 15.083·106 23.8 15.15

2 (p) 1.163·106 2.285·106

T2 94‐3‐08 3 (c) 8.166·106 19.077·106 2.6 5.45

4 (p) 0.340·106 1.925·106

Zheltozernoe 10 (original line) 5 (c) 5.124·106 11.899·106 45.4 25.9

6 (p) 2.328·106 3.079·106

Figure 8B

T2 94‐2‐04 1 (c) 6.782 10.658 9.3 28.9

2 (p) 0.633 3.085

T2 94‐2‐05 3 (c) 6.667·106 12.917·106 6.7 23.0

4 (p) 0.448·106 1.949·106

T2 94‐2‐11 5 (c) 1.277·106 4.495·106 6.1 9.4

6 (p) 0.078·106 0.421·106

Zheltozernoe 10 (original line) 7 (c) 3.802·106 12.034·106 48.7 37.2

8 (p) 1.853·106 4.481·106

Figure 9A

Т3 94‐2‐11‐2 1 (c) 4.601·106 7.055·106 13.9 11.6

2 (p) 0.638·106 0.816·106

T2 94‐2‐11‐3 3 (c) 4.249·106 6.829·106 7.9 10.4

4 (p) 0.336·106 0.710·106

Zheltozernoe 10 (original line) 5 (c) 7.248·106 21.939·106 47.8 33.4

6 (p) 3.464·106 7.329·106

Figure 9B

Т3 94‐3‐08‐2 1 (c) 4.900·106 8.845·106 6.8 13.9

2 (p) 0.331·106 1.191·106

Т3 94‐3‐08‐3 3 (c) 5.630·106 10.256·106 4.3 8.7

4 (p) 0.243·106 0.896·106

Т3 94‐3‐08‐1 5 (c) 5.793·106 8.656·106 13.5 12.6

6 (p) 0.782·106 1.091·106
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Plant Endosperm type Protein digestibility (%)

Plants from T1 and T2 families

Т1 94‐2 Floury 85.4 c

Т1 94‐6 Floury 85.2 c

T2 94‐2‐05 Modified 74.1 b

T2 94‐2‐11 Floury 90.7 cd

T2 94‐3‐08 Vitreous, irregular 92.0 d

Zheltozernoe 10 (original non‐transgenic line) Vitreous 60.4 a

F 71.52**

Plants from T3 families

Т3 94‐2‐11‐2 Modified 87.8 b

Т3 94‐2‐11‐3 Modified 85.5 b

Т3 94‐2‐04‐2 Modified 85.2 b

Т3 94‐3‐04‐1 Floury 83.1 b

Т3 94‐3‐04‐1 Modified 90.3 c

Т3 94‐3‐08‐2 Vitreous, irregular 86.2 b

Т3 94‐3‐08‐3 Vitreous, irregular 88.3 b

Zheltozernoe 10 (original non‐transgenic line) Vitreous 59.3 a

F 68.311**

Notes: Each value is a mean from two replications. Data followed by the same letter did not differ significantly (P < 
0.05) from plant from the same group of families according to Duncan Multiple Range Test. Protein digestibility was 
calculated as percent ratio of difference between total estimated protein quantity in the control and digested sample to 
total estimated protein quantity in the control sample.
**Significant at P < 0.01.

Table 3. In vitro protein digestibility of sorghum flour from kernels of transgenic plants obtained by genetic transformation 
with A. tumefaciens GV3101/pNRKAFSIL.

Plant Lane1 Estimated protein quantity2 Percent of undigested 
protein3

α‐kafirin 
monomers

total α‐kafirin 
monomers

total

Zheltozernoe 10 (original line) 7 (c) 10.090·106 19.495·106 56.4 38.8

8 (p) 5.692·106 7.570·106

1c—control sample; p—pepsin treatment.
2Values are expressed as amount of dots (intensity × mm2).
3Percentage from estimated protein quantity in undigested sample.

Table 2. Quantitative analysis of SDS‐PAGE of total flour proteins from kernels of transgenic sorghum plants obtained 
by genetic transformation with A. tumefaciens GV3101/pNRKAFSIL.
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Improved in vitro protein digestibility was observed also in plants from other T3 families: 
#94‐2‐04, #94‐3‐04 and #94‐3‐08 (Table 3). In these plants, kernels had either floury or modified 
endosperm (#94‐2‐04‐2; #94‐3‐04‐1) or endosperm with irregularly developed vitreous layer 
(#94‐3‐08). Quantitative analysis showed that the level of digestibility of endosperm proteins 
in these plants was 83–90%, significantly differing from the digestibility of proteins in the 
original non‐transgenic line.

Figure 9. SDS‐PAGE of endosperm proteins of kernels of transgenic sorghum plants from T3 families #94‐2‐11 (with 
modified endosperm) and (with irregular vitreous endosperm) in reducing conditions. (A) 1, 2—#94‐2‐11‐2; 3, 
4—#94‐2‐11‐3; 5, 6—original non‐transgenic line Zh10; M—molecular weight markers (kDa). Dashed arrows indicate 
fraction of kafirin oligomers; brace—α‐kafirin monomers. 1, 3, 5—control samples; 2, 4, 6—samples after pepsin 
digestion. (B) 1–6—Three individual plants from #94‐3‐08 family; 7, 8—original non‐transgenic line Zh10. 1, 3, 5, 7—
before and 2, 4, 6, 8—after pepsin digestion (published with the permission of the publishing house “Nauka”).
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Thus, the comparison of electrophoretic spectra of endosperm proteins before and after pep‐
sin treatment showed a high level of kafirin digestibility in transgenic sorghum plants, har‐
boring genetic construct for silencing of the γ‐kafirin gene. Such electrophoretic spectra of 
digested endosperm proteins are not characteristic of ordinary sorghum cultivars obtained 
by classical breeding [40–42] except highly digestible sorghum mutant (hdhl) and its hybrids 
[37–39]. Apparently, a decrease in the level of γ‐kafirin increases the digestibility of α‐kafirins. 
This increase may be due to chemical reasons (reduction of polymerization) and/or physical 
reasons (change in the spatial arrangement of α‐kafirins in the protein bodies that increase 
their availability to pepsin digestion).

Earlier it was reported on obtaining of transgenic sorghum plants carrying genetic constructs for 
silencing of γ‐ and α‐kafirins, which were characterized by increased in vitro protein digestibility 
[25–27]. However, electrophoretic spectra of endosperm proteins after pepsin treatment were 
not shown in these studies. It should be noted also that in these studies improvement of kafirin 
digestibility was induced by complex genetic constructs that contained inverted repeats of sev‐
eral kafirin genes (δ2, γ1, γ2; or α1, δ2, γ1, γ2). These repeats were separated by the sequence of 
ADH1 intron, and the constructs were driven by the maize 19‐kDa α‐zein promoter [24–26]. In 
another work [27], the genetic construct included the complete sequence of the γ‐kafirin gene, 
which was terminated by a nucleotide sequence of the self‐cleaving ribozyme of tobacco ringspot 
virus that should destroy γ‐kafirin mRNA. In our study [28], the effect was achieved by using 
a simpler genetic construct, containing inverted repeats of a short segment of the gene γ‐kafirin 
(307 bp) separated by ubi1‐intron gene, under the control of the constitutive 35S‐promoter, which 
allowed us to reach apparently rather high level of silencing of a target gene.

6. High‐pressure liquid chromatography (HPLC) analysis of total amino 
acid content

An important feature of transgenic plants of sorghum and maize with silencing of prolamin 
genes is an increased proportion of essential amino acids in kernels, in particular the lysine 
proportion. Previously, this effect was observed in the silencing of genes of the main prolamin 
fractions: α‐zein [22, 23] and α‐kafirin [24, 27]. It was assumed that the suppression of the 
synthesis of these proteins, characterized by a low content of lysine, results in upregulating 
non‐storage protein genes and appearance of lysine‐rich proteins [23, 27].

In our experiments, the total amino acid content in the kernels of three transgenic plants from 
the T2 generation with high in vitro protein digestibility: #94‐2‐11, #94‐2‐04 (both with modi‐
fied endosperm) and #94‐3‐08 (with vitreous endosperm) was studied by using HPLC [28]. As 
can be seen from Table 4, content of a number of amino acids (leucine, proline, serine, isoleu‐
cine, histidine, tyrosine) and total amino acid content were significantly reduced in transgenic 
plants #94‐2‐04 (−40.2%, in comparison with the original non‐transgenic line) and #94‐3‐08 
(−22.8%). At the same time, the relative content of two major essential amino acids, lysine and 
threonine, significantly increased. Lysine proportion is increased by 1.6–1.7 times: from 1.54% 
of total amino acid content in the flour of original non‐transgenic line Zh10 to 2.41–2.63% in 
transgenic plants #94‐3‐08 and #94‐2‐04, respectively, with vitreous and modified endosperms.
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[25–27]. However, electrophoretic spectra of endosperm proteins after pepsin treatment were 
not shown in these studies. It should be noted also that in these studies improvement of kafirin 
digestibility was induced by complex genetic constructs that contained inverted repeats of sev‐
eral kafirin genes (δ2, γ1, γ2; or α1, δ2, γ1, γ2). These repeats were separated by the sequence of 
ADH1 intron, and the constructs were driven by the maize 19‐kDa α‐zein promoter [24–26]. In 
another work [27], the genetic construct included the complete sequence of the γ‐kafirin gene, 
which was terminated by a nucleotide sequence of the self‐cleaving ribozyme of tobacco ringspot 
virus that should destroy γ‐kafirin mRNA. In our study [28], the effect was achieved by using 
a simpler genetic construct, containing inverted repeats of a short segment of the gene γ‐kafirin 
(307 bp) separated by ubi1‐intron gene, under the control of the constitutive 35S‐promoter, which 
allowed us to reach apparently rather high level of silencing of a target gene.

6. High‐pressure liquid chromatography (HPLC) analysis of total amino 
acid content

An important feature of transgenic plants of sorghum and maize with silencing of prolamin 
genes is an increased proportion of essential amino acids in kernels, in particular the lysine 
proportion. Previously, this effect was observed in the silencing of genes of the main prolamin 
fractions: α‐zein [22, 23] and α‐kafirin [24, 27]. It was assumed that the suppression of the 
synthesis of these proteins, characterized by a low content of lysine, results in upregulating 
non‐storage protein genes and appearance of lysine‐rich proteins [23, 27].

In our experiments, the total amino acid content in the kernels of three transgenic plants from 
the T2 generation with high in vitro protein digestibility: #94‐2‐11, #94‐2‐04 (both with modi‐
fied endosperm) and #94‐3‐08 (with vitreous endosperm) was studied by using HPLC [28]. As 
can be seen from Table 4, content of a number of amino acids (leucine, proline, serine, isoleu‐
cine, histidine, tyrosine) and total amino acid content were significantly reduced in transgenic 
plants #94‐2‐04 (−40.2%, in comparison with the original non‐transgenic line) and #94‐3‐08 
(−22.8%). At the same time, the relative content of two major essential amino acids, lysine and 
threonine, significantly increased. Lysine proportion is increased by 1.6–1.7 times: from 1.54% 
of total amino acid content in the flour of original non‐transgenic line Zh10 to 2.41–2.63% in 
transgenic plants #94‐3‐08 and #94‐2‐04, respectively, with vitreous and modified endosperms.
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Such increase of the relative content of lysine and threonine in transgenic sorghum plants, 
coupled with a significant reduction of the total level of amino acids (Table 4), presumably 
was caused by decrease in the content of α‐kafirins poor in lysine and threonine, whereas the 
synthesis of other proteins remained undisturbed. Accordingly, the relative proportions of 
lysine and threonine increased. The lower α‐kafirins content in transgenic plants relative to 
the original non‐transgenic line is clearly evident in the above electrophoresis photographs 
(Figures 8 and 9). Perhaps the suppression of the synthesis of γ‐kafirin disrupts the formation 
of protein bodies and prevents the accumulation of α‐kafirins, but does not affect the synthe‐
sis of other proteins richer in lysine and threonine.

Amino acid Control (Zh10) T2 94‐2‐11 T2 94‐2‐04 T2 94‐3‐08

Glu 2.84 ± 0.28 2.63 ± 0.15 1.62 ± 0.07* (−43.0%) 2.17 ± 0.08

Leu 1.72 ± 0.12 1.54 ± 0.08 0.97 ± 0.04**(−43.6%) 1.27 ± 0.03* (−26.2%)

Ala 1.10 ± 0.11 1.02 ± 0.06 0.65 ± 0.02* (−40.9%) 0.85 ± 0,04

Pro 0.98 ± 0.07 0.85 ± 0.02 0.58 ± 0.02** (−40.8%) 0.76 ± 0.02* (−22.4%)

Asp 0.76 ± 0.03 0.74 ± 0.05 0.44 ± 0.01** (−42.1%) 0.57 ± 0.04

Phe 0.73 ± 0.01 0.59 ± 0.01 0.39 ± 0.01* (−46.6%) 0.49 ± 0.01

Ser 0.58 ± 0.03 0.52 ± 0.02 0.35 ± 0.01** (−39.7%) 0.45 ± 0.01* (−22.4%)

Val 0.57 ± 0.05 0.53 ± 0.02 0.35 ± 0.01* (−38.6%) 0.45 ± 0.01

Ile 0.48 ± 0.03 0.44 ± 0.02 0.29 ± 0.01** (−39.6%) 0.36 ± 0.02* (−25.0%)

Thr 0.40 ± 0.03 0.39 ± 0.01 0.27 ± 0.00* (−32.5%) 0.31 ± 0.08

Tyr 0.40 ± 0.02 0.38 ± 0.03 0.24 ± 0.01** (−40.0%) 0.30 ± 0.02** (−25.0%)

Arg 0.38 ± 0.02 0.33 ± 0.02 0.25 ± 0.02 0.32 ± 0,01

Gly 0.35 ± 0.03 0.34 ± 0.01 0.25 ± 0.00* (−28.6%) 0.31 ± 0.00

His 0.26 ± 0.01 0.23 ± 0.01 0.15 ± 0.01** (−42.3%) 0.19 ± 0.01** (−26.9%)

Lys 0.19 ± 0.04 0.23 ± 0.02 0.19 ± 0.00 0.22 ± 0.00

Cys/2 0.04 ± 0.00 0.04 ± 0.01 0.03 ± 0.01 0.04 ± 0.01

Met 0.03 ± 0.01 0.02 ± 0.00 0.02 ± 0.00 0.02 ± 0.00

Total 11.85 ± 0.86 c 10.86 ± 0.50 c 7.09 ± 0.24 a (−40.2%) 9.15 ± 0.23 b (−22.8%)

Lys (%) 1.54 a 2.14 b 2.63 c 2.41 bc

Thr (%) 3.37 a 3.59 a 3.86 b 3.42 a

Notes: Values are mean ± standard error from three replications. Data marked in bold differ significantly from the 
original non‐transgenic (control) line Zh10 at P < 0.05 (*) and P < 0.01 (**) according to Student’s T‐test. Percentage of 
reduction is indicated in parenthesis.
Data for total amount of amino acid content and for percentage of lysine and threonine from the total amino acid content 
followed by the same letter did not differ significantly (P < 0.05) according to Duncan Multiple Range Test.

Table 4. Total amino acid content in kernels of transgenic sorghum plants obtained by genetic transformation with 
A. tumefaciens GV3101/pNRKAFSIL (g/100 g flour) (published with the permission of the publishing house “Nauka”).
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7. Conclusion

Summarizing, using Agrobacterium‐mediated genetic transformation with the strain carrying 
the genetic construct for silencing of γ‐kafirin gene, we have obtained transgenic sorghum 
plants with significantly improved in vitro protein digestibility. The basis of such improved 
digestibility may be a reduction in the level of γ‐kafirin, which causes formation of poorly 
digestible kafirin oligomers and development of vitreous endosperm. Further studies of these 
plants, including analysis of the expression of the genetic construct at the molecular level, will 
contribute to the understanding of regularities of endosperm development and possible use 
of these plants in sorghum breeding.

Obstacles along this path have both scientific reasons (instability of transgene expression, 
effects of transgenes on agronomically important traits) and social basis (public opposition to 
genetically modified plants). In future, to overcome public fears on “danger” of genetically 
modified organisms, sorghum plants with a modified synthesis of kafirins should be obtained 
by using marker‐free technologies of genetic engineering or technologies of genome edit‐
ing. With obtaining objective data from biosafety experiments, genetically modified sorghum 
plants with improved kafirin digestibility will be in demand on the market because they will 
combine favorable traits of sorghum (high grain productivity, resistance to drought stress) 
with a high nutritive value.
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Abstract

Development of vascular tissue is a remarkable example of intercellular communica-
tion and coordinated development involving hormonal signaling and tissue polarity. 
Thus far, studies on vascular patterning and regeneration have been conducted mainly 
in trees—woody plants—with a well-developed layer of vascular cambium and sec-
ondary tissues. Trees are difficult to use as genetic models, i.e., due to long generation 
time, unstable environmental conditions, and lack of available mutants and transgenic 
lines. Therefore, the use of the main genetic model plant Arabidopsis thaliana (L.) Heynh., 
with a wealth of available marker and transgenic lines, provides a unique opportunity 
to address molecular mechanism of vascular tissue formation and regeneration. With 
specific treatments, the tiny weed Arabidopsis can serve as a model to understand the 
growth of mighty trees and interconnect a tree physiology with molecular genetics and 
cell biology of Arabidopsis.

Keywords: Arabidopsis, vascular tissue, vascular cambium, secondary xylem, auxin, auxin 
transporters, cellular polarity, PIN proteins

1. Introduction

Various species and systems were used for the analysis of vascular tissue [1–5]; however, 
Arabidopsis has been demonstrated to be the most suited plant for studies of molecular biology 
and developmental genetics due to its model status [6]. This in combination with rapid and 
effective induction system for vascularization [7, 8] with features, such as functioning vascu-
lar cambium and secondary vascular tissues found in woody plants, established in Arabidopsis 
will provide decisive advantage over previous approaches.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



In this review, we summarize information concerning secondary vascular tissue development 
in Arabidopsis including cambium ontogenesis and xylogenesis, with accompanying changes 
in auxin distribution, directionality of its flow, and cellular polarity defined by auxin trans-
porters (PIN family proteins), which have been indicated to be involved in regulation of vas-
cular tissue patterning and regeneration [7–9].

2. Secondary vascular tissues in woody plants

Vascular tissue is a well function conducting system typical for all woody plants, among 
them in trees. In young plants, characteristic primary tissues such as procambium, pri-
mary xylem, and primary phloem, develop. During the secondary growth, vascular tissue 
undergoes the transition from primary into the secondary vascular patterning. Vascular 
cambium, secondary xylem, and secondary phloem form a closed ring on the stem circum-
ference. They are arranged in the radial rows as a consequence of periclinal divisions of 
cambial cells [10–12]. The secondary growth is mostly characteristic for all woody plants, 
and production of the secondary vascular tissues is an important developmental feature of 
the plants [12, 13].

2.1. Vascular cambium

Vascular cambium plays a crucial role in the secondary growth and vascular tissue pattern-
ing in woody plants [14, 15]. Activity and functioning of vascular cambium decide about 
the amount of the secondary phloem and xylem, which are produced outward and inward 
the vascular cambium, respectively [12, 13]. This meristematic tissue is built from two types 
of cells: ray cambial cells producing secondary rays—transverse conducting system in tis-
sues—and fusiform cambial cells, producing elements of the longitudinal conducting sys-
tems in woody plants. Characteristic feature of the vascular cambium is intrusive growth of 
the fusiform cambial cells and their periclinal divisions [13, 16, 17]. The intrusive growth is 
restricted to the ends of growing cells, when two neighboring cells grow in opposite direc-
tions. Periclinal divisions of cambial cells decide about production of cambial derivatives and 
secondary tissue element differentiation.

Vascular cambium is the tissue very much sensitive to mechanical injuries, such as wounding 
or grafting. However, it can easily regenerate under suitable conditions. It has been experi-
mentally shown that cambium regeneration is mostly dependent on the tensile stress and 
pressure. Results obtained by Brown [18] indicate that cambium activity, cell divisions, and 
xylem formation can be easily affected by the pressure externally implied to the cambial strips. 
It is also documented in in vivo experiments with the wounding stems of Larix europea that 
regeneration of this meristematic tissue can dynamically progress under the tensile stress 
and pressure implication. In such cases, even low pressure (25 kPa) implied to cambium in 
wounded areas decides about its very rapid regeneration. Lack of the mechanical factors leads 
to abundant callus tissue production [19, 20].
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It has been postulated that appropriate functioning of vascular cambium and its cyclic activ-
ity, i.e., periclinal divisions during the seasons, is strictly correlated with auxin signaling 
and auxin responses [21–23]. From the studies on Populus tremula L. × Populus tremuloides, it 
appears that the highest auxin concentration is found in the layer of cambium. Auxin plays 
here a key role in the regulation of cambial cell divisions and elongation [23]. According to the 
results obtained with the vascular cambium in Pinus sylvestris, thickness of the cambial layer 
is directly dependent on the auxin concentration in the tissue, which stimulates frequency of 
divisions [21, 22]. The highest activity of vascular cambium is found at the beginning of the 
vegetative seasons, in early spring, which is correlated with the first periclinal divisions of 
the cambial cells, production of new cambial derivatives, and their differentiation into new 
secondary vascular tissues. Otherwise, the lowest cambial activity in winter, during the dor-
mant period, is strictly correlated with decreasing both temperature and hormonal levels in 
cambium layer [24]. Periclinal divisions are limited and almost completely stop; thus, the vas-
culature is not produced during this time. However, it was experimentally shown that such 
situation could be easily reversed after exogenous auxin application [25]. As a consequence, 
activity of cambium and periclinal divisions of cambial cells can be resumed by auxin. Thus, 
from all the studies on the woody plants, it appears that elevated auxin response in cambial 
cells as well as fluctuations of auxin (maxima/minima) in cambium plays decisive role in 
seasonal nature of the trees, for example, switching on/off dormant periods [21, 22]. Changes 
of the cell wall components [26–28] and gene expression during the cyclic activity of vascular 
cambium [29, 30], correlated with the rapid cytoskeleton rearrangement in differentiating 
cells [31], indicate that this meristematic tissue plays a crucial role in the secondary growth of 
woody plants and decides about their adaptation to variable environmental conditions.

2.2. Secondary xylem

In the most typical form, secondary xylem, also called a wood, is found in stems and roots of 
the woody plants. The secondary xylem, a longitudinal conducting system in trees, develops 
from the cambial derivatives, which during the maturation process is differentiated into ele-
ments of the wood-like vessels, fibers, and tracheids [13, 15].

Vessels of the secondary xylem form strands parallel to the longitudinal axis of the organs—
stems or roots. Every vessel strand is consisted of single vessel elements, the so-called 
vessel members, connected with each other by open perforation plates localized on their 
apical-basal ends [12]. It is postulated that direction of vessel differentiation is dependent 
on direction of auxin flow. Thus, in nondisturbed stems, vessels developed according to 
the polar auxin transport (PAT) in the apical-basal direction whereas in incised organs—
according to newly established direction of auxin flow—circumventing the wounded 
regions. Correlations between auxin flow and vasculature patterning were experimentally 
documented in woody plants after wounding [32] as well as nonwoody models [4, 5, 8]. 
Characteristic feature for all types of vessels (primary protoxylem, metaxylem, and second-
ary xylem vessels) is the secondary cell wall. Different patterning of the secondary cell wall 
is realized during vessel maturation process and depends on the type of vessel [14]. During 
the maturation process, protoplasts of differentiating vessels disappeared. Frequently, the 
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lumen of the vessel members is enlarged in comparison to other tracheary elements, mainly 
in a wood of such species as Fraxinus excelsior, Quercus borealis, or Ulmus americana [13]. In 
many cases, length of the vessel members is different than the length of the fusiform cam-
bial cells from which they developed. Interestingly, longitudinal vessel strands change the 
orientation to the longitudinal axis of stems. Such fluctuations are observed as the wavy 
grain patterning of wood in many trees [33].

Fibers of the secondary xylem are recognized as one of the longest tracheary elements, char-
acterized by the tapered cell ends and reduced lumen. As a consequence of their intensive 
intrusive growth, fibers could be even few times longer than the fusiform cambial cells and 
their derivatives. Particular type of the woody fibers is the so-called gelatin fibers, developed 
as a layer of the reaction wood in many deciduous as well as coniferous trees, i.e., Populus sp. 
or Picea sp. Inner layer of secondary cell wall of these fibers is built mainly from cellulose. The 
presence of the callose and callose-like cell wall components plays here an important role in 
mechanical properties of the wood [34].

Tracheids, other tracheary elements of secondary xylem, are nonperforated, long cells with 
the bordered pits. Dependently on the type of a wood, tracheids are classified as (1) vessel-like 
tracheids arranged in longitudinal, similar to vessels conducting strands, commonly found 
in Carpinus sp., Ulmus sp., Acer sp., or Tilia sp.; (2) tracheids differentiated around the ves-
sels with enlarge lumen, adjacent to them, and strictly surrounding; and (3) fiber-like tra-
cheids [35]. The last of them develop as a conducting and storage water system but also play 
mechanical functions and in some species could be the main component of the softwood of 
gymnosperms [36]; they are found also in some angiosperms, i.e., in Populus sp.

Besides of the dead, water-conducting elements of the secondary xylem mentioned above, in 
many cases secondary vascular tissue of woody plants is compound with the xylem paren-
chyma cells, which remain alive for a long time to finally die in the programmed cell death 
(PCD) process [12].

Thorough knowledge about the genetic and molecular mechanisms involved in vascular 
tissue functioning, development, and regeneration is eagerly expected. Different molecular 
components involved in the determination of developmental plasticity of cambial cells have 
been searched for with special interest focused on the key regulators of vascularization. Genes 
involved in auxin response, auxin signaling pathways, and tissue and cellular polarity during 
vascular tissue development induced in vascular cambium should be extensively studied for 
detailed characterization of this process.

2.3. Arabidopsis as a nonwoody plant example for vascular tissue formation

Since many years, Arabidopsis is nominated as a good model for studies of vascular tissue forma-
tion, because under suitable conditions, Arabidopsis can undergo secondary growth in hypocotyls, 
when enlarged layer of secondary xylem develops during xylogenesis [37]. Xylogenesis in hypo-
cotyls is comparable to xylogenesis in roots. Development of secondary xylem is divided here 
into two phases: the early phase, xylem is building from vessels and numerous parenchyma cells, 
and in the second, later phase, also called xylem expansion, enlarged amount of xylem elements 
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develops mainly vessels and fibers [37, 38]. It is well documented that vascular tissue develops 
not only in hypocotyls [37] but also in the matured inflorescence stems [39–41], in their basal parts 
[42–45]. With the use of Arabidopsis, the correlation between auxin signaling and tissue polarity 
has been intensively studied and modeled [46–49]. However, because of lack of some important 
vasculature features such as a variety of typical phenotype features and functional cambium, 
these models could not be used for full analysis and description of vascular tissue development 
and compared to the analogical process in trees. For example, in both Arabidopsis models men-
tioned above, rays were not found. Also intrusive growth typical for fusiform cambial cells was 
not confirmed. Finally, impressive variety of tracheary elements, among them tracheids, com-
monly found in trees, were not observed in Arabidopsis mature stems and hypocotyls, which 
underwent secondary growth [50].

In contrast, in the Arabidopsis inflorescence stems stimulated mechanically by an artificial 
weight, the transition from primary to secondary tissue architecture leads to the development 
of all vasculature features mimicking secondary vascular tissues in woody plants. According 
to the new approach, immature inflorescence stems (9–10 cm tall) were firstly decapitated 
with the sharp razor blade (shoot apex and flowers were removed). Next, the artificial weight 
(2.5 g) was applied to the decapitated apical parts of the stems. Stems were additionally sup-
ported by a wood stick to avoid their bending. Importantly, the axillary buds grown above 
the leave rosettes were not removed, thus remaining the natural source of endogenous auxin. 
This experimental approach has been extensively described [7, 8]. It was speculated that the 
weight carried by the stem serves as a mechanically stimulated signal for wood formation 
[7, 8, 42, 51]. According to Ko and coauthors [42], mechanical stimulation of immature inflo-
rescence stems of Arabidopsis increases polar auxin transport and promotes the secondary 
growth. It allows designing Arabidopsis as a full “tree-like” system. Moreover, the secondary 
vascular tissues develop in a very short time, namely, in 6 days [7], which is much faster than 
in hypocotyls [37, 38] or mature inflorescence stems of Arabidopsis [44, 45].

In the created Arabidopsis “tree-mimicking” model, the development of variety of vascular 
cambium phenotypes is the most spectacular. According to the obtained results, both types 
of cambial cells develop: (1) ray cambial cells, very short and almost round cells arranged in 
single-row rays mimicking transverse conducting system in woody plants, and (2) fusiform 
cambial cells, long, tapered-end cells, characterized by the intrusive growth and periclinal 
divisions, play here an important role in secondary tissue element differentiation. The phe-
nomenon of intrusive growth of fusiform cambial cells is described for the first time in the 
mechanically stimulated Arabidopsis stems (Figure 1A–D), not found in the previously ana-
lyzed models. Neighboring cells start their growth in the opposite directions, but the growth 
is restricted to the tips of the cells, which slide along the radial cell walls and provide the 
elongation of the fusiform cambial cells (Figure 1A, C, and D).

New approach, based on mechanical stimulation of the immature inflorescence stems of 
Arabidopsis [7, 8, 42, 51], is expected to elucidate the phenomenon of vascular tissue formation 
and regeneration at cellular and molecular level—processes commonly studied in woody plants, 
but not fully explained yet, because of some experimental and environmental difficulties in these 
plants [52]. Thus, Arabidopsis comes out as a good model system for vascular tissue patterning.
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3. Vascular tissue development and regeneration in mechanically 
stimulated inflorescence stems of Arabidopsis

In this paragraph, we will describe in detail the transition from primary to secondary tissue 
architecture in inflorescence stems of Arabidopsis as the important step in obtaining a suitable 
model for secondary vascular tissue analysis, following the temporal and spatial changes 
during vascular cambium ontogenesis, xylem formation, and vascular tissue regeneration in 
weight-induced Arabidopsis.

3.1. Ontogenesis of vascular cambium

Ontogenesis of vascular cambium is correlated with temporal and spatial changes on 
the stem circumference. Usually, formation of a closed ring of cambium is preceded by 
dedifferentiation of parenchyma cells into cambial cells and the so-called interfascicu-
lar cambium development. This process is commonly observed in young woody plants 
during their secondary growth [12]. It has been confirmed by histological analyses that 
the first dedifferentiated parenchyma cells are localized next to the vascular bundles 
in the early stages of the interfascicular cambium development [12]. With the time, the 
regions of dedifferentiating parenchyma cells are extended and finally enclosed as con-
tinuous ring on the stem circumference. The mechanism of these changes is still not 
clarified. The basic question is which of the cellular events trigger the parenchyma cell 
dedifferentiation?

Figure 1. Intrusive growth of the fusiform cambial cells in mechanically stimulated Arabidopsis stems. (A) Schematic 
visualization of two intrusively growing cells ((1) two neighboring cells with still non-intrusively growing ends, (2) 
beginning of the intrusive growth of the opposite ends, (3) advanced intrusive growth along the radial cell walls of the 
cells). Asterisks indicate neighbor cells and their intrusively growing ends. (B–D) Intrusively growing fusiform cambial 
cells in temporal steps corresponding to situation visualized in (A). (B–D = longitudinal tangential sections through 
Arabidopsis stems; Poly/Bed 812 resin sections stained with the Periodic Acid—Schiff’s (PAS reaction); bar, 10 μm).
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In mechanically stimulated Arabidopsis stems, vascular cambium develops from fascicular 
cambium and interfascicular cambium bands (Figure 2). Fascicular cambium develops as 
a primary meristematic tissue in vascular bundles, localized in the inner parts of immature 
stems characterized by primary tissue architecture. The vascular bundles are separated by 
interfascicular parenchyma bands with nonpericlinally dividing parenchyma cells (Figure 2A 
and B). Outside these regions, few layers of cortex and single layer of the epidermis are situ-
ated. Middle parts of the stems consisted of the enlarged, thin-cell wall pith parenchyma cells. 
One- or few-layer supporting tissue with characteristic thick-cell wall interfascicular fibers 
plays mechanical function in immature stems (Figure 2B). In immature stems of Arabidopsis, 
6 days after weight application, the architecture of the basal parts of such stems diametri-
cally changes. At the beginning of the secondary growth, interfascicular cambium develops 
in the interfascicular regions of stems, as a consequence of parenchyma cell dedifferentiation 
(Figure 2C and D). Interestingly, the most inner layer of interfascicular parenchyma cells 
dedifferentiates into the interfascicular cambium. Typically, it is a single layer of parenchyma 

Figure 2. Transition from primary to secondary tissue architecture in weight applied inflorescence stems of Arabidopsis. 
(A) Schematic visualization of the tissue arrangement in immature inflorescence stems of Arabidopsis. (B) Cross section 
through the basal parts of stem with the primary tissues—vascular bundles with fascicular cambium are separated 
by the interfascicular parenchyma. The most inner layer of interfascicular parenchyma cells will dedifferentiate into 
cambial cells (asterisks). (C) Schematic visualization of the secondary vascular tissues with closed ring of vascular 
cambium on stems circumference. (D) Layer of periclinally dividing interfascicular cambial cells as a part of the ring of 
vascular cambium. The first developed vessels are indicated by asterisks (lignin in the secondary cell walls stained with 
0.05% Toluidine Blue O aquatic solution). B and D, handily made cross sections through basal part of stems (VB, vascular 
bundle; IFP, interfascicular parenchyma; iff, interfascicular fibers; co, cortex; pp, pith parenchyma; fc, fascicular cambium; 
ifc, interfascicular cambium); bars, 20 μm.
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cells localized between vascular bundles. Finally, during the transition from the primary to 
the secondary tissue architecture of Arabidopsis stems, fascicular and interfascicular cambium 
forms fully enclosed ring of vascular cambium on stem circumference (Figure 2D).

The whole process of cambium ontogenesis is strictly correlated with such cellular events as 
elevated auxin response in interfascicular parenchyma, polarity of parenchyma cells dediffer-
entiating into the cambium, their periclinal divisions, and changes of their cell wall components 
[7]. The most spectacular seems to be correlations between auxin response and tissue polarity 
during cambium ontogenesis in analyzed Arabidopsis stems. Already in the first few days, auxin 
concentration distinctly arises in the dedifferentiating parenchyma cells. At the early stages of 
the interfascicular cambium development, maximum auxin concentration is detected in paren-
chyma cells localized in the nearest neighborhood of vascular bundles, whereas in the later 
stages of this process, the zone of the cells with elevated auxin response is gradually extended 
toward the middle parts of the interfascicular regions, in the next few days after weight appli-
cation [7]. Polarity of the interfascicular parenchyma was monitored by the PIN-FORMED1 
(PIN1) protein localization in differentiating cells. The PINs are well-known auxin transport 
proteins involved in the cellular efflux of auxin and polar auxin transport in plant tissues [53]. 
In many developmental processes, the establishment of local PIN-dependent auxin gradient in 
cells is strictly correlated with cellular divisions and developmental reprogramming [54, 55].

During analyzed process of cambium ontogenesis, tissue polarity is rapidly established in 
Arabidopsis stems. Amazingly, polarity of interfascicular parenchyma is indicated by polar local-
ization of PIN1 auxin transport protein, which localizes at the basal plasma membranes of differen-
tiating cells [56]. It has been documented that the protein appears in the basal plasma membranes 
of dedifferentiating parenchyma cells, not previously found in parenchymatic cells of immature 
mechanically noninduced Arabidopsis stems [7]. Moreover, both of the events—elevated auxin 
response and tissue polarization—are accompanied by periclinal  divisions of the parenchyma 

Figure 3. Periclinal divisions of interfascicular parenchyma cells and interfascicular cambium development in weight-
induced Arabidopsis stems. (A) Schematic visualization of the temporal changes in interfascicular parenchyma regions 
with gradually extended zone of periclinally dividing cells (1–4 = four steps of the changes from vascular bundles, dark 
grey; zone of dividing parenchyma cells, grey; nondivided parenchyma cells, white; arrows indicate the direction of 
changes). (B) Periclinal divisions of the interfascicular parenchyma cells in the neighborhood of the vascular bundle 
(arrows); Poly/Bed 812 resin section stained with the periodic acid-Schiff’s (PAS reaction); vb, vascular bundle; ifr, 
interfascicular region; bar, 20 μm.
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[7]. The most spectacular seems to be correlations between auxin response and tissue polarity 
during cambium ontogenesis in analyzed Arabidopsis stems. Already in the first few days, auxin 
concentration distinctly arises in the dedifferentiating parenchyma cells. At the early stages of 
the interfascicular cambium development, maximum auxin concentration is detected in paren-
chyma cells localized in the nearest neighborhood of vascular bundles, whereas in the later 
stages of this process, the zone of the cells with elevated auxin response is gradually extended 
toward the middle parts of the interfascicular regions, in the next few days after weight appli-
cation [7]. Polarity of the interfascicular parenchyma was monitored by the PIN-FORMED1 
(PIN1) protein localization in differentiating cells. The PINs are well-known auxin transport 
proteins involved in the cellular efflux of auxin and polar auxin transport in plant tissues [53]. 
In many developmental processes, the establishment of local PIN-dependent auxin gradient in 
cells is strictly correlated with cellular divisions and developmental reprogramming [54, 55].

During analyzed process of cambium ontogenesis, tissue polarity is rapidly established in 
Arabidopsis stems. Amazingly, polarity of interfascicular parenchyma is indicated by polar local-
ization of PIN1 auxin transport protein, which localizes at the basal plasma membranes of differen-
tiating cells [56]. It has been documented that the protein appears in the basal plasma membranes 
of dedifferentiating parenchyma cells, not previously found in parenchymatic cells of immature 
mechanically noninduced Arabidopsis stems [7]. Moreover, both of the events—elevated auxin 
response and tissue polarization—are accompanied by periclinal  divisions of the parenchyma 

Figure 3. Periclinal divisions of interfascicular parenchyma cells and interfascicular cambium development in weight-
induced Arabidopsis stems. (A) Schematic visualization of the temporal changes in interfascicular parenchyma regions 
with gradually extended zone of periclinally dividing cells (1–4 = four steps of the changes from vascular bundles, dark 
grey; zone of dividing parenchyma cells, grey; nondivided parenchyma cells, white; arrows indicate the direction of 
changes). (B) Periclinal divisions of the interfascicular parenchyma cells in the neighborhood of the vascular bundle 
(arrows); Poly/Bed 812 resin section stained with the periodic acid-Schiff’s (PAS reaction); vb, vascular bundle; ifr, 
interfascicular region; bar, 20 μm.
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cells (Figure 3). Divisions are temporarily correlated with the cellular events mentioned above and 
maintained in space. Namely, the first periclinally divided cells appear in the neighborhood of 
vascular bundles (Figure 3A and B), but later the zone of dividing cells slowly extends toward the 
middle part of interfascicular regions. In consequence, parenchyma cells dedifferentiate into cam-
bial cells, which definitely changes architecture of the interfascicular regions and decides about 
development of the interfascicular cambium (Figure 3A). According to the obtained results, it is 
tempting to conclude that auxin plays the most important role during cambium ontogenesis in 
Arabidopsis stems. Auxin seems to be a primary signal for cellular fate reprogramming and a cru-
cial clue for stimulation of the dedifferentiational process in the interfascicular parenchyma zones.

In the described model, vascular cambium could be classified as “functioning” meristematic 
tissue, which actively produces cambial derivatives. Differentiation of cambial derivatives 
is a consequence of numerous periclinal divisions of fusiform cambial cells. Finally, the 
maturation of the cambial derivatives into secondary vascular tissue elements supported 
functionality of this meristematic tissue in the present model. The sequence of the changes 
could be useful for all comparative analysis of the cambium ontogenesis and xylogenesis 
both in Arabidopsis model system and the analogical mechanisms studied in woody plants. 
Thus, the mechanically stimulated Arabidopsis model with fully functional cambial meri-
stem could help us in addressing the elusive vascularization mechanisms observed in the 
woody plants.

3.2. Secondary xylem formation in Arabidopsis stems

Reprogramming of the gene expression that accompanies xylogenesis and transdifferentia-
tion of mesophyll cells into tracheary elements was extensively studied in in vitro cultures of 
zinnia (Zinnia elegans) [57, 58]. However, the lack of the cambium stage in this experimental 
system prevents us from deciphering the role of cambium in wood formation. Temporal gene 
expression pattern accompanies dedifferentiation of cambial cells into cambial derivatives, 
but their maturation into different types of tracheary elements is poorly characterized. Thus, 
numerous efforts have been focused on the identification of master regulatory genes required 
for this transition and revealing the key components of the vascular-differentiation-involved 
genetic network [48, 59].

In Arabidopsis “cambial” model, vascular cambium reveals basic features of functioning cam-
bium important in the following stages of xylogenesis. Periclinal divisions of the fusiform 
cambial cells lead to the development of secondary xylem derivatives in the early stage of 
xylogenesis. Changes in later stages of xylogenesis are correlated with maturation of cambial 
derivatives into tracheary elements and secondary vascular xylem development (Figure 4). 
During this process, such recognizable tracheary elements as vessels, fibers, or tracheids 
develop and create the layer of secondary xylem. Vessels are easily recognized, because of 
some diagnostic features such as secondary cell wall and open perforation plates on the oppo-
site ends of the vessel members (Figure 4C). Vessels are arranged in threads of longitudinal 
strands in the vascular tissue. Amazingly, in the present Arabidopsis model, impressive variety 
of tracheary elements is detected, not previously documented in analyzed hypocotyls [37, 38] 
or adult stems of Arabidopsis [39–41].
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Patterning of vascular tissue and variety of tracheary elements developed as a dynamically 
operating water-conducting system and was extensively studied in the woody plants [13, 
14]. However, mechanism regulating xylogenesis at cellular and molecular levels remains 
unclear, and many questions are unanswered. For example, differentiation of tracheids as 
a type of tracheary elements commonly found in trees, but for the first time detected in 
mechanically stimulated Arabidopsis, led to important conclusions about the involvement of 
the artificial weight in wood formation. Following stages of xylogenesis involving formation 
of the variety of tracheary elements, such as recognized tracheids, will be helpful in future 
analysis.

Figure 4. Secondary xylem in the weight stimulated stems of Arabidopsis. (A) Secondary xylem elements, like vessels 
and fibers, are produced from cambial derivatives after numerous periclinal divisions of fusiform cambial cells. Cortex 
parenchyma is visible outside the secondary vascular tissues. (B) Schematic visualization of the tissue arrangement in 
stem and localization of the tissues showed in (A) is indicated by the square. (C) Vessel strand developed parallel to 
longitudinal axis of stem. Characteristic patterning of the secondary cell wall (arrow) and perforation plates developed 
on the opposite apical-basal ends of neighboring vessel members (circle) determines the most diagnostic features for 
this type of tracheary elements (A and C, bright-field images in a confocal laser-scanning microscope; fb, fibers; sxv, 
secondary xylem vessels; vc, vascular cambium; co, cortex); bars, 50 μm (A); 20 μm (C).
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3.3. Regeneration of vascular tissue in wounded Arabidopsis stems

In 1981, Sachs postulated canalization hypothesis according to which vasculature patterning is 
based on the positive feedback loop between auxin flow and cellular polarity. Consequently, 
in the primary uniform tissue, cellular auxin transporters emerge as the so-called auxin 
channels that transport the hormone through the tissue in the polar direction. Emergence of 
auxin channels is correlated with establishment of cellular polarity inside these specific auxin 
transport routs. Finally, new vessels develop directly along the auxin channels. Canalization 
hypothesis is strongly supported by many classical experiments with the incised plants, i.e., 
by wounding or grafting, which shows that emergence of auxin channels is correlated with 
increased auxin response and tissue repolarization [1, 2, 4, 5]. It is well documented that 
initially broadly elevated auxin response in wounded tissues is gradually restricted to nar-
row auxin channels, in which auxin level is still very high [4]. The obtained results showed 
that patterning of vascular tissue, explicitly visible during regeneration and new vasculature 
development, is dependent on new ways of canalized auxin flow.

Well-functioning vascular cambium plays the most important role for the secondary growth in 
the woody plants, both secondary xylem formation and stem thickness [14, 21, 22, 60]. Many 
results revealed an important role for this meristematic tissue during vasculature regenera-
tion process. For decades analysis of vascular patterning and incised vascular cambium regen-
eration was restricted mainly to trees [61–63] because these woody plants undergo secondary 
growth with enlarged amount of secondary xylem (wood) and active cylinder of vascular 
cambium [64]. Studies were based mainly on the histological analysis, thus limited only to 
the final effects of regeneration. Thus, it was impossible to analyze vasculature regeneration, 
including vascular cambium, on the cellular and molecular levels. Some experimental studies 
on trees showed that in the wounded areas, the cambium and vascular tissue regenerate very 
fast both in vivo [19, 20] and in vitro [25, 65, 66]. Regeneration is accompanied by numerous 
anticlinal divisions of cambial cells and their dynamic intrusive growth [19, 20, 64], which 
finally leads to the reconstruction of vasculature and new vessel patterning in the incised 
regions [25, 65]. In some instances, when the auxin flow is locally reversed, the so-called cir-
cular vessels develop [32, 67, 68]. In the nondisturbed woody plants, circular vessels are often 
found in branch junctions, above the axillary buds [68], whereas in incised plants, after trans-
versal cuts and exogenous auxin application to stem segments, in wounded regions [32, 67]. 
Accordingly, circular vessels occur in the form of rings and are presumably induced as a con-
sequence of the circular auxin flow and the establishment of the circular polarity of individual 
cells that dedifferentiated into this type of vessels [67]. Thus, according to Sachs and Cohen 
[67], circular vessels develop as a response of individual cells to the auxin flux rather than to 
the high local auxin concentration. In nonwoody dicotyledonous plants characterized by pri-
mary tissue architecture, such as Phaseolus vulgaris, Pisum sativum, or Coleus sp., vasculature is 
regenerated directly from dedifferentiated parenchyma cells [1–5]. New vessels are arranged 
either around the wound according to the presumable new auxin flow [69] or form the so-
called bypass strands directly through the wound [3] or bridges between the neighboring vas-
cular bundles [70]. Lack of the vascular cambium in the studied nonwoody plants restricted a 
detailed analysis of regeneration of this meristematic tissue and cellular events accompanying 
this process. Therefore in the used models, the most intriguing questions are still remained of 
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answer: (1) what is the role of vascular cambium in vascular tissue regeneration?, (2) which of 
the cellular events are temporary correlated with the vascular cambium regeneration?, (3) is 
vascular cambium regeneration mediated by the canalization process? Full verification of the 
postulated canalization hypothesis and identification of the molecular mechanisms accompa-
nied vascular tissue regeneration are still limited.

Because of the difficulties in using woody plants as a convenient model system [52], mecha-
nisms of cambium regeneration are still poorly understood. With the Arabidopsis “cambium” 
model, it is now possible to monitor vascular tissue regeneration with all cellular events accom-
panying this process. Thus, in control conditions, i.e., in nonincised stems, polar auxin flow is 
in the direction from apical to basal part of stems, and according to this flow, new vasculature 
develops. Otherwise, in incised stems (i.e., wounded stems), polar auxin transport is disturbed; 
thus, new ways of auxin flow are established. As a consequence, new vessel strand arrangement 
is changed, because the new vasculature likely developed according to new directions of auxin 
cell-to-cell transport (Figure 5). In wounded Arabidopsis stems, threads of new vessel strands 
develop above or around a wound (Figure 5A and B, respectively). Interestingly, vessels above 
a wound regenerated faster, in the first days after wounding (DAW) (2 and 3 days), whereas 
vessel around a wound differentiated in the next few days, beginning the day 4 and circum-
venting the incised areas. They developed from cells after their numerous, uneven divisions, 

Figure 5. Paths of vessel regeneration in wounded Arabidopsis stems. (A) Threads of short vessel members developed 
above a wound. (B) Vessel strands regenerated around a wound. (C) Vessel “bypass” strands reconstructed partially 
from the callus tissue developed inside the wound. Arrows indicate regenerated vessel strands. Broken arrows mark 
places of the wound; bright-field images in a confocal laser-scanning microscope; bars, 50 μm.
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what is commonly observed in the wounded tissue. Differentiating vessels were visualized by 
the activity of the AtHB8 gene, which belongs to HD-ZIP III family [71, 72]. The AtHB8 is posi-
tively regulated by auxin, and its extensive activity in wounded regions during vascular tissue 
regeneration suggested that AtHB8 might play a crucial role in the vasculature development 
[71, 72]. The last observed way of vasculature regeneration is correlated with callus differen-
tiation (Figure 5C). Namely, in wounded areas vessels develop from previously proliferated 
callus tissue cells. Such vessels often create the type of “bypass” strands extending above and 
below the transversal incision.

Regeneration of vascular tissue in wounded Arabidopsis stems is accompanied by temporal and 
spatial changes following new vessel development. New vessel strands regenerated in the incised 
regions around a wound develop as a consequence of cambial cell regeneration. Longitudinal 
continuum of vascular cambium is disturbed after the transversal cut. In such experimental 
system, rapid auxin response is found as a primary signal of the regeneration. Merely at the first 
day after incision, elevated auxin concentration is observed above a wound and in the next few 
days also around a wound [8]. Vasculature regeneration is strictly correlated with tissue repolar-
ization and establishment of new polarity in neighborhood of the wound. Tissue repolarization 
always preceded emergence of PIN1-positive auxin channels (Figure 6). As a consequence, layer 
of new vessels develops around a wound, and the regenerated vasculature becomes enlarged 

Figure 6. Schematic visualization of the temporal and spatial changes during vascular tissue regeneration in following 
days after wounding (DAW): re-localization of PIN1 in cells around a wound (1 DAW); establishment of new position of 
PIN1 at cellular plasma membranes (2 DAW); increased auxin concentration in auxin channels (3 DAW); expression of 
AtHB8 gene in differentiating vessels (4 DAW).
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in the days following the incision. Analysis of regeneration process in incised Arabidopsis stems 
strongly supported canalization hypothesis. Emergence of new vasculature is correlated here 
with elevated auxin response and changed polarity in auxin channels, from which new vessel 
strands develop in the wounded areas.

4. Role of plant hormone auxin and auxin transporters in vascular tissue 
development

Auxin is regarded as a multifunction plant hormone, which plays a fundamental role in 
developmental processes during organo- and morphogenesis. Auxin is a primary signal in 
regulation of many cellular processes, which control oriented divisions, cell elongation, or 
differentiation. At last, auxin is a key hormonal factor inducing vascularization—vascular 
tissue development, patterning, and regeneration. Polar auxin transport (PAT) manifested 
as physiological, basipetal direction of auxin flow represents a unique mechanism specific 
to plants. The cellular and molecular action of this process, explained in the chemiosmotic 
model, is based on auxin influx and efflux carriers, namely, AUX and PIN proteins, which 
actively participate in the cell-to-cell hormone transport [73–75]. The local auxin accumula-
tion, its minima and maxima, or the so-called gradients in tissues are precisely controlled 
by this process.

4.1. Auxin as a primary signal inducing vascularization

The role of auxin as a primary signaling cue in vascularization has been widely discussed for 
decades. Experiments with radioactively labeled auxin show its maximum concentration in 
the meristematic tissues such as cambium [22, 57] and in adjacent cambial derivatives, differ-
entiating into xylem [76]. Periodic fluctuation of auxin concentration in cambium influences 
the frequency of cambial cell divisions, production of cambial derivatives, and secondary 
vascular tissues. Disturbance of these correlations leads to many defects in cambium func-
tioning and xylem formation. Using transgenic lines of Arabidopsis, elevated auxin response is 
easily found just in the cambial cells of both types of cambia (Figure 7). Auxin concentration 
is very high in the fascicular cambium bands, primary meristematic tissue in the vascular 
bundles (Figure 7), as well as in the interfascicular vascular cambium on the stem circumfer-
ence (Figure 7).

From the experimental studies on the vascularization in vitro, it appears that parenchyma cal-
lus tissue is the most convenient for the analysis. Previously uniform callus can form vascular 
tissue bands or groups of vessels differentiation. However, the process can be realized only in 
the sufficiently thick callus tissue. It is shown that differentiated xylem in surrounded by cam-
bium-like cells, which additionally are able to produce phloem elements in the inner callus 
regions. Auxin-dependent vascularization is also shown in the studies with young Syringa sp. 
stems [77]. Combination of auxin and sucrose decides about the induction of vascularization 
in the axillary buds in vitro. Moreover, dependent on the hormone and sucrose concentration, 
varied vascular tissues develop.
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Several reports discussed auxin as a specific morphogenetic signal triggering cell fates during 
vascular tissue development and its maturation [78]. Locally created centers characterized by 
elevated auxin response become more competent for auxin flow through primarily uniform 
tissues. Auxin waves created in plant organs as a specific system of hormonal information that 
decide about realization of many developmental programs in plants, among them cambial activ-
ity and differential cambial responses [79, 80]. Thus analogically, gradual emergence of auxin 
channels and gradually narrowing auxin flow finally results in vascular strand differentiation. 
In other words, canalized auxin flux determined the paths of new vasculature development.

The canalization-predicted vasculature formation is especially observed during regeneration 
process, in new regenerated vessels after incision [1, 2, 4, 5, 8, 81]. Particularly important con-
tributions to the role of auxin in the vascular tissue differentiation brought studies on Pisum sp. 
[1, 2]. According to all experiments performed by Sachs, vascularization depends on the polar 
auxin transport, and new vascular band induction depends on the auxin concentration and 
polarity. Moreover, the early stages of vascular band differentiation are related to the canali-
zation of the polar auxin flow. A key role of auxin in promotion of canalized flow by itself 
and transport channels formation is commonly accented. However, the feedback mechanism 
between auxin flow, polarity, and vessel formation as a response to concentration gradients or 
directional auxin fluxes remains unclear [82, 83].

4.2. Role of auxin transporters in cellular and tissue polarity

The positive feedback loop between polar auxin flow and the polar, subcellular localization 
of the PIN-FORMED (PIN) auxin transport proteins [56] that, in turn, determine the auxin 
flow directionality is widely studied [53, 54, 84–86]. Many developmental processes, such as 

Figure 7. Elevated auxin concentration in cambium of non-incised Arabidopsis control stems. Increased auxin level in 
fascicular cambium (vascular bundle, asterisk) and in the interfascicular cambial cells (double asterisks); cross section 
through the basal part of Col-0 stem; confocal laser-scanning microscope; IAA immunolocalization-staining with the 
polyclonal anti-IAA antibody (white color in cambial cells; dilution 1:500); bar, 50 μm.
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early embryogenesis or plant organ initiation, are strictly correlated with the establishment 
of local PIN-dependent auxin gradients that precede cell divisions and differentiation [54, 
55, 87]. The expression of auxin efflux carrier genes, like PIN1, PIN2, PIN3, PIN4, and PIN7 
was found to peak at the inflorescence stems of Arabidopsis during their maturation and 
secondary vascular tissue development. Changes in PIN localization and tissue polarity in 
response to auxin that are presumably related to the directional vascular tissue patterning 
have been observed and modeled [4, 5, 46, 88]. Moreover, in wounded pea or bean epicotyls, 
the PIN polarity was gradually rearranged marking the position of differentiating vessel 
strands [4, 5]. Emergence of auxin channels is here visualized by PIN1 expression of the cel-
lular auxin transporters. In Arabidopsis model with mechanically stimulated inflorescence 
stems, the subcellular PIN1 position was gradually stabilized and restricted only to cell sides 
in a first few days after weight application, along the presumable direction of the auxin 
flow [8]. The auxin-dependent canalization is strongly supported by studies on leaf vein 
patterning and on the role of the genes encoding the auxin response factor MONOPTEROS 
(MP) and PIN1 [47]. Dynamic expression of both of the genes and gradual establishment 
of polarized PIN1 protein localization indicates the direction auxin flow during the vascu-
lar tissue patterning in analyzed leaves [47]. Moreover, the other Arabidopsis gene GNOM/
EMB30, which affects apical-basal position of PIN1, seems to be required for regulation of 
the coordinated tissue polarity [6].

The role of auxin transporters in vascular tissue patterning is clearly visible in wounded 
inflorescence stems of Arabidopsis, during vascular cambium regeneration [8]. Rapid tis-
sue repolarization indicated by reposition of PIN1 at cellular plasma membranes of differ-
entiating cells is emphasized. Dynamic temporal changes in tissue polarity are correlated 
with varied auxin response and its accumulation above and around a wound. Whereas 
auxin concentration arises in few hours after wounding, maximum of auxin levels is estab-
lished at auxin channels and preceded establishment of new polarity in wounded areas of 
Arabidopsis stems. Cellular auxin transporters are characterized with changed position of 
PIN1 proteins. Thus, direction of auxin flow through the auxin channels is precisely deter-
mined. Both of the events are strictly correlated with each other and play a decisive role in 
vascular tissue development.

4.3. Auxin signaling pathways in vascular tissue patterning

Two related protein families—Aux/IAA and ARFs—are well-known key regulators of auxin-
modulated gene expression and act in the TIR1-mediated signaling pathway [89, 90]. Members 
of ARF family share the characteristic arrangement of a highly conserved DNA-binding domain 
near the N-terminus, which appear to be capable to auxin response elements (AuxREs)—short 
conserved sequences (TGTCTC) that have been shown to be essential for auxin regulation of 
auxin-inducible genes [6]. It is likely that the ARF proteins are strongly involved in the vas-
cularization downstream proteolytic SCFTIR1 complex machinery [80]. In support of this, an 
increased level of ARF transcripts was differentially regulated during the secondary growth, 
and three of them (ARF2, ARF4, and ARF5) had the most dramatic expression changes, indicat-
ing their putative roles in apical-basal signaling and xylogenesis [6, 42]. On the other hand, the 
AUXIN-RESISTANT 1 (AXR1) gene is required for normal TIR1 function and, when mutated, 
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vascular tissue development.

4.3. Auxin signaling pathways in vascular tissue patterning

Two related protein families—Aux/IAA and ARFs—are well-known key regulators of auxin-
modulated gene expression and act in the TIR1-mediated signaling pathway [89, 90]. Members 
of ARF family share the characteristic arrangement of a highly conserved DNA-binding domain 
near the N-terminus, which appear to be capable to auxin response elements (AuxREs)—short 
conserved sequences (TGTCTC) that have been shown to be essential for auxin regulation of 
auxin-inducible genes [6]. It is likely that the ARF proteins are strongly involved in the vas-
cularization downstream proteolytic SCFTIR1 complex machinery [80]. In support of this, an 
increased level of ARF transcripts was differentially regulated during the secondary growth, 
and three of them (ARF2, ARF4, and ARF5) had the most dramatic expression changes, indicat-
ing their putative roles in apical-basal signaling and xylogenesis [6, 42]. On the other hand, the 
AUXIN-RESISTANT 1 (AXR1) gene is required for normal TIR1 function and, when mutated, 
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changes the stabilization dynamics of the Aux/IAA proteins [71]. Mutations in the TIR1/AFBs 
make Aux/IAA proteins insensitive to auxin and can therefore keep ARF transcription factors 
and auxin signaling repressed. Thus, ARFs together with Aux/IAA proteins constitute a cen-
tral mechanism in auxin signaling during plant development [91].

Auxin besides regulating a gene expression by the TIR1/AFB pathway can also inhibit inter-
nalization of the PIN proteins by a feedback regulation [92]. The underlying perception and 
signaling mechanism is unclear, but it does not involve transcription regulation and is distinct 
from the TIR pathway [93]. It may relay on the Auxin Binding Protein 1 (ABP1) since the ABP1 
overexpressors increase the PIN internalization and mutations in the auxin binding pocket 
of ABP1 make the ABP1 effect on PIN internalization auxin-insensitive [88]; however, due to 
unreliable loss-of-function data [94, 95], this issue requires further clarification.

The identification of spatiotemporal gene expression pattern and the key components of 
auxin signaling pathway/pathways will greatly contribute to understanding of the molecu-
lar mechanisms involved in auxin-induced regeneration switch in cambial cells. In addition, 
the knowledge on genetic factors, such as ARFs, AFBs involved in the SCFTIR1 auxin recep-
tor complex, PIN auxin efflux transporters, or AtHB family of early vascularization markers 
determining developmental plasticity of cambial cells, can be useful in genetic improvement 
of woody plants for environment and biotechnology purposes.

5. Genetic control of vascularization processes

Numerous genes differentially regulated during vascularization in woody plants are expected 
to be identified with the use of obtained Arabidopsis model. Many of the genes were indi-
cated to be involved in auxin responses implicating auxin engagement in regulation of vas-
cular tissue development and patterning [42, 43], and the same is expected for vascular tissue 
regeneration. Experimental data have proven a key role of auxin in variety of developmental 
processes [80]; however, the molecular, auxin-mediated mechanism involved in vasculature 
regeneration remains mostly unknown.

As indicated recently, transcription factor genes promoting secondary growth induction 
[42, 43] can be applied in genetic transformation to improve our knowledge on xylogen-
esis and regeneration capacity of woody plants. Several regulatory genes, like NAC-domain 
genes or key regulators of SAM, shoot apical meristem, organization (WUS, STM, WOX, 
CLVs), are closely associated with the vascular tissue formation. It was reported that two 
NAC-genes, NAM and CUC, and ANT—a cell proliferation marker—play potential roles in 
vascular tissue differentiation and function [96]. ANT regulates organ growth through the 
maintenance of meristematic tissue activity.

The expression of the homeobox genes (AtHBs) is highly increased during xylem production and 
regarded as a positive regulator of the activity of procambial and cambial cells to differentiate 
[71, 72]. Baima et al. [72] reported ectopic expression of AtHB-8 gene during vascular regenera-
tion after wounding in Arabidopsis. Extensive activity of this gene was found in the regenerated 
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tissues, suggesting intensive transcriptional reprogramming during new vessel development. 
In the model with functioning vascular cambium, expression of AtHB-8 is observed in differen-
tiating cambial derivatives, in early stages of their maturation into the vessels (Figure 8).

Homeostasis of vascular cambium with its non-disturbed functionality plays an important role 
in the vascularization [59]. However, genetic control of vascular cambium activity is poorly 
characterized. The role of the leucine-rich repeat receptor-like kinase (LRR-RLK) families in 
regulation of this lateral meristem homeostasis, underlying the role of CLV1 (CLAVATA1)—
well-known apical meristem marker and PXY (phloem intercalated with xylem)—a cambium-
specific receptor-like kinase, in this process is suspected [59]. Two receptor-like kinases MOL1 
(more lateral growth1) and RUL1 (reduced in lateral growth1) identified as opposing regula-
tors of cambium activity were also reported [59]. Recently, the role of the homeobox transcrip-
tion factor WOX4 (wuschel-related homeobox 4), as an essential cambium regulator positively 
regulated by PXY, has been revealed [59, 97]. Since many years the correlations between the 
cytoskeleton dynamic (both actin filaments and microtubules) and activity and functioning of 
vascular cambium [31, 37, 98] have been widely discussed. It was postulated that changes in 

Figure 8. The AtHB8 gene expression in differentiating vessels. Longitudinal tangential section through the basal part of 
stem. Expression of AtHB8 in differentiating vessels (arrows); asterisk indicates maturated vessel (AtHB8:GUS transgenic 
line; LR white resin section; bar: 20 μm).
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microtubule orientation might be specific cellular marker for cambial cells in the stage of their 
differentiation into tracheary elements. Analyses of the following steps of this process revealed 
the dynamic changes in the microtubule orientation in the differentiating cambial cells [98].

The most important role in the whole vascular-formation and regeneration machinery is 
played by auxin response genes referred to as early/primary auxin response genes. Three 
major classes of these genes, Aux/IAA, SAURs, and GH3, are characterized by the so-called 
auxin response elements (AuxREs), the TGTCTC-containing auxin response promoter ele-
ments. The genes are specifically induced by auxin, which may rapidly regulate their tran-
scription. Accordingly, when auxin concentration in cells is low, auxin response genes are 
repressed. Oppositely, when auxin concentration is elevated, transcription of the genes is 
activated in a few minutes [99], and ARF transcription factors are binding to its AuxRE target 
sides. It is discussed that dependently on the tissue and developmental stages of the plants, 
tissue-specific expression of both ARF and Aux/IAA proteins could regulate the transcription 
of different sets of genes for different developmental processes.

Studies in the Populus tomentosa [29] have shown that different groups of genes are activated 
dependent on the stage of the secondary vascular tissue development. Thus, in the cambial 
zone, high expression of the ARK1 gene was observed. It was suggested that ARK1 regulates 
cambium activity including cambial cell divisions and differentiation of the cambial deriva-
tives [30]. On the contrary, during the secondary xylem formation, expression of the group of 
genes responsible for the tracheary element differentiation and maturation, such as SND1 or 
NST1 and NST3, was reported [100, 101].

It is widely postulated that important role in the vascularization is played also by gene 
expression that accompanies this process, like PLT (PLETHORA) or TCH (TOUCH) genes 
encoding calcium-binding proteins. Whereas PLTs regulate de novo shoot regeneration in 
Arabidopsis by controlling successive developmental events, TCH genes (TCH2 and TCH4) 
strongly induced by mechanical stimuli like touch and wind [42] may be involved in the 
signal transduction and secondary xylem formation. Otherwise, two of the VASCULAR-
RELATED NAC-DOMAIN genes (VND6 and VND7) are reported as positive xylem vessel 
differentiation regulators in both Arabidopsis and poplar [48]. Thus, the elusive mechanism for 
auxin-regulated vascular tissue patterning might be a part of the extensive genetic network 
including several hormonal signaling pathways and dynamic spatiotemporal switched on/
off gene expression. Deciphering of these yet unknown relationships will help to translate 
the mechanisms regulated in vascular tissue development and regeneration in woody plants.

6. Emergence of Arabidopsis as a good model system to study the 
vascular  tissue formation and regeneration processes

For a long time, the herbaceous plant Arabidopsis was postulated as a major model system 
for developmental plant biology due to its some important features, such as a short genera-
tion time and relatively small size of fully sequenced genome [52]. It was used as a modern 
research tool for different molecular studies, especially thanks to large mutant and transgenic 
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line collections. Finally, in many studies Arabidopsis was also postulated as a perfect plant for 
secondary growth analysis [37–39, 44, 45, 50, 102, 103].

Although the vascularization and regeneration in Arabidopsis have been previously ana-
lyzed [3, 81], the role of vascular cambium in these processes has never been addressed. 
Only just modified and established method to obtain stems with closed vascular cambium 
rings and some typical features mimicking vascular tissue in trees [7, 51], such as second-
ary rays and intrusively growing cambial cells or tracheids—unusual example of tracheary 
elements found in woody plants—gives infinite possibilities to analyze secondary vascular 
tissue development and provides decisive advantage over previous approaches with the 
use of Arabidopsis stems. This strategy is particularly suited to elucidate different molecu-
lar mechanisms and other molecular components involved in auxin-mediated responses, 
canalization of auxin flow, and cellular polarity, underlying determination of plant devel-
opmental plasticity.

The availability of numerous genetic and molecular tools in Arabidopsis will provide clarifying 
picture of the process of vasculature formation as well as reconstruction after wounding and 
decisively extend the knowledge on molecular control of spatiotemporal vasculature pattern-
ing and regeneration both in vivo and in vitro. Resolving the involvement, the mechanism of 
canalization process will contribute to explain molecular mechanisms involved in vasculature 
regeneration and provide a useful model for further studies.

7. Conclusions

Specifically manipulated Arabidopsis represents a good system for the analysis of vascular-
ization machinery that typically occurs in trees. Obtained results revealed that this process 
is accompanied with cellular events following cambium ontogenesis, xylem formation, and 
regeneration: (1) elevated auxin concentration in tissues, (2) new polarity establishment, (3) 
reposition of PIN1 proteins at plasma membranes of differentiating cells, (4) cellular divi-
sions, and finally (5) cambium and vascular tissue development or regeneration.

Knowledge about the molecular mechanisms regulating vascular tissue development in trees 
is incomplete, and such studies can take full practical advantages from a recently proposed 
new approach. Temporal analysis and experiments in trees are hampered mainly because of 
variability in environmental conditions, their long life cycle, and restricted amount of trans-
genic lines and mutants available.

Currently, new insights into the vascular tissue formation problematics can be obtained by 
using Arabidopsis thaliana (L.) Heynh. This modest plant commonly used as a genetic model 
can be also modified to become a perfect experimental “tree-like” model, with a closed ring 
of functional cambium and secondary vascular tissues with complexity of phenotype features 
fully comparable to woody plants. This new approach promises to identify additional genetic 
and molecular components involved in vascular tissue functioning, including the insights 
into the role of cambial cells in this process in woody plants. Extensive studies with the use of 
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Arabidopsis model system allow obtaining a more complete data about vasculature develop-
ment and regeneration under more controlled experimental conditions.

Interdisciplinary scientific approach with the use of Arabidopsis as the “tree-like” model 
promises to pioneer new, original, and valuable information about the mechanisms regulat-
ing vascularization and allows defining molecular factors of the auxin-dependent machin-
ery involved in this process. This creates a unique opportunity to compare the processes in 
Arabidopsis with analogical situation found in trees. There is a hope that the obtained knowl-
edge could be applied practically. Plant life conditions are closely related to dynamic environ-
mental and climate changes, which is a global problem of the last decades. Among the most 
endangered ecosystems are forests, which are shrinking very fast not only because of envi-
ronmental changes but mostly because of the non-sustainable economic exploitation. Thus 
obtaining additional options to study typical tree features including their regenerative abili-
ties is important to design efficient strategies for sustainable wood production.
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Abstract

World population is increasing day by day and at the same time agriculture is threatened 
due to natural resource degradation and climate change. Production stability, agricul‐
tural productivity, income and food security is negatively affected by changing climate. 
Therefore, agriculture must change according to present situation for meeting the need 
of food security and also withstanding under changing climatic situation. Projected esti‐
mates based on food consumption pattern and population growth show that agriculture 
production will require enhancing by 65% to meet the need of burgeoning population by 
2050. Agriculture is a prominent source as well as a sink of greenhouse gases (GHGs). So 
there is a need to modify agricultural practices in a more sustainable way to overcome 
these problems. Developing climate‐resilient agriculture is thus crucial to achieving 
future food security and climate change goals. It helps the agricultural system to resist 
damage and recover quickly by adaptation and mitigation strategies. Mitigation strate‐
gies reduce the contribution of agriculture system to greenhouse gas emission, and adap‐
tation strategies provide agriculture production under changing scenarios. This chapter 
explains different mitigation and adaptation strategies, including farming practices and 
engineering approaches.

Keywords: adaptation, climate change, climate smart agriculture, mitigation, 
sustainable development

1. Introduction

Climate change is emerging as a major threat on agriculture, livelihood and food security of 
millions of people in many places of the world [1]. At the same time, many current farming 
practices damage the environment and are a major source of major greenhouse gases (GHGs), 
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that is, carbon dioxide (CO2), methane and nitrous oxide. Annual anthropogenic greenhouse 
gas (GHG) emissions that are classified in Intergovernmental Panel on Climate Change 
(IPCC) reports as originating in ‘agriculture, forestry and other land use’ (AFOLU) are caused 
mainly by deforestation, rice cultivation practices, livestock production, soil and nutrient 
management. It has been estimated that AFOLU contributes to 21% of total global emission. 
By Food and Agricultural Organization (FAO) estimates, emissions from AFOLU stood at 
10.6 Gigatonnes (Gt) of carbon dioxide equivalent in the year 2014. Large deforestation and 
land degradation have also reduced the carbon sequestration capacity from the atmosphere. 
Forestry, agriculture and land use accounts for 49 and 30% of total emission of carbon dioxide 
and methane, respectively. The share of nitrous oxide in total AFOLU emissions is small, but 
accounts for as much as 75% of global anthropogenic emissions of the gas. Forests play impor‐
tant role in climate mitigation by removing a large amount of GHG from the atmosphere. 
However, the average contribution of forests in carbon sequestration has fallen from 2.8 Gt 
annually in the 1990s to 2.3 Gt in the 2000s and is estimated at 1.8 Gt in 2014 [2].

Worldwide, more than a billion of farmers and their families face a great challenge of climate 
change because agriculture sector is the most vulnerable sector for climate change. Thus, their 
lives and livelihoods are directly affected by climate change, so there is an urgent need to 
implement many of the solutions to overcome this problem. Despite the attention paid to agri‐
cultural development and food security over the past decades, there are still about 800 million 
undernourished and 1 billion malnourished people in the world. At the same time, more than 
1.4 billion adults are overweight and one‐third of all food produced is wasted. Before 2050, 
the global population is expected to swell to more than 9.7 billion people [3]. At the same time, 
global food consumption trends are drastically changing, for example, increasing demand for 
meat‐rich diets. If the current trends in consumption patterns and food waste continue, it is 
estimated that we will require 60% more food production by 2050 [4]. The International Food 
Policy Research Institute (IFPRI) estimated that by 2050 about 50 million more people could 
be at a risk of undernourishment because of climate change.

2. Impact of climate change on agriculture

Climate change is very likely to affect food security at the global, regional and local level. 
Climate change can disrupt food availability, reduce access to food and affect food quality [5]. 
Many advance technologies, such as improved crop varieties, pest control methods, genetically 
modified organisms and irrigation systems, are widely adopted for crop improvement. By 
1880, 1.5°C of Earth’s temperature had been increased [6]. It is projected that throughout the 
twenty‐first century, India will experience warming above global level. It is also expected that 
India will experience more seasonal variation in temperature with more warming in the winters 
than in the summers. In recent years, extreme heat waves across India have extended together 
with warmer night temperatures and hotter days, and this trend is expected to continue. This 
is predicted that the average temperature will raise up to 2.33–4.78°C with a doubling in CO2 
concentrations at the end of this century. These heat waves will lead to increased variability 
in summer monsoon precipitation, which will result in drastic effects on the  agriculture sector 
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in India [7]. Due to rainfall variability, changes in the frequency and severity of droughts and 
floods could pose challenges for farmers and ranchers and will ultimately threaten global food 
security [8]. Meanwhile, the rise in sea level and warming of sea water are likely to cause the 
habitat ranges of many fish species to shift, which could disrupt ecosystems. Overall, climate 
change would adversely affect over crops, animals and marine life. Along with effects of cli‐
mate change on agriculture, other evolving factors that affect agricultural production, such as 
changes in farming practices and technology, need to be addressed.

Higher CO2 levels can affect crop yields. The elevated CO2 levels can increase plant growth 
particularly in plants with C3 photosynthetic mechanism. Increased CO2level also reduces the 
quality of produce by reducing protein, nitrogen and minerals content in most plant species, 
including wheat, soybeans and rice; this will threaten human health. Climate change also 
increased pest pressures and reductions in the efficacy of pesticides; thus more pesticides will 
be required in future which also threatened human health [8]. Reduced grain and forage qual‐
ity can reduce the ability of pasture and rangeland to support grazing livestock [9]. Climate 
change also affects weeds, pests and fungi infestation due to an increase in host susceptibil‐
ity. The ranges and distribution of weeds and pests are likely to increase with climate change. 
This could cause new problems for farmers’ crops previously unexposed to these species. 
Both historical and future estimated impacts of climate change on cereal crop yields in dif‐
ferent locations indicate that the yield loss can be up to −35% for rice, −20% for wheat, −50% 
for sorghum, −60% for maize and −13% for barley depending on the location, future climate 
scenarios and projected year [10].

Heat stress also affects animals both directly and indirectly. Over time, heat stress can 
increase vulnerability to disease, and reduce fertility and milk production. Climate change 
also affects rainfall pattern and distribution; due to this, many areas are facing a problem of 
drought stress which may threaten pasture and feed supplies. Drought reduces both quan‐
tity and quality of forage available to grazing livestock. Some areas could experience longer, 
more intense droughts, resulting from higher summer temperatures and reduced precipita‐
tion. Changes in crop production due to drought could also become a problem for animals 
that rely on grain. Climate change may increase the prevalence of parasites and diseases that 
affect livestock. More variability in weather pattern could provide the chance of insect, pest 
infestation in crop plant [11]. Pasture productivity is increased by elevated CO2but its quality 
may be reduced due to high lignin concentration, low protein and digestibility. However, the 
quality of some of the forages found in pasturelands decreases with higher CO2. As a result, 
the overall performance of cattle would be affected and require eating more to get the same 
nutritional benefits.

Fisheries and aquaculture, which provide at least 50% of animal protein to millions of people 
in low‐income countries, are already under multiple stresses, including overfishing, habitat 
loss and water pollution [12]. Changes in temperature and seasons can also affect the timing 
of reproduction and migration fishes and other aquatic life. Lifecycle of aquatic animals is 
controlled by the temperature of aquatic system and the change in the seasons. For exam‐
ple, in Northwest (United States), the lifecycle of salmon may be affected by an increase in 
the temperature of water and this could also increase the likelihood of disease. These effects 
in combination of other climate impacts are projected to lead to large declines in salmon 
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 populations [13]. The increased intensity and frequency of storms, hurricanes and cyclones 
will adversely affect coastal fisheries, aquaculture and mangroves.

Forests provide employment and livelihood for more than 100 million people of the world’s 
rural poor. Forests are home to more than 80% of the world’s earth biodiversity and provide 
ecosystem services like food, fuel, timber, medicines and shelter. Aberrant weather limits the 
capacity of forests to produce goods and services and also affect the people who depend on 
them directly or indirectly. On the other hand, temperate forest region communities will be 
benefitted from elevated CO2 and temperature. While due to changes in occurrence, distribu‐
tion and frequency of precipitation, this will more likely affect natural biodiversity and also 
adversely affect crop growth, productivity and ultimately yield [14].

India and China, the most densely populated countries of the world, to keep pace with the 
growing population and to sustain world food security will require maintaining at least 4–5% 
annual growth rate in agriculture. India supports about 17% of human and 11% of livestock 
population of the world just on 4.2% of water resources and 2.8% land [15]. As per recent esti‐
mates, India will need to produce about 281 million tonne (mt) food grains, 53.7 mt oilseeds, 
22 mt pulses, 127 mt vegetables and 86 mt fruits by 2020–2021 [15]. In India, the average food 
consumption at present is 550 g per capita per day, whereas in China and USA are 980 and 
2850 g, respectively [16, 17]. To meet the demand for food from this increased population, the 
country’s farmers need to produce 50% more grain by 2020 [7]. To enhance food production is 
under changing climatic conditions like aberrant weather, rising CO2 level, rising temperature 
and rising sea level, and we require the reorientation of agriculture from current practices to 
more sustainable and environmental friendly practices. In this context, scientists are more 
focused on climate smart or resilience agriculture (CSA). Climate resilience agriculture helps 
to improve food security under changing climatic situation while also reducing food waste 
globally [18] and minimizing danger on natural resources.

2.1. Definition

More specifically for managing agriculture for food security under the changing realities of 
climate, FAO has developed the ‘Climate Smart Agriculture’ (CSA) approach, which it pre‐
sented in 2010 at The Hague Conference on Agriculture, Food Security and Climate Change 
[19]. United Nations (FAO) defines CSA as ‘Agriculture that sustainably increases produc‐
tivity, enhances resilience (adaptation), reduces/removes GHGs (mitigation) where possible, 
and enhances achievement of national food security and development goals’. The country 
will have to produce more quality food with diminishing natural resource base and changing 
climate. It includes an in‐built property in the system for the recognition of a threat that needs 
to be responded to and also the degree of effectiveness of the responses.

2.2. Climate smart strategies

Many agricultural technologies and practices such as minimum tillage, different methods 
of crop establishment, nutrient and irrigation management and residue management can 
improve crop yields: nutrient and water use efficiency and reduced greenhouse gas (GHG) 
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emissions from agricultural activities [20]. Similarly, the use of improved seeds, rainwater 
harvesting (RH), Information and Communication Technologies (ICTs)‐based agro‐advisories 
and crop/livestock insurances can also help farmers to reduce the impact of climate change 
and variability [21] In general, the CSA options integrate innovative and traditional technolo‐
gies, practices and services that are relevant for particular location and reduce the effect of 
climate change and provide the opportunities to stand such changing scenario. Adaptation 
and mitigation are complementary strategies for reducing and managing the risks of climate 
change. Substantial reduction in GHG emission over the next few decades can reduce the 
occurrence of climatic variability in the twenty‐first century and beyond, increase prospects 
for effective adaptation, reduce the costs and challenges of mitigation in the longer term and 
contribute to climate‐resilient pathways for sustainable agriculture.

2.3. Mitigation strategies

Mitigation practices help to reduce the emission of greenhouse gases from agriculture system 
because elevated greenhouse gases ultimately lead to climate change.

2.3.1. Mitigation through farming practices

A change in the system of cultivation, cultural practices, nutrient management and water 
management helps to reduce the emission of greenhouse gases (Table 1).

Conservation practices GHG objectives Additional benefits

Crops

Conservation tillage and traffic 
control

Capture carbon and reduce emission Improves soil, water and air quality. Soil 
erosion, compaction and fuel use are also 
reduced.

Integrated and site‐specific 
nutrient management

Capture carbon and reduce emission Improves water and air quality and also 
saves time, labour and money.

Crop diversification and crop 
rotation

Carbon sequestration Improves soil and water quality and also 
reduces emission and water requirement 
and provides food security.

Animals

Manure management Reduces emission Improves soil quality, crop yield, on‐
farm sources of biogas fuel and possibly 
electricity for large operations, provides 
nutrients for crops.

Rangeland and pasture 
management through rotational 
grazing and improved forage

Sequestration, emission reduction Reduces water requirement, helps in 
withstand drought. Increases long‐term 
grassland productivity.

Feed management Emission reduction Reduces quantity of nutrients. Improves 
water quality. More efficient use of feed.

Source: NRCS. http://soils.usda.gov/survey/global‐climate‐change.html.

Table 1. Agricultural practices and climate change mitigation.
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2.3.1.1. Methane emission

Methane is about 25 times more effective as a heat‐trapping gas than CO2. The main sources of 
methane are wetlands, organic decay, termites, natural gas and oil extraction, biomass burn‐
ing, rice cultivation, enteric fermentation and refuse landfills. CH4 emissions can be controlled 
by the following practices:

• Controlling production, oxidation and transport of CH4 from paddy field by alteration in 
water management, particularly promoting mid‐season aeration, by short‐term drainage, 
direct‐seeded rice (DSR) cultivation. The IPCC [6] has estimated that rice cultivation is a 
major contribution to global warming. Rice cultivation contributes 23% of total greenhouse 
gas emission from agriculture sector. Under continuous flooding, dry‐DSR emitted 24–79% 
of CH4 as compared with 8–22% in wet‐DSR, whereas, under intermittent irrigation, the 
reduction ranged from 43 to 75% in dry‐DSR compared with conventional tilled trans‐
planted rice (CT‐TPR). However, reduction in CH4 emissions increased further when DSR 
was combined with mid‐season drainage or intermittent irrigation, compared with flooded 
CT‐TPR. The reason for low CH4 emissions from dry‐DSR is aerobic conditions, especially 
during the early growth stage [22]. Methane emission starts at a redox potential of soil be‐
low −150 mV and is stimulated at less than −200 mV [23].

• Improved organic matter management by promoting aerobic degradation through incor‐
porating or composting it into soil during off‐season‐drained period.

• Use of rice cultivars with few unproductive tillers, high root oxidative activity and high 
harvest index.

• Improved management of livestock diet through the use of improved feed additives, sub‐
stitution of low digestibility feeds with high digestibility ones.

2.3.1.2. Nitrous oxide

As a greenhouse, nitrous oxide is 298 times more effective than CO2. Forests, grasslands, 
oceans, soils, nitrogenous fertilizers and burning of biomass and fossil fuels are the major 
sources of nitrous oxide. Site‐specific nutrient management (SSNM), integrated nutrient man‐
agement (INM), use of slow‐release nitrogen fertilizers and nitrification inhibitors, and place‐
ment of fertilizer in reduced zone helps to reduce emission of NO2.

2.3.1.3. Carbon dioxide

The main sources of carbon dioxide emission are decay of organic matter, forest fires and 
eruption of volcanoes, burning of fossil fuels, deforestation and land‐use changes. CO2 emis‐
sion mitigates by carbon sequestration, soil management practices and afforestation. Carbon 
sequestration is one of the best strategies to mitigate CO2 emission, which is the removal of 
atmospheric CO2into long‐lived stable form.

• Carbon sequestration in soil through manipulation of soil moisture and temperature and 
restoration of soil carbon on degraded lands. Trees, plants and crops absorb CO2 naturally 
through photosynthesis and stored as carbon in biomass in tree trunks, branches, foliage 
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and roots and soils [24]. Forests and stable grasslands are good sink of carbon because they 
can store large amounts of carbon in their vegetation and root systems in long‐life stable 
form as compared to field crops. Soils are the largest terrestrial sink for carbon on the planet.

• Soil management practices such as reduced tillage and manuring residue incorporation. 
Improving soil biodiversity, micro‐aggregation and mulching.

2.3.2. Mitigation through transgenic crops

Agriculture contributes significantly to greenhouse gas (GHG) emissions. As indicated by 
researchers, there is a need to give priorities to develop new varieties of crops cultivars that 
can reduce GHG emissions in farming systems [25]. In this regard, GM crops have been con‐
tributing to lower GHG emissions through reducing fuel use, due both to less pesticide appli‐
cations and increasing the area grown under conservation agriculture (CA), which involves 
practices such as ‘no‐till’ or ‘reduced‐till’. It is reported that, in 2012, GM crops were grown 
roughly on 12% of the world’s arable land, which reduced over 26.7 billion kg of carbon 
dioxide (CO2) or the equivalent of removing nearly 12 million cars from circulation with a 
total reduction [26]. Genetically modified crops such as Roundup ReadyTM modify the plants 
through genetic engineering so that they can take more carbon from atmosphere and convert 
it to oxygen [27].

Crops are bred for N‐use efficiency (NUE) because this trait is a key factor for reducing N 
fertilizer pollution, improving yields in N‐limited environments and reducing fertilizer costs. 
There are various genetic engineering activities which improve NUE in crops [28]. The ala‐
nine aminotransferase gene from barley, which catalyses a reversible transamination reaction 
in the N‐assimilation pathway and enhances NUE, appears to be a target for plant breeding 
option. Keeping N in ammonium form will affect how N remains available for crop uptake and 
will improve N‐recovery, thus reducing groundwater and the atmosphere pollution. There are 
genes in tropical grasses such as Brachiaria humidicola and in the wheat wild relative Leymus 
racemosus that inhibit soil nitrification by releasing inhibitory compounds from roots and sup‐
pressing nitrosomonas bacteria [29]. Engineering nitrogen fixation for self‐fertilizing crops can 
also help to reduce the use of synthetic fertilizer. The ultimate goal is to transfer the molecular 
machinery for nitrogen fixation into non‐N2‐fixing plants so that they will fix atmospheric N2 
[30]. The process is very complex and challenging because N2‐fixing nitrogenase enzyme is 
adversely affected by oxygen produced during photosynthesis. But agriculture would be revo‐
lutionized if plants can be engineered to fix their own nitrogen; this would free agriculture from 
synthetic nitrogenous fertilizers and significantly decouple it from the fossil fuel industry [31].

About one‐fifth of global CH4emissions are from enteric fermentation in ruminant animals. 
Apart from various rumen manipulations and emission control strategies, genetic engi‐
neering is a promising tool to reduce these emissions. The most practical and rapid mitiga‐
tion procedure may be to reduce the per cow CH4 emission through animal breeding and 
genetic selection for feed efficiency as it is permanent and cumulative [32]. Other options like 
manipulation in diet composition, supplementation of feed additives and selection of forage 
plants of high quality for breeding provide solution for reduced CH4 emission from enteric 
fermentation.
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2.4. Adaptation strategies

Adaptation is a key factor that will shape the future severity of climate change impacts on 
food production. To deal with the impact of climate change, the potential adaptation strate‐
gies are as follows:

2.4.1. Adaptation through transgenic approaches

Transgenic approaches are one of the many tools available for modern plant improvement 
programmes. This approach involves manipulation of genetic material and the fusion of cells 
beyond normal breeding barriers. The most evident example of genetic engineering is ‘trans‐
genic’ technology which involves the insertion or deletion of genes and creating genetically 
modified organisms (GMOs). In genetic engineering or genetic transformation, the genetic 
material is modified by artificial means. It involves isolation and cutting of a gene at a precise 
location by using specific enzymes. Identification and transfer of stress‐tolerance gene into 
plant provide improved productivity and adaptation to abiotic stresses. Hence, the transfor‐
mation of major crop species with genes from any biological source (plant, animal and micro‐
bial) is the most powerful tool for molecular plant breeding. Transgenic plant can be used as 
sources of new cultivars and they are also extremely useful as proof‐of‐concept tools to dis‐
sect and characterize the activity and interplay of gene networks for abiotic stress resistance. 
Transcription factor (TF), and genes involved in adaptation to extreme temperature, drought 
or salinity in crops are [33] as follows:

1. Involved in sense, percept and transduction of signal.

2. Mechanisms of stress response for adaptation and abscisic acid (ABA) biosynthesis for 
enhancement for drought adaptation.

3. Genes involved in transportation, detoxification and signal transduction as well as TF tol‐
erance to salinity.

4. Some associated to reactive oxygen species (ROS), modification of membrane and produc‐
tion of chaperon, late embryogenesis abundance (LEA) proteins, osmoprotectants/ compi‐
table solutes and TF are continued in crop genetic engineering for temperature extremes.

2.4.1.1. Heat

Plant responses to high temperature vary with the degree and duration of high tempera‐
ture and the plant type. Plants have various mechanisms to cope with high temperatures, for 
example, by maintaining membrane stability, or by ion transporters, proteins, osmoprotec‐
tants, antioxidants and other factors involved in signalling cascades and transcriptional con‐
trol [34]. The activity of the enzymes CAT, glutathione S‐transferase (GST) and APX was more 
enhanced in the cultivar and showed better tolerance to heat stress and projection against 
ROS production. Upregulation of different genes helps the plant to withstand the stress con‐
ditions and also adaptation to stress [35]. Stress plants receive the internal and external sig‐
nals by different interrelated or independent pathways which are used to control various 
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responses for its tolerance development [36]. Some stress‐associated genes such as ROB5—a 
stress‐inducible gene isolated from bromegrass—enhanced the performance of transgenic 
canola and potato at high temperatures [37]. Likewise, researchers introduced hsp101—a 
heat shock protein gene from Arabidopsis—in basmati rice. This transgenic rice had a better 
growth in the recovery phase after suffering heat stress [38].

2.4.1.2. Drought

Several drought‐tolerant transgenic plants, including rice, tomato, soybean, maize, barley and 
Arabidopsis have been developed. Such genetically engineered plants have generally been 
developed using gene‐encoding proteins that control drought‐regulatory networks. Stress‐
signalling networks in drought responses are made of intercellular communication systems, 
intracellular signalling systems and transcriptional‐regulatory complexes [39]. Some impor‐
tant proteins like protein kinases, receptor‐like kinases, transcription factors, some enzymes 
related to osmoprotectant or plant hormone synthesis, and other functional and regulatory 
proteins [40] play an important role in plant defence during drought stress. NAC, AP2/ERF, 
bZIP and MYC orchestrate regulatory networks are major transcription factor families of 
plants, which underlie drought stress tolerance [41]. Enhanced adaptation to drought could 
be provided directly by metabolites such as trehalose, mannitol, glycinebetaine or indirectly 
through regulation of gene expression through TF and kinases in signal transduction [42]. The 
Arabidopsis’ HARDY (HRD) gene improved WUE by enhancing photosynthetic assimila‐
tion and reducing transpiration [43]. Further research by a multinational seed company [44] 
revealed that the encoding gene cold shock protein B (CspB) from Bacillus subtilis, a soil bacte‐
rium, allows the transgenic maize plant to react more quickly to drought, slowing its growth 
and conserving water, thereby making water available for key plant functions after the onset 
of drought stress. The DroughtGard™ hybrid maize was bred and released for farming in 
the USA in 2013. Under stress, a DroughtGard™ hybrid used 261 mm of water from the soil 
while the control used 338 mm of water from the soil. Under drought stress, a maize plant 
begins producing sugars such as trehalose, which can be broken by the glycoside hydrolase 
enzyme trehalase. When this sugar is not destroyed, the plant shows enhanced adaptation to 
drought stress.

2.4.1.3. Salinity

The damaging effects of salt accumulation in agricultural soils have severely affected agri‐
cultural productivity in large swathes of arable land throughout the world [45]. Salt‐affected 
land accounts for more than 6% of the world’s total land area. Climate change also causes 
salinity due to effect on soil water and increase in temperature. Therefore, there is an urgent 
need to develop salt‐tolerant varieties of crop through conventional breeding and transgenic 
approaches. Genes enhance tolerance in plant against salinity by employing several mecha‐
nisms such as by limiting uptake rate of salts from soil and further transport of salts inside 
plant system, regulate leaf development and the onset of plant senescence and adjust the 
ionic and osmotic balance of cells in roots and shoots. Salt tolerance mechanism varies with 
the plant species; however, the capacity to maintain low cytosolic Na+ is thought to be one 
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of the key determinants of plant salt tolerance [46]. Transgenic plants accumulated more K+, 
Ca2+ and Mg2+ and less Na+ in their shoots compared with non‐transformed controls. The most 
promising genes for the genetic engineering of salinity tolerance in crops, as noted by scien‐
tist [47], are related to ion transporters and their regulators, as well as the C‐repeat‐binding 
factor [48]. The successful use of transporter genes has been observed in several plants. He et 
al. developed transgenic cotton plants with AtNHX1 expression and revealed that plants pro‐
duced more fibre content and generated more biomass under salt stress in a greenhouse con‐
dition [49]. Increased fibre yield was due to superior photosynthetic performance and higher 
nitrogen assimilation rates in the transgenic plants compared with wild type. Moghaieb et 
al. developed transgenic tomato plants by isolating gene (which produce ectoine, a compat‐
ible osmolite) from bacteria and inserting in tomato plant [50]. He reported that transgenic 
plant produced a high amount of ectoine under saline conditions, which led to increased sink 
capacity for photosynthate in root and also enhanced water uptake, and increased the photo‐
synthetic rate under salt stress through enhancing cell membrane stability [51].

2.4.2. Developing climate‐ready crops

Development of new crop varieties with higher yield potential and resistance to multiple 
stresses (biotic and abiotic) will be the key to maintain yield stability. Several drought tol‐
erance varieties have been released in South and Southeast Asia. For example, in 2010 the 
variety Sahbhagi Dhan, released and notified in India, showed a consistently good perfor‐
mance under transplanted low‐land conditions and rain‐fed direct‐seeded upland [52]. Singh 
reported 108% higher yields with Sahbhagi Dhan compared with popular local varieties under 
water‐scare situation [53]. Sahbhagi Dhan needed one to two irrigations only to yield 4.7 t 
ha−1. Likewise, Sahbhagi dhan, IR64‐Drought1, is another climate‐ready rice [54]. Nitrogen 
use efficiency may be reduced under the climate change scenarios because of heavy precipita‐
tion and high temperature which increase leaching and volatilization losses, respectively. But 
at the same time, elevated CO2 concentration causes plant growth and development which 
leads to increased demand for nitrogen. So, there is a need to develop the improved root sys‐
tem of plant for nutrient and water absorption. Genetic engineering is the best option for pool‐
ing all the desirable traits in a plant to get the ideal plant type for adverse climatic situation.

2.4.3. Crop diversification

Major shift in terms of diversification of agriculture into crops, commodities, enterprises and 
cropping/farming systems is called upon to revert the process of degradation of natural resources, 
rejuvenations of waste lands and also to make agriculture a profitable business. Diversified agri‐
cultural systems may be a productive way to build resilience into agricultural systems. Crop 
diversification helps farmer against aberrant weather conditions like early season drought, late 
season drought and dry spell during crop growth season. Intercropping of soybean + pigeonpea 
(4:2), pearlmillet + pigeonpea (3:3), pigeonpea + green gram (1:2) and cotton + green gram (1:1) 
are more economic than monocropping [55]. Due to growing income and urbanization, demand 
for high‐value food products, such as fruits, vegetables, dairy, meat, eggs and fish, is increasing. 
This is reducing the demand for traditional rice and wheat. Diversification of rice‐wheat system 
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(RWS) towards high‐value commodities will increase income and result in reduced water, fer‐
tilizer and other resource uses. Pulses have a positive impact on soil quality because they help 
fix nitrogen in the soil. Nitrogen‐fixing pulse crops have a lower carbon and water footprint as 
compared to other crops. For instance, the water footprints to produce a kilogram of beef, pork, 
chicken and soybeans are 43, 18, 11 and 5 times higher than the water footprint of pulses. In fact, 
one study showed that 1 kg of legume only emits 0.5 kg in CO2 equivalent, whereas 1 kg of beef 
produces 9.5 kg in CO2 equivalent. So the inclusion of pulses in crop rotation and intercropping 
system shows better productivity, sustainability and environmental safety benefits [56].

2.4.4. Alteration in land‐use pattern

Change in location of crop and livestock, adjustment in cropping pattern, planting time and 
methods, fertilizer and pesticide use pattern, and other management practices help to reduce 
the risk of climate. Alternate land‐use management practices also reduce disease and pest 
outbreak and provide remunerative production under aberrant weather situation.

2.4.5. Changing cropping season

Yield instability is reduced by changing planting time which reduce the impact of tempera‐
ture increase‐induced spikelet sterility and also avoid flowering period to coincide with the 
hottest period. Crop calendar provides the information about crop location and cropping pat‐
tern based on weather pattern which helps the farmer for growing crop according to the 
occurrence of weather events. Cropping systems may have to be altered to the growth of 
suitable cultivars, increasing crop intensities (i.e. the number of successive crop produced per 
unit area per year) or planting different types of crops. Farmers will have to adapt to chang‐
ing situation by changing crops. Singh et al. showed that the lentil varieties Pusa Vaibhav and 
Mallika matched well with Sahbhagi Dhan in drought‐prone area [57]. Both lentil varieties are 
of medium duration and suitable for rice‐fallow areas of eastern India.

2.4.6. Conservation agriculture

Conservation agriculture (CA) is defined as resource‐saving agriculture crop production that 
strives to achieve acceptable profit together with high and sustained production level while 
concurrently conserving the environment. It also enhances natural biological process above 
and below the ground. CA is characterized by three linked principles, namely

I. Minimum mechanical soil disturbance: Excessive tillage of agricultural soils may result in 
short‐term increases in fertility, but will degrade soils in the medium term. Structural 
degradation, loss of organic matter, erosion and falling biodiversity are all to be expected.

II. Permanent organic soil cover: Keeping the soil covered and planting through the mulch will 
protect the soil and improve the growing environment for the crop.

III. Diversification of crop species grown in sequences/association: Diversification of crop or crop‐
ping system helps farmers in terms of risk minimization. It provides opportunity to crop 
for efficient utilization of natural resources and also maintain soil fertility.
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Conservation agriculture‐based resource conservation technologies (RCTs) under precision 
laser land levelling are helpful to improve water productivity [58]. Retention of carbon (C) in 
arable soils has been considered as a potential mechanism to mitigate soil degradation and 
to sustain crop productivity. The mean annual input of organic biomass/residues to soil from 
all crops varied with aboveground yield responses of the crops and treatment types. The total 
estimated C input (12.1 Mg C ha−1 in 3 years) under mungbean residue + direct‐seeded rice 
(DSR) followed by zero‐tilled wheat (ZTW) with rice residue (RR) retention and zero‐tilled 
relay summer mungbean (MBR + DSR‐ZTW + RR‐ZTMB) treated plots was 117 and 127% 
higher than DSR‐ZTW and transplanted rice followed by conventional tilled wheat (TPR‐
CTW) treatments, respectively [59]. Jat et al. also reported that various components of CA 
increase crop growth and productivity [60].

2.4.7. Efficient utilization of resources

The resource‐efficient technologies comprises those technologies which improve resource use 
efficiency and provide immediate economic benefits like conservation of natural resources 
(water, soil, biodiversity and climate), reduce production cost, reduce environmental pollu‐
tion and ultimately increase yield and income of small and marginal farmers. Resource‐con‐
serving practices like zero tillage can allow farmers to sow wheat sooner after rice harvest, so 
the crop heads and fills the grain before the onset of premonsoon hot weather. The resource 
conservation technologies (RCTs) in rice‐wheat system (RWS) also have pronounced effects 
on mitigation of greenhouse gas emission and adaptation to climate change. Grace et al. 
reported that the emissions of GHGs from RWS in Indo‐Gangetic plains (IGPs) have a global 
warming potential (GWP) of 13–26 Mg CO2 ha‐1yr‐1[61]. These approaches of crop manage‐
ment should be coupled with the measures of crop improvement for wider adaptation to 
climate change. Rice‐wheat cropping systems (RWCS) of the IGP of India are tillage, water 
and energy intensive and an important source of greenhouse gas (GHG) emission. ZTW – 
DSR and zero‐till wheat + surface application of rice residue – Direct‐seeded rice showed the 
lowest global warming potential (GWP) and GHG intensity. Adoption of these systems in the 
Indian IGP can reduce GWP of the conventional RWCS (CTW‐TPR) by 44–47% without any 
significant reduction in the system yield. This was mainly due to prolonged aerobic condi‐
tion under DSR which led to low CH4 emission (82.3–87.2%) as compared to TPR. However, 
frequent wetting and drying led to higher denitrification emissions of N2O (60–70%) in DSR 
system. Neem oil‐coated urea was found to be effective in reducing N2O emission from ZTW 
(17.8–20.5%) leading to lower GWP as compared to CTW. Application of rice residue in ZTW 
treatment also reduced N2O emission (11–12.8%) [62].

2.4.8. Integrated nutrient management

Integrated nutrient management (INM) system or integrated plant nutrient supply (IPNS) 
system is a practice which aims at achieving a harmony by efficient and judicial use of chemi‐
cal fertilizers in conjunction with organic manures, use of well‐decomposed crop residues, 
green manures, recyclable waste, compost including vermicompost, using legumes in crop‐
ping systems, use of bio‐fertilizers and other locally available nutrient sources for sustain‐
ing soil health and amelioration of environment as well as enhancing crop productivity on 
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long‐term basis [63]. Minimum soil disturbance of reduce tillage, integrated and judicious 
use of different nutrient sources may enhance soil organic carbon marginally and the carbon 
sequestration rate varied from 62 to 186 kg ha‐1 yr‐1. Based on the study, it can be recom‐
mended that the substitution of 50% of the recommended N with organic source increases 
crop yields and soil carbon in semi‐arid rain‐fed systems of India [64].

2.4.9. Site‐specific nutrient management

Site‐specific nutrient management (SSNM) is a plant‐based approach for managing the nutri‐
ent requirements of crop. It provides principles and tools for supplying nutrients as and when 
needed for plant to achieve high yields while optimizing the use of nutrients from indigenous 
sources. Applying the right nutrient source, at the right rate, at the right time, in the right 
place is essential to nutrient stewardship. LCC‐based urea application can reduce GWP of 
a rice‐wheat system by 10.5% in LCC≤4 treatment as compared to blanket application [65].

2.4.10. Relocation of crops

Climatic variabilities such as increased temperature, CO2 level, drought and floods would 
affect the production of crops. However, the impact will be varied across crops and regions. 
There is a need to identify the regions and crops that are more sensitive to climate changes/
variability and relocate them in more suitable areas.

2.4.11. Harnessing indigenous technical knowledge of farmers

There is a wealth of knowledge on the range of measures that can help in developing tech‐
nologies to overcome climate vulnerabilities. There is a need to harness the indigenous techni‐
cal knowledge and fine‐tune them to suit the modern situation. Ecological‐based traditional 
knowledge could provide insights and viable options for adaptive measures.

2.4.12. Integrated Farming System (IFS)

Monocropping in flood‐ and drought‐prone area is risky practices for farmers. Dependence 
on single enterprises not only increases the risk of crop failure but also leads to food, income 
and environmental insecurity especially in rain‐fed area. Integrated farming system (IFS) 
modules minimize risk from a single enterprise in the face of natural calamities, and diversi‐
fied enterprises bring in the much needed year round income to farmers in monocropped 
paddy‐growing areas and improve their livelihoods and resilience to extreme weather events. 
Integrated farming system is defined as the integration of different interrelated, interacting 
and interdependent farm enterprises which are suited to agroclimatic condition socioeco‐
nomic situation of the farmers. Integrated fish‐duck farming and Rice‐fish‐poultry farming 
have been developed for small and marginal farmers [55].

2.4.13. Integrated pest management

Several factors mainly climatic factors such as variability in rainfall and changes in tempera‐
ture would affect the incidence of pest, disease and host susceptibility of major crops, because 
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climate is continuously changing which will potentially influence the pest/weed‐host rela‐
tionship by affecting the pest/weed population, the host population and the pest/weed‐host 
interactions. To adopt in this situation, some of the potential strategies are as follows:
Develop diseases and pest resistance cultivars,
Adopt integrated pest management with more emphasis on biological control,
Improve forecasting of pest using recent tools and techniques such as simulation modelling,
Develop location‐specific crops, cultivars and alternative production techniques that are resis‐
tant to infestations and other risks.

2.4.14. Better weather forecasting and crop insurance schemes

Weather forecasting at different spatial and temporal scales would be significant tool for adap‐
tion in agriculture under future climate change scenario. Information and Communication 
Technologies can also play a great role to disseminate the information [66]. Weather fore‐
casting and early warning systems will be very useful in minimizing risks associated with 
climatic adversaries. Information and Communication Technologies could greatly help the 
administrators and researchers in developing contingency crop plans and also reduce the risk 
of aberrant weather. Efficacious crop insurance schemes should be evolved to help the farm‐
ers in reducing the risk of crop failure due to these events. Low‐cost access to financial services 
could be a boon for vulnerable farmers. Micro‐finance has been a success among rural poor, 
including women. Rainwater harvesting, drip irrigation, laser land levelling, furrow‐irrigated 
raised bed planting, drainage management, cover crop method, site‐specific nutrient manage‐
ment, green manuring, integrated nutrient management, intercopping with legume, contin‐
gent crop planning, improved crop varieties, seed and fodder banks, zero tillage/minimum 
tillage, agro‐forestry, concentrate feeding for livestock, fodder management and integrated 
pest management are some promising climate smart practices [67].

CSA practices and technologies adopted include the following:

1. Improved crop varieties for higher yield.

2. Varieties suitable to cope with drought.

3. Direct‐seeded rice.

4. In situ moisture conservation.

5. Water harvesting and its storage.

6. Laser land levelling.

7. Practicing minimum tillage by using zero‐till drill or a happy seeder.

8. Nutrient management by using green seeker, leaf colour chart and chlorophyll metre.

9. Managing irrigation by using tensiometer.

10. Accessing weather information through SMS.

11. Residue retention.
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12. Site‐specific nutrient management.

13. Legume integration and cropping system diversification.

14. Use of solar pump.

15. Use of a mobile phone app helps to calculate how much fertilizer to apply throughout the 
growing season.

2.5. Climate smart agriculture in India

Climate change and its variability are emerging as the major challenges influencing the per‐
formance of agriculture and its sustainability [68]. Long‐term changes in shifting weather 
patterns result in changing climate, which threaten agricultural productivity through 
high‐ and low‐temperature regimes, increased rainfall variability and rising sea levels that 
potentially deteriorate coastal freshwater reserves and increase the risk of flooding. The 
challenge becomes pronounced in the case of unusual or extreme changes in climate, typi‐
fied by droughts, floods, heat waves, and so on, the frequencies of which are predicted to 
increase in the future [69]. Developing countries, like India, are more vulnerable to such 
shocks because of their heavy dependence on agriculture and lack of technical and finan‐
cial resources to cope up with them [70]. Climate change (and global warming) impacts all 
sectors of human life. In this context, ICAR started NICRA project to overcome the climate 
change vulnerability.

2.6. National initiative for climate‐resilient agriculture (NICRA)

This programme was started by ICAR during February 2011 with the following objectives:

a. Increase the resilience of Indian agriculture to climate change and climatic variability by 
development and implementation of production and risk management strategies.

b. Demonstration of site‐specific technologies on farmer’s field.

c. Enhancing the capacity of scientists and other stakeholders for climate‐resilient agriculture 
research and its application.

Smart agricultural practices in India promoted by ICAR are as follows:

1. Rejuvenation of farming in cyclone‐ and flood‐prone coastal agro‐ecosystems through 
land shaping,

2. Staggered paddy nursery as a contingency measure for drought,

3. Water efficient direct‐seeded rice cultivation technology,

4. Drum‐seeded rice for improving water use efficiency,

5. Short‐duration rice cultivar for drought tolerance,
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6. Drought‐tolerant short‐duration finger millet varieties for late season drought in south 
interior Karnataka,

7. Short‐duration crop varieties suitable for late sowings,

8. Crop diversification for livelihood and food security, sustainability,

9. Flood‐tolerant varieties impart resilience to farmers in flood‐prone areas,

10. Improving the resilience of poor farmers reclaiming cultivable wastelands,

11. Community tanks/ponds as a means of augmentation and management of village level 
water resources,

12. Individual farm ponds for improving livelihoods of small farmers,

13. Jalkund—low‐cost rainwater‐harvesting structures,

14. Check dam‐storing excess runoff in streams,

15. Rainwater harvesting and recycling through temporary check dam,

16. Enhancing resilience through improvement in conveyance efficiency,

17. Recharge of wells to improve shallow aquifers,

18. Integrated Farming System modules,

19. Captive rearing of fish seed—a livelihood opportunity in flood‐prone areas,

20. Management practices to tackle cold stress in backyard poultry,

21. Shelter management for small ruminants to tackle heat stress and rain storm,

22. Small‐farm mechanization through Custom Hiring Centres for farm machinery,

23. Improved planting methods for increasing water use efficiency and crop productivity,

24. Zero‐till drill wheat to escape problem of terminal heat stress,

25. In situ incorporation of biomass and crop residues for enhancing soil microbial popula‐
tion and soil health,

26. Village level seed banks for reducing seed shortages,

27. Improved fodder cultivars to solve the problem of fodder scarcity.

3. Conclusion

Climate smart strategies like choice of suitable crop and cultivars, integrated farming sys‐
tem, site‐specific nutrient management, residue management, intercropping with legume, 
conservation agriculture‐based resource conservation technology, agro‐forestry and crop 
diversification can help minimize negative impacts to some extent and strengthen farmers 
by sustainably increasing productivity and income. Location‐specific medium‐range weather 
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forecasting will play a major role in designing agricultural practices especially in the event 
of extreme climatic event like high rainfall, drought, frost, hailstorms and heat waves. Water‐
saving technologies and water‐harvesting structures to enhance the availability of water at 
critical stages of crop growth will be important practice in chronically water‐deficient areas. 
Crop insurance will provide economic security in case of heavy crop loss due to climatic 
extremes like flood, drought and hailstorms especially to small and marginal farmers. In gen‐
eral, the CSA options integrate traditional and innovative practices, technologies and services 
that are relevant for particular location. Thus, to meet food security we need such smart agri‐
cultural practices which are sustainable, economic and environmentally sound.

4. Future thrust

Precise and accurate weather forecasting for different location will help to make contin‐
gent plan for different crop and cropping systems. Researches on precise water, nutrient 
and pesticide application technologies suitable for small and marginal farmers are needed. 
Researches on crop residue management, minimum tillage and mulches need to be devel‐
oped. Development of IFS models is done for different locations keeping in view of farmers 
resources in that locality. Breeding and biotechnological approaches for crop and varieties 
need to be developed for adoption in changing climatic scenario.
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Abstract

High operational costs of greenhouse production in hot and humid climate condition
due to the initial investments on structure, equipment, and energy necessitate practicing
advanced techniques for more efficient use of available resources. This chapter describes
design and concepts of an adaptive management framework for evaluating and
adjusting optimality degrees and comfort ratios of microclimate parameters, as well as
predicting the expected yield in greenhouse cultivation of tomato. A systematic approach
is presented for automatic data collection and processing with the objective to produce
knowledge-based information in achieving optimum microclimate for high-quality and
high-yield tomato. Applications of relevant computer models are demonstrated through
case-study examples for use in an iterative way to simulate and compare different
scenarios. The presented framework can contribute to future studies for providing best
management decisions such as site selection, optimum growing season, scheduling effi-
ciencies, energy management with different climate control systems, and risk assess-
ments associated with each task.

Keywords: greenhouse, climate control, microclimate evaluation, tomato, ventilation,
evaporative cooling

1. Introduction

The increasing market demand for high-quality food products have replaced open-field
cultivations of Solanaceae and Cucurbits crops with modern plant production systems for
more efficient use of available resources. Closed-field cultivations by means of commercial
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greenhouses have been changed over the last three decades from basic structures to advanced
controlled environments for optimizing plant’s productivity and producing high yields at low
expenses. The higher costs of greenhouse operation due to the initial investments on structure,
equipment, and energy necessitate practicing advanced techniques of automation for efficient
control of the microenvironment. Research trends in this field are directed toward developing
innovative solutions for shifting from energy-consuming to energy neutral greenhouses with
the ultimate objective of increasing profits. This is, however, challenging due to the lack of
accurate information about interactions between crops and environment at different growth
stages, as well as the complexity of the dynamic system that is subjected to changes with internal
and external factors. Plant-based engineering has helped researchers with proper management
policies to embrace these uncertainties through modeling and integrated-learning approaches.
Several uncertainties with greenhouse cultivation include climate variability, expected yield,
optimum references of microclimate parameters, comfort ratios, insecurity of resources, com-
plexity of the system states, lack of accurate information about interactions between plants and
environment, and the relationships between biological and ecological system.

Greenhouse microclimate control has been a large field of study for many years. Much
work has been done for moderate cold climate conditions as opposed to tropical lowlands.
In contrast to cold arid climate, the main objective of a greenhouse in hot and humid regions
such as lowlands of south-east Asia (Figure 1) is to protect crop against fluctuations of external
conditions such as extreme winds, heavy seasonal rainfalls, typhoons, extreme solar radiation,
occasional water shortage, high air temperature, high humidity, and invasion of pests and
diseases. The major concern with greenhouses in these regions is the crop stress due to the
adverse microclimate that reduces plant evapotranspiration rate and causes production fail-
ure. Evaporative cooling systems by means of misting, pad-and-fan, and swamp cooling are
widely used in tropical greenhouses of south-east Asia for manipulating crop growth micro-
climate; however, these systems have not reached their optimum potential due to their con-
ventional automation and control methods. If properly managed, tropical greenhouses can
provide suitable growth condition for tomato cultivation by maintaining inside microclimate
close to the outside, with an expected yield that varies between 30 and over 100 tons/ha
(vs. open-field yield of 15–30 tons/ha) depending on soil culture or hydroponics medium.

Profitability and investment returns of commercial greenhouses are tightly linked to manage-
ment decisions. One of the main factors to be considered in this context is the sustainability of

Figure 1. Outside and inside view of tropical greenhouses in the lowlands of Malaysia.
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operations through proper management of available resources. Modern greenhouses are
required to exhibit integration of automation, cultural practices, and environmental control
using object-oriented analysis of the subsystems. The primary concepts and methods of auto-
mation-culture-environment system analysis (ACESYS) in controlled environments plant pro-
duction (CEPP) have been introduced and expanded in the works of [1–3]. Some of the earliest
examples of object-oriented analysis and modeling applications including optimal control
strategies and decision-support software in advanced CEPP systems can be found in the works
of [2, 4–6]. The purpose of object-oriented system analysis approach according to Ref. [3] is to
develop a set of foundation classes that can be used to effectively describe the components of
the automation system. This, however, requires a comprehensive understanding of the inter-
action between crop’s growth response and environment characteristics. Some of the specific
applications and benefits of system analysis in greenhouse production includes integrated
energy-efficient strategies, extracting unique and new knowledge that provides valuable
insight to local growers and beyond, understanding limitations of resources and balancing
between input and output expectancies, improving technology and increasing returns, provid-
ing business attraction for local stakeholders, minimizing energy requirements and eliminat-
ing tedious operations, increasing production quality and quantity to satisfy market demands,
and technology adaptation by balancing between fixed and flexible automation for various
crop production. With this perspective, the convolution of several possible scenarios and
combination of culture classes (i.e., climate control parameters) and objects (i.e., tomato crop
at different growth stages) necessitates computer-based analysis program within the concepts
of a systematic framework approach such as adaptive management.

Adaptive management was initially introduced at the University of Florida [7] as an iterative
method for managing natural resource in the systems with wide range of responses to man-
agement choices and to help manager’s difficulty in understanding the systems’ dynamics [8]
and plant’s responses [9]. It is defined as “a systematic process for continually improving
management policies and practices by learning from the outcomes of operational programs”
[10]. Adaptive management was created based on the needs of environment and ecosystem
managers with an iterative processing tool that acknowledged complexity and uncertainty,
with a focus on learning and for continuous inputs [11]. It has been widely used as a new
design technique for large database that manages and assists the immense data collection, data
analysis, and data storage of distributed sets of experiments associated with environmental,
meteorological, biological, and medical research problems or other technical and experimental
assessments that utilize large-scale data sources within multiple and separate engineering or
laboratory facilities. Examples include the work of Refs. [12–15]. The principles of adaptive
management according to Ref. [16] suggest using the best available knowledge to design and
implement management plans, while establishing an institutional structure that enables learn-
ing from outcomes to adjust and improve future decision making. This structured approach is
an efficient method in developing decision-support tools for systems design, management,
and operation by recognizing the importance of natural variability in contributing to ecological
resilience and productivity.

This chapter provides a systematic process of incorporating new and existing knowledge that
can be used in developing management decisions for achieving optimum microclimate.
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It describes design and concepts of an adaptive management framework for evaluating opti-
mality degrees and comfort ratios of air temperature (T), relative humidity (RH), and vapor
pressure deficit (VPD), as well as prediction of the expected yield in greenhouse cultivation of
tomato. The presented frameworkwas designed to allow productionmanagers to ask “what-if”
type of questions for further quantitative inclusion to avoid possible detriment decisions. It also
provides an in-depth rigorous analysis tool for decision making or decision procrastination
when facing uncertainties. It can assist in enhancing scheduling efficiency and guiding invest-
ments through different simulated scenarios that are based on information analysis to support
optimal restoration strategies. In the rest of this chapter, we refer to the term “microclimate
parameters T, RH, or VPD” byM. We also useOpt Mð Þ ¼ α, and Cf t M, t,αð Þ ¼ β, to refer to the
terms “optimality degree” and “comfort ratio,” respectively, defined in Sections 3.1 and 3.2.

2. Adaptive greenhouse model

The key to an adaptive greenhouse is the computer model that drives specific implementations of
other components. An adaptive management framework for microclimate evaluation and control
in greenhouse production systems is proposed in Figure 2. A diagram of the steps in the analysis
process is shown by rectangles. The arrows are the direction of the process, and the central spiral
highlights the goal of arriving at a compromising decision based on a shared set of objectives
developed through the iterative process. The three essential elements in this structure are (i) data
entry and retrieval, (ii) computer model (expressed by mathematical equations), and (iii) data

Figure 2. Diagram of the adaptive management framework for monitoring, data processing, evaluating, and adjusting
greenhouse microclimate with an iterative analysis approach for scenario analysis with greenhouse crop production.

Plant Engineering170



It describes design and concepts of an adaptive management framework for evaluating opti-
mality degrees and comfort ratios of air temperature (T), relative humidity (RH), and vapor
pressure deficit (VPD), as well as prediction of the expected yield in greenhouse cultivation of
tomato. The presented frameworkwas designed to allow productionmanagers to ask “what-if”
type of questions for further quantitative inclusion to avoid possible detriment decisions. It also
provides an in-depth rigorous analysis tool for decision making or decision procrastination
when facing uncertainties. It can assist in enhancing scheduling efficiency and guiding invest-
ments through different simulated scenarios that are based on information analysis to support
optimal restoration strategies. In the rest of this chapter, we refer to the term “microclimate
parameters T, RH, or VPD” byM. We also useOpt Mð Þ ¼ α, and Cf t M, t,αð Þ ¼ β, to refer to the
terms “optimality degree” and “comfort ratio,” respectively, defined in Sections 3.1 and 3.2.

2. Adaptive greenhouse model

The key to an adaptive greenhouse is the computer model that drives specific implementations of
other components. An adaptive management framework for microclimate evaluation and control
in greenhouse production systems is proposed in Figure 2. A diagram of the steps in the analysis
process is shown by rectangles. The arrows are the direction of the process, and the central spiral
highlights the goal of arriving at a compromising decision based on a shared set of objectives
developed through the iterative process. The three essential elements in this structure are (i) data
entry and retrieval, (ii) computer model (expressed by mathematical equations), and (iii) data

Figure 2. Diagram of the adaptive management framework for monitoring, data processing, evaluating, and adjusting
greenhouse microclimate with an iterative analysis approach for scenario analysis with greenhouse crop production.

Plant Engineering170

analysis components. The data entry component may be implemented by direct interfacing with
real-time data acquisition system or by using web-based and desktop application software.
Computer model is application specific; it can be updated and is usually condensed and produced
from previous extensive research works in crop physiology. Data analysis comprises
implementing relevant techniques within the retrieval component (i.e., programmable spread
sheets) or by integrating with third-party applications (i.e., Simulink blocks). The proposed
framework can be adapted to new research projects for working with different culture classes
and objects by whichmany specific scenarios may be modeled and analyzed. It carefully monitors
the possible outcomes of the system for better understanding of the process in order to adjust
control parameters through an iterative learning process.

The framework utilizes a custom-designed data acquisition, and control system [17] that was
built using Arduino Uno prototype microcontroller board for monitoring and manipulating of
the microclimate parameters. Three computer models were employed by the framework for
evaluation and adjusting of optimality degrees Opt Mð Þ, comfort ratio Cf t M, t,αð Þ, and pre-
diction of the expected yield. The framework was implemented in MATLAB® (The
MathWorks Inc, Natick, MA, USA) environment through Simulink blocks and coding of
various main functions and sub-functions that were stored as “m-files.” Different toolboxes
were developed for the immense data-analyzing tasks as shown in Figure 3. The framework
structure was designed in a way that end users can create (or update) entries in database, select
report type (1-day or multidays report), and proceed with a specific analysis procedure. The
database is a dynamic flat file type that can be created by entering collected data, either
manually from previously stored sources such as excel sheets or directly from the hardware
interface. The computer models presented in this chapter are focused on tomato (Lycopersicon

Figure 3. Arrangement of the process in the framework toolboxes.
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esculentum); however, with slight modification, the framework can be reprogrammed to work
with other greenhouse crops provided that their yield prediction and growth response models
are available. Results of microclimate evaluation and set-point manipulation discussed in
Sections 3 and 4 can contribute to dynamic greenhouse climate control strategies [18] such as
the one in Ref. [19]. An example is provided by comparing a model reference-adaptive green-
house microclimate controller with conventional closed-loop feedback shown in Figure 4.
In this scheme, the control law is adapted with the new greenhouse states based on the
optimized set points as shown in the diagram of Figure 5 [19] for a specific microclimate

Figure 5. Adaptive control of greenhouse air temperature based on manipulated set point as discussed in Ref. [19].

Figure 4. Demonstration of conventional greenhouse controller (left) versus model reference adaptive controller (right).
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parameter (i.e., air temperature), causing other microclimate parameter (i.e., humidity) to be
actually controlled via set-point manipulation.

3. Microclimate evaluation with manipulated set points

3.1. Optimality degrees of microclimate

Optimality degree of a microclimate parameter denoted byOpt Mð Þ ¼ α is a quantitative value
between 0 and 1 that represents how close a microclimate measurement (T, RH, or VPD) is to
its ideal value as required by the greenhouse crop at specific growth stage and climate condi-
tion. This value can be computed from experimental models that correlate different levels of
microclimate parameters with yield and quality of the greenhouse crop. An example of such
models is the one developed for air temperature and relative humidity by the Ohio Agricul-
tural Research and Development Center [20, 21]. These models define optimality degrees of T,
RH for greenhouse cultivation of tomato with independent trapezoid membership-function
growth response plots that are specific for different growth stages and three light conditions
(night, sun, and cloud). These plots were originated using utility theory with the goal of
simultaneously achieving high-yield and high-quality fruit. The knowledge behind these plots
was condensed from extensive scientific literature and peer-reviewed published research on
greenhouse tomato production and physiology. Mathematical expressions and plots of mem-
bership functions for defining optimality degrees of T and RH are available in Ref. [22]. The
sets of membership functions for defining optimality degrees of VPD are presented in the work
of Ref. [23]. According to this model, a membership function for specific growth stage and
light condition on the universe of discourse is defined as Opt Mð ÞGS, Lightð Þ : M ! 0, 1½ �,
where M : T, RH, and VPD is the universe of discourse (input). In other words, each M
reading in the greenhouse at time tm,n, is mapped to a value between 0 and 1 that quantifies
its optimality for tomato production. The two indexesm and n refer to specific minute and date
of a measurement. In this model, an optimality degree equal to 1 refers to a potential yield with
marketable value high-quality fruit. For example, Opt Tð Þ ¼ 1 is associated with T ∈ 24, 27½ ��C
at the vegetative to mature fruiting growth stage during sun hours. For the same growth stage
and light condition, a wider reference border, that is, T ∈ 18:4, 32:2½ ��C, is associated with a
lower range of optimality degrees, Opt Tð Þ∈ 0:6, 1½ �. In other words, a greenhouse air tempera-
ture equal to 32:2�C during sun hours is 60% optimal for tomato production in the vegetative
to mature fruiting growth stage. The reference values corresponding to the optimal, marginal,
and failure T and RH are summarized in Table 1. These values for VPD depend on the range of
T and RH and are discussed in Ref. [23]. The optimality-degree model was implemented in the
framework as a toolbox and was successfully used in evaluating microclimate parameters.
Results of an actual case study on a net-screen-covered greenhouse in tropical lowlands of
Malaysia are provided in Figures 6 and 7 [22].

3.2. Comfort ratio of microclimate

Comfort ratio of a microclimate parameter, denoted by Cf t M, t,αsð ÞGS ¼ β, is defined as the
percentage of M data collected during time frame t that falls inside reference borders of M

Adaptive Management Framework for Evaluating and Adjusting Microclimate Parameters in Tropical Greenhouse…
http://dx.doi.org/10.5772/intechopen.69972

173



Temperature Relative humidity

Growth stage Reference
border

Value (�C) Growth stage Reference
border

Value (%)

Early growth (GS1) T1α0L 9 Early growth (GS1) RH1α0L 60

T1α0H 35 RH1α1L 75

T1α1L 24 RH1α1H 99

T1α1H 26.1

Vegetative to termination
(GS2-5)

T2α0L 10 Vegetative (GS2) RH2α0L 40

T2α0H 40 RH2α0H 99

T2α0:5N 17 RH2α1L 70

T2α1L,N 18 RH2α1H 80

T2α1H,N 20 Flowering to termination
(GS3-5)

T2α1L,S 24 RH3α0L 30

T2α1H,S 27 RH3α0H 99

T2α1L,C 22 RH3α1L 60

T2α1H,C 24 RH3α1H 80

Indices are: L: lower border, H: higher border, N: night, C: cloud, S: sun, α0: index of failure, α0:5: index of Opt¼0.5, α1:
index of Opt¼1.

Table 1. Reference values of optimal and failure T and RH at different growth stages and light conditions.

Figure 6. Plots of daily averaged air temperature, RH, and associated optimality degrees from a tropical greenhouse
experiment (Source: [22]).
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associated with αs at a specific growth stage. A 100% ideal microclimate growth condition is
therefore defined as Cf t M, t, 1ð Þ ¼ 1. The notation αs refers to user-preferred optimality
degree for adjusting the reference borders that is desired for microclimate evaluation or
control. The reference borders for a given αs are calculated from available simulation models
(i.e., from the membership function growth response models of [21, 23]). For the purpose of
this chapter, mathematical descriptions of Ref. [21] model for defining reference borders of
air temperature and relative humidity are adapted and provided in Table 2. An example is
demonstrated in Figure 8 for constructing reference borders of air temperature associated
with αs ¼ 0:8 at the vegetative to mature fruiting growth stage. The procedure is similar for
other microclimate parameters (RH and VPD) at other growth stages and for any selection of
0 ≤ αs ≤ 1. The framework algorithm automatically selects proper membership functions
from database according to the light condition and growth stage and computes the reference
borders for the given αs. The light condition in this demonstration belongs to a random day,
date: December 15, 2013. The reference borders corresponding to αs ¼ 0, αs ¼ 0:8 and αs ¼ 1
are shown in red, blue, and green colors, respectively. The framework plots data inside each
reference border in different colors (black for αs ¼ 0, blue for a preferred αs, and green for
αs ¼ 1). If a measurement lies outside marginal reference borders (αs ¼ 0), it will be plotted
in red.

The main purpose of introducing comfort ratio and corresponding graphical demonstration is
to address deviation of microclimate responses with respect to different reference borders and
to compare it for different cultivation days or greenhouse designs. A practical example is
provided in Figure 9 for air temperature collected from a naturally ventilated greenhouse in
two random days, one at the early growth and the other at the mature fruiting stage. The
reference borders associated with a preferred optimality degree (i.e., αs ¼ 0:7) are shown
in blue color-dashed lines. Moreover, the reference borders corresponding to failure air

Figure 7. Demonstration of real-time measured air temperature and RH (left) and corresponding optimality degrees
(right) for a random cultivation day at the flowering to mature fruiting growth stage (date: March 11, 2015) in a tropical
greenhouse. Each color represents a light condition, back: night, red: sun, blue: cloud (Source: [22]).
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temperature (αs ¼ 0) and optimum air temperature (αs ¼ 1) are, respectively, shown in red-
and green-dashed lines. In this example, the percentage of data that falls inside these three
reference borders (αs ¼ 0, 0.7 and 1) are 100, 92 and 41% for the early growth stage, and 100,
73, and 3% for the mature fruiting stage. These values are expressed on the plots of Figure 9
as Cf t T,24,0ð ÞGS1 ¼ 1, Cf t T,24,0:7ð ÞGS1 ¼ 0:92, Cf t T,24,1ð ÞGS1 ¼ 0:41, Cf t T,24,0ð ÞGS5 ¼ 1,
Cf t T,24,0:7ð ÞGS5 ¼ 0:73, and Cf t T,24,1ð ÞGS5 ¼ 0:03. In other words, Cf t T,24,0:7ð ÞGS1 ¼ 0:92
and Cf t T,24,0:7ð ÞGS5 ¼ 0:73 imply that for nearly 22 h (92% of the entire 24 h) of the random
day at the early growth, and for 17.5 h (73% of the entire 24 h) of the random day at the mature
fruiting stage, the climate controller (for this example, natural ventilation) provided the green-
house with air temperature that was at least 70% optimal for tomato cultivation. Moreover,
Cf t T,24,1ð ÞGS1 ¼ 0:41 implies that at the early growth stage, the greenhouse was controlled

Reference function Preferred optimality

TðαÞG1A ¼

8>><
>>:

T1α0L
V

T1α0H α ¼ 0

αðT1α1L � T1α0LÞ þ T1α0L
V

αðT1α1H � T1α0HÞ þ T1α0H 0 < α < 1

½T1α1L, T1α1H � α ¼ 1

TðαÞG2S ¼

8>><
>>:

T2α0L
V

T2α0H α ¼ 0

αðT2α1L,S � T2α0LÞ þ T2α0L
V

αðT2α1H,S � T2α0HÞ þ T2α0H 0 < α < 1

½T2α1L,S , T2α1H,S� α ¼ 1

TðαÞG2C ¼

8>><
>>:

T2α0L
V

T2α0H α ¼ 0

αðT2α1L,C � T2α0LÞ þ T2α0L
V

αðT2α1H,C � T2α0HÞ þ T2α0H 0 < α < 1

½T2α1L,C, T2α1H,C� α ¼ 1

TðαÞG2N ¼

8>>>>>>>>>><
>>>>>>>>>>:

T2α0L
V

T2α0H α ¼ 0

2αðT2α0:5N � T2α0LÞ þ T2α0L 0 < α < 0:5

T2α0:5N α ¼ 0:5

2αðT2α1L,N � T2α0:5NÞ þ T2α0:5N � ðT2α1L,N � T2α0:5NÞ 0:5 < α < 1

½T2α1L,N, T2α1H,N � α ¼ 1

αðT2α1H,N � T2α0HÞ þ T2α0H 0 < α < 1

RHðαÞG1A ¼

8>><
>>:

RH1α0L α ¼ 0

αðRH1α1L � RH1α0LÞ þ RH1α0L 0 < α < 1

RH1α1H α ¼ 1

RHðαÞG2A ¼

8>><
>>:

RH2α0L
V

RH2α0H α ¼ 0

αðRH2α1L � RH2α0LÞ þ RH2α0L
V

αðRH2α1H � RH2α0HÞ þ RH2α0H 0 < α < 1

½RH2α1L, RH2α1H � α ¼ 1

RHðαÞG3A ¼

8
>><
>>:

RH3α0L
V

RH3α0H α ¼ 0

αðRH3α1L � RH3α0LÞ þ RH3α0L
V

αðRH3α1H � RH3G0,maxÞ þ RH3α0H 0 < α < 1

½RH3α1L, RH3α1H � α ¼ 1

Table 2. Membership function model for adjusting reference borders of air temperature and RH.
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house with air temperature that was at least 70% optimal for tomato cultivation. Moreover,
Cf t T,24,1ð ÞGS1 ¼ 0:41 implies that at the early growth stage, the greenhouse was controlled

Reference function Preferred optimality

TðαÞG1A ¼

8>><
>>:

T1α0L
V

T1α0H α ¼ 0

αðT1α1L � T1α0LÞ þ T1α0L
V

αðT1α1H � T1α0HÞ þ T1α0H 0 < α < 1

½T1α1L, T1α1H � α ¼ 1

TðαÞG2S ¼

8>><
>>:

T2α0L
V

T2α0H α ¼ 0

αðT2α1L,S � T2α0LÞ þ T2α0L
V

αðT2α1H,S � T2α0HÞ þ T2α0H 0 < α < 1

½T2α1L,S, T2α1H,S� α ¼ 1

TðαÞG2C ¼

8>><
>>:

T2α0L
V

T2α0H α ¼ 0

αðT2α1L,C � T2α0LÞ þ T2α0L
V

αðT2α1H,C � T2α0HÞ þ T2α0H 0 < α < 1

½T2α1L,C, T2α1H,C� α ¼ 1

TðαÞG2N ¼

8>>>>>>>>>><
>>>>>>>>>>:

T2α0L
V

T2α0H α ¼ 0

2αðT2α0:5N � T2α0LÞ þ T2α0L 0 < α < 0:5

T2α0:5N α ¼ 0:5

2αðT2α1L,N � T2α0:5NÞ þ T2α0:5N � ðT2α1L,N � T2α0:5NÞ 0:5 < α < 1

½T2α1L,N, T2α1H,N � α ¼ 1

αðT2α1H,N � T2α0HÞ þ T2α0H 0 < α < 1

RHðαÞG1A ¼

8>><
>>:

RH1α0L α ¼ 0

αðRH1α1L � RH1α0LÞ þ RH1α0L 0 < α < 1

RH1α1H α ¼ 1

RHðαÞG2A ¼

8>><
>>:

RH2α0L
V

RH2α0H α ¼ 0

αðRH2α1L � RH2α0LÞ þ RH2α0L
V

αðRH2α1H � RH2α0HÞ þ RH2α0H 0 < α < 1

½RH2α1L, RH2α1H � α ¼ 1

RHðαÞG3A ¼

8
>><
>>:

RH3α0L
V

RH3α0H α ¼ 0

αðRH3α1L � RH3α0LÞ þ RH3α0L
V

αðRH3α1H � RH3G0,maxÞ þ RH3α0H 0 < α < 1

½RH3α1L, RH3α1H � α ¼ 1

Table 2. Membership function model for adjusting reference borders of air temperature and RH.
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with 100% optimal air temperature for a total of 9.6 h (41% of the total 24 h, shown by green
color between hours of 00:00–11:00 on the left plot of Figure 9). For the random day at the
mature fruiting stage, it can be seen that only 3% of the air temperature response is inside
αs ¼ 1 reference borders (around hour 8:00 to 8:30 am).

The discussion for comfort ratio is extended to compare VPD response in three different
greenhouses for a random data collection day during the flowering growth stage (GS3). The
greenhouses had different covering materials and climate control system (labeled by A, B, and
C in Figure 10, respectively, covered with net-screen mesh, polyethylene film, and polycarbon-
ate panels). The preferred reference border for this evaluation is αs ¼ 0:6 (blue-color borders).
It can be observed that VPD response never crossed α ¼ 0 or the failure reference borders in
greenhouses A and C. This can be expressed by saying that Cf t VPD,24,0ð ÞGS3 was never less

Figure 8. Demonstration of adjusting reference borders with light condition and a preferred optimality degree of α ¼ 0:8
for air temperature control and evaluation in a random day at the flowering to mature fruiting growth stage.
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than 1 in greenhouses A and C. It should be mentioned that these two greenhouses were,
respectively, operating on natural ventilation and evaporative cooling system during the
experiment. According to the plots of the three greenhouses in Figure 10, no significant
difference can be observed in their VPD responses between 0.1 and 1.2 kPa (corresponding to
air temperature between 20 and 30�C, and RH between 80 and 100%); however, as air temper-
ature starts rising above 30�C, differences in the environments start growing nonlinearly. The
hourly averaged values of microclimate parameters for this experiment reveal that the major
differences between these greenhouses occur between hours of 11:30 am to 4:00 pm. The mean
VPD value for greenhouses B and C was equal to 2.9 and 1.19 kPa, respectively, which are less
desirable for plant growth compared with the 0.97-kPa value observed from greenhouse A.

Figure 9. Demonstration of air temperature response and corresponding comfort ratios for two random days of experi-
ment at the early growth (left) and mature fruiting stage (right) in a tropical greenhouse.

Figure 10. A comparison between comfort ratio of VPD at reference borders of α ¼ 0, α ¼ 0:6, and α ¼ 1 in three
different greenhouses. Date of data collection March 18, 2013.
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This observation indicates that as long as the outside temperature is less than 30�C, no major
differences between the three greenhouses resulted. This example indicates that for this partic-
ular day of experiment, the net-screen-covered greenhouse operating on natural ventilation
had a comfort ratio equal to 1 at αs ¼ 0:6, which is slightly higher than Cf t T,24,0:6ð ÞGS5 ¼ 0:95
of the polycarbonate panel greenhouse with evaporative cooling system. It should be noted
that greenhouse C was constructed with more expensive materials, including polycarbonate
panels to reduce direct sun radiation, and was operating on evaporative cooling system with
large fans that consume substantial amount of electricity. This example clearly shows the
potential of natural ventilation in providing more desirable response for tomato cultivation
under tropical climate conditions.

3.3. Simulation of expected yield

A peer-reviewed published state-variable tomato growth model, developed by Ref. [24] in
Microsoft Excel spreadsheets, was studied and implemented in MATLAB Simulink (shown
by Simulink blocks in Figures 11–13). The objective was to provide a standalone applica-
tion in a way that end users unfamiliar with programming languages and/or crop model-
ing would have an easier access to yield prediction in different greenhouse environments.
Data from spreadsheet version of the model were used for testing the Simulink blocks and
validation of the results [25]. The five state variables included in the tomato growth model
of Ref. [24] were node number (N), leaf area index (LAI), total plant weight (W) or biomass,
total fruit weight (WF), and mature fruit weight (WM). Vegetative node development is
calculated on an hourly time step using greenhouse temperature (T). The state-variable
equation for the rate of node development (dN=dt) is expressed by dN=dt ¼ Nm:f N Tð Þ, where
Nm is the maximum rate of node appearance per day and f N Tð Þ, is a function to reduce
node development under nonoptimal temperatures on an hourly basis. Based on studies of
tomato phenology, Nm was established to be 0.02083 nodes:d�1 in the model, and the
function, f N Tð Þ, is f N Tð Þ ¼ min 1,min 0:25þ 0:025T, 2:5� 0:05Tð Þð Þ, where T is the hourly
greenhouse temperature in �C. Gross hourly photosynthesis (Ph) was calculated as a func-
tion of hourly temperature, incoming solar radiation, and LAI using Eq. (1) developed by
Ref. [26]. The Simulink blocks for hourly node development and hourly photosynthesis are
shown in Figure 11. Here, D is a coefficient to convert Ph from μmol CO2ð Þm�2: s�1 to

g CH2Oð Þm�2: d�1, K is the light extinction coefficient, m is the leaf light transmission coeffi-
cient, LFmax is the maximum leaf photosynthetic rate, Qe Tð Þ is the leaf quantum efficiency
and a function of temperature, PPFD is the photosynthetic photon flux density or the level
of incoming solar radiation, and PGRED Tð Þ is a function to modify Ph under suboptimal
temperatures. Based on previous work with tomato growth models [24], D, K, m, and LFmax

were set to 0.108, 0.58, 0.1, and 26, respectively. The function for Qe Tð Þ can be expressed by
Qe Tð Þ ¼ 0:084 : 1� 0:143 exp 0:0295: T � 23ð Þð Þ� �

.

The function for PGRED Tð Þ was disregarded for this model because environmental condi-
tions inside a greenhouse will not fluctuate significantly enough such that this function would
have an effect on tomato growth simulations. Temperature and incoming solar radiation
information necessary for computation of Ph were obtained from hourly measured data in
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the greenhouses under study, and LAI was obtained using a feedback loop in the model.
Gross daily photosynthesis (Pg) was found by integrating over the 24-hourly photosynthesis
calculations during each day. Hourly maintenance respiration (Rh) was computed as

Rh ¼ rm:Q
T�20ð Þ=10
10 , where rm and Q10 are maintenance respiration coefficients for tomato with

values of 0.019 and 1.4, respectively. Daily maintenance respiration (Rm) was computed by
integrating over the 24-hourly respiration calculations during the day. Vegetative node develop-
ment was the only state variable computed on an hourly time step. The remaining state variables
were calculated on a daily time step. The state-variable equation for computing LAI was derived
from the work of [27, 28]. This state-variable equation is expressed by Eq. (2), where ρ is the plant
density, λ Tdð Þ is a function to reduce the rate of leaf area expansion for nonoptimal temperatures,
and δ, β, and Nb are coefficients in the expolinear growth equation developed by Ref. [27]. For
this work, the values for ρ, δ, β, andNb were 3.12 plantsm�2, 0.038m�2 node�1, 0.169 node�1, and

Figure 11. Simulink blocks for hourly node development and hourly photosynthesis.
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16 nodes, respectively. The function, λ Tdð Þ, was not necessary for this model because tempera-
tures within a greenhouse will not fluctuate enough for this function to significantly affect leaf
area expansion simulations. The value forN is the node count at the end of the previous day, and
dN=dt is the change in node count during the current day. The model assumes that when LAI
reaches LAImax, any additional leaf growth will be either pruned or senesced to maintain LAI at
a constant value for the remainder of the growing period. For this work, the value of LAImax was
set to 4 as recommended by Ref. [24]. The state-variable equation for computing the accumula-
tion of aboveground biomass (W) is based on the equation for daily plant growth (GRnet), that is,
GRnet ¼ E: Pg � Rm W �WMð Þ� �

: 1� f R Nð Þ� �
. Here, (W �WM) is the difference between the

total aboveground biomass and the total mature fruit, and this difference represents the growing
and respiring plant mass. This difference is multiplied by the daily respiration rate (Rm) to get the
amount of carbon necessary for plant maintenance. Subtracting this value from the total carbon
assimilated during the day (Pg) gives the total carbon available for plant growth. The coefficient,
E, represents the efficiency at converting photosynthate to crop biomass, and this value was set
to 0.75 in this work. The function, f R Nð Þ, determines the proportion of carbon that is
partitioned to roots as a function of the number of nodes, and it can be expressed as
f R Nð Þ ¼ max 0:02, 0:18� 0:0032:Nð Þ. The function allows a relatively large portion of carbon to

Figure 12. Simulink blocks for daily biomass accumulation and senescence.
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be allocated to roots when the plant is young, and this portion tapers off to 0.02 as the plant
matures. The state-variable equation for computing the accumulation of aboveground biomass
(W) is dW=dt ¼ GRnet � p1:ρ:dN=dt, where p1 is the dry matter weight of leaves removed per
day due either to senescence or to pruning after LAImax is achieved. For this work, the value of
p1 was 0 g:node�1 before LAImax was reached and 2 g:node�1 after LAImax was reached. The
state-variable equation to calculate the total fruit weight (WF) is expressed by Eq. (3). Simulink
blocks for daily biomass accumulation and senescence are shown in Figure 12.

Here, αF is the maximum partitioning of new growth to fruit, f F Tdð Þ is a function to modify
partitioning to fruit according to the average daily temperature (Td), ϑ is the transition coeffi-
cient between vegetative and full fruit growth, NFF is the nodes per plant when the first fruit
appears, and g Tdaytime

� �
is a function to reduce fruit growth due to high daytime temperature.

For this work, αF, ϑ, and NFF were 0.95 d�1, 0.2 node�1, and 10 nodes, respectively. The function
f F Tdð Þ is expressed as f F Tdð Þ ¼ max 0,min 1, 0:0625: Td � Tminð Þð Þð Þ, where Tmin is the minimum

Figure 13. Simulink blocks for daily mature fruit weight and daily fruit growth.
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temperature below which no fruit growth occurs. The function g Tdaytime
� �

is expressed by
Eq. (4) where Tdaytime is the average temperature during daylight hours and Tcrit is the temper-
ature above which fruit abortion begins. For tomato, Tmin and Tcrit are 8.5 and 24.4�C, respec-
tively. The state-variable equation to calculate the total weight of mature fruit or the total
tomato yield is expressed by Eq. (5) where DF Tdð Þ is a function for the rate of fruit develop-
ment according to the average daily temperature, and κF is the development time from first
fruit to first ripe fruit. For this work, κF was five nodes, and the function, DF Tdð Þ, is expressed
as DF Tdð Þ ¼ 0:04 :max 0,min 1, 0:0714: Td � 9ð Þð Þð Þ. Mature fruit is assumed to be harvested
from the plants immediately upon ripening, as shown by the subtraction of WM during each
time step from net crop growth explained by GRnet equation. Simulink blocks for daily mature
fruit weight and daily fruit growth are shown in Figure 13. This description completely
explicates the reduced state-variable tomato model implemented in Simulink for this project,
and the state-variable equations for LAI, total biomass accumulation (dW=dt), total fruit
weight (dWF=dt), and mature fruit weight ((dWM=dt)) are highlighted. The implemented
model was validated [25] using the Lake City experiment datasets of Ref. [24] to show that
the Simulink version of the model is an exact replication of the original spreadsheet version.
It was then used in yield prediction from the three greenhouses shown in Figure 10. Results of
the prediction are summarized in Figure 14, showing that the net-screen greenhouse operating
on natural ventilation (greenhouse labeled A) had the highest yield compared with the poly-
carbonate panel and polyethylene film greenhouses. This result is completely consistent with
results of the optimality degrees and comfort ratios obtained in the previous sections.

Figure 14. Simulated results with TOMGRO model for three experimental greenhouses.
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4. Set-point manipulation for optimum climate control

4.1. Critical reference borders

The comfort ratio curve, denoted by Cf t- curve, refers to the plot of Cf tðM, t,αs ) values
calculated for all αs ¼ 0 : dα : 1. It shows how much close a microclimate parameter can be
controlled to different preferred reference borders. The horizontal blue-dashed line at
Cf t M, t,αsð Þ ¼ 1 represents 100% satisfied control objective; that is, parameter M is always
inside reference borders of αs. The Cf t- curve can be used as a tool to demonstrate the behavior
of Cf tðM, t,αs ) in different greenhouses or at different cultivation days for decision making in
set-point manipulation for the climate controller. For example, it can be used in finding the
largest αs for which Cf t M, t,αsð Þ ¼ 1 (in other words, finding αmax corresponding to the
narrowest achievable reference border by the climate controller). An example is provided in
Figure 15 by plotting air temperature response for 2 consecutive days of an experiment inside
a tropical greenhouse. It can be observed that the narrowest reference borders of air tempera-
ture that was completely satisfied by the climate controller in these two days are, respectively,
equal to αs ¼ 0:55 and αs ¼ 0:67. After these points, comfort ratio starts decreasing until it
arrives at its lowest value of 0.42 for both days at αs ¼ 1.

Another application of the Cf t- curve includes finding critical reference borders, denoted by
αCrit at which Δ ¼ Cf t M, t,αsð Þ � Cf t M, t,αs þ Eð Þ is maximum (reference borders that cause
significant loss in comfort ratio). To further explain, comfort ratios of air temperature for two
distinct cases are plotted in Figure 16. In the first case, increasing αs from 0.3 to 0.65 has not
caused significant loss in the resulting comfort ratio. The values of Cf t T, t, 0:3ð Þ and
Cf t T, t, 0:75ð Þ for this case are nearly the same and equal to 0.8 and 0.77. In other words, by
increasing αs from 0.3 to 0.75 to provide air temperature response that is more favored by
tomato plants, performance of the controller in achieving the extra accuracy was not
decreased. In a greenhouse with natural ventilation, this means that the extra 0.35 increase in
αs comes at no cost (no significant loss of response). In the case of an energy-consuming
climate controller (i.e., pad-and-fan-evaporative system or swamp cooler), it means that the

Figure 15. Comparison between air temperature responses from a tropical greenhouse in 2 days of experiment showing
raw data (left), and comfort ratios (right). The controller did not satisfy 100% optimal references.
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cooler can be set to maintain air temperature inside a narrower reference border (by selecting
αs ¼ 0:75 rather than 0.3) without imposing additional energy cost. On the right plot of
Figure 16, this situation is, however, different. Significant loss in Cf t T, t,αsð Þ can be observed
for a slight increase from αs ¼ 0:7 to αs þ E ¼ 0:75. Here, increasing αs for as little as 0.05 has
led to a sudden drop in the comfort ratio by 50% (from 1 to 0.5). The αs at which the largest loss
appear is referred to αCrit and can be calculated by differentiating Cf t -curve with respect to α
as αcrit ¼ d=dα Cf t M, t,αð Þð Þ.

4.2. Performance of climate controller

Plots of measured optimality degrees of a response parameter, denoted by Opt Mð Þ ¼ αy,
corresponding to the preferred αs reference borders can provide a useful graphical tool to
monitor performance of the climate control system. For the sake of demonstration, Cf t- curves
and performance curves of the climate controller for T, RH, and VPD are shown in Figure 17.
For a perfectly control task with a preferred αs, the control system must achieve microclimate
parameter M that has optimality degree of at least αs. For example, if reference borders of air
temperature control are set at αs ¼ 0:8, it is expected that the optimality degree of air temper-
ature response inside the greenhouse is at least αy ¼ 0:8 at any measured time. As mentioned
earlier, in a 100% perfectly controlled greenhouses, the measured optimality degrees are at
least equal to the preferred optimality degrees of the reference border (αy ¼ αs). This is shown
by the perfect control line (line of αy ¼ αx) on the response plot of Figure 17. It should be noted
that αy can also be calculated by integrating Cf t M, t,αð Þ curve over α ¼ 0 to α ¼ αs (Eq. (6)),
indicating that αy is equal to αs only when Cf t M, t,αsð Þ¼1. In other words, performance of a
climate control system in achieving preferred reference borders of M is considered 100%
perfect only when 100% of M-response falls inside the αs preferred optimal reference borders.

In controlled greenhouses, both Cft curve and performance curve provide a graphical assess-
ment tool for comparing different control strategies and scenarios (i.e., microclimate responses
due to different greenhouse designs, cooling systems, and covering materials at different

Figure 16. Comparison between comfort ratios versus αs in 2 days of experiment in a greenhouse with evaporative
cooling system for demonstration of αCrit. Left: significant increase in αs from 0.3 to 0.75 resulting in significant loss in
Cft, right: slight increase in αs from 0.7 to 0.75 causing significant loss in Cft.
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growth stages). The performance curve in fact reveals how much a greenhouse microclimate
parameter deviates from a perfectly controlled response. Deviation of the greenhouse from this
ideal line at any αs can be used as an index factor of the perfect climate control task. The lesser
deviation means the more perfect control task. Adaptability factor of the controller for microcli-
mate parameter M at a preferred αs, denoted by ADPðM,αsÞ, is then defined as the ability of
the controller to adapt itself with different preferred references and is calculated using Eq. (7).

4.3. Optimum reference borders

The optimum preferred reference border for parameter M, denoted by αOpt, is defined as the
largest possible αs value for which the largest Cf t M, t,αð Þ can be achieved. In other words, it is
the value of an unknown αi for which Cf t M, t,αið Þ ¼ βi has the minimum distance to
Cf t M, t, 1ð Þ ¼ 1. In that sense, the cost function for this optimization problem is defined as

Di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αi � 1ð Þ2 þ βi � 1

� �2q
, which is the Euclidean distant between the unknown point (αi

and βi) on the Cft curve and the point of ideal microclimate (α ¼ 1 and β ¼ 1). The objective is

Figure 17. Comfort ratio of microclimate parameters (left) and response of the climate controller (right) at 0 ≤αs ≤ 1.

Figure 18. Demonstration of the algorithm for finding optimum preferred reference border for adjusting the climate
controller. Data belongs to VPD response from a random data collection day in a tropical greenhouse experiment.
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largest possible αs value for which the largest Cf t M, t,αð Þ can be achieved. In other words, it is
the value of an unknown αi for which Cf t M, t,αið Þ ¼ βi has the minimum distance to
Cf t M, t, 1ð Þ ¼ 1. In that sense, the cost function for this optimization problem is defined as

Di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αi � 1ð Þ2 þ βi � 1

� �2q
, which is the Euclidean distant between the unknown point (αi

and βi) on the Cft curve and the point of ideal microclimate (α ¼ 1 and β ¼ 1). The objective is

Figure 17. Comfort ratio of microclimate parameters (left) and response of the climate controller (right) at 0 ≤αs ≤ 1.

Figure 18. Demonstration of the algorithm for finding optimum preferred reference border for adjusting the climate
controller. Data belongs to VPD response from a random data collection day in a tropical greenhouse experiment.
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therefore to minimize this cost function by finding 0 ≤ αi ≤ 1 value that leads to the shortest
Euclidean distant (minimum Disti) to the Cf t M, t, 1ð Þ ¼ 1. An example is demonstrated in
Figure 18 for VPD response in a random day of experiment with αOpt ¼ 0:77. The plot on the
right side of Figure 18 shows the values ofDi versus 0 ≤ αi ≤ 1, and the position of αOpt is shown
as the global minimum point.

5. Conclusion

An adaptive management framework was designed, developed, and introduced in this
research to respond to the needs for an iterative processing tool that acknowledge complexity
and uncertainty in microclimate control and management. A systematic approach was
presented for automatic data collection and processing with the objective to produce knowl-
edge-based information in achieving optimum microclimate for producing high-quality and
high-yield tomato. Applications of computer models were demonstrated through case-study
examples for measuring and adjusting optimality degrees, comfort ratios, and prediction of the
expected yield. Several applications of the framework toolboxes were demonstrated through
case-study examples for evaluating and comparing microclimate parameters as well as yield
prediction in different greenhouse environments. Specific applications of the optimization
toolbox of the framework were discussed for evaluating and adjusting greenhouse climate
controller through manipulated set points. It was shown that using adaptive greenhouse
model for tropical climate condition, efficient use of natural ventilation, or shading will cause
up to 70% savings on other energy-consuming cooling systems without sacrificing fruit quality
or yield. The presented approach can be used in cost-benefit analysis for providing best
management decisions such as site selection, optimum growing season, scheduling efficien-
cies, energy management with different climate control systems, and risk assessments associ-
ated with each task. Results of microclimate evaluation and yield prediction that are generated
by this framework can be used in other crop models that estimate plant responses to the
environment, or contribute to task-planning algorithms for hierarchical decomposition of
climate management, and in economic models of tomato for energy conservation and energy
efficient greenhouse crop productions. The framework can also be used as a research tool in
future studies such as evaluating effects of different greenhouse designs and shapes on com-
fort ratios of microclimate parameters, or finding optimum combination of ventilation and
evaporative cooling systems for best fruit quality and yield.

6. Technical data

The custom-designed data acquisition and control system [17] for monitoring and manipulat-
ing of the microclimate parameters was built using Arduino Uno prototype board utilizing
ATmega328P (Atmel®, San Jose, CA) microcontroller on the open source Arduino Uno
prototyping platform programmable in Arduino sketch environment software with C (C
Compiler, Brookfield, WI), a liquid crystal display, power supply, and serial port RS-232
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communication cable (bidirectional with a maximum baud speed up to 115,200 bites per
seconds) for transferring and storing collected data in PC. All vital components (i.e., clock
generator, 2 KB of RAM, 32 KB of flash memory for storing programs and 1 KB of EEPROM for
storing parameters, a 16-MHz crystal oscillator, digital input/output pins, USB connection,
power regulator, power jack, and a reset button) for operating the microcontroller, as well as
direct programming and access to input/output pins, were available on the prototype board.
Four arrays of HSM-20G-combined sensors modules (Shenzhen Mingjiada Electronics LTD,
Futian Shenzhen, China), external micro-secure digital (SD) cardboard for storing larger
amount of sensor data, output connection, sensor input, and relay circuit board for on/off
control purposes were used. The data acquisition interface was tested for accuracy and reli-
ability with available commercial models, and with a control sample data collected from
airport weather station at Sultan Abdul Aziz Shah-Subang in Malaysia.

Ph ¼ D : LFmax : PGRED Tð Þ
K

:ln
1�mð Þ:LFmax þQe Tð Þ : K: PPFD

1�mð Þ : LFmax þQe Tð Þ: K: PPFD : exp �k : LAIð Þ
� �

(1)

d LAIð Þ
dt

¼ ρ:δ:λ Tdð Þ: exp β: N �Nbð Þ� �

1þ exp β: N �Nbð Þ� � : dN
dt

: LAI ≤ LAImax

d LAIð Þ
dt

¼ 0 : LAI ≥ LAImax

8>>><
>>>:

(2)

dWF

dt
¼ GRnet:αF:f F Tdð Þ: 1� exp �ϑ N �NFFð Þð Þ� �

:g Tdaytime
� �

if N > NFF (3)

g Tdaytime
� � ¼ max 0:09,min 1, 1� 0:154 Tdaytime � Tcrit

� �� �� �
(4)

dWM

dt
¼ DF Tdð Þ: WF �WMð Þ, if N > NFF þ κF (5)

αy ¼
ðα¼αs

α¼0

Cf t M, t,αð Þ:dα ¼
XN

i¼1

Cf t M, t,αið Þ � αi (6)

ADPðM,αsÞ ¼ 1� 2
ðα¼αs

α¼0

α:dα�
ðα¼αs

α¼0

Opt Mð Þ:dα
0
@

1
A (7)
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