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Preface

This edited volume is a collection of reviewed and relevant research chapters, concerning the
developments within the event-related potentials and evoked potentials field of study. An
event-related potential (ERP) is the measured brain response that is the direct result of a spe‐
cific sensory, cognitive, or motor event. More formally, it is any stereotyped electrophysiolog‐
ical response to a stimulus. The study of the brain in this way provides a noninvasive means of
evaluating brain functioning. ERPs are measured by means of electroencephalography (EEG).

The book includes scholarly contributions by various authors and is edited by a group of
experts pertinent to medicine and health sciences. Each contribution comes as a separate
chapter complete in itself but directly related to the book’s topics and objectives.

This book includes chapters dealing with the topics: “Event-Related Potentials for the Study
of Cognition,” ”Application of P300 Event-Related Potential in Brain-Computer Interface,”
“Motor-Evoked Potentials in Supratentorial Glioma Surgery,” “The Contingent Negative
Variation: The Cumulative Curve Method Revisited,” and “The Visual-Evoked Potential in
Idiopathic Inflammatory Demyelinating Diseases.”

The target audience comprises scholars and specialists in the field.
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Abstract

Despite the vast literature on event-related potentials (ERPs), many clinical professionals 
are still unaware of the huge variety of possible applications they offer. The aim of this 
chapter is not to show the classical use of ERPs, focused on analyzing the first steps of 
information processing (sensory pathways). On the contrary, this chapter will be focused 
on the use of these ERPs in the assessment of cognitive function. In particular, this chap-
ter is mainly focused on the use of ERPs to better understand the neural bases of cogni-
tive impairment from the electrical activity of the brain. Describing all the possible ERP 
components and their cognitive meaning is a huge endeavor, and this chapter will only 
be focused on three of them: contingent negative variation (CNV), mismatch negativity 
(MMN), and P300. To improve the reader’s knowledge about these ERPs in cognition, 
a specific description will be given about the stimulation required to obtain the specific 
component, the topography, and latency shown. Moreover, a description of the neuro-
physiological bases of the component, its relationship with psychological processes and 
neural sources will be also included. Pathological alterations suffered by the component 
will also be briefly described.

Keywords: cognition, ERPs, latency, neural sources, pathology, topography

1. Introduction

Since the 1960s, a prolific literature has been produced on the field of event-related potentials 
(ERPs), related to the study of cognitive activity in the brain. In the beginning, these studies 
were more directed to the study of sensory and motor pathways. However, from studies such 
as in Refs. [1–3], ERPs were related to cognitive processes such as relevance of the stimulus, 
uncertainty, or mismatch with a previous stimulus.

Up to the present day, many studies have been published by numerous groups worldwide 
using this technology. In spite of the crisis that the ERP technique suffered due to the arrival 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



of neuroimaging, ERPs have survived, and nowadays, still offer an interesting way to explore 
the cognitive activity with a direct measure of the electrical activity of neurons.

One of the main challenges that ERPs have to overcome is their application in the clinical field 
through studies that verify the reliability of the technique. Nevertheless, it is necessary to 
define the possible applications of these potentials to better understand the etiology of cogni-
tive pathology and develop possible therapeutic targeting in this field.

In this chapter, three important ERPs will be detailed: contingent negative variation (CNV), 
mismatch negativity (MMN), and P300. For each one, several topics will be tackled: (1) a 
generic description of the component; (2) a brief definition of a procedure that allows evok-
ing the component; (3) evidence of psychological variables that can modulate the component; 
(4) neurophysiological basis, typical topography, and latency of the component; (5) neural 
sources identified; (6) alterations that the component suffers in some diseases and its probable 
meaning.

These three components have been selected because of the order in which they appear in 
information processing. The first one, CNV, is related to the instants prior to the onset of a 
stimulus that is expected by the subject. MMN is related to the early phases of the cognitive 
processing for the stimulus that is evaluated. And finally, P300 represents late phases of the 
perceptual process and includes many psychological processes of high order.

2. Contingent negative variation (CNV)

2.1. Generic description

In 1964, Walter et al. [2] published a study in which an event-related potential was present 
prior to the appearance of the stimuli. The psychological meaning of this component was 
defined as the expectancy caused by a warning stimulus (also called sometimes “cue”) that 
allows the subject to prepare a response in order to react faster and more accurately to the 
incoming stimuli (known as “imperative stimuli”).

2.2. Procedure and characteristics of the component

Diverse paradigms have been used to elicit CNV in diverse sensory modalities: visual [4]; 
auditory [5]; or the interaction between visual and auditory stimulation [6], and even with 
proprioceptive information [7]. In the last few years, one of these paradigms has been called 
“Attentional Network Test (ANT),” which has been highly popular in the study of attentional 
mechanisms such as expectancy or orienting [8–10]. Depending on the stimulus onset asyn-
chrony (SOAs) used, CNV is present between warning and imperative stimuli in this task 
[4, 11]. In a basic conception of the ANT paradigm, cues are shown for 150 ms, and then a 
variable SOA can be defined in a range between 1000 and 2000 ms when the CNV is present. 
Finally, an imperative stimulus is displayed, and the subject has to respond according to the 
instructions of the task (see Ref. [4] for a complete description of the parameters of the task; 
see also Figure 1 for a schematic of this procedure).
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During its history, CNV has been studied extensively in terms of psychological variables 
that can modulate it. One of the earliest studies was about how uncertainty affects CNV 
[12]. In the case that the subject is not certainly sure when the imperative stimuli will be 
displayed, the amplitude grows fast; however, in the case that the subject knows approx-
imately when the imperative stimuli will be presented, the amplitude grows gradually. 
In the case that there is no need to respond to the stimuli following the warning cue, 
CNV is not usually elicited [12]. However, some studies have shown that a nonmotoric 
activity is evoked in the absence of direct overt motor activity [13].

Another interesting fact is that even when the subject is not warned by a cue, there is a slow 
negative trend in the human brain that represents our general expectancy during an experi-
mental session [4] (see Figure 2).

In regard to its relationship with development, Segalowitz and Davies [14] published a study 
in which it is possible to see the evolution of this component along infancy and adolescence. 

Figure 1. Schematic representation of attention network test. Adapted from Galvao-Carmona [4].

Figure 2. CNV component modulation in the no-cue condition showing a general expectancy during the execution of 
a warning-target paradigm. Zero value in x-axis represents the onset of the imperative stimuli. Adapted from Galvao-
Carmona [4].
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An increase in the amplitude is correlated with age and represents the maturation of the fron-
tal lobe and, consequently, better behavioral capacities. In the elderly population, CNV has 
been used to detect different psychological processing of cue-relevant information between 
this population and younger subjects [15].

The latency of this component depends on the task employed. Sometimes, CNV reaches a 
peak (or valley) around 400 ms after the onset of the warning stimuli [12]. In other occasions, 
the component does not reach this maximum negative point and displays a continuous trend 
to negative values until the imperative stimuli show up [4]. Indeed, one of the critical vari-
ables for CNV is the SOA between warning and imperative stimuli [16]. In the case that a SOA 
of 3 or more seconds is used, two subcomponents can be observed. First, an O-wave, where 
O represents “Orienting” [17], is present at the beginning of the CNV trace, and then, an 
E-wave (expectancy and response preparation) [18] appears prior to the onset of the impera-
tive stimulus. If the SOA is reduced, both subcomponents are confounded [19].

With respect to topography, CNV usually shows a maximum value in the vertex, which is 
symmetrically distributed over the scalp [4]. However, if the subcomponents are clearly dis-
tinguished, the O-wave is mainly frontal, and the E-wave is more postcentrally located [19].

The identification of the neural sources for this component remains under debate, perhaps 
due to the complete set of different processes present in the CNV latencies. Using magnetoen-
cephalography, some authors [20] determined that the neural source for the magnetic coun-
terpart of the CNV was located in the premotor cortex (Brodmann Area 6). In another study, 
Zappoli described that patients with lobotomy of frontal lobes exhibited decreased amplitude 
of the CNV [21]. In a study performed in our lab, in which different time intervals of the CNV 
trace were analyzed, numerous cortical areas were active, and a complex dynamic was pres-
ent during the process [4]. These cortical areas belong to different lobes, including the frontal, 
parietal, occipital, and other regions, such as the cingulated lobe and insula, among others 
(see Figure 3).

2.3. Psychological meaning and pathology

Once the component was described, many studies have been performed to find alterations 
in the component and the possible meaning in diverse pathologies. In Huntington disease 
(HD), de Tommaso et al. [22] examined a sample of mild, demented, and nonmedicated HD 
patients. The main result was that CNV amplitude was reduced in these patients compared 
to healthy control subjects, and this reduction was significantly correlated to the bradykinesia 
score. A strong activation in the posterior part of the cingulated cortex in HD is likely respon-
sible for the amplitude reduction, and some authors suggested that it is probably caused by a 
basal ganglia dysfunction.

With regard to Alzheimer's disease, Zappoli et al. [23] found no significant CNV activ-
ity in these patients, who also showed slower reaction times and other EEG alterations. 
However, another group [24] observed that the CNV amplitude was not different between 
groups, also showing low test-retest reliability, which makes it difficult to be applied in the 
clinical field.
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In other pathologies, CNV has been used to determine if any anatomical structure could be 
related to a specific cognitive impairment. For instance, Kuoppamäki et al. [25] observed that 
Parkinson patients with bilateral lesions in the globus pallidus present a deficit in motor tasks 
and alterations in the early phases of CNV.

From our laboratory, a study in a sample of multiple sclerosis patients, reduced amplitude of 
CNV was associated with impairment in the alerting and orienting attentional mechanisms. 
These results were also in accordance with neuropsychological scores from attentional tests 
[26] (see Figure 4).

In the psychopathological field, one of the main disorders studied with CNV has been schizo-
phrenia. Some authors have described a reduction of the amplitude related to the frontal lobe 
dysfunction, and it was manifested in the frontal-central derivations and at the early CNV 
phase [27]. At the same time, some studies have been focused on the relationship between 
CNV and some items of questionnaires used in the assessment of negative or positive symp-
toms [28]. Another interesting field is related to the study of the neural mechanisms under-
lying cephalea and migraine. In their study, Siniatchkin et al. [29] selected three groups: 
migraine, chronic daily headache, and healthy control subjects. CNV values were lower for 
the migraine group, especially at the beginning of the CNV. Chronic daily headache patients 
showed a reduced negativity of the late component of CNV. An interesting result was the 
absence of habituation to CNV in both types of patients and the potential application of CNV 
in diagnostic and therapeutic strategies for these pathologies.

Figure 3. Cortical activation maps presented in Z-scores according to the baseline and showing significant activity (FDR-
adjusted p < 0.01). Sources of the CNV effect were estimated in 2 CNV intervals of interest, −500 to −400 and −100 to 0 ms 
before the target stimulus. Adapted from Galvao-Carmona [4].
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3. Mismatch negativity (MMN)

3.1. Generic description

Described for the first time by Näätänen et al. [3], mismatch negativity appears when a 
change in a stream of stimulation is detected. This generic fact has been employed in different 
approaches for studying the bases of cognition in healthy and pathological subjects.

3.2. Procedure and characteristics of the component

A typical way to obtain this component consists of using an auditory oddball task, in which 
two types of stimuli are listened to binaurally through headphones: standard stimuli (1000 Hz 
tones and a probability of 0.80) and deviant stimuli (2000 Hz tones and a probability of 0.20). 

Figure 4. Contingent negative variation modulations at Cz electrode and topographic maps for healthy control subjects 
and patients in the attention network test. Adapted from Vazquez-Marrufo [26].

Event-Related Potentials and Evoked Potentials6
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The interstimulus interval can be around 1 s, and the intensity of auditory stimuli can be set at 
70 dB. The duration of the stimuli is 50-ms plateau and a 10-ms rise-fall time. Two blocks with 
200 trials (including 80 deviant stimuli) are enough to obtain the MMN [30]. See Figure 5 for 
a schematic representation of the experimental procedure.

The component can be elicited during active tasks (counting deviant stimuli) [30] or during 
passive tasks [3]. Indeed, this last option can be extremely useful in some pathological condi-
tions, such as coma [31]. MMN shows up as the result of subtraction between the standard and 
deviant associated waves. This component is evoked not only by a change in the frequency 
but also in pitch duration, intensity of stimuli…, and so forth. [32]. Other properties such as 
short SOAs [33] or the saliency of the deviant stimuli [34] produce greater MMN amplitudes.

Although MMN is usually based on auditory procedures, it can also be obtained with visual 
stimulation [35, 36] or even other sensory modalities [37]. The component is present even in 
newborns [38], and, during childhood, MMN presents differences in latency and topography 
with respect to adults, which suggests a development of the component throughout youth 
[39]. In healthy aging, elderly subjects showed a reduction in the amplitude [40], as well as a 
delay in the latency [41].

With regard to the specific parameters of the component, the latency is between 150 and 250 
ms after the onset of the stimuli, and its distribution is fronto-central in the scalp (although 
the topography depends on the location of the reference) [42]. In auditory paradigms, neural 
generators are located in the primary and nonprimary auditory cortex, although they can also 
include frontal lobe areas, the thalamus, and the hippocampus, as evidenced by intracranial 
studies with animals [42].

3.3. Psychological meaning and pathology

The main application of MMN has probably been as an exponent of accuracy in the discrimi-
nation of small changes in stimuli in untrained [43] or trained subjects [44]. Since the presence 
of standard stimuli is necessary for obtaining MMN in deviant stimuli, this component has 

Figure 5. Schematic representation of the experimental procedure to evoke a MMN response.
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also been proposed as an index of the violation of the memory trace built during the experi-
ment by the standard stimuli [45].

With regard to its application in several pathologies, attenuated amplitudes in patients with 
schizophrenia have been reported in Ref. [46]. This reduction has been interpreted as a poor 
social/occupational and executive functioning in these patients [47].

With respect to bipolar disorder, several studies have shown contradictory results for this 
component (for a review, see Ref. [45]. The main conclusion is that there is no clear evidence 
of auditory discrimination ability in these patients after all.

In multiple sclerosis, some studies have reported alterations in this component, showing defi-
cits in the auditory discrimination system [48]. Moreover, some authors have shown that the 
amplitude reduction in MMN could be linked to disorganization of spectral modulations 
(beta and gamma bands) in patients with low EDSS. These results suggest a complex set of 
alterations even in the early phases of this disease [30] (see Figure 6).

In stroke patients, an amplitude reduction in MMN has been found for changes in tone dura-
tion and frequency after a left-hemisphere stroke [49]. Another approach in the stroke field 
has been the use of this component as an assessment of function recovery in patients [50].

With regard to development, some studies have been focused on the use of MMN to deter-
mine deficits in dyslexic children. In particular, a reduction in the amplitude of this compo-
nent found by Shafer et al. [51] could represent a poor auditory discrimination or language 
learning disability for phonetic cues in these patients. In autism spectrum disorder, some 
studies have shown an increase in the amplitude of this component with nonspeech stimuli 
and the opposite effect with speech stimuli [52, 53].
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4.1. Generic description

Chapman and Bragdon [1] described a positive wave around 300 ms after the onset of numeri-
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those numbers. These authors suggest that this positive wave was originated because the 
numbers were relevant to the task. A vast number of studies have found multiple possible 
meanings for this component, and a general consensus accepts that P3 represents the summa-
tion of different areas in the brain with diverse psychological processes intertwined. Indeed, 
P3 has two clear distinguishable subcomponents with different psychological meanings. In a 
simplified conception, P3b is evoked by relevant stimuli (target) and not usually evoked by 
standard stimuli in several paradigms (i.e., oddball task). On the other hand, P3a is evoked by 
the presence of novel stimuli along a sequence of target and standard stimuli.

4.2. Procedure and characteristics of the component

In this section, a brief description of a visual oddball paradigm is presented in comparison to 
the auditory type described in the MMN section (see Ref. [54] for complete specifications). In 
this “visual oddball task,” the subject is asked to discriminate uncommon visual stimuli (tar-
get) from a sequence of frequent stimuli (standard). In this study, the target stimulus (prob-
ability: 25%) was a rectangle with a checkerboard pattern comprising red and white squares. 
The standard stimulus (probability: 75%) was equivalent in size and pattern but with black 
and white squares. Both stimuli were presented in the center of the screen and the size of both 
stimuli was 7.98 and 9.42 (visual angle) on the x and y axes, respectively. The duration of the 
stimuli was 500 ms, and the interstimulus interval was 1 s, which is the time when the subject 
could respond. The task for the participants was to press a button whenever a target stimulus 
appeared and ignore the standard stimuli. It is also possible to elicit P3 if the task is not a 
motor response, e.g., the subject just counts the targets silently [55]. Only one block with 200 
trials (50 target stimuli) is enough to evoke the P3 component (see Figure 7).

Multiple studies have defined variables that can modulate this component. An interesting 
finding is about P3 being evoked by the absence of a stimulus if it is relevant to the subject 
[56]. Another important issue about this component is that it has been observed with different 

Figure 7. Schematic representation of a visual oddball to elicit P3.
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sensory modalities (auditory, visual, somatosensory, olfactory, or taste stimulation) [57]. P3 
amplitude is mainly independent of sensory modality; however, it is possible to find some 
differences in shape and latency when auditory and visual stimulation are compared [58]. 
When using auditory stimulation, different features of the stimulation, such as the tone fre-
quency or the use of a mask of white noise, can affect P3 latency [59].

An important consensus regarding the meaning of P3 is that it reflects the timing of cog-
nitive processes. However, on the other hand, it is not correlated with reaction time [60]. 
Considering the multiple psychological processes comprised in the component, there does 
not seem to exist a strong correlation between P3 and behavioral response.

With regard to age, children showed an increase in latency and a decrease in amplitude in 
the 1st years of life compared to adults (up to 3 years) [61]. Considering the entire lifespan, 
Goodin et al. [62] showed the natural evolution of latency decrease and amplitude increase 
in young subjects and that of latency increase and amplitude decrease in elderly subjects. A 
considerable number of publications have been focused on studying this component in other 
species. This component or similar waves have been described in rats [63], cats [64], monkeys 
[65], or mice [66], among other studies.

P3 latency peaks around 350 ms and, in particular, P3a and P3b are around 240 ms and 350 ms, 
respectively [67]. However, it is possible to find a P3 peak in a range that goes from 300 to 500 
ms depending on many variables (type of task, difficulty…, and so forth). [55]. With regard 
to topography, the maximum amplitude of the P3 wave is seen at the parieto-occipital area 
for P3b and as fronto-central derivations for P3a [57]. With aging, the topography can change 
with a more frontal distribution; however, the scalp distribution is defined similarly by task 
requirements when it is compared with young subjects [68]. Concerning neural sources for 
this component, multiple studies have described controversial results about them. In particu-
lar, diverse cortical lobes (frontal, parietal, and temporal) or the hippocampus are defined as 
relevant for the generation of the P3 component (see Ref. [69] for a review).

4.3. Psychological meaning and pathology

Nowadays, there are many suggestions about the psychological meaning of this component: 
(1) inhibition that ends the activation related to stimulus processing [70]; (2) expectation and 
relevancy of the stimulus [71]; (3) selective attention [72]; (4) updating of working memory 
[73]; (5) activation generated by the sequence of frequent stimuli [74]; (6) speed of cognitive 
processing and allocation of brain energy resources [75]; (7) difficulty of the task [76]; (8) 
emotion and motivation [77, 78]. As was pointed out previously, it can be asserted that P3 
comprises multiple processes and its modulation can be determined by different variables in 
different ways, sometimes increasing/decreasing either the latency or amplitude and some-
times opposing some variables to others.

In the clinical field, P3 has been used extensively in many diseases. Our group has referred in 
some studies to alterations of the amplitude (decrease) and latency (increase) of P3 in multiple 
sclerosis [79, 80] (see Figure 8). Comi et al. [81] has shown that a longer latency in P3 may be 
related to demyelination. An increased latency is also observed in diverse types of dementia 
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(Alzheimer, multiinfarction dementia, and lacunar dementia); on the other hand, in pseu-
dodementia, the altered parameter is amplitude, which is flattened [82].

In Parkinson’s disease, an amplitude decrease has also been observed by O'Donnel et al. [83]. 
However, other authors suggest that this reduction is more related to the dementia associated 
with the disease, rather than Parkinson itself [84].

P3 has also been useful as an indicator of the presence of a traumatic lesion (e.g., prefrontal 
cortex). It has been related to P3a and behavioral responses indicating a reduced attentional 
shift toward novel stimuli [85]. It is also possible to assess the evolution in the subacute phase 
of a stroke from changes in the P3 component [86].

In the psychopathology field, schizophrenia has received a remarkable attention with P3 stud-
ies. One general finding is decreased amplitude, which seems to be correlated to the presence 
of negative symptoms [87, 88]. Another potential application of P3 consists of assessing the 
neurodegenerative process in this pathology. Martin-Loeches showed a negative correlation 
between P3 amplitude and prefrontal CSF volume in these patients [89].

Figure 8. P3 component modulations at Pz electrode and topographic maps for ANT test. Note the reduction in the 
amplitude for multiple sclerosis patients in both conditions (congruent and incongruent). Adapted from Vazquez-
Marrufo [80].
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5. Conclusion

As a general conclusion, the ERP literature presented in this chapter shows an amazing field to 
explore, which relates the electric activity of the brain to the cognitive processes. It seems that 
a vast number of applications could be developed in the next few years, in our understanding 
of how information is processed in the brain, identifying anatomical structures where these 
processes occur, and their hierarchical organization.

However, one of the main challenges for this field is to study reliability tests that guarantee 
the health professionals that the assessment is reproducible and valid to be applied in the 
clinical field.
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Abstract

The primary purpose of this chapter is to demonstrate one of the applications of P300 
event-related potential (ERP), i.e., brain-computer interface (BCI). Researchers and stu-
dents will find the chapter appealing with a preliminary description of P300 ERP. This 
chapter also appreciates the importance and advantages of noninvasive ERP technique. 
In noninvasive BCI, the P300 ERPs are extracted from brain electrical activities [electroen-
cephalogram (EEG)] as a signature of the underlying electrophysiological mechanism of 
brain responses to the external or internal changes and events. As the chapter proceeds, 
topics are covered on more relevant scholarly works about challenges and new direc-
tions in P300 BCI. Along with these, articles with the references on the advancement of 
this technique will be presented to ensure that the scholarly reviews are accessible to 
people who are new to this field. To enhance fundamental understanding, stimulation 
as well as signal processing methods will be discussed from some novel works with a 
comparison of the associated results. This chapter will meet the need for a concise and 
practical description of basic, as well as advanced P300 ERP techniques, which is suitable 
for a broad range of researchers extending from today’s novice to an experienced cogni-
tive researcher.

Keywords: brain-computer interface, P300, electroencephalogram, event-related 
potential, paradigm and human factors

1. Introduction

Human brain is the most complex organ of the body and it is at the center of the driving 
block of human nervous system. In fact, more than 100 billion nerve cells are interconnected 
to build the functionality of human brain. Such a complicated architecture allows the brain 
to control the body as well as carry out the executive functions, such as making reasons, 
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processing thoughts, and planning for next tasks. Interestingly, electrophysiology and hemo-
dynamic response are the two techniques that have been used to study this complex organ 
to understand the mechanism the brain applies to finish works. Typically, electrophysiologi-
cal measurements are performed by placing electrodes or sensors on the biological tissue [1, 
2]. In neuroscience and neuro-engineering, the electrophysiological techniques are used for 
studying electrical properties by measuring the electrical activities of neurons in the form of 
electroencephalogram (EEG). EEG may be measured by two different approaches: invasive 
and noninvasive. Invasive procedures need a surgery to place the EEG sensor deep under the 
scalp. In comparison, noninvasive procedure places the electrodes on the scalp. One of the 
ways to study the brain is to stimulate it by presenting a paradigm.

The event-related potential (ERP) was first reported by Sutton [3]. An ERP is an electrophysi-
ological response or electrocortical potentials triggered by a stimulation and firing of neurons. 
A specific psychological event or a sensor can be employed to generate the stimulation. In 
general, visual, auditory, and tactile are three major sources of ERP stimulation. For instance, 
ERP can be elicited by a surprise appearance of a character on a visual screen, or a “novel” 
tone presented over earphones, or by sudden pressing of a button by the subject, including 
myriad of other events. Presented stimulus generates a detectable but time-delayed electri-
cal wave in EEG. EEG is recorded starting from the time of presenting the stimulus to the 
time when EEG settles down. Depending on the necessity, simple detection method such as 
ensemble averaging or advanced processes such as linear discriminant analysis or support 
vector machine algorithms are applied on EEG to measure the ERP. This chapter discusses the 
application of ERP in brain-computer interface (BCI) where P300 wave is of particular inter-
est. ERP is time-locked to an event and appears as a series of positive and negative voltage 
fluctuation in the EEG that is referred to as P300 components.

2. P300 waveform

P300 is a form of visually evoked potential (VEP) and P300 ERP is embedded within the EEG 
signal recordable from the scalp of human brain. Depending on the components appearance 
following the eliciting event, the P300 can be divided into exogenous and endogenous. Early 
(exogenous) components are distributed over first 150 ms, whereas longer latency (endoge-
nous) components elicit after 150 ms. Although the P300 positive deflection occurs in the EEG 
about 300 ms after an eliciting stimulus is delivered (which is the major reason it is termed as 
P300), latency can be within the range from 250 to 750 ms.

Although the actual origin of the P300 is still unclear, it is suggested that P300 is elicited by 
the decision making or learning that a rare event has occurred, and some things appear to be 
learned if and only if they are surprising [4]. The variable latency is associated with the dif-
ficulty of the decision making. In addition, the largest P300 responses are obtained over pari-
etal zone of human head while it is attenuated with the electrodes that are gradually placed 
farther from this area.

To generate the P300 ERP, three different types of paradigms are being used: (1) single-stimulus, 
(2) oddball, and (3) three-stimulus paradigm. In each case, the subject is instructed to follow the 

Event-Related Potentials and Evoked Potentials20



processing thoughts, and planning for next tasks. Interestingly, electrophysiology and hemo-
dynamic response are the two techniques that have been used to study this complex organ 
to understand the mechanism the brain applies to finish works. Typically, electrophysiologi-
cal measurements are performed by placing electrodes or sensors on the biological tissue [1, 
2]. In neuroscience and neuro-engineering, the electrophysiological techniques are used for 
studying electrical properties by measuring the electrical activities of neurons in the form of 
electroencephalogram (EEG). EEG may be measured by two different approaches: invasive 
and noninvasive. Invasive procedures need a surgery to place the EEG sensor deep under the 
scalp. In comparison, noninvasive procedure places the electrodes on the scalp. One of the 
ways to study the brain is to stimulate it by presenting a paradigm.

The event-related potential (ERP) was first reported by Sutton [3]. An ERP is an electrophysi-
ological response or electrocortical potentials triggered by a stimulation and firing of neurons. 
A specific psychological event or a sensor can be employed to generate the stimulation. In 
general, visual, auditory, and tactile are three major sources of ERP stimulation. For instance, 
ERP can be elicited by a surprise appearance of a character on a visual screen, or a “novel” 
tone presented over earphones, or by sudden pressing of a button by the subject, including 
myriad of other events. Presented stimulus generates a detectable but time-delayed electri-
cal wave in EEG. EEG is recorded starting from the time of presenting the stimulus to the 
time when EEG settles down. Depending on the necessity, simple detection method such as 
ensemble averaging or advanced processes such as linear discriminant analysis or support 
vector machine algorithms are applied on EEG to measure the ERP. This chapter discusses the 
application of ERP in brain-computer interface (BCI) where P300 wave is of particular inter-
est. ERP is time-locked to an event and appears as a series of positive and negative voltage 
fluctuation in the EEG that is referred to as P300 components.

2. P300 waveform

P300 is a form of visually evoked potential (VEP) and P300 ERP is embedded within the EEG 
signal recordable from the scalp of human brain. Depending on the components appearance 
following the eliciting event, the P300 can be divided into exogenous and endogenous. Early 
(exogenous) components are distributed over first 150 ms, whereas longer latency (endoge-
nous) components elicit after 150 ms. Although the P300 positive deflection occurs in the EEG 
about 300 ms after an eliciting stimulus is delivered (which is the major reason it is termed as 
P300), latency can be within the range from 250 to 750 ms.

Although the actual origin of the P300 is still unclear, it is suggested that P300 is elicited by 
the decision making or learning that a rare event has occurred, and some things appear to be 
learned if and only if they are surprising [4]. The variable latency is associated with the dif-
ficulty of the decision making. In addition, the largest P300 responses are obtained over pari-
etal zone of human head while it is attenuated with the electrodes that are gradually placed 
farther from this area.

To generate the P300 ERP, three different types of paradigms are being used: (1) single-stimulus, 
(2) oddball, and (3) three-stimulus paradigm. In each case, the subject is instructed to follow the 

Event-Related Potentials and Evoked Potentials20

occurrence of the target by pressing a button or mentally counting [5]. Figure 1 presents these 
paradigms [5, 6]. The single-stimulus paradigm irregularly presents just one type of stimuli or 
target with zero occurrence of any other type of target. A typical oddball paradigm can be pre-
sented to the subject with a computer screen, a group of light-emitting diodes (LEDs), or other 
medium to generate a sequence of events that can be categorized into two classes: frequently 
presented standard (nontarget or irrelevant) and rarely presented target stimuli [7]. In an odd-
ball paradigm, two events are presented with different probabilities in a random order, but only 
the irregular and rare event (the oddball event) embosses the P300 peak into the EEG about 
300 ms after the stimulus onset. The three-stimulus paradigm is a modified oddball task which 
includes nontarget distractor (infrequent nontarget) stimuli in addition to target and standard 
stimuli. The distractor elicits P3a which is large over the frontal/central area [8]. In contrast, tar-
get elicits a P3b (P300), which is maximum over the parietal electrode sites. Though P3a and P3b 
are subcomponents of P300, P3a is dominant in the frontal/central lobe with a shorter latency 
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Figure 1. Schematic account of three paradigms: single-stimulus (top), oddball (middle), and three-stimulus (bottom). 
Elicited ERP is presented at right (adapted from Ref. [5]).
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3. P300 BCI

Humans’ ability to communicate to each other plays a critical role in building relationship 
with society and others. With the advent of modern logistics and necessities, communication 
between people has become richer and more complex than any other time of human history. 
Furthermore, as brain science and computer technologies mature, it is critical to have an ulti-
mate interaction interface that will develop a direct communication between the user’s brain 
and a computer; in other words, a BCI system which facilitates to build a real-time commu-
nication between a user and a computer system. The core purpose of a BCI is to detect brain 
activity in EEG and communicate that activity to a computer or electronic device. BCI allows a 
user to voluntarily send messages or control commands bypassing the brain’s natural output 
pathways. There have been different approaches for BCI. P300 BCI is a safe and noninvasive 
system, which requires the user to wear a small head cap carrying a set of electrical probes to 
detect brain P300 ERP. The P300 BCI has many potential advantages over many other input 
modes [10].

4. P300 detection

Detection of P300 requires the subject to properly recognize the stimulus event to generate a 
strong and perceivable P300 ERP. Noticeable P300 amplitude is also critical for information 
transfer, which might not be possible if the stimulation is presented too fast or the targets 
appear too frequently [6]. It is important to design a BCI paradigm with easily discriminable 
stimuli. BCI should be adjustable to the users’ adaptability of signal detection by controlling 
the stimulus presentation at a slower rate, brighter intensity, or with otherwise increasing 
perceptibility. Studies also show that target-to-target interval (TTI) plays an important role 
in evoking larger P300 ERP [11, 12]. If the overall BCI paradigm presents the stimulation 
at a constant rate, targets with low probability results in longer TTL, which is also a useful 
means to obtain perceivable P300 amplitude [13]. In sum, for stronger P300 ERP, the BCI 
system should maintain a minimum probability or maximum TTI. Unfortunately, such an 
action reduces the frequency of the target stimulation and, thereby, reduces the overall sys-
tem speed. This tradeoff has been explored in several early BCI studies [14]. It is evident that 
due to the nature of P300 ERP generation, P300 amplitude can be increased by incorporating 
high temporal uncertainty. In this case, subjects are completely unaware of the exact time 
when the stimulation occurs. Few articles reported that P300 amplitude becomes larger for 
familiar or learned items [15–17]. For example, if a list of characters is presented to a subject 
repeatedly, P300 amplitudes for repeated characters (which are recalled by the subject) are 
higher than the characters that are forgotten by the user.

In addition, there are several other factors which should be considered for P300 detection. 
Among these are attentional blink, which occurs in case the intervals between two different 
targets become less than 500 ms [18]; repetition blindness, which leaves the second target 
unnoticed if two identical targets flash at intervals between 100 and 500 ms [19]; and habitu-
ation, which makes fainted P300 amplitude due to the repeated presentation of the same 
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stimulus [20]. Apart from this, human factors such as motivation, fatigue, and user comfort-
ability affect the performance and accuracy of the P300 BCI [21–23], which should be consid-
ered in the design of paradigms.

5. Signal processing methods

A P300-based BCI measures EEG signals from the human scalp and processes them in real 
time to detect P300 ERP that reflect the subject’s intent. As noted earlier, P300-evoked poten-
tial is elicited as positive EEG peaks in reaction to infrequent or irregular appearance of 
stimuli. As the EEG signals are typically on the order of 100 microvolts, appropriate signal 
processing strategy is critical in revealing the electrical information and relevant complex 
issues in relation to the distinctive cognitive functions. Moreover, optimization of accuracy 
in P300 detection and enhancement of the system speed heavily depends on a suitable signal 
processing scheme.

EEG-based BCI system can have three stages to process signals: preprocessing, feature extrac-
tion, and detection and classification of P300. Preprocessing is accomplished after data acqui-
sition but before extracting any feature. Preprocessing is an important step which leaves the 
significant information intact while amplifying EEG signals and simplifying subsequent pro-
cessing operations. It is also important to note that the classifier performance depends greatly 
on an efficient data preprocessing stage [24]. Signal strengthening ensures signal quality by 
improving the so-called signal-to-noise ratio (SNR). Presence of background noise may bury 
the interesting brain patterns into the rest of signal making it difficult to detect P300 response 
resulting in a bad or small SNR. On the other hand, P300 detection and classification becomes 
easier when the input EEG signal has high SNR. After acquiring the EEG signal from micro-
electrodes or macroelectrodes, the electrical information is amplified by a factor of as high as 
5000–10,000 and converted from an analog to a digital signal. Though analog to digital A/D 
conversion can be done at a rate of few GHz, human brain does not operate that fast to jus-
tify such a high sampling frequency. EEG data is typically sampled at 256 Hz which satisfies 
the Nyquist sampling theorem as this rate is larger than two times the maximum frequency 
generated by cognitive actions, yet low enough to avoid irrelevant data [25]. To realize the 
high SNR, bandpass filtering is utilized to remove the DC bias and high frequency noise. 
Sometime, researchers also combine transformation and filtering techniques and apply to 
remove or abate signal components that are not of interest for the application [26, 27]. As AC 
current is usually of 50–60 Hz, depending on the particular living zone of the globe, a notch 
filter at either 50–60 Hz is used to remove power line effect on EEG. During filter set up, it 
should be kept in mind that certain types of artifact occur at known frequencies and cognitive 
activity usually limits itself in the 3–40 Hz range.

Once the EEG is preprocessed, variety of approaches can be applied to extract the features 
and classify the P300 ERP. A calibration session is exploited to develop these feature vectors. 
Before classification test and actual use of the P300 BCI, the classifier is trained and supervised 
using a classification algorithm and the feature vectors labeled as “target” and “nontarget” 
[27]. On the other hand, during the classification task the feature vectors corresponding to 
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known stimuli are submitted to a trained classifier. The trained classifier discriminates the 
brain response best resembling to a target stimulus from nontarget stimulus. In case of a P300 
Speller, the classifier detects the letter with a maximum probability [10, 28–30].

Different methods have been employed for feature extraction such as discrete wavelet trans-
form [31], independent component analysis [32, 33], and principal component analysis [34]. 
As stated earlier, extracted features are given as input to the EEG classifiers for P300 ERP 
identification and classification applying different classification methods. Linear discriminant 
analysis (LDA) is a popular pattern classification technique used by Guger et al. [35]. Stepwise 
linear discriminant analysis (SWDA) has evolved from LDA classification method which uses 
only selective features. Farwell and Donchin used SWDA to classify the ERP using individual 
averages for rows and columns of a 6 × 6 row/column paradigm [25]. Some classification 
methods apply machine learning technique for the P300 detection such as support vector 
machine (SVM) [36]. SVM takes advantage of small data size to give high throughput at high 
transfer rate. However, LDA outperforms SVM classifiers for the P300 detection if the input 
data is comparatively larger in size [37]. Moreover, many BCI groups have exercised their 
study with other classifiers such as Bayesian linear discriminant analysis (BLDA), Pearson’s 
correlation method (PCM), linear support vector machine (LSVM), and Gaussian support 
vector machine (GSVM) [24, 38, 39]. Although different features and classifiers have been 
compared, there has not been a comprehensive comparison of all different features extraction 

Methods System performance

Discrete wavelet transform (DWT); 6 × 6 targets on 
the menu; 36 feature vectors; feature vectors were 
continually ranked and either a correlation/threshold was 
used to select a cell

7.8 characters/min and 80% accuracy; Accuracy >90% for 
5 subjects [31]. 2.3 characters/min [25]

Genetic algorithm (GA); high resource consumption; 
possible premature convergence

Variable accuracy, 34~90% [40]

Bayesian analysis, Bayesian linear discriminant analysis 
(BLDA); feature vector is labeled to the class to which it 
has the highest probability

Transfer rate of 7 commands/min with 95% false positive 
classification accuracy [41]

Linear discriminant analysis (LDA); simple, low 
computation

Accuracy for the able-bodied subjects was on average 
close to 100% and the best classification accuracy for 
disabled subjects was on average 100%. 15.9 bits/min 
for the disabled subjects and 29.3 bits/min for the able-
bodied subjects. Accuracy varies with electrodes 4–32 
[42]

Support vector machine (SVM); linear and nonlinear 
(Gaussian) modalities, faster processing

96.5% accuracy [43]. Accuracies are 66, 69, and 72% for 
LDA, neural networks, and SVM, respectively [44]
Accuracy 84.5% and information transfer rate of up to 
84.7 bits/min [45]

Maximum likelihood (ML); feature detection using a 
priori knowledge, uses thresholds for a set of classes

Accuracy 90% with a communication rate of 4.19 
symbols/min [33]

Table 1. Summary of the signal processing methods.
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and classification methods applied to the same data set. However, a research group in Ref. [24] 
examined multiple feature extraction and classification methods applying to the same data 
set. This study found that SWDA and Fisher’s linear discriminant (FLD) yield the best overall 
classification performance in comparison to any other classifier. Most frequently used signal 
processing methods have been described in Table 1 with reference to the relevant study.

6. Advantages of P300 BCI

There are properties of P300 BCI that make it attractive in many applications including daily 
life usages [35]: (1) the typical P300 BCI can be controlled with high accuracy; (2) the P300 BCI 
classifier offers fast response; (3) it may be used in gaming applications where an even shorter 
calibration can be used if classifier accuracy is not critical; (4) almost all healthy people and 
many severely paralyzed patients are able to use the P300 BCI [20, 46, 47]; (5) unlike other BCI 
(e.g., the motor imagery-based BCI), no special training is needed to operate this BCI; and (6) 
P300 BCI is noninvasive, calibration time is limited to few minutes, and it is effective for most 
users and more than 90% users feel comfortable with this system.

7. Advancement of P300 BCI

In 1988, Farwell and Donchin furnished a seminal study to demonstrate the potential of 
P300-based communication with a P300 ERP-based speller [25]. Since then, many P300-
based BCI systems have followed this as a benchmark for P300 ERP application. However, 
until the year 2000, it drew very little attention from research community and no P300 BCI 
peer-reviewed papers were available before this time [31]. Later on, some researchers have 
explored the offline analysis of previously collected BCI data resulting in a moderate increase 
in P300 BCI articles [32, 48]. However, in the last decade, extensive studies and interests have 
been observed with a particular focus on the importance of P300-based BCIs. In addition to 
improving information transfer rate, current P300-based BCI mainly explores new electrode 
montage, paradigms, and applications to increase the performance of the BCI systems which 
can also assist disabled users in home settings [10, 28, 47]. For example, effect of contrast and 
color, modified stimulus presentation, enhanced users’ attention, and new paradigms [49, 50] 
for eliciting the P300 have been introduced as new ways to improve ERPs and its classifica-
tion [51, 52]. As a result of strong interest in P300 BCI, BCI community has experienced a high 
volume of research works involving P300 ERP in past 6 years. Figure 2 portrays the number 
of peer-reviewed journal publications that were accounted by PubMed and Scopus search 
engines from 2000 to 2016 with the phrase “[(BCI OR Brain Computer Interface) AND (P300 
OR P3)].” Even though conference proceedings were not included in the result, novel studies 
were reflected by the large number of articles. Although, in particular, BCIs are still slower 
than normal electronic input devices, such as the mouse or game controllers, endless explora-
tion of new options with considerable success promises a P300 BCI system with substantial 
increase in BCI speed and accuracy and, thereby, extending P300 BCIs to new applications.
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8. Applications of P300 systems

A P300 BCI is particularly suitable for selection applications [53]. For instance, the most 
typical application of P300 BCI is P300 speller. In such an arrangement, the visual paradigm 
is made up of a matrix consisting of letters of the alphabet. Depending on the requirement, 
a speller can be optimized for quick selection or accuracy of the spelled letters. Similarly, 
other P300 BCI investigations have made extensive progress to develop other attractive 
applications such as painting artwork, controlling smart home, designing games, stroke 
rehabilitation, lie detection, and furnishing Internet tasks [54]. However, recognizing the 
importance of P300 speller, a detail description of P300 speller is presented in the following 
sections.

8.1. Smart home

A smart home populates different electronic devices which can be controlled using a 
P300 BCI. A virtual reality-based smart home was the test-bed of such BCI application 
[35]. This BCI system allowed to execute a group of modest controlling commands such 
as moving the cart or wheelchair, receiving or making phone calls, operating television, 
switching the light on and off, playing song in multimedia player, or controlling the doors 
and windows [35].

8.2. Internet use

P300 BCI can be used to select the Internet keys to provide assistance to amyotrophic lateral 
sclerosis (ALS) patients browsing the websites. Subjects can surf through Internet pages and 
select the desired links to browse the Internet or read the news [55].

Figure 2. Number of published journal papers in PubMed and Scopus from 2000 to 2016 when the searching keyword 
“[(BCI OR Brain Computer Interface) AND (P300 OR P3)]” was used.
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8.3. Painting task

It was observed by the researchers that performing natural tasks bring better quality to life 
in ALS patients. A P300 BCI application known as “Brain Painting” (BP) offers a medium of 
entertainment for the patients by improving their playful mood [56].

8.4. BCI gaming

P300 BCI has been used to design paradigm to control simple games that do not require 
strong time constraints such as to play chess [57]. Other popular games are MindGame [58], 
Bacteria Hunt [59], Brain Invaders [60], etc. In MindGame, the users move depends on the 
brain response; if P300 ERP is stronger, the game character can move larger distance. In 
Bacteria Hunt, users can change the color of the image, or enlarge, or rotate it. Similarly, in 
Brain Invaders, the user needs to select appropriate target arms to destroy the aliens, which 
make the game interesting to the video gamers. As no training is required to start playing sim-
ple P300 BCI games as mentioned here, it can be useful to familiarize individuals to the BCI 
tools. In fact, proper design to utilize the P300 wave’s strong dependence on attention would 
allow the scientists to study attention training and effects of engaging in a particular task.

8.5. Stroke rehabilitation

One of the sufferings of poststroke patients is that they would like to say what they want but 
trouble of cortical circuits will not allow them to express it through natural motor pathways. 
P300 BCI paradigm was used to provide a communication channel to the participants diag-
nosed with poststroke aphasia. P300 BCI not only allowed to activate their language circuits, 
but also made their poststroke recovery faster [23].

8.6. Lie detection

Different brain regions work together and generate activities to process deceptive informa-
tion which elicits P300 ERP in the brain signal. The concealed information can be identified 
through the concealed information test (CIT) [61]. Most of the earlier experiments with lie 
detectors used just a few channels limiting the number of EEG features to classify these two 
types of information [61–64]. These studies mostly used an oddball paradigm using three 
different types of stimuli: target, probe, and irrelevant. Like a typical P300-based system, the 
targets are presented rarely though they are usually made of irrelevant items which are pre-
sented in the paradigm to ensure participants’ cooperation in discriminating the target items 
from others. On the contrary, the irrelevant items are presented frequently, but they are nei-
ther related to the criminal act nor related to the experimental task. The underlying principle 
of the item is that subjects will have different responses to stimuli according to their crime-
relevant status. The probes are the critical detail stimuli under investigation which appear 
infrequently. Probes elicit P300 only for subjects who are knowledgeable or deceiving the 
information. Otherwise they act similarly as irrelevant for the subject. However, to ensure 
reliable differences between liars and truth-tellers it is important to engage multiple channels 
resulting in ERP features from different brain areas. One study investigated the functional 
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connectivity of the brain network under deception condition [65]. They found the correlation 
between different EEG signals from multiple channels to understand the interactions between 
the brain regions and functional connectivity. Their results suggest that incorporation of addi-
tional features helps separating innocent group from the liars with about 90% accuracy.

8.7. P300 speller

Perhaps most important and popular use of P300 BCI is P300 speller. BCI speller has been 
utilized as a communication tool for the last two decades by people suffering from various 
neuromuscular disorders such as ALS, brainstem stroke, brain or spinal cord injury, cerebral 
palsy, muscular dystrophies, multiple sclerosis, and other impaired patients who are unable 
to use the normal neuronal pathway [66]. Persistent research in BCI to improve the accuracy 
and speed of P300 speller has resulted in numerous P300 stimuli presentation paradigms. 
They are discussed in details in the following sections.

8.8. Row/column (RC) paradigm

The Farwell and Donchin matrix speller paradigm was the first BCI row-column speller 
(Figure 3). They used an alphabetical square matrix interface to produce P300 in EEG [25]. 
Rows and columns of this 6 × 6 matrix were constructed with alphanumeric characters. 
These characters are flashed randomly following either a row or a column and the subject is 
asked to mentally count the number of times that the attended character is flashed. During 
the brain signal measurement in the parietal area, the P300 ERP appears in EEG as evoked 
response. However, the nonflashing rows and columns do not generate P300. Due to the 
nature of the stimulation mechanism and to increase the accuracy of detection, the P300 sys-
tem requires multiple trials to reach an acceptable accuracy. In practice, the nontarget rows 
also generate P300 for a very short amount of time but the amplitude is too faint to detect. 
The computational device can determine the target row and column after averaging several 
P300 ERP responses. Due to the averaging task, it may take a longer time to detect a character. 

Figure 3. The row-column (RC) paradigm. One row (MNOPQR) is flashing.
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In general, reducing the number of characters would eliminate the longer detection time but 
not without a loss in spelling characters option. So far, this is the mostly used and discussed 
P300 speller in BCI community.

8.9. Single character (SC) paradigm

This is possibly one of the simplest spellers designed so far. It randomly flashes one character 
at a time with very short interflash interval (Figure 4). This paradigm also uses a 6 × 6 alpha-
numeric matrix like the RC paradigm. It was reported that the RC paradigm takes less time 
than the SC paradigm to flash all the characters at least once. Nevertheless, in Ref. [35] it was 
noticed that if the number of flashes is constant, the SC speller produces stronger P300 ERP 
than the RC speller.

8.10. Region-based (RB) paradigm

The major idea behind the region-based (RB) paradigm is to distribute the characters in larger 
area than the RC paradigm. Here, choice of an object is split in dual selection levels which 
decreased the near-target effect and human error and adjacency problem significantly [49, 
67]. In this paradigm, space of the visual paradigm is divided into seven different regions 
(Figure 5). The desired characters are split into seven groups and each group is placed into a 
single region as shown in Figure 5. For any given spelling task, user has few seconds to focus 
on the characters before the action of each level. This action produces the P300 ERP for the 
first-level target. It is important to note that, instead of the rows and columns as in Farwell 
and Donchin RC paradigm, regions are flashed in a random order by repeatedly changing 
its color between black and white. Choice of color needs to be justified with the purpose of 
the application. For simple spelling task, common black-white transition usually outcomes 
better contrast. Combined action of these two levels is needed to detect a single character. 
For instance, the first level is used to select the desired region containing the character of 
interest while the second level is used to select the target character from the enlarged region. 
Expansion at the second level largely increases the intercharacter space so that each  character 

Figure 4. Single character (SC) paradigm: single character (M) is flashed.
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is highly visible to the user. Each time a target is flashed, a strong P300 ERP potential is 
expected in the EEG wave. Although Farwell and Donchin paradigm allows one to spell 36 
characters, the use of seven-region RB paradigm allows to spell 49 characters. In addition, 
this arrangement allows to manipulate and distribute the characters spatially on the screen 
considering their probability of linguistics use in a word. As paralyzed people need to spell 
the desired word with a minimum movement, the arrangement of the letters can be adjusted 
accordingly to optimize the performance [10]. Later on, RB paradigm was modified by imple-
menting the findings about the probability of characters’ usage [68]. In fact, it was developed 
considering the frequency of use of the characters. The list of characters used in seven regions 
in the first level of this modified edition is presented in Table 2. In a comparative study, it 
was found that the overall spelling accuracies averaged for the same set of subjects, trials, 
and characters for RC, SC, and two variations of RB paradigms were 85, 72.2, 86.1, and 90.6%, 
respectively [14, 69]. It is interesting to note that other than P300 BCI, application of RB para-
digm has been extended to other BCI modalities too [54, 70–72].

8.11. Checkerboard (CB) paradigm

A standard RC presentation method has couple of limitations which were addressed by 
the CB paradigm (Figure 6). First of all, in checkerboard paradigm in Ref. [50], row-column 

Region First-level characters

Region 1 E T A O N R I

Region 2 S H D L F C M

Region 3 U GY P W B V

Region 4 K X J Q Z 1 2

Region 5 3 4 5 6 7 8 9

Region 6 0 / * − + . ?

Region 7 “ ! @ # $ % &

Table 2. List of characters in each region in the first-level of region-based paradigm.

Figure 5. Region-based (RB) paradigm with the locations of seven regions, where a region of a set of seven characters 
“ABCDEFG” in level 1 is expanded in level 2 for spelling a single character “B”.
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paradigm was modified to eliminate the error caused by adjacency problem as it was dis-
cussed by Fazel-Rezai [73] as human error in P300 BCI. So the error resulting from the 
nontarget items receiving apparent target responses is reduced to a great extent. Second, 
72 characters in a standard 9 × 8 matrix are distributed in two virtual levels where each 
level is a virtual checkerboard, a modification to row/column (RC) paradigm implemented 
in a checkerboard (CB) paradigm. This eliminates the chances of the same character flash-
ing twice in succession, thereby increasing the time between successive flashes of a target 
character.

9. Future use of P300 BCI

There exist many future directions to improve the information throughput in P300 BCIs, 
which also equally true for many other types of BCI systems. To uncover the applications 
of P300 ERP to other modalities, underlying physiological mechanism and brain response 
in each of the particular application need to be carefully investigated. For example, study to 
unfold more insight of the cognitive process showed that neurofeedback can be applied to 
augment the cognitive diagnosis [74]. In order to increase the BCI accuracy, error correction 
mechanisms can be incorporated into the BCI system. It will also increase the user accept-
ability of P300 BCI. Although improving information throughput of BCI is of paramount 
importance, many other aspects of BCIs also demands substantial consideration. For example, 
future BCIs need to be faster, inexpensive, and easy to use. Fortunately, BCI community com-
prises of many other disciplines, such as engineering, cognitive and neuroscience, seman-
tics, mathematics, psychology, clinical science, and software writing. Eventually, scientists 
and researchers from various avenues continuously help finding a universal platform for BCI 
development utilizing available resources free for academic research. In particular, future 
expansion of BCI application depends a lot on the thorough investigation of users’ comfort in 
using BCI. So different conditions should be well explored to find reasons behind why most 
users may or may not like a BCI system or paradigm. Many articles have introduced question-
naires and surveys to learn the comfort zone of the P300 BCI users [52, 56]. To promote the 
use of BCI to the target users with new applications, record and study of the human factors 
should be employed.

Figure 6. Standard checkerboard (CB) paradigm with a 9 × 8 matrix (adapted from Ref. [50]).
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10. Conclusion

An ERP is a change in voltage which is time-locked to a specific sensory, motor, or cognitive 
event. ERP provides a distinctive pattern as an indication of how the stimulus is processed. 
Many BCI applications have been developed based on ERP as a response to stimulus. Among 
these, P300-based BCI is the most prominent ERP BCI. Over the last two decades, countless 
P300 BCI works have exploded beyond laboratory experiments with the help of modern high-
speed computational and sensor technologies. Because of its noninvasive nature and stable 
performance, P300 applications range from the potential improvement of the lifestyle to the 
financial benefits. In fact, fundamental research on recording hardware, signal processing 
methods, stimulus presentation parameters, supporting interaction paradigm, and neuro-
physiology will further refine the P300-based BCI design. Though a BCI design is accom-
plished with keeping a specific application in mind, further insightful study and research 
can revive opportunities toward exploring other usability areas which are still not unearthed. 
This chapter has covered several aspects and applications of P300 ERP in BCI research. The 
interfacing paradigm of a P300 BCI can be designed to capture the ERP-evoked potentials 
in a manner so that many human factors are properly taken care of to diminish their overall 
negative impact. Many new applications are also emerging with efficient design of the control 
interface and associated signal processing scheme.
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Abstract

Primary brain tumors, that is gliomas, are frequently located close to or within functional 
motor areas and motor tracts and therefore represent a major neurosurgical challenge. 
Preservation of the patients’ motor functions, while achieving a maximum resection of 
tumor, can be only achieved by monitoring and locating motor areas and motor tracts 
intraoperatively. The intraoperative use of motor evoked potentials (MEPs) represents 
the current gold standard to do so. However, intraoperative MEP monitoring and map-
ping can be quite challenging and require a profound knowledge of the MEP technique, 
brain anatomy and physiology and anesthesia. In this chapter, a systematic review of 
PubMed listed literature on MEP monitoring and mapping in glioma surgery is pre-
sented. The benefits, limitations, technical pearls and pitfalls are discussed from the per-
spective of an experienced neurosurgical/neurophysiological team.

Keywords: intraoperative neurophysiological monitoring, glioma surgery, motor evoked 
potentials, intraoperative motor mapping

1. Introduction

Primary brain tumors, that is gliomas, which are frequently located close to or within func-
tional motor areas and motor tracts of the brain [1] represent a major neurosurgical challenge 
[2]. Surgery-related neurological deficits often arise from direct damage to the cortical or sub-
cortical structures or from ischemia [3, 4]. Preservation of the patients’ motor functions, while 
achieving a maximum resection of tumor, can be only achieved by monitoring and locating 
motor areas and motor tracts intraoperatively [5, 6]. Therefore, it is nowadays agreed within 
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the neurosurgical community that the intraoperative use of motor evoked potentials (MEPs) 
represents the current gold standard to monitor and map the primary motor cortex and the 
corticospinal tract (CST).

As early as in the 1980s, Merton and Morton discovered that a high-voltage single electrical 
stimulus applied over the skull could activate the motor cortex and the subcortical motor 
pathways and consequently generate MEPs, which could be easily recorded from the limb 
muscles [7]. This finding was then exploited for the development of intraoperative neuromon-
itoring techniques that involve MEPs induced via both direct cortical and transcranial cortical 
electrical stimulation and direct subcortical white matter stimulation [7–9]. Since then, the 
intraoperative use of MEPs has substantially contributed to improved functional outcomes 
of glioma patients [10] as well as pushing the boundaries of surgery for lesions considered 
inoperable in the pre-MEP era [6].

However, intraoperative MEP monitoring and mapping can be quite challenging and require 
a profound knowledge of the MEP technique, brain anatomy and physiology and anesthesia.

Therefore, it is usually accomplished with the combined efforts of a multidisciplinary team of 
neurosurgeons, neuroradiologists, neuroanesthesiologists and intraoperative neurophysiolo-
gists, who together contribute to prevent neurological damage in glioma patients. Given that 
each tumor induces specific modifications in the brains’ functional network, surgery must be 
tailored according to functional and anatomical boundaries of each patient individually [11].

2. Technique

The intraoperative use of MEPs encompasses both monitoring and mapping techniques. 
Whereas monitoring techniques continuously assess the functional integrity of the CST by 
repetitively testing MEPs frequently during surgery, MEP mapping instead is designed to 
identify the primary motor cortex and the subcortical CST within ambiguous neural tissue at 
appropriate surgical stages. For example, mapping the exposed cortex during the early stages 
of surgery enables to localize or, if not exposed, rules out the primary motor cortex in the sur-
gical field before the cortex is incised and therefore harmed. In the later stages of surgery, it is 
often critical to localize the CST within the subcortical white matter during tumor resection, 
therefore it is localized using subcortical MEP mapping. Conversely, MEPs after transcranial 
and/or direct cortical stimulation are frequently elicited and recorded during all stages of 
surgery to proof the integrity of the CST and recognize impending damage to it when it is still 
potentially reversible. MEP monitoring therefore enables the surgeon to adjust the surgical 
manipulation early enough to prevent permanent damage to the cerebral motor system.

Figure 1 shows the stimulation and recording sites for MEPs as used at our and most other 
institutions during surgeries for supratentorial gliomas within or near to the primary motor 
cortex and/or CST. It also illustrates the differences in technique for the different stimulation 
sites which are transcranial MEPs (t-MEPs), direct cortical MEPs (dc-MEPs) and subcortical 
MEPs (sc-MEPs). Tables 1 and 2 summarize the stimulation and recording parameters used 
at our institution.
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MEP monitoring is routinely performed by a dedicated team in all glioma cases of presumed 
tumor location close to the primary motor cortex or the corticospinal tract. This is achieved 
either by transcranial electrical stimulation with cork screw scalp electrodes (t-MEPs) 
(Figure 1A) or by direct cortical stimulation (dc-MEPs) via a cortical strip electrode placed 
on the precentral gyrus (Figure 1B1). In both cases, a constant current anodal stimulation, 
train-of-5 stimuli with an interstimulus interval of 4.0 ms and an impulse width of 500 μs are 

Figure 1. Stimulation and recording sites for motor evoked potentials (MEPs) used during surgeries for supratentorial 
gliomas. Usually, different stimulation sites are employed during surgery to elicit different types of MEPs that give 
distinct information intraoperatively. A shows the electrode montage for transcranial MEPs using corkscrew scalp 
electrodes in relation to the central sulcus (CS). The active electrodes (C3, C4, Cz) are located over the precentral gyrus 
using anatomical surface landmarks according to the international 10–20 EEG system (in black circles). B1 shows the 
stimulation site for direct cortical MEPs using a strip electrode with six contacts placed on the primary sensory cortex 
(S) and primary motor cortex (M). One contact over the primary motor cortex is chosen as active contact (bold M and 
flash) to deliver currents with comparably low intensity directly to the motor cortex. B2 shows the corresponding 
intraoperative photograph to scheme B1 taken after craniotomy, dura opening, placement of the strip electrode (white 
arrow) beneath the dura onto the cortex. The strip electrode is placed under the craniotomy margin away from the 
surgical field to avoid interference with surgery. Sterile numbers are placed on the cortex for the documentation of the 
functional mapping results. C shows a magnetic resonance imaging illustrating the corticospinal tract using diffusion 
tensor imaging technique. For subcortical MEP mapping, the subcortical white matter and the corticospinal tract are 
stimulated using a stimulation probe or a surgical suction tube with an electrode tip (white bar with yellow flash). D 
shows the upper and lower extremity target muscles used for MEP recorded during supratentorial glioma surgery. 
The MEPs are displayed on a screen and their amplitudes and latencies are analyzed continuously during surgery. 
CS=central sulcus, M=contact on the primary motor cortex, S=contact on the primary sensory cortex.
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used at our institution. Cortical and subcortical mapping (Figure 1C) is performed with a 
probe or, even more comfortably, with a surgical suction tube with an electrode tip that deliv-
ers monopolar current. For detecting a muscle, MEPs 27-gauge disposable subdermal needle 
electrodes are placed in a bipolar way with a distance of approximately 10 mm over the target 
muscles of the contralateral side of the tumor. We use the abductor pollicis brevis, the flexor 
carpi radialis for the upper extremity and the anterior tibial muscle and the abductor hallucis 
for the lower extremity.

Parameter Value

Stimulation sites Primary motor cortex, subcortical white matter

Number and form of stimuli Train of five

Stimulus lengths 500 μs

Stimulus intensity 3–20 mA

Interstimulus interval 4 ms

Recording sites ABP contralateral, forearm flexor contralateral, TA contralateral, ABH contralateral

Stimulus frequency 0.5 Hz

Display sensitivity 200 μV–2 mV

Low pass filter 3000 Hz

High pass filter 30 Hz

Note: ABH, abductor hallucis muscle; ABP, abductor pollicis muscle; TA, tibialis anterior muscle.

Table 2. Stimulation and recording parameters used for intraoperative monitoring with direct cortical motor evoked 
potentials (dc-MEPs), as well as subcortical motor evoked potentials (sc-MEPs) used for subcortical mapping.

Parameter Value

Stimulation sites C3/4; C4/3; Cz/Fz: C3/Cz; C4/Cz

Number and form of stimuli Train of five

Stimulus lengths 500 μs

Stimulus intensity 30–220 mA

Interstimulus interval 4 ms

Recording sites ABP contralateral, forearm flexor contralateral, TA contralateral, ABH contralateral

Stimulus frequency 0.5 Hz

Display sensitivity 200 μV–2 mV

Low pass filter 3000 Hz

High pass filter 30 Hz

Note: ABH, abductor hallucis muscle; ABP, abductor pollicis muscle; TA, tibialis anterior muscle.

Table 1. Stimulation and recording parameters used for intraoperative monitoring with transcranial motor evoked 
potentials (t-MEPs).
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Transcranial electrical stimulation is applied using corkscrew electrodes which are screwed 
into the scalp and therefore guarantee low impedances. We routinely place initially four elec-
trodes at C3, C4, Cz and Fz and try to elicit muscle MEPs starting with a low stimulus inten-
sity of 30 mA from a C3/Cz montage for left-sided tumors or a C4/Cz montage for right-sided 
tumors. Stimulus intensity is then increased in 5 mA steps until stable recordings from all 
muscles can be obtained (see Tables 1 and 2 for target muscles). In the case of high stimulus 
intensities (above 150 mA) or vigorous muscle twitching, cork screw electrodes are added at 
C1, C2 and Cz+6 and stimulation is repeated with a C1/2, C2/1 or a Cz/Cz+6 montage again 
starting with low intensities that are incrementally increased. Using different montages of 
stimulating electrodes provides flexibility to optimize elicitation of muscle MEPs and avoid-
ing muscle twitching which can interfere with surgery. Extremely high stimulus intensities 
are generally avoided because this might activate the corticospinal tract (CST) deep in the 
brain distal to the tumor and may therefore produce false-negative results [7, 12].

Because the intensity needed for dc-MEPs (Table 2) is 10 times lower than for t-MEPs (Table 1), 
dc-MEPs are preferred over t-MEPs in all cases, where the surgical approach allows access to 
the primary motor cortex. Even if the motor cortex itself is not exposed, a six to eight contact 
strip electrode for direct cortical stimulation is slid underneath the dura and oriented per-
pendicularly to the assumed central sulcus (Figure 1B1/2). Somatosensory evoked potentials 
(SEP) phase reversal can be used as a help to identify the central sulcus.

Then the first electrode in front of the sulcus is usually used as the stimulating anodal con-
tact and the strip electrode is kept in place by a compress and by clamping it subdurally [7]. 
Usually, the cork screw electrode mounted at Fz serves as the cathodal pole.

Stimulation intensity begins with 5 mA and is increased continuously in steps of 2 mA until 
stable MEPs can repeatedly be obtained from all target muscles. Amplitudes are then evalu-
ated by a trained intraoperative neurophysiologist measuring peak-to-peak differences as 
well as the latencies defined as the time span from start of the stimulation to the first assess-
able amplitude [13]. After this, a baseline is set and continuous monitoring is performed 
throughout the whole operation with an interval of at least 120 s. In stages of surgery where 
the CST is particularly endangered, the intervals are shortened to 10 s.

Monopolar subcortical stimulation to elicit sc-MEPs represents the gold standard for functional 
localization of the CST [14]. Its technique is described in Figure 1. It is used during resection of 
gliomas when closely approaching the CST in the deep white matter or to identify the primary 
motor cortex. When employed to evaluate the distance of the stimulation site to the CST, an ini-
tial stimulus intensity of 15 mA is used initially. When MEPs can be obtained at 15 mA after stim-
ulating the wall of the resection cavity, stimulation intensities are gradually decreased in 5 mA 
steps until MEP responses can be obtained with a stimulus intensity as low as 5 mA. Given that 
this indicates a close proximity of around 5 mm to the CST, resection is usually stopped there.

3. Warning criteria and functional outcome

Warning criteria for MEP monitoring and mapping during glioma surgery must be carefully 
defined to be able to warn the surgeon early enough to prevent permanent damage to the 
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patients’ motor system, while not impeding tumor removal to early. This requires a well-
balanced approach between the two rivaling goals, that is tumor removal and functional integ-
rity. This means that if the warning criteria are too cautiously defined, it would lead to many 
false-positive test results with negative impact on the extent of tumor resection in functionally 
intact patients. On the other hand, less restrictive warning criteria would lead to more false-
negative test results putting more patients at risk of impaired motor functions while enhanc-
ing the extent of tumor resection.

Whereas there is rather high proportion of false-positive results, false-negative results are 
rarely reported and can typically be explained on the basis of basic errors in technique or 
interpretation [15].

The optimal MEP technique and warning criteria would lead to true test results only, while 
avoiding false-negative results with patients sustaining new motor deficits and also avoid-
ing false-positive results indicating motor deficits that these patients will actually not exhibit 
postoperatively.

The most employed criterion for MEP monitoring is the amplitude criterion. This means that 
the stimulus intensity which is able to elicit stable MEPs in all target muscles is set at the 
beginning of surgery and kept the same throughout the whole operation. From there on, a 
drop of MEP amplitude of 50% or more compared with the baseline amplitude results in a 
warning. To a lesser extent, the threshold criterion is also used by some groups in addition to 
the amplitude criterion. This means that, in cases where an increase in stimulus intensity of 
20% or more is needed to elicit MEPs, the surgeon is warned.

Concerning the stimulation site, most groups rely on dc-MEP monitoring; in all cases the sur-
gical approach enables them to do so rather than on t-MEPs, for the reasons mentioned above.

However, a report by Lee et al. [16] shows that relying on t-MEP monitoring for supratento-
rial lesion surgery leads to similar results concerning test-accuracy and functional outcomes 
compared with reports from groups heavily relying on dc-MEP monitoring.

Table 3 summarizes the warning criteria and functional outcomes of surgical series reported 
in the literature. The list also includes a series of 95 patients from the authors of this chapter 
who underwent surgery for perirolandic gliomas with the aid of MEP neuromonitoring and 
mapping.

A new approach to the threshold criterion was recently described in a publication by Abboud 
et al. [17]. The authors evaluated the accuracy of changes in threshold level involving contra- 
and ipsilateral MEPs, contrary to the usual approach to compare the changes of ipsilateral 
MEPs to the baseline recording. Ninety-three patients underwent t-MEP monitoring during 
resection of gliomas located close to central motor pathways but not involving the primary 
motor cortex. An increase in the threshold level on the contralateral side of more than 20% 
beyond the percentage increase on the ipsilateral side was considered a significant alteration.

Interestingly none of their patients without a significant threshold increase exhibited a new 
motor deficit postoperatively, whereas all 13 patients with a significant MEP alteration 
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 exhibited a new motor deficit. Hence, this method resulted in a 100% sensitivity and specific-
ity. This is the first surgical series showing such a high accuracy of MEP monitoring. Although 
no new motor deficit was undetected with this method, 14% of their patients sustained new 
motor deficits, nevertheless. This signifies the importance of not just a high accuracy but also 
a timely warning to prevent neurological deficit.

4. Illustrative case

A 26-year-old male patient, who has undergone surgery for a left frontal low-grade astrocy-
toma 2 years earlier, exhibited a significant recurrent tumor on the latest magnetic resonance 
images (MRI) posteriorly to the old resection cavity as shown in Figure 2A. Preoperative 
functional imaging using MRI tractography (Figure 2B) and functional MRI (Figure 2C) 
proved the tumor’s close relationship to the CST and the primary motor cortex. Therefore, 
it was decided to employ MEP monitoring and mapping for the planned resection of this 
astrocytoma.

Author/year MEP techniques Warning criteria New motor deficits New motor deficits 
undetected by MEP 
monitoring (transient 
and permanent)

Authors of this 
chapter/2017

t-MEPs, dc-MEPs Amplitude<50% and/
or threshold increase 
of 20%

23% transient
6% permanent

2.1%

Abboud/2016 [17] t-MEPs bilateral Threshold increase 
>20%

14% (transient and 
permanent)

0%

Obermueller/2015 
[18]

dc-MEPs Amplitude<50% 19% transient
14% permanent

N/A

Lee/2014 [16] t-MEPs Amplitude<50% 10% transient
7% permanent

13%

Krieg/2013 [19] dc-MEPs Amplitude<50% 37% transient
11% permanent

N/A

Krammer/2009 [20] t-MEPs Amplitude<50% and/
or threshold increase 
of 20%

15% (transient and 
permanent)

1.6%

Neuloh/2007 [21] t-MEPs, dc-MEPs Amplitude<50% 21% transient
10% permanent

2.7%

Sala/2003 [22] t-MEPs, dc-MEPs Amplitude<50% 24% transient N/A

The list also includes a series of 95 patients from the authors of this chapter who underwent surgery for perirolandic 
gliomas with the aid of MEP neuromonitoring and mapping.
dc-MEP, direct cortical motor evoked potentials; N/A, data not available; t-MEPs, transcranial motor evoked potentials.

Table 3. MEP methods, the warning criteria and functional outcomes in neurosurgical series reported in the literature.
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After positioning the patient in total intravenous general anesthesia, subcutaneous needle 
electrodes were placed over the target muscles of the right upper and lower extremity. Given 
that a surgical approach was planned that would allow the placement of a strip electrode over 
the primary motor cortex to obtain dc-MEPs, cork screw electrodes were only placed as a back-
up in case t-MEPs have to be recorded. All electrodes were then connected to the neuromoni-
toring device and the electrode impedances were checked. Then the surgical approach was 
established by performing a left frontal paramedian craniotomy that also exposed the medial 
part of the left precentral gyrus. The dura was opened and the precentral gyrus was identified 
using monopolar direct cortical stimulation with an intensity of 10 mA. The strip electrode was 
placed subdurally perpendicular to the central sulcus in a direction away from the surgical 
field to avoid interference with the surgical procedure. Direct cortical stimulation for dc-MEPs 
was started with an intensity of 5 mA and incrementally increased up to the supramaximal 
intensity of 13mA. Stable MEPs could be obtained from all contralateral target muscles. Further 
increase of the stimulus intensity at this point did not further increase the MEP amplitudes so 
that the baseline was set and measurements were taken. Monopolar  subcortical stimulation 

Figure 2. Preoperative images from a patient harboring a recurrent left frontal low-grade astrocytoma. Preoperative 
work up included T2-weighted magnetic resonance imaging (MRI) (A) showing the close relationship of the posterior 
tumor margin to the precentral gyrus, as well as MRI tractography and (B) showing the left-sided corticospinal tract 
displaced posteriorly (white arrow) by the tumor and a functional MRI of a right-sided finger-tapping paradigm 
showing activation in the area of the precentral gyrus’ hand knob.
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was set up then using the surgical suction tip for anodal subcortical stimulation throughout 
the whole operation, starting at an initial intensity of 15 mA. Corticotomy was performed 
and the anterior part of the tumor-harboring left superior frontal gyrus was resected without 
any significant changes of MEP amplitudes or latencies. As approaching the subcortical white 
matter just anterior to the precentral gyrus, MEPs in all upper extremity muscles could be elic-
ited with the suction tip stimulation. The surgeon was alerted and the stimulus intensity was 
lowered to 10 mA which did not elicit any potentials. Cautious further resection of tumor at 
its posterior aspect suddenly led to a significant amplitude decline of the MEPs recorded from 
the abductor pollicis (ABP) of more than 50% compared with the baseline (Figure 3). The sur-
geon was alerted, surgery was stopped, the spatula was removed and the resection cavity was 
irrigated with warm Ringers’ solution. After 12 min when the MEPs have recovered, a small 
remnant tumor was removed. Just before wound closure, the last intraoperative recordings 
showed no significant change compared to the baseline recording, indicating normal postop-
erative motor functions. Surgery was completed uneventfully.

Figure 3. Intraoperative direct cortical motor evoked potentials (dc-MEPs) taken from the right abductor pollicis 
of a patient undergoing surgery for a left frontal recurrent astrocytoma. Baseline MEPs were obtained just after the 
placement of the strip electrode over the precentral gyrus. There were no significant changes of MEP amplitudes or 
latencies until subcortical resection was carried out in close proximity to the corticospinal tract at the posterior aspect 
of the tumor. Warning was given by the intraoperative neurophysiologist when a drop of MEP amplitude of more than 
50% compared with the baseline recording was noted. Surgery was stopped, the spatula was removed from the resection 
cavity and the operating field was irrigated with warm Ringers’ solution. After 12 min, the MEPs were recovered and a 
small remnant tumor was removed. Just before wound closure, the last intraoperative recordings showed no significant 
change compared to the baseline recording indicating normal postoperative motor functions.
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In the immediate postoperative course, the patient exhibited a right-sided hemiplegia which 
recovered fully within 2 weeks and therefore proved to represent a supplemental motor area 
syndrome rather than a damage of the CST.

Author details

Stefan Grossauer*, Yaroslav Parpaley and Katharina Koeck

*Address all correspondence to: st.grossauer@gmail.com

Department of Neurosurgery, Ruhr University Bochum, Germany

References

[1] Sarubbo S, Latini F, Panajia A, Candela C, Quatrale R, Milani P, et al. Awake surgery 
in low-grade gliomas harboring eloquent areas: 3-year mean follow-up. Neurological 
Sciences. 2011;32:801-810

[2] Zhu FP, Wu JS, Song YY, Yao CJ, Zhuang DX, Xu G, et al. Clinical application of motor 
pathway mapping using diffusion tensor imaging tractography and intraoperative 
direct subcortical stimulation in cerebral glioma surgery: A prospective cohort study. 
Neurosurgery. 2012;71:1170-1183 [discussion 1183-1174]

[3] Gempt J, Krieg SM, Huttinger S, Buchmann N, Ryang YM, Shiban E, et al. Postoperative 
ischemic changes after glioma resection identified by diffusion-weighted magnetic 
resonance imaging and their association with intraoperative motor evoked potentials. 
Journal of Neurosurgery. 2013;119:829-836

[4] Grossauer S, Koeck K, Kraschl J, Olipitz O, Hausegger KA, Vince GH. Detection of cere-
bral vasospasm following aneurysmal subarachnoid hemorrhage using motor evoked 
potentials. Neurosurgery. 2016;78:265-273

[5] Ohue S, Kohno S, Inoue A, Yamashita D, Matsumoto S, Suehiro S, et al. Surgical results 
of tumor resection using tractography-integrated navigation-guided fence-post catheter 
techniques and motor-evoked potentials for preservation of motor function in patients 
with glioblastomas near the pyramidal tracts. Neurosurgical Review. 2015;38:293-306 
[discussion 306-297]

[6] Schucht P, Seidel K, Beck J, Murek M, Jilch A, Wiest R, et al. Intraoperative monopolar 
mapping during 5-ALA-guided resections of glioblastomas adjacent to motor eloquent 
areas: Evaluation of resection rates and neurological outcome. Neurosurgical Focus. 
2014;37:E16

[7] Sala F, Manganotti P, Grossauer S, Tramontanto V, Mazza C, Gerosa M. Intraoperative 
neurophysiology of the motor system in children: A tailored approach. Child’s Nervous 
System. 2010;26:473-490

Event-Related Potentials and Evoked Potentials48



In the immediate postoperative course, the patient exhibited a right-sided hemiplegia which 
recovered fully within 2 weeks and therefore proved to represent a supplemental motor area 
syndrome rather than a damage of the CST.

Author details

Stefan Grossauer*, Yaroslav Parpaley and Katharina Koeck

*Address all correspondence to: st.grossauer@gmail.com

Department of Neurosurgery, Ruhr University Bochum, Germany

References

[1] Sarubbo S, Latini F, Panajia A, Candela C, Quatrale R, Milani P, et al. Awake surgery 
in low-grade gliomas harboring eloquent areas: 3-year mean follow-up. Neurological 
Sciences. 2011;32:801-810

[2] Zhu FP, Wu JS, Song YY, Yao CJ, Zhuang DX, Xu G, et al. Clinical application of motor 
pathway mapping using diffusion tensor imaging tractography and intraoperative 
direct subcortical stimulation in cerebral glioma surgery: A prospective cohort study. 
Neurosurgery. 2012;71:1170-1183 [discussion 1183-1174]

[3] Gempt J, Krieg SM, Huttinger S, Buchmann N, Ryang YM, Shiban E, et al. Postoperative 
ischemic changes after glioma resection identified by diffusion-weighted magnetic 
resonance imaging and their association with intraoperative motor evoked potentials. 
Journal of Neurosurgery. 2013;119:829-836

[4] Grossauer S, Koeck K, Kraschl J, Olipitz O, Hausegger KA, Vince GH. Detection of cere-
bral vasospasm following aneurysmal subarachnoid hemorrhage using motor evoked 
potentials. Neurosurgery. 2016;78:265-273

[5] Ohue S, Kohno S, Inoue A, Yamashita D, Matsumoto S, Suehiro S, et al. Surgical results 
of tumor resection using tractography-integrated navigation-guided fence-post catheter 
techniques and motor-evoked potentials for preservation of motor function in patients 
with glioblastomas near the pyramidal tracts. Neurosurgical Review. 2015;38:293-306 
[discussion 306-297]

[6] Schucht P, Seidel K, Beck J, Murek M, Jilch A, Wiest R, et al. Intraoperative monopolar 
mapping during 5-ALA-guided resections of glioblastomas adjacent to motor eloquent 
areas: Evaluation of resection rates and neurological outcome. Neurosurgical Focus. 
2014;37:E16

[7] Sala F, Manganotti P, Grossauer S, Tramontanto V, Mazza C, Gerosa M. Intraoperative 
neurophysiology of the motor system in children: A tailored approach. Child’s Nervous 
System. 2010;26:473-490

Event-Related Potentials and Evoked Potentials48

[8] Majchrzak K, Bobek-Billewicz B, Tymowski M, Adamczyk P, Majchrzak H, Ladzinski P. 
Surgical treatment of insular tumours with tractography, functional magnetic resonance 
imaging, transcranial electrical stimulation and direct subcortical stimulation support. 
Neurologia i Neurochirurgia Polska. 2011;45:351-362

[9] Sakurada K, Matsuda K, Funiu H, Kuge A, Takemura S, Sato S, et al. Usefulness of mul-
timodal examination and intraoperative magnetic resonance imaging system in glioma 
surgery. Neurologia Medico-Chirurgica (Tokyo). 2012;52:553-557

[10] Yoshikawa K, Kajiwara K, Morioka J, Fujii M, Tanaka N, Fujisawa H, et al. Improvement 
of functional outcome after radical surgery in glioblastoma patients: The efficacy of a 
navigation-guided fence-post procedure and neurophysiological monitoring. Journal of 
Neuro-Oncology. 2006;78:91-97

[11] Bertani G, Fava E, Casaceli G, Carrabba G, Casarotti A, Papagno C, et al. Intraoperative 
mapping and monitoring of brain functions for the resection of low-grade gliomas: 
Technical considerations. Neurosurgical Focus. 2009;27:E4

[12] Li F, Deshaies EM, Allott G, Canute G, Gorji R. Direct cortical stimulation but not 
transcranial electrical stimulation motor evoked potentials detect brain ischemia dur-
ing brain tumor resection. American Journal of Electroneurodiagnostic Technology. 
2011;51:191-197

[13] Krieg SM, Shiban E, Droese D, Gempt J, Buchmann N, Pape H, et al. Predictive value and 
safety of intraoperative neurophysiological monitoring with motor evoked potentials in 
glioma surgery. Neurosurgery. 2012;70:1060-1070 [discussion 1070-1061]

[14] Ohue S, Kohno S, Inoue A, Yamashita D, Harada H, Kumon Y, et al. Accuracy of diffu-
sion tensor magnetic resonance imaging-based tractography for surgery of gliomas near 
the pyramidal tract: A significant correlation between subcortical electrical stimulation 
and postoperative tractography. Neurosurgery. 2012;70:283-293 [discussion 294]

[15] Ritzl EK. Intraoperative neuromonitoring during glioma surgery: Bring in the expert 
neurophysiologists! Journal of Clinical Neurophysiology. 2012;29:151-153

[16] Lee JJ, Kim YI, Hong JT, Sung JH, Lee SW, Yang SH. Intraoperative monitoring of motor-
evoked potentials for supratentorial tumor surgery. Journal of Korean Neurosurgical 
Society. 2014;56:98-102

[17] Abboud T, Schaper M, Duhrsen L, Schwarz C, Schmidt NO, Westphal M, et al. A novel 
threshold criterion in transcranial motor evoked potentials during surgery for gliomas 
close to the motor pathway. Journal of Neurosurgery. 2016;125:795-802

[18] Obermueller T, Schaeffner M, Shiban E, Droese D, Negwer C, Meyer B, et al. Intraoperative 
neuromonitoring for function-guided resection differs for supratentorial motor eloquent 
gliomas and metastases. BMC Neurology. 2015;15:211

[19] Krieg SM, Schnurbus L, Shiban E, Droese D, Obermueller T, Buchmann N, et al. Surgery 
of highly eloquent gliomas primarily assessed as non-resectable: Risks and benefits in a 
cohort study. BMC Cancer. 2013;13:51

Motor Evoked Potentials in Supratentorial Glioma Surgery
http://dx.doi.org/10.5772/intechopen.70040

49



[20] Krammer MJ, Wolf S, Schul DB, Gerstner W, Lumenta CB. Significance of intraoperative 
motor function monitoring using transcranial electrical motor evoked potentials (MEP) 
in patients with spinal and cranial lesions near the motor pathways. British Journal of 
Neurosurgery. 2009;23:48-55

[21] Neuloh G, Simon M, Schramm J. Stroke prevention during surgery for deep-seated glio-
mas. Neurophysiologie Clinique. 2007;37:383-389

[22] Sala F, Lanteri P. Brain surgery in motor areas: The invaluable assistance of intraopera-
tive neurophysiological monitoring. Journal of Neurosurgical Sciences. 2003;47:79-88

Event-Related Potentials and Evoked Potentials50



[20] Krammer MJ, Wolf S, Schul DB, Gerstner W, Lumenta CB. Significance of intraoperative 
motor function monitoring using transcranial electrical motor evoked potentials (MEP) 
in patients with spinal and cranial lesions near the motor pathways. British Journal of 
Neurosurgery. 2009;23:48-55

[21] Neuloh G, Simon M, Schramm J. Stroke prevention during surgery for deep-seated glio-
mas. Neurophysiologie Clinique. 2007;37:383-389

[22] Sala F, Lanteri P. Brain surgery in motor areas: The invaluable assistance of intraopera-
tive neurophysiological monitoring. Journal of Neurosurgical Sciences. 2003;47:79-88

Event-Related Potentials and Evoked Potentials50

Chapter 4

The Contingent Negative Variation: The Cumulative
Curve Method Revisited

Daniel Dumalin

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.69310

Provisional chapter

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited. 

DOI: 10.5772/intechopen.69310

The Contingent Negative Variation: The Cumulative 
Curve Method Revisited

Daniel Dumalin 

Additional information is available at the end of the chapter

Abstract

The contingent negative variation (CNV) slow waves were elicited using a modified 
version of the standard paradigm matching the earlier work of Timsit-Berthier. Three 
parameters, the A3, A5 and post-imperative negative variation (PINV), are measured on 
four blocks of three to five trials and plotted into a cumulative curve. Five different types 
of cumulative curves are identified and used for further analysis of a clinical population. 
A literature review, applying the four-step approach for developing diagnostic tests in 
psychiatry by Boutros and colleagues is used to assess the current state of CNV as a clini-
cal tool. Two clinical examples are used to illustrate that the cumulative curve reflects the 
current state of a mental disorder and that follow-up reflects the (un)favorable evolu-
tion. Clinical observations indicate that when taking into account the state of a mental 
disorder, the CNV has potential as a diagnostic aid and can play an active role in the 
therapeutic decision process.

Keywords: contingent negative variation, event-related potentials, slow cortical potentials, 
cumulative curve, post-imperative negative variation

1. Introduction

The earliest slow potentials (SPs) emerged from animal studies in the 1950s. Significant steps 
in man were only made, starting with Walter [1], when the switch to DC recording, or much 
longer time constants (TCs) were made, which was previously more common in animal work.

Since then, a flurry of studies has been published in an attempt to unravel the underlying 
processes concerned, variously characterized as arousal, activation, attention, priming, expec-
tancy, motivation, etc. What all of the constructs had in common was an attempt to express 
the level of involvement existing between a subject and his test environment over a given 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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period of (examination) time. From the 1980s onward, numerous studies on different patient 
populations were conducted in an effort to use the CNV as a diagnostic aid.

Despite all these efforts, a chasm seems to prevail between research findings and the experi-
ence of clinicians using the CNV as a clinical tool.

This is partly due to the fact that SPs offer its own range of artifactual problems and special 
technical considerations, such as the use of long time constants (TCs) and the difficulty to 
elicit reliable responses [2].

Another element that plays a role is addressed by the proposed four-step approach for devel-
oping diagnostic tests in psychiatry by Boutros et al. [3]. Most laboratory tests in psychia-
try, such as the CNV, tend not to be developed into diagnostic tools. This can only lead to 
the above-mentioned disappointment and premature abandonment by early adopters or not 
even implementing a test by most practitioners.

For the clinician, it is important to know what the current status is of a test that shows promis-
ing results and see if progress is being made to develop the test into a diagnostic tool. A sur-
vey of literature (meta-analysis) should apply the four-step approach not only for clinicians, 
but also for researchers. Researchers should take count of the need for (simple and low cost) 
diagnostic tools for psychiatry. They also need to have a clear idea what the current status is 
of their research tool before progressing further. Is more evidence needed or are the require-
ments met to proceed to the next level?

The CNV was adopted in clinical practice in Belgium, thanks to the extensive work of Timsit-
Berthier and some Belgium companies at the time that developed the equipment for clinical use. 
However, the clinical utility of the CNV is at present unknown and will be explored in this chapter.

From the above, it seems useful that there should be more interaction between the researcher 
and clinician, not only from the researcher to the clinician, but also the other way around. 
Clinicians have the advantage that in most cases they will adhere to a standardized procedure 
and will apply it for many more disorders than already explored in research. This could pro-
vide valuable feedback to researchers where they can best focus their attention first.

Clinicians also have a closer relationship with the test and their patients. They also will do repeated 
test. This has the potential for interesting observations that can lead to new discoveries that can bene-
fit further development. This potential will be illustrated in this chapter with two clinical examples.

2. Methodology

2.1. Method

2.1.1. Stimuli and procedures

Each subject is presented with a series of paired signals of which the first S1 (warning signal) is a 
sound of 1 kHz with a duration of 0.5 s. The second sound S2 (imperative signal) is a continuous 
sound of 750 Hz with a duration of 5 s, which is delivered 1.5 s after S1. Both sounds are delivered 
through a loudspeaker (open field). The subject is instructed to keep the eyes closed and press a 
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button (motor response (MR)) to stop the S2 sound at the point that it is clear for the subject that 
this is the target.

The signals are presented in series of three to five pairs and averaged in real time, four series 
in total. The duration of each trial is 8 s, with a prestimulus period of 1 s and post-S2 duration 
of 6 s. An intertrial randomized interval is used between 10 and 11.5 s (Figure 1).

Data from 20 EEG scalp electrodes placed according to the International 10–20 System of 
Electrode Placement with four artefact electrodes (one vertical and two horizontal eye move-
ments, one EMG/ECG) are recorded with one ground electrode and two reference electrodes. 
Recording electrodes are referenced to linked ear electrodes and processed through analogue 
EEG amplifiers with a filter band-pass of 0.01–30 Hz with a total acquisition time of 8 s and 
digitalized with a sampling rate of 256 Hz.

A reject limit is set for each individual subject. This lets you automatically reject a transient 
high voltage pattern, such as eye-blink and eye-movement artifacts. The appropriate reject 
level is determined from monitoring the peak values of the first series of three to five pairs, 
which is discarded. The reject limit is usually set 10 μV higher than the maximum observed 
peak value. In most cases, this will be about 50 μV. On each trial, the reject limit is compared 
against the acquired signal amplitude in each channel. If 10 or more points in the input signal 
have an absolute amplitude value over the reject limit, the trial is rejected.

2.1.2. Methodology background

The Contingent Negative Variation (CNV) slow waves were elicited using a modified ver-
sion of the standard paradigm of Timsit-Berthier, more closely matching in some respects the 
author’s earlier work [4, 5] rather than the procedure described in her latest publication [6]. 
However, current method also deviates from Timsit-Berthier’s procedures.

Current procedure aims to study the development of the CNV with the focus on the late 
components of the CNV.

The CNV reaches the maximum amplitude in normal adults in about 30 trials, although it can 
be fully developed in five to eight trials [7]. The assessment of the temporal evolution is done by 

Figure 1. CNV cycle.

The Contingent Negative Variation: The Cumulative Curve Method Revisited
http://dx.doi.org/10.5772/intechopen.69310

53



applying the cumulative curve method presented by Timsit-Berthier at EPIC IV in 1976 [5] and 
was never picked up again in later publications. Here we deviate from the presented procedure 
taking into account the number of trials at which the maximum CNV amplitude is reached. This 
limits the number of trials to 30 instead of 76, and the number averaged segments from 6 to 4.

The use of a constant-foreperiod reaction-time (S1-S2-MR) procedure is used to optimize the 
development of the CNV [7].

The S1–S2 time interval of 1.5 s is based on the earlier work of Timsit-Berthier in order to 
separate the late from the early component of the CNV. With a time interval of 1 s, as used in 
later publications, the early and late CNV components overlap.

2.2. Analysis

2.2.1. Parameters

2.2.1.1. A3, A5 and PINV

Three different parameters were measured on the CNV curve (Figure 2). First, the negative 
average amplitude of the late CNV was calculated between 1400 and 1600 ms (A3) after the 
start of S1 at Cz. Then, the positive average amplitude of the post-S2 amplitude was mea-
sured between 900 and 1100 ms (A5) after the start of S2 relative to average amplitude of the 
late CNV at Cz. Next, the difference between A5 and A3 was calculated. The difference is an 
expression of the post-imperative negative variation (PINV = A5 − A3).

Figure 2. CNV parameters.
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separate the late from the early component of the CNV. With a time interval of 1 s, as used in 
later publications, the early and late CNV components overlap.

2.2. Analysis

2.2.1. Parameters

2.2.1.1. A3, A5 and PINV

Three different parameters were measured on the CNV curve (Figure 2). First, the negative 
average amplitude of the late CNV was calculated between 1400 and 1600 ms (A3) after the 
start of S1 at Cz. Then, the positive average amplitude of the post-S2 amplitude was mea-
sured between 900 and 1100 ms (A5) after the start of S2 relative to average amplitude of the 
late CNV at Cz. Next, the difference between A5 and A3 was calculated. The difference is an 
expression of the post-imperative negative variation (PINV = A5 − A3).

Figure 2. CNV parameters.

Event-Related Potentials and Evoked Potentials54

These parameters are recorded for each of the four series of averaged trials.

2.2.1.2. Cumulative curve

Two separate amplitude segments are mapped in a cumulative histogram, with negative val-
ues above the x-axis. On each of the four sequential averages, we note the amplitude of A3 
and PINV. On the horizontal axis, the first segment contains four bins of A3 values, followed 
by the second segment with four bins of PINV values. Each bin of a segment gives the value 
of the amplitude plus the values of each previous bin.

A normal cumulative curve shows an increasing negativity of A3 and an increasing activity 
(positivity) of the PINV. Both reach the same absolute value at the end.

From the normal cumulative curve, four major distinguishing types (A–D) can be constructed 
(Figure 3).

1. Type A: the absolute maximum value of A3 is clearly lower than the absolute maximum 
value of the PINV. The maximum value of the PINV is positive.

2. Type B: the absolute maximum value of the PINV is clearly lower than the absolute maxi-
mum value of A3. The maximum value of A3 is negative.

3. Type C: the absolute maximum value of A3 is clearly lower than the absolute maximum 
value of the PINV. The maximum value of the PINV is negative.

4. Type D: the absolute maximum value of the PINV is clearly lower than the absolute maxi-
mum value of A3. The maximum value of the A3 is positive.

3. Literature

As mentioned before, as clinicians, we like to see research findings developed into clinical 
(diagnostic) tools. With this in mind, it seems useful to not only contrast current clinical find-
ings of the CNV cumulative curve with research findings, but also assess the current status of 

Figure 3. Normal and four abnormal types (A-D) of cumulative curve.
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CNV research in regard to its potential as a clinical tool. This was done with a survey of litera-
ture and by applying the four-step approach for developing diagnostic tests in psychiatry [3].

3.1. Method

Relevant articles were selected on PubMed, from the National Center of Biotechnology 
Information (www.pubmed.gov), with the search formula “Contingent Negative Variation” 
[MAJR] NOT “mismatch negativity” AND (Humans[Mesh]).

This resulted in a total of 674 references which were scored following the proposed four-step 
model for developing diagnostic tests in psychiatry [3]:

Step 1 demonstrates the presence of a deviant variable in a target group compared to a healthy 
group and the test-retest reliability. This provides evidence of a consistent abnormality in the 
target group.

Step 2 demonstrates a significant differential prevalence of a deviant variable between disor-
ders and a healthy group. This demonstrates the potential for clinical utility.

Step 3 demonstrates how promising the findings are for development as a diagnostic test by 
comparing the target group to proper control groups. It defines the test-performance charac-
teristics and the clinical utility.

Step 4 extends the comparison of the target group versus control groups by using larger 
groups or by multicenter trials. This step demonstrates the clinical application and sets up 
standards for clinical use.

This procedure gives us a solid methodology to evaluate literature in prospect of the data 
analysis of the selected major disorder classes and clinical observations.

A large part of the 674 references were dropped because they were about the Bereits-
chaftspotential (194) or did not provide sufficient information (97) for classification.

About the same amount of studies were excluded, due to the lack of Healthy Control (71) or 
Target Group (219). The remaining 93 studies were then classified according to the four-step 
approach. Next, the number of studied disorders was counted.

3.2. Results

Schizophrenia is the most studied population (19), followed closely by migraine/headache  
(16). To a lesser extent, Parkinson’s disease (7), depression (6) and dementia (5) were researched. 
The remaining disorders were mostly studied only once and are not considered here (Table 1).

The classification on the four-step approach method resulted in 84 studies classified at step 
1 and 9 at step 2. In the studies reaching step 2, schizophrenia is the most prevalent disorder 
used as comparison group, seven out of the nine studies.

3.2.1. Schizophrenia

Studies show that there is a clear presence of a PINV in the schizophrenic patient. Half of the 
studies found a reduced amplitude of the CNV with an indication of a more frontal distribution.
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3.2.2. Migraine/headache

The migraine patient is characterized with increased amplitude, especially of the early CNV. 
Several studies also show a perturbed habituation.

Patients with headache rather show a PINV.

3.2.3. Parkinson’s disease

In the Parkinson patient, both the early CNV and the late CNV are reduced in amplitude.

Two of the seven studies seem to indicate that there is a correlation between the amplitude 
and mental functioning.

3.2.4. Depression and dementia

It was not possible to come to any meaningful conclusion due to the use of a wide variety of 
paradigms, which made a comparison rather senseless.

3.3. Conclusions

From literature survey, it seems promising to use the CNV, at least for schizophrenia, since 
the studies demonstrate the potential for clinical utility (step 2). To a lesser extent, only two 
studies, depression also holds promise for clinical utility. However, due to a lack of consistent 
methodology across studies, further studies are needed to support this.

At present, the comparison of these studies suggests that it seems premature to link a deviant 
parameter to a single disorder: for example, low CNV amplitude can be found in a schizo-
phrenic as well as a Parkinson patient.

Since there are more parameters (see Section 4.3) that can be measured on the CNV, it seems 
reasonable to use them in combination in an attempt to differentiate between disorders that 
show the same change on one parameter.

Disorder Number

Schizophrenia 19

Migraine/headache 16

Parkinson's disease 7

Depression 6

Dementia 5

Others 52

Total 105

Table 1. Number of disorders as comparison group in selected studies.
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4. Clinical data analysis

4.1. Subjects

A total of 3757 clinical patients (mean ± SD age = 44.5 ± 15.9) were selected on the following 
criteria: hospitalized on the psychiatric ward, classified on the DSM-IV-TR and underwent a 
CNV.

After classifying the patients into the major DSM-IV categories, the groups that had a mini-
mum of 100 individuals were retained.

This resulted in a total of 4196 clinical subjects assigned to six major disorder classes: (1) 
Substance-Related Disorders, (2) Mental Disorders Due to a General Medical Condition 
Not Elsewhere Classified, (3) Dissociative Disorders, (4) Schizophrenia and Other Psychotic 
Disorders, (5) Mood Disorders and (6) Impulse-Control Disorders Not Elsewhere Classified.

Due to the fact that a patient can have multiple DSM-IV numbers assigned, the total number 
of classified subjects is larger than the population total.

4.2. Results

4.2.1. A3

In all major categories, a minimum of 91% (mean ± SD = 92.2 ± 0.9) of the patients show a 
normal amplitude of the late CNV. There are also no major differences between the groups for 
increased or decreased amplitude (Table 2).

4.2.2. A5

At least 96% (mean ± SD = 97.5 ± 0.9) of the patients in each major group show a normal ampli-
tude of the post-S2 amplitude. No significant differences were found between the groups for 
decreased or increased amplitude (Table 2).

4.2.3. PINV (A5 − A3)

A normal PINV amplitude was found for a minimum of 88% (mean ± SD = 89.4 ± 1.2) of the 
patients in each group. Up to 11.6% (mean ± SD = 10.5 ± 1.2) showed an increased amplitude 
of the PINV, but no significant differences were found between groups (Table 2).

4.2.4. Cumulative curve

The type B is the most prevalent with an average of 61.7% (±SD = ±3.0), with no significant 
differences between groups. Following is the type A with an average of 23.1% (±SD = ±2.9) 
and type C with an average of 12.2% (±SD = ±2.2). The smallest group is type D with an aver-
age of 3% (±SD = ±1.5). Once again, no significant differences between groups were found 
(Table 3).
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4.3. Conclusions

Data analysis of clinical subjects show that for the six major class disorders studied, the ampli-
tude of the late CNV and the presence or absence of a PINV is unable to differentiate between 
these classes. The cumulative curve can also not be used to differentiate between the studied 
major class disorders.

DSM-
IV-TR 
class

A3 A5 A5-A3

N ≤−2SD ≥2SD NS ≤−2SD ≥2SD NS ≤−2SD ≥2SD NS

SRD 1525 0.6 8.2 91.2 1.2 1.7 97.0 8.9 0.4 90.8

MDG 766 0.4 6.7 93.0 0.9 2.3 96.7 11.5 0.4 88.1

DD 155 0.0 9.0 91.0 0.6 1.9 97.4 11.6 0.0 88.4

SPD 111 0.0 8.1 91.9 0.0 0.9 99.1 9.0 0.0 91.0

MD 1497 0.4 6.7 92.9 1.2 1.9 96.9 10.4 0.3 89.4

ICD 142 0.7 6.3 93.0 1.4 0.7 97.9 11.3 0.0 88.7

Average 0.4 7.5 92.2 0.9 1.6 97.5 10.5 0.2 89.4

SD 0.3 1.1 0.9 0.5 0.6 0.9 1.2 0.2 1.2

SRD: Substance-Related Disorders, MDG: Mental Disorders Due to a General Medical Condition Not Elsewhere 
Classified, DD: Dissociative Disorders, SPD: Schizophrenia and Other Psychotic Disorders, MD: Mood Disorders and 
ICD: Impulse-Control Disorders Not Elsewhere Classified.

Table 2. Percentage of subjects in each major diagnostic class that shows a significant decreased (≤−2SD), increased 
(≥2SD) or normal (NS) amplitude for each parameter.

DSM-IV-TR class Cumulative curve

N Type A Type B Type C Type D

SRD 1404 21.0 63.6 13.1 2.3

MDG 713 24.5 59.6 14.8 1.1

DD 140 26.4 58.6 9.3 5.7

SPD 105 19.0 66.7 11.4 2.9

MD 1394 22.2 60.6 14.3 2.9

ICD 133 25.6 60.9 10.5 3.0

Average 23.1 61.7 12.2 3.0

SD 2.9 3.0 2.2 1.5

SRD: Substance-Related Disorders, MDG: Mental Disorders Due to a General Medical Condition Not Elsewhere 
Classified, DD: Dissociative Disorders, SPD: Schizophrenia and Other Psychotic Disorders, MD: Mood Disorders and 
ICD: Impulse-Control Disorders Not Elsewhere Classified.

Table 3. Percentage distribution of the different types of cumulative curves in each major diagnostic class.
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These negative results does not necessary mean that we need to abandon the CNV and the 
cumulative curve. First of all, there are more parameters than the two that have been used in 
this analysis:

• M1 (early CNV): average value between 500 and 700 ms after S1

• M2 (late CNV): average value of the 200 ms pre-S2 epoch

• M3 (post-sensory positivity): average value between 300 and 500 ms after S2

• M4 (post-motor positivity): average value between 300 and 500 ms after motor response

• M5 (post-sensory positivity): average value between 500 and 700 ms after S2

• M6 (post-motor positivity): average value between 500 and 700 ms after motor response

• SM1 (total surface between M1 and M2): sum of values of all points between 500 ms after 
S1 and start of S2 relative to the average baseline

• SM2 (total surface between 300 and 800 ms after S2): sum of values of all points between 300 
and 800 ms after S2 relative to the average baseline

Apart from using a single parameter, any combination of parameters could be used to improve 
the differential diagnosis of disorders. This can be extended with a cumulative curve, compar-
ing any pre-S2 averages with one of the post-S2 averages.

Secondly, the author’s clinical experience has demonstrated that there is another potential for 
the CNV and the cumulative curve that has not been considered. Two clinical examples not 
only help to illustrate this, but also to give some indication why the data analysis was unable 
to differentiate between disorders.

5. Clinical examples

5.1. Bipolar affective disorder

This patient was examined five times on average every 139.25 days (±SD 40.66 days). The 
subject was initially examined with an indication of depression. Only on the second hospital-
ization the patient was sent for examination with the indication for bipolar affective disorder.

Two alternating types of cumulative curves were seen across the five subsequent visits: type A 
and type B (Figure 4). The type A corresponds to the depressive episode and type B matches 
the manic episode.

When the respective averages were made of the CNV curves for the depressive and manic 
episodes, classified as such using the cumulative curve (Figure 5), differences in amplitude 
of the late CNV (A3) and PINV (A5-A3) became apparent. Both episodes show decreased 
amplitude of the late CNV (A3) and also early CNV and is more pronounced in the depres-
sive episode. The manic episode has a value of −9.572 μV for A3 and −0.207 μV for PINV and 
the depressive episode −3.961 μV for A3 and 8.254 μV for PINV (Figure 6).
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5.2. Stable depression with an episode of decline and recuperation period

This patient was examined 15 times on average every 228.21 days (±SD 75.20 days).

The subject is known with a recurrent major depressive disorder, which was stable as reflected 
in the cumulative curve of the CNV during eight subsequent visits, on average every 266.00 
days (±SD 78.46 days), lasting six years. The stable period was interrupted with one episode 
of decline following a subsequent number of negative personal dramatic incidences. This was 
reflected in the CNV by an overall decline of the amplitude and a type C cumulative curve.

Figure 4. Cumulative curves of a bipolar affective disorder case for each visit.

Figure 5. Cumulative curves of the averaged CNV curves of the depressive and manic episodes of a bipolar affective disorder 
case.
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Figure 6. Average curves of the manic and depressive episode of a bipolar affective disorder case.

Figure 7. Average curves of the stable and recuperation period of a depressive case together with the curve of the single 
episode of decline.
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Figure 6. Average curves of the manic and depressive episode of a bipolar affective disorder case.

Figure 7. Average curves of the stable and recuperation period of a depressive case together with the curve of the single 
episode of decline.
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The patient recovered and corresponds to the average CNV of six subsequent visits, on aver-
age every 198.60 days (±SD 66.65 days). The overall amplitude returned to the previous stable 
period (Figure 7) and a type B cumulative curve was seen again (Figure 8).

However, the comparison of the cumulative curves of the recuperation and the stable period 
shows that the maximum amplitude of the PINV is higher in the last curve. From this, one 
could either conclude that the patient has not yet fully recovered or will continue to show a 
lasting impact of this decline (Figure 8).

6. Discussion

From literature survey, it seems that the CNV could only be applied for schizophrenics with 
certainty. Yet, one must remark that this is due to the lack of sufficient studies and the use of 
a standard paradigm within other patient populations.

From the data analysis of clinical patients, it is clear that the research findings for schizo-
phrenics, the decreased amplitude and the presence of PINV are also found in other disorders. 
The data analysis also suggests that the CNV cannot be used for differential diagnosis.

Does this really mean that we need to discard the CNV from clinical practice?

To start answering this question, let’s return to the two clinical examples.

From the bipolar case, we not only learn that the CNV can at least be used as an aid to diag-
nose bipolar affective disorder but also might explain why there is a lack of clinical useful 
findings in CNV research. Within the same patient group, each individual is not in the same 
state when examined in clinical practice or taking part in a scientific study. This averages 
out many or all differences one might find if we would take into account the current state of 
each subject. In mixing both episodes of the bipolar patient, we fail to see the difference in 
amplitude of the late CNV between the depressive and manic episodes. This mix might also 

Figure 8. Cumulative curves of a depressive case: stable period, episode of decline and period of recuperation.
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Figure 9. Evolution cycles of the cumulative curve.

explain the absence of significant differences between patient groups. This clinical case also 
demonstrates that the CNV cumulative curve could be used to classify subjects on current 
state of mental disorder.

The depression case demonstrates the strongest that we can follow the progression of a patient 
through time. When a patient is worse off, it is reflected in the CNV. Also, any change or no 
change at all in the state of the patient becomes apparent when comparing previous results. 
This suggests that the CNV could be used as a follow-up for any possible therapy that is initi-
ated. Ideally, this might be used to increase the effectiveness of a therapy, either tailored to a 
specific disorder or even the individual patient.

Both cases illustrate that the cumulative curve is the easiest analysis method of the CNV to express 
the current state and follow the progression of a subject. In general, if the state of a patient continues 
to worsen, the cumulative curve will change from a type B, through type C and finally to type D in the 
most unfavorable situation (Figure 9). When the patient improves, the cumulative curve will change 
in the opposite direction. In contrast, the bipolar patient will swing back and forth between the types 
A and B, bipolar cycle (Figure 9), as long as there is no improvement in the patient’s condition.

To return to the question, clinical observations seem to support the position that there is no need 
to abandon the use of the CNV in clinical practice. The CNV cumulative curve shows potential 
as a diagnostic aid, although limited at this time to bipolar affective disorder. However, the 
greatest potential might lie in the therapeutic decision process. When a therapy is initiated, its 
progress can be followed with the cumulative curve. From the proposed model, one can expect 
that the success of a therapy will be reflected in the cumulative curve. If successful, the natural 
progression would deviate from its natural course and develop toward a normal cumulative 
curve. If this can be substantiated, the CNV would have a role as an aid to increase therapeutic 
effectiveness and reducing treatment cost.
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It must be clear that more research is needed to confirm these clinical observations. Apart 
from this, recommendations for further research have been highlighted in this chapter.

First, research should be aware that there is a need for clinical (diagnostic) tools in psychia-
try. The four-step approach can be used to assess at what level a test is and ascertain if more 
research is needed at the current level or the requirements are met to move forward into the 
next level.

More and better interaction is needed between researchers and clinicians to guide the devel-
opment process. This close collaboration could result in a full development of a test, from 
discovery of a consistent abnormality to a standardized clinical (diagnostic) tool. It can also 
assure that a test will closely meet the needs of the clinician.

We should also not forget previous research. Technology has further developed and offers 
many more possibilities. This should not blind us from the more ‘simple’ analysis that has 
been done in the past. Instead of moving these aside, we should use them to look at them from 
a new perspective. With current technology, we are no longer restricted to select one or a few 
parameters, but can also do multiple combinations with a simple push of a button.
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Abstract

Within the group of inflammatory idiopathic demyelinating diseases, there is a great 
number of diseases that have an initial attack in common, including visual. Multiple 
sclerosis (MS) is a chronic, demyelinating, immune‐mediated disease, with considerably 
varying prevalence and incidence. Neuromyelitis optica (NMO), which until recently 
was considered a variant of MS, is currently considered an independent entity. However, 
it resembles MS, because it is an immune‐mediated disease characterized by the simul‐
taneous or sequential involvement in time of optic neuritis and extensive demyelinating 
myelitis. Fifty percent of patients with MS have isolated optic neuritis. However, the 
frequency of abnormalities ranges from 57 to 100% in visual evoked potential (VEP). 
Several studies have evaluated the clinical, evolutive, and demographic characteristics 
of idiopathic optic neuritis and demonstrated their differences among the cases related 
to MS and NMO. The most common changes in VEP studies in multiple sclerosis are as 
follows: increased interocular differential latency of P100 wave and the absolute increase 
in latency of P100 wave. New studies indicate that VEP pattern in NOM spectrum syn‐
dromes is different from that of MS.

Keywords: neuromyelitis optica, visual evoked potential, optic neuritis, multiple sclerosis, 
P100 wave

1. Introduction

Visual evoked potential (VEP), which has been known for more than 40 years, consists of elec‐
tric signals mainly generated by the occipital cortex in response to visual stimulation. They 
are generally used to assist in the identification of pathologies that impair the visual pathways 
in any of its segments.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



2. Technical aspects

2.1. Stimulation

In VEP studies, two types of stimulation, photostimulators and pattern reversal, are nor‐
mally used. The most used photostimulators are the common photographic flash and 
goggles, which are used for swimming, or similar ones, in which each lens is replaced 
by a cloudy plate, with minute light bulbs installed in its internal face, for the luminous 
extremities to face each eye. These stimulators are connected and synchronized with the 
equipment system of stimulation, scanning, and promediation. Flash stimulation is not 
only the oldest one, used in clinical neurophysiology since the 40s, but also the most com‐
mon method used during many years and until the beginning of the 70s to obtain VEP. The 
flash stimulates almost all the retina, mainly the peripheral one, because of its capacity to 
capture the variations of room luminosity. Depolarization waves provoked by stimuli radi‐
ate mainly to the pretectal zones and thalamic nuclei, ending up in lesser amount in the 
visual cortex, and in larger amount in the association areas, on the nonvisual cortex. When 
the flash is used, it is necessary that the contralateral eye is very well occluded, because 
the capture of potentials generated by the stimulation of the unexamined side can lead to 
false‐negative results.

One of the main disadvantages in the responses obtained with this technique is its great vari‐
ability, both among individuals and in the same patient; it can also vary according to the 
electroencephalographic activity at that moment. Therefore, flash stimulation was gradually 
replaced by more reliable methods, being reserved for the cases of patients with very low 
visual acuity, encephalopathies, and other pathologies.

In the case of goggles, the light bulbs or light emitting diodes (LEDs) on them are generally red, 
and each one has 3 mm of diameter. At each series of stimuli, the stimulator is adjusted so that 
one side of the goggles remains with the light off, occluding vision in one of the patient’s eyes, 
while in the stimulated side the LEDs are on and are turned off with a frequency of 1–2 Hz. In 
each side, at least two series of 60–260 stimuli are applied.

Both flash and goggles stimulate the entire retina and provide results that are more qualita‐
tive than quantitative. However, they are very useful, because they can stimulate the retina 
even when the eyes are closed, as it occurs in the case of patients in coma, children or adults 
who do not want to cooperate [1, 2].

Currently, despite the utility of the photostimulators, the most commonly used visual stimu‐
lation is the pattern reversal that, as already mentioned, consists of a monitor in the screen of 
which there is an image with black and white squares, similar to a chessboard. During stimu‐
lation, the squares alternate their colors. The white ones become black, and the black ones 
become white, successively, at a frequency of 1–2 Hz. These constant inversions stimulate the 
macular area of the retina, more specifically the foveal zone, radiating to the lateral geniculate 
body, and then to the primary visual cortex, in area 17. However, for this, it is important that 
the patient keeps the look fixed on the center of the monitor screen [3].
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In the stimulation by the reversal pattern, the patient should remain seated in front of the 
monitor, with the eyes keeping a distance of 70 cm to 1 m from the screen. As the stimulation 
is monocular, the contralateral eye is kept occluded and at least two series of 60–260 stimuli 
in each side of the visual pathway are applied.

The distance between the patient’s eye and the monitor, related to the size of the each reversal 
pattern square side, provides the visual angle used in the test. Despite the existence of tables, 
the simplest way to calculate the visual angle is to multiply the width of the square by 3450 
and divide the result by the distance in millimeters between the screen and the patient’s eyes. 
This way, the visual angle is obtained in minutes. To convert this unit to degrees, we simply 
divide the resulting value by 60 [4–6].

The visual angle used is very important, because it influences in the exam results. In adults, 
visual angles with 10–20 arcmin produce responses of higher amplitude. The visual angles 
of more than 15 min stimulate mainly the fovea, and those with more than 40 min stimulate 
more the parafoveal retina. The central visual field is the most responsible for P100 ampli‐
tude, because the central vision has greater cortical representation than the peripheral vision. 
Problems in the central vision can change P100 amplitude without modifying its latency. In 
the diagnostic routine, angles of 28–32 arcmin are more frequently used.

The equipment visual stimulation module allows the use of a reversal pattern, the squares 
of which can vary in size according to the examiner interest. In practice, they have options 
of squares of 0.5, 1.0, 2.0, or 5 cm of side. With this, depending on the clinical case and the 
patient’s visual acuity, the series of stimuli can be repeated with the use of different visual 
angles.

There is a direct relation between the visual angle and the exam result. The smaller the 
squares, the more reliable the responses. However, in the patients with visual acuity deficit, 
the use of bigger squares is necessary, because even losing some precision, it is crucial that 
the patient visualizes and identifies the reversal pattern; otherwise, it will not be possible to 
capture responses, or falsely abnormal responses will be obtained [7–9]. Before undergoing 
a VEP study, the patient should have an ophthalmologic evaluation for measuring his/her 
visual acuity, aiming to rule out refractive defects [10].

The reversal pattern can be one of “full field,” which is the most used, or of “half field.” In the 
half‐field pattern, the chessboard image fills only one of the halves of the monitor screen, with 
the other remaining entirely black. This allows selective stimulation of the nasal or temporal 
field of the retinas, serving both for the diagnosis and to inform if the lesion is prechiasmatic, 
chiasmatic, or retrochiasmatic [11].

Some authors have used colored reversal patterns, but the results have not been advanta‐
geous. There is also the “bar grating reversal pattern,” known as gratings, which is little used 
and on which, instead of the squares, the monitor presents horizontal or vertical, white and 
black bars, which alternate colors consecutively too [12, 13].

In brief, because of its higher precision and sensitivity, the reversal pattern is the most com‐
monly used. The flash and goggles are used in cases where it is supposed that the patient 
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is not looking at the center of the screen, in comatose patients, in surgical monitoring, or in 
children who have difficulty fixing attention on the monitor.

2.2. Capture

The most common assembly consists of the colocation of an active electrode in Oz, on the 
occipital cortex, with the reference in Fz, and the ground in the frontal area in Fpz. However, 
depending on the number of channels available, other assemblies can be made. In a second 
channel, for example, the active on Oz can be used, with the reference on Pz or Cz. Although 
being a capture type that is more used in half‐field stimulations, the active electrodes can be 
fixed on points located 5 and 10 cm lateral to Oz, in known leads, such as R5, R10, L5, or L10, 
in which the letters “R” and “L” represent the right side and the left side, respectively.

The visual response is formed by three waves, which form the M‐like image. The first deflec‐
tion is N75, which is negative. It is followed by a positive, sharper, and deeper wave, with a 
mean latency of 100 ms, that it is the P100. The third wave, N145, is also negative as the first 
one. However, the most important response is P100, because it is the most defined and the 
one that has greater reproducibility in normal people. It represents the occipital cortex depo‐
larization to the applied stimuli. The normal values for each one of these responses can vary 
in accordance with the laboratory and its equipment.

The first negative potential (N1) has a latency between 60 and 90 ms; the first positive poten‐
tial (P100) has a latency of 85–120 ms, with an average value of 100 ms. The second negative 
potential (N2) varies from 125 to 155 ms.

The amplitude of the P100 response varies between 3 and 21 μV. The amplitude of the N1 and 
N2 responses is a little lower and usually measures less than 12 μV for N1 and less than 16 μV 
for N2. N1 and N2 responses vary a lot, and in some cases, they are not easy to be identified. 
In part, for this reason, maximum attention is usually given to P100 response, which is easy to 
obtain and reproduce in normal people, and has well‐defined parameters.

P100 latency and the parameters of normality vary from a laboratory to another due to the tech‐
nique used, the type of equipment, and the age of the examined people. In laboratories where 
a population of young patients predominates, the mean and maximum latencies accepted as 
normal will be lower than those obtained in laboratories where older patients predominate.

The ideal is that each examining physician determines his/her own normal values. For this, at 
least 30 normal and representative people should be examined. The results obtained should 
be analyzed, and a mean latency should be determined for the whole group. The normal 
parameters are obtained, adding two or three standard deviations to this average value. If this 
is not possible, then normal values published by authors of high credibility in the area can be 
used in a more practical way.

As previously cited, the inconsistency and variability of the N1 and N2 potentials discour‐
aged most authors, and all the attention and importance was given to P100 response. Despite 
all this, Pavot believes that, although the N1 and N2 parameters are wider than those of P100, 
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there are certain limits of normality. According to his experience, in certain pathological con‐
ditions, as, for example, in multiple sclerosis (MS), in some cases the manifestations appear 
with an increase of N2 latency, or with its disappearance [14].

In the interpretation of the exams, absolute P100 latency is valued, as well as the difference 
between P100 latencies in one side and the other (interocular latency) and also its amplitude, 
which is compared with that of the contralateral eye. A difference of amplitude higher than 
50% between the two sides is significant.

2.3. Factors that interfere with the evoked visual responses

When performing VEP studies, it is extremely important to give much attention to some details 
that can affect the results. In addition to age, sex, visual acuity, and other physiological fac‐
tors, the visual evoked potentials are also affected by technical parameters, such as electrode 
positioning; luminosity in the examination room; level of concentration of the patient, who 
has to keep the look persistently directed to the center of the screen of the stimulation monitor; 
visual angle; luminosity and brightness of the monitor screen; and type of stimulator; filters.

In reversal pattern stimulation, variations in the quality of the stimuli, such as brightness, 
luminosity, frequency, and size of the square, can affect the responses, changing the morphol‐
ogy, amplitude, and latencies of its components.

Brightness reduction increases latency and reduces P100 amplitude, in 15 ms and 18%, respec‐
tively, for each log unit that reduces luminosity. The reduction of the contrast, which can be 
calculated in percentage according to the difference of luminosity between the white and 
black squares, also affects P100, increasing its latency and reducing its amplitude.

As previously mentioned, the size of the square determines the visual angle used and has direct 
influence in the responses. The use of smaller squares makes the study more accurate, but in 
turn, its use will depend on the level of visual acuity of the patient, since they stimulate the 
fovea, and the refractive defects produce out‐of‐focus retinal images, increasing P100 latency. 
The larger squares with up to 5 cm of side are less affected by the visual acuity variations.

The electrodes should be well located, because positioning them on points that are out of 
those normally proposed result in absent, or dispersed, responses with potentials of modified 
shapes, low amplitude, and unreal latencies. Loose, badly fixed electrodes produce artifacts 
that make the identification of the potentials difficult.

Noise excess in the room can affect the patient’s concentration capacity in the examination, 
making the look to deviate from the stimulator. During the examination, the examiner should 
ensure that the patient is kept awake all the time, and with the look focused on the center 
of the monitor screen. If the patient closes the eyes or deviates the look from the screen, the 
potential amplitude can lower and the latencies can increase, leading to false‐positive results.

In cases of restless patients, with concentration difficulty, as it is common to occur in children and 
even in those cases when the examiner suspects that the patient is purposefully trying to interfere 
with the examination, a stimulation performed with special glasses or goggles is recommended.
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Some authors recommend to avoid exam performance in the evening because at this time the 
patient is frequently tired, sleepy and it is more difficult to remain concentrated, and with the 
look fixed on the screen.

Special attention should be given to refractive errors, and to retinal diseases. Patients who 
wear glasses or contact lenses have to be alerted to take them on the day of the examination, 
because decreased visual acuity slightly reduces amplitude of the responses, and can also 
change their latency.

Age modifies P100 latency, following a variable curve that is descending in the two first 
decades of life, steady until the fifth or sixth decade, and crescent above 60 years. Women 
tend to have little shorter latencies than men. However, menopausal women can present a 
higher P100 latency than men in a similar age.

In healthy individuals, there is no evidence of P100 alterations caused by the same increase 
of temperature or even by exercises. However, the exercises can reduce P100 amplitude in 
multiple sclerosis patients with impairment of the visual pathways [15].

3. Criteria for the analysis of the visual evoked potentials

In the analysis of the visual responses obtained, the examiner should value the following 
parameters: absolute latency; interocular latency difference, or interocular differential latency; 
P100 response amplitude; interocular amplitude difference or interocular differential ampli‐
tude; and potential morphology.

3.1. Absolute latency

The examiner evaluates whether the latency of the potential obtained is within the normal 
range, that is, the normal average with more or less three standard deviations. A latency that 
exceeds the limits of normality, with the possibilities of technical errors discarded, indicates a 
defect of sensory conduction in the studied visual pathway.

3.2. Interocular differential latency

The parameter for this measure should be determined in each laboratory, but in general it var‐
ies from 5 to 8 ms. An interocular differential latency above these values is usually associated 
with pathologies. Many times this latency increase is the first manifestation of some diseases. 
In many cases of optic neuritis, the interocular latency change can be the only abnormality 
detected.

3.3. P100 response amplitude

P100 amplitude can vary in normal people, but an amplitude of 1–5 μV, or the absence of P100 
generally means a pathological condition [16].
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3.4. Interocular amplitude difference

There is much controversy on the limit of normality for the value of the amplitude differ‐
ence between the responses obtained in the two eyes. When the stimulation for the “full‐
field reversal pattern” is used, some authors advocate that, to be abnormal, there must be an 
amplitude reduction of at least 80%, or total absence of P100. However, for most authors, a 
reduction of the differential amplitude between 50 and 75% or more indicates visual pathway 
impairment. In the stimulation of the hemifield, there is a consensus that an amplitude differ‐
ence of more than 50% is abnormal.

3.5. Morphology

In a normal person, the P100 response has the format of a letter “V.” An alteration in the 
potential shape or its disappearance represents an abnormality [16].

4. Clinical applications

Any pathology, regardless of its nature, which affects the ocular structures responsible for the 
reception of light and images, the visual pathway, or the cortex, can lead to changes in the 
visual evoked responses. In the pure retinal pathologies, as it occurs in the retinitis pigmen‐
tosa, the important changes in the ophthalmologic examination and in the electroretinogram 
are very striking and easy to be identified. On the other hand, it is important to remember that 
retinal responses take a long time to disappear in cases of brain death.

In the diseases affecting the receptors and the visual pathways, or the visual pathways and 
the cortex, frames with coincident or divergent findings can be observed in the VEP studies. 
The frames known as coincident are those in which no difference in the type of response 
obtained is observed, either with the use of the flash, or with the reversal pattern, that is, the 
responses are normal or abnormal in the two methods. In the frames with divergent findings, 
the neurophysiological abnormalities are manifested in only one of the techniques, with nor‐
mal responses being observed in the other.

The visual evoked potentials are used in the investigation of neurological impairment, mainly 
in the suspicion of optic neuritis, multiple sclerosis, and compressive lesions affecting the 
visual pathways. Diseases affecting the optic nerve or causing its demyelination are the more 
frequently associated with changes of visual response latency. To understand the neurophysi‐
ological diagnosis, and the alterations caused by pathologies throughout the optic pathways, 
it is necessary to know these pathways anatomy [17, 18].

The visual pathways are formed from the retina, through the chaining of three types of neu‐
rons. The first receptor neurons, which are the cones and the rods, make synapsis with bipolar 
cells, and these ones with a third type of neuron, which are the ganglion cells. The ganglion 
cell axon junction forms the optic nerves, which take the visual impulses to the lateral genicu‐
late bodies in the diencephalon, where they make synapses with neurons that go to the occipi‐
tal cortex through the geniculocalcarine tract.
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In its route to the geniculate bodies, the optic nerve fibers from the nasal portion of each retina 
cross to the opposite side on the level of the optic chiasm. Thus, from the chiasm, each optic 
tract consists of the optic fibers from the temporal retina on the same side and of the fibers 
that were formed in the contralateral nasal retina. This peculiarity of the optic pathways to 
cross part of their fibers in the chiasm, continuing as a mixed tract that has fibers of the retinal 
portion of the ipsilateral eye, and also of the contralateral eye, causes the most varied visual 
syndromes, depending on the location of the lesion.

5. CNS idiopathic inflammatory demyelinating diseases

Demyelinating optic neuritis represents the most frequent cause of transitory visual loss in 
young adults, affecting 2.6 men and 7.5 women per year, for each 100,000 inhabitants. The 
average age for its occurrence is 31 years. The optic pathway demyelination causes blocks 
or delays in the visual pathways conduction, with consequent alterations in the studies of 
visual evoked potentials. Demyelination precedes the inflammatory process, which is the real 
responsible for the reversibility of the picture. Thus, inflammation improvement contributes 
for the rapid visual improvement after a crisis. In addition, mainly in young people, remyelin‐
ation is another important factor in the recovery of vision. However, when an axonal lesion 
and a more persistent demyelination occur, improvement is not usually complete.

Visual loss in optic neuritis can be preceded in some days by ocular pain in the affected side, 
which tends to resolve. This pain is possibly caused by the tension on the inflamed nerve. 
About 70% of the adults initially present with a unilateral picture, but in 30% it can affect both 
eyes. The visual loss can be sudden, progressing in a few hours, or can have a slower progres‐
sion, taking some days to be installed. In 7% of the cases, this time is of 1–2 weeks.

The diagnosis of optic neuritis is one of exclusion, what makes the investigation of other dis‐
eases affecting the optic nerve, such as hereditary, metabolic, toxic, vascular, and compressive 
diseases, indispensable.

In the isolated demyelinating optic neuritis, the magnetic resonance reveals changes on the affected 
nerve in 84% of the cases. In 34% of the patients, the exam also shows changes in the asymp‐
tomatic side. In addition, 50–70% of these patients show multifocal demyelinating lesions in the 
corpus callosum and on the periventricular white substance or in other parts of the encephalon.

Within the group of the idiopathic inflammatory demyelinating diseases, there is a great num‐
ber of pathologies that can have an initial outbreak in common, either visual, motor, sensitive, 
proprioceptive, cerebellar, medullary or of the brainstem, characterizing the so‐called clinically 
isolated syndrome—CIS. It is only after the second outbreak and evaluation of the comple‐
mentary exams that it is possible to establish or suggest the definitive diagnosis, such as MS. 
This aspect can sometimes confuse physicians who attend the patient and delay the treatment.

MS diagnosis is based on the identification, at history taking, of two acute episodes with a 
duration of at least 24 h, and evidence at the neurological examination of objective signs of 
functional system impairment, indicating inflammatory lesions located on different topogra‐
phies in the CNS.
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It was only in 1983 that complementary methods, such as magnetic resonance and evoked 
potentials, were introduced in the MS diagnosis criteria proposed by Poser, with the pur‐
pose to identify subclinic inflammatory lesions. In the last decade, MRI was used to confirm 
temporal and spatial dissemination of inflammatory lesions in the neuroaxis and then to 
anticipate the clinical diagnosis of MS. Currently, with a patient with monofocal or multifo‐
cal clinically isolated syndrome, the dissemination in the space can be demonstrated in the 
MRI through T2 hyperintense lesions, in at least two of the four regions of the CNS: periven‐
tricular, juxtacortical, infratentorial, and spinal. Temporal dissemination is proven by the 
presence of a new T2 lesion, or a contrast‐enhancing lesion, when serial MRI scans are com‐
pared, or by the coexistence of asymptomatic contrast‐enhancing or nonenhancing lesions 
in a single initial examination. These radiological criteria should only be applied to young 
patients, with strong clinical suspicion of MS characterized by the presence of clinical signs 
of acute CNS impairment, which presents with outbreaks, having a suggestive behavior of 
an inflammatory disease, and after ruling out all the diseases secondarily affecting the white 
substance. The application of these criteria aims to anticipate the clinical diagnosis and, con‐
sequently, the beginning of the treatment, since all the FDA‐approved medicines from 1993 
on for MS act in the initial phase of the disease, reducing inflammation and the annual rate 
of outbreaks [20].

MS is a chronic disease, with greatly variable prevalence and incidence, dependent on ethnic‐
ity and demographic region, with the highest indices being described in Caucasian popula‐
tions living in regions of the North hemisphere, places of cold weather. In its more prevalent 
clinical form, there are outbreaks and remissions that affect individuals from 20 to 40 years 
of age, and with predominance in women. Currently, it is estimated that more than 300,000 
Americans have a definite diagnosis of the disease and, because it affects young patients in 
full activity, it has strong sociocultural impact [21].

NOM, which was included among MS variants, is currently considered an independent con‐
dition. The historical description of this disease was a clinical, and anatomical and pathologi‐
cal case report in 1894, in France, by Eugene Devic. This condition was called Devic’s disease, 
and during a century, the diagnosis was based on the identification of an acute, monopha‐
sic inflammatory disease, characterized by severe and bilateral ON, and transverse myelitis 
(TM), installed simultaneously or in a short interval of time. Only after the 1990s studies of 
independent series published in different western and eastern populations started to describe 
recurrent cases of NOM, where the index events occurred separately for a variable period of 
time, and were followed by new acute episodes, affecting the spinal cord and the optic nerve 
[22–24]. Only recently the presence of lesions in locations other than the spinal optic axis was 
accepted, with inflammatory lesions being demonstrated, although in lower frequency, in the 
brainstem and encephalon [23]. In Asian individuals, the selective and severe involvement 
of the optic nerves and spinal cord is very typical. In this region, this syndrome is classified 
as a variant of MS, defining two distinct subtypes: the opticospinal form (OSMS), which has 
characteristics that are similar to the remittent‐recurrent form of western NOM, and the con‐
ventional form, which is similar to the classic MS, as it is described in western patients [25].

Currently, many works in the literature try to define the probability of an isolated and 
initial case of idiopathic optic neurite to progress, to keep its monophasic course, to be 
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associated with myelitis or with outbreaks that impair other areas of the CNS. Among 
several significant aspects, the main justifications for these studies regarding the progres‐
sion risk are related to the patient’s prognosis, and the possibility to search early therapies 
at the first signs of isolated idiopathic ON, since this can be the first symptom, not only of 
NOM, but also of MS.

The clinical and evolutive characteristics of idiopathic ON have been analyzed by the Optic 
Neuritis Study Group (1995). The most relevant predictive factor of MS development after 
15 years was the presence of changes in the brain MRI in the occasion of a visual outbreak 
[26]. Other works tried to identify the main characteristics of the cases of NOM‐related 
ON, evidencing that in this condition the visual involvement is generally more severe and 
bilateral [24].

In 2007, Wingerchuk et al. [27], from the Mayo Clinic, defined a group of conditions that were 
catalogued as syndromes of the NOM spectrum. These entities, although independent, are 
elements of the same group. They are as follows: neuromyelitis optica (NOM), extensive idio‐
pathic myelitis, recurrent monocular optic neuritis (rON) or simultaneously bilateral optic 
neuritis (BON), Asian‐type opticospinal multiple sclerosis (OSMS), optic neuritis, or extensive 
idiopathic myelitis associated with systemic autoimmune disease, optic neuritis, or idiopathic 
myelitis associated with typical brain lesions of NOM (hypothalamus, corpus callosum, and 
periventricular region) or lesions in the brainstem.

6. VEP in idiopathic inflammatory demyelinating diseases

Since 1972, the pattern of visual response abnormalities of patients with ON, obtained with 
this method, has been studied [28], with the MS‐related VEP characteristics of the optic neu‐
ritis being well‐defined. However, there are few articles in the literature discussing the VEP 
pattern in NOM. Currently, MS pattern is frequently used to analyze the VEP of patients with 
NOM, configuring an interpretation bias.

The most common changes in the VEP studies in MS, in descending order of prevalence and 
importance, are as follows: the absolute increase of P100 wave latency, this wave morphology 
changes, and finally the absence of response. Frederiksen and Petrera [29] followed patients 
in the acute phase of ON since the beginning of the symptoms, with performance of VEP, 
repeating it in subsequent months. Among these patients, 35.5% had the definite diagnosis of 
MS, and had, according to the authors, a significant relation with delays of P100 wave latency 
in the VEP. They also observed subclinical changes of the optic nerve, with the presence of 
abnormal VEP in asymptomatic eyes.

Several studies emphasize VEP sensitivity in the evaluation of ON in patients with demyelin‐
ating diseases, even overcoming the optical coherence tomography, as Naismith et al. showed 
in 2009 [30]. At that time, the authors evaluated patients with different diagnosis related to 
the demyelinating diseases (CIS, MS, and NOM) that had at least one episode of ON in the 
last six months and tried to compare VEP sensitivity to the optical coherence tomography, 
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in the evaluation of clinical and subclinical ON. VEP showed higher sensitivity both in the 
evaluation of clinically identified ON (81% vs. 60%, p = 0.002), and in the cases of evaluation 
of asymptomatic eyes.

In the study by Matthews et al. [29], a total of 223 individuals were evaluated, with 186 with 
a diagnosis of MS and 37 healthy controls. In this study, the sample was submitted to VEP, 
to evaluate the differences in the pattern of responses to this exam, considering the groups of 
definite, probable, possible MS, and the control group. It showed that while all controls had 
VEP responses within normal range, the group with definite MS had a higher percentage of 
change when compared to the other groups. It was also observed that the main characteristic 
of the VEP that was changed was P100 wave latency in these patients.

Frederiksen and Petrera [31] followed patients in the acute phase of ON since the beginning of 
symptoms, with performance of VEP, and its repetition in subsequent months. Among these 
patients, 35.5% had definite diagnosis of MS, and had, according to the authors, a significant 
relation with delays of P100 wave latency in the VEP. They also observed subclinical changes 
of the optic nerve, with the presence of abnormal VEP in asymptomatic eyes.

In order to enhance the sensitivity for the detection of optic nerve affections with the use of 
VEP, and to analyze its effectiveness in the early evaluation of patients with suggestive pic‐
tures of ON and MS, Davidson et al. in 2004 [32] examined 124 individuals with VEP using 
two different intensities of contrast. Although they observed a higher number of abnormal 
VEP with reduced contrast, when they followed the outcome they noticed that they were false 
positives.

Considering that NOM is a pathology that is different from MS, and its strong relation with 
the presence of anti‐AQP4 serum antibodies, Watanabe et al., in 2009 [33], decided to study 
the abnormalities of the findings of evoked potentials of patients with definite diagnosis of 
MS, and the presence of positivity for anti‐QP4. In this study, they observe that in the anti‐
QP4‐negative MS group the delay in the latency of the P100 wave is evident, following the lit‐
erature. However, the anti‐QP4‐positive group presents a higher percentage of patients with 
absence of this wave, revealing a more severe lesion (p = 0.003). They also conclude that the 
antibody positivity, and the absence of response, showed significant relation with a more seri‐
ous progression of visual impairment (OR = 35.432%, p < 0.001).

Naismith et al., in 2009, evaluated patients with different diagnoses related to demyelinating 
diseases (CIS, MS, and NOM) that had at least one episode of ON in the last 6 months and 
tried to compare VEP sensitivity with the optic coherence tomography in the evaluation of 
clinical and subclinical ON. VEP showed higher sensitivity both in the evaluation of clinically 
identified ON (81% vs. 60%, p = 0.002) and in the cases of evaluation of asymptomatic eyes 
(75% vs. <20%) [34].

Neto et al., in 2013, conducted a study where 19 patients, with NOM diagnosis, with 74% 
being Afro‐Brazilians, underwent VEP study. Of the 38 eyes examined, 18 (47.37%) showed 
no visual evocable response. Of the 20 eyes (52.63%) where VEP responses were detected, 18 
(90%) had P100 wave latency within normal range, while only 2 (10%) had increase of the 
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latency of this wave. Regarding P100 wave amplitude, 11 of the 20 eyes (65%) that generated 
visual responses had values below that considered normal in the study. Seven (35%) had 
amplitudes ≥ 5.8 μV, being considered normal. In 65% of the 20 eyes where the visual response 
was evocable, a reduction of the P100 wave amplitude was found, with normal latency [34].

Ringelstein et al., in 2014, reproduced the study by Neto et al., and analyzed the medical 
records of 43 Caucasian patients with NOM diagnosis, and compared the findings of their 
VEP with those of 81 healthy patients. The authors find reduced amplitude in 12.3%, long 
latencies in 41.9%, and absence of response in 14% of NOM eyes, suggesting that VEP in NOM 
would have a heterogeneous standard. However, the frequencies of amplitude reduction and 
the absence of response are greater than those observed in all the studies of patients with MS. 
In the article, they suggest that the difference in sample results, compared to the study by 
Neto et al. could be explained by ethnic issues that distinguish the populations studied [19]. 
In addition, in the study by Ringelstein et al., the reference value for amplitude normality is 
lower than that used by Neto et al., being 3.0 and 5.8 μV, respectively [35].

In 2015, Chirapapaisan et al. evaluated hospital medical records of patients being investi‐
gated for MS, with no definite diagnosis. VEP was analyzed, along with the confirmation of 
the subsequent diagnosis of MS through McDonald diagnostic criteria (2005). Twelve of the 
35 patients (34%) converted to MS, and 23 (66%) did not have diagnostic confirmation. P100 
Latencies and differences of interocular latency were longer in the clinically definitive MS 
(CDMS) than in non‐CDMS patients (p = 0.002, 0.001, respectively). All patients of the group 
that converted to MS had P100 latencies higher than 102ms, the average of the patients with 
no diagnosis of MS, thus providing 100% of sensitivity. No patient developed MS with P100 
latency <102 ms. Brain lesions in the magnetic resonance were significantly associated with 
CDMS development (p = 0.001). Therefore, the previsibility to develop CDMS was higher 
when the P100 latency delay and the brain lesions of magnetic resonance were concomitantly 
present [36].

In the last decade, recurrent ON, not associated with MS and NOM, was classified according 
to its clinical presentation in recurrent isolated form (RION) and chronic recurrent (CRION) 
form [37]. In CRION and RION, ON is more severe than in MS, leading to severe, bilateral 
visual impairment that can cause amaurosis. However, while a high prevalence of anti‐AQP4 
antibody positivity is observed in NOM, in CRION 95% of the patients present negativity for 
anti‐AQP4 [38]. In all syndromes cited, the OCT reveals significant reduction of the fiber lay‐
ers of the temporal and nasal retina.

7. Conclusions

We can conclude that VEP has recently been sufficiently studied and shows differences 
between the classic pattern of MS and that of NOM, where the responses are more hetero‐
geneous, and the reduction of P100 wave amplitude and the absence of response are more 
prevalent [34], but data in the literature are lacking about the VEP pattern in RION, CRION, 
syndromes of the NOM spectrum, and OSMS of MS.
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