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Preface

The parallel and distributed computing is an exciting paradigm that provides computing
and communication services for data and/or computation-intensive applications. Large vari‐
eties of devices and systems can be accessed for effective parallel and distributed comput‐
ing. We can easily use general purpose graphic processing unit (GPU) for high-speed
computation. Cluster or cloud technologies and systems are the effective alternatives. Em‐
bedded systems and Internet of things technology may also be beneficial for the implemen‐
tation of distributed systems. The proliferation of parallel and distributed systems further
spurs the demand for data-intensive and/or computation-intensive applications. This emer‐
gence is an outcome of research and technological advances in computer architectures, soft‐
ware, and network.

In this book, chapters that would capture cutting-edge research activity in new parallel and
distributed computing technologies are solicited. These chapters introduce new studies in
the fields of computer applications, architectures, software, and network for parallel and
distributed computing. We believe that all of these chapters are of very high quality and can
also stimulate future research innovations in this area.

This book is organized as follows. The first chapter provides an overview of this book.
Chapters 2 and 3 present new algorithms and models for the applications of social network
and grid computing, respectively. The studies on GPU are discussed in Chapter 4. The final
two chapters focus on the software implementation and evaluation.

I would like to thank all recruited authors for their scholarly contributions. I am also grate‐
ful to InTech staff for publishing this book and especially to Ms. Nina Kalinic, for her kind
assistance throughout the editing process. Without them, this book would not be possible.
Finally, on behalf of all the authors, I hope that the readers will benefit in many ways from
reading this book.

Wen-Jyi Hwang
Department of Computer Science and Information Engineering

National Taiwan Normal University
Taipei, Taiwan





Chapter 1

Introductory Chapter: The Newest Research in Parallel

and Distributed Computing

Wen-Jyi Hwang

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.69201

The parallel and distributed computing is concerned with concurrent use of multiple com-
pute resources to enhance the performance of a distributed and/or computationally intensive 
application. The compute resources may be a single computer or a number of computers 
connected by a network. A computer in the system may contain single-core, multi-core and/
or many-core processors. The design and implementation of a parallel and distributed system 
may involve the development, utilization and integration of techniques in computer network, 
software and hardware. With the advent of networking and computer technology, parallel 
and distributed computing systems have been widely employed for solving problems in engi-
neering, management, natural sciences and social sciences.

There are six chapters in this book. From Chapters 2 to 6, a wide range of studies in new 
applications, algorithms, architectures, networks, software implementations and evaluations 
of this growing field are covered. These studies may be useful to scientists and engineers from 
various fields of specialization who need the techniques of distributed and parallel comput-
ing in their work.

The second chapter of this book considers the applications of distributed computing for social 
networks. The chapter entitled “A Study on the Node Influential Capability in Social Networks 
by Incorporating Trust Metrics” by Tong-Ming Lim and Hock Yeow Yap provides useful dis-
tributed computing models for the evaluation of node influential capacity in social networks. 
Two algorithms are presented in this study: Trust-enabled Generic Algorithm Diffusion 
Model (T-GADM) and Domain-Specified Trust-enabled Generic Algorithm Diffusion Model 
(DST-GADM). Experimental results confirm the hypothesis that social trust plays an impor-
tant role in influential propagation. Moreover, it is able to increase the rate of success in influ-
encing other social nodes in a social network.

Another application presented in this book is the smart grid for power engineering. The 
chapter entitled “A Distributed Computing Architecture for the Large-Scale Integration of 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Renewable Energy and Distributed Resources in Smart Grids” by Ignacio Aravena, Anthony 
Papavasiliou and Alex Papalexopoulos analyzes the distributed system for the management 
of the short-term operations of power systems. They propose optimization algorithms for 
both the levels of the distribution grid and high voltage grids. Numerical results are also 
included for illustrating the effectiveness of the algorithms.

This book also contains a chapter covering the programming aspect of parallel and distrib-
uted computing. For the study of parallel programming, the general processing units (GPUs) 
are considered. GPUs have received attention for parallel computing because their many-
core capability offers a significant speedup over traditional general purpose processors. In the 
chapter entitled “GPU Computing Taxonomy” by Abdelrahman Ahmed Mohamed Osman, 
a new classification mechanism is proposed to facilitate the employment of GPU for solving 
the single program multiple data problems. Based on the number of hosts and the number 
of devices, the GPU computing can be separated into four classes. Examples are included to 
illustrate the features of each class. Efficient coding techniques are also provided.

The final two chapters focus on the software aspects of the distributed and parallel com-
puting. Software tools for the wikinomics-oriented development of scientific applications are 
presented in the chapter entitled “Distributed Software Development Tools for Distributed 
Scientific Applications” by Vaidas Giedrimas, Anatoly Petrenko and Leonidas Sakalauskas. 
The applications are based on service-oriented architectures. Flexibilities are provided so that 
codes and components deployed can be reused and transformed into a service. Some proto-
types are given to demonstrate the effectiveness of the proposed tools.

The chapter entitled “DANP-Evaluation of AHP-DSS” by Wolfgang Ossadnik, Benjamin 
Föcke and Ralf H. Kaspar evaluates the Analytic Hierarchy Process (AHP)-supporting soft-
ware for the use of adequate Decision Support Systems (DSS) for the management science. 
The corresponding software selection, evaluation criteria, evaluation framework, assessments 
and evaluation results are provided in detail. Issues concerning the evaluation assisted by 
parallel and distributed computing are also addressed.

These chapters offer comprehensive coverage of parallel and distributed computing from 
engineering and science perspectives. They may be helpful to further stimulate and promote 
the research and development in this rapid growing area. It is also hoped that newcomers 
or researchers from other areas of disciplines desiring to learn more about the parallel and 
distributed computing will find this book useful.

Author details

Wen-Jyi Hwang

Address all correspondence to: whwang@csie.ntnu.edu.tw

Department of Computer Science and Information Engineering, National Taiwan Normal 
University, Taipei, Taiwan
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Chapter 2

Social Trust: Evaluating Node Influential Capability in
Social Networks

Yap Hock Yeow and Lim Tong‐Ming

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/67021

Abstract

Social networking sites are platforms that facilitate large-scale information sharing
activities in recent years. Many organizations analyze social networking traffic to gain
market insights in order to observe the latest market trends. These analyses also allow
organizations to identify key promoters who have strong influences on these social
networking platforms to promote their products or services. It is hypothesized that
social trust plays an important role in influential propagation, and it is able to increase
the rate of success in influencing other social nodes in a social network. This research
performs large-scale experimental simulation to study the influential outcome with and
without the presence of social trust in the social nodes.

Keywords: influence diffusion, influential maximization, social trust, trusted influence,
domain specified trust influence

1. Introduction

In the last decade, the number of social networking site users have increased leap and bound
[1]. Social networking sites are great places for one to express opinions toward people,
products or services. Social networking sites disseminate information by influencing current
and new nodes within the social networking environment. Gesenhues [2], Paquette [3] and
Quesenberry [4] found that recommendations on the social networking sites often highly
regarded by consumers. A research carried out by Ewing [5] showed that consumers often
rely extensively on social networking sites referrals to make consumer decisions. In a world
with many uncertainties, interacting with anonymous often raises trust issue. Trust presented
various concerns especially for business operators where information spreading on the social
networking sites may alter reputational impacts toward a business. There are many trust-
related studies [6–9] that were conducted by different researchers, and most of them strongly

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



supported that trust played a key role in affecting one's decision. Without doubt, the use of
social networking sites for large-scale information sharing and message spreading is effective
[10–12], but there are still some shortcomings that need to be addressed where it includes
online user-generated contents and the assessment on their credibility. This research suggests
two approaches to investigate trust as a factor on influential maximization and trust with
domain specified social nodes as a factor on influential maximization. The objective of this
research is to uncover trust value of each social node by evaluating social node opinion
consistency and then to evaluate the rate of successful influenced social nodes with and
without the presence of trust and domain specified trust. This research formulates two
hypothesizes. They are as follows: (1) trust is able to positively increase the rate of success-
fully influenced social nodes within a social networking site, and (2) trust is able to positively
increase the rate of successfully influenced social nodes from trusted social networking
site users that are in the same domain. This research also reviewed extensively on trust and
trust-related implementation issues on social networking sites. This article will report the
results gathered from the findings and presents a discussion of the two hypothesizes with a
conclusion.

2. Related works

Constant engagement on social networking sites significantly raises the chance of exposing
one's identity either voluntarily or not voluntarily [13]. Excessive disclosure of one's personal
information raises privacy-related issue and threat. In order to minimize the risk of overex-
posure one's identity, most if not all users on social networking sites [14] masked themselves
using an Internet Identity (IID). They use IID to disguise themselves while communicating
with others on these social networking sites. The process of uncovering the true identity of
an online user one interacts with may not be easy as people constantly adopting new
strategies to restrict the amount of information being disclosed on these social networking
sites. Social networking sites play an important role at spreading information, news or ideas
to all the connected nodes. Social networking sites create an endless source of information
that is readily available for its users, but it is also undeniably that not all information
obtained from social networking sites is always accurate and reliable. The fact that many
social networking site readers and consumers rely extensively on the information obtained
from these social networking sites to make their decision worried many business operators.
Information spreading around social networking sites can change the public's viewpoint
toward a product or service. Most of the user-generated contents on social networking sites
are text, it is always important for business operators to extract and analyze these user-
generated contents to identify key promoters and detractors and, at the same time, to
identify genuine and trustable contents. Figure 1 illustrates how an opinion flows from
different sources and how information is perceived at the recipients.

Given the innumerable amount of information easily obtainable online, trusting a piece of
information has always been a concern. In order to trust any content, it is important to
understand what trust is. Trust is the most fundamental motivation behind different people
cooperating together toward a common goal. There is no absolute definition of how trust can
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be initiated because the definition of trust varies for different applications, and it is always
situational specific. Different researchers and research areas may also have their own defini-
tion of trust such as,

• Trust is defined as willingness to rely on the other partner of the relationship [15].

• Trust is the expectation of belief that any opportunistic behavior will appear by others
[16].

• Trust of one's performance depends on the actions of the counterpart [17].

• Trust increases when expectations of the other party are consistently and reliably met, and
decreases when the other party acts otherwise [18].

• Trust is a mentality action a person uses while trying to reduce uncertainty and complex-
ity when reaching an agreement [19].

• Trust is the subjective probability by which an individual, A, expects that another indi-
vidual, B, performs a given action on which its welfare depends [20].

• Challenged: Falcone & Castelfranchi—having high reliability in a person in general
does not necessarily sufficient to decide such person is very dependable [21].

Figure 1. Opinion propagation model.

Social Trust: Evaluating Node Influential Capability in Social Networks
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It is also said that the value of trust changes when it is being applied differently. The Trust
Referent Characteristic table developed by Mcknight [22] best describes the trust-related char-
acteristics that a node may display in an online environment. In this research, the Trust
Referent Characteristics table has been improved with additional identified values by analyz-
ing datasets obtained from [23–25]. Table 1 shows the updated Trust Referent Characteristic
table.

This research examines the integrity of user-generated contents (highlighted in grey) as a form
of trust on the social networking sites. Since social networking sites contain large amount of
unstructured texts, content integrity can be analyzed by adopting text analysis algorithms
from many researchers [26–29]. Algorithmic details and latest research application updates
can be found in Ref. [30, 31]; therefore, it will not be covered in this article. Diffusion equations
used in this research are formulated using Kempe's [32, 33] activation function. Eq. (1) illus-
trates Kempe's function:

Pvðu, SÞ ¼ ƒvðS ∪fugÞ − ƒvðSÞ
1 − ƒvðSÞ

(1)

Trust-related characteristic Second-order conceptual category

Competent

Expert

Experience

Dynamic Competence

Predictable

Foresight Predictability

Good moral

Good will

Benevolent, Caring

Responsive Benevolence

Honest Integrity

Credible

Reliable
Dependable

Openness

Careful Psychology, mentality

Shared understanding

Contemplation Knowledgeable

Personally attractive Prospect

Table 1. Trust referent characteristic table.
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3. Research methodology

The process of profiling trust involves two stages where the first stage uses Texted Oriented
Opinion Mining [30] algorithm to analyze user-generated text contents of each social node and
return a trust probability score with a minimum value of 0 and a maximum value of 1, and the
second stage is to analyze the cumulative objective score of each social node's text contents.
The simulation uses Matlab r2016a in the experiment where genetic algorithm diffusion model
(GADM) is the base algorithm that performs the influential diffusion. The Virtual Social Node
(VSN) algorithm plays a simple yet important role in the influential diffusion process by
simulating a virtual social network consisting of nodes and relationship links between nodes.
The virtual social network simulated by VSN is structured as a ∪ b or c ∩ (a ∪ b) (Figure 2) such
that A is the highest superset of all nodes in the social network, and a, b, c… n are subsets of A
denoted as {a, b, c…n} ⊂ A and consist of a total of 5117944 social nodes. The influence
diffusion adopts the bottom-up approach where it initiates from the lowest subset all the way
to the highest superset. These algorithms had been published in Refs. [31, 30, 34] therefore will
not be discussed in detail in this article.

GADM operates in a way that an influence is diffused to any social nodes given the existence
of a physical link between the source node and the recipient node. Any influence diffused by
GADM is considered successful if the influence propagated and acknowledged by the recipi-
ent social node. A number of enhancements will be carried out on GADM. These enhanced
algorithms are trust-enhanced genetic algorithm diffusion model (T-GADM) that includes
trust values calculated from the uncovering of trusted social node process into the influential
diffusion and calculation process. In addition, domain values are included into the enhanced
T-GADM resulting into the domain specified trust-enhanced genetic algorithm diffusion
model (DST-GADM). On top of the diffusion of influence from trusted social nodes, DST-

Figure 2. Social network relationship diagram.
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GADM brings influence diffusion to a whole new level, where these influences will be diffused
to target at recipient social nodes that shares the similar interest (or domains) with the source
social node. The results generated by these algorithms are presented as probability values with
a minimum value of 0 and a maximum value of 1, with an accuracy of 3 decimal points. Details
of the algorithm design are discussed in Section4.

4. Algorithm design, development and implementation

This section discusses the design, development and implementation of the algorithms in this
research. There are two algorithms to be discussed: trust-enabled generic algorithm diffusion
model (T-GADM) and domain specified trust-enabled generic algorithm diffusion model
(DST-GADM). These algorithms will be discussed in their respective subsections. It is also
acknowledged that the operation of T-GADM and DST-GADM also rely on two additional
sub-modules namely the enhanced text analysis (E-TA) with the presence of Trusted Social
Node algorithm (TSN) and Virtual Social Node algorithm (VSN). These algorithms had been
published in Refs. [30, 31, 34] therefore will not be discussed in this article.

4.1. Trust-enhanced Generic Algorithm Diffusion Model

Trust-enhanced Generic Algorithm Diffusion Model (T-GADM) is the enhanced algorithm
version from generic algorithm diffusion model (GADM) where the source social node's trust
value is taken into consideration when calculating the recipient social node's influence accep-
tance. The likelihood of a social node accepting an influence given the trusted source node is
calculated by the application of certainty factor that measures the belief or disbelief conditional
probabilities Pr(Ai|T) as illustrated in Eq. (2).

PrðAijTÞ ¼ PrðTjCiÞPrðAÞ
PrðTjCiÞPrðAÞ þ PrðTj¬CiÞPrð¬AÞ (2)

Where:

• Pr(Ai|T): Chance of having an influence accepted by the recipient (Ai) given a trusted
source (T). This is what the algorithm wants to calculate.

• Pr(T|Ci): Chance of having a trusted social node (T) given that it shows significant
interactive consistency.

• Pr(A): Chance of having a recipient node to accept an influence.

• Pr(¬A): Chance of having a recipient node to not accept an influence.

• Pr(T|¬Ci): Chance of having a trusted social node (T) given that does not show significant
interactive consistency.

The results generated from Eq. (3) are then used to evaluate the certainty factor that the
influence has been successfully ingested. This is achieved by applying Eq. (3) as measure-of-
belief and Eq. (4) for measure-of-disbelief, then finally calculating the certainty values by
applying Eq. (5).

Recent Progress in Parallel and Distributed Computing8
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This section discusses the design, development and implementation of the algorithms in this
research. There are two algorithms to be discussed: trust-enabled generic algorithm diffusion
model (T-GADM) and domain specified trust-enabled generic algorithm diffusion model
(DST-GADM). These algorithms will be discussed in their respective subsections. It is also
acknowledged that the operation of T-GADM and DST-GADM also rely on two additional
sub-modules namely the enhanced text analysis (E-TA) with the presence of Trusted Social
Node algorithm (TSN) and Virtual Social Node algorithm (VSN). These algorithms had been
published in Refs. [30, 31, 34] therefore will not be discussed in this article.

4.1. Trust-enhanced Generic Algorithm Diffusion Model

Trust-enhanced Generic Algorithm Diffusion Model (T-GADM) is the enhanced algorithm
version from generic algorithm diffusion model (GADM) where the source social node's trust
value is taken into consideration when calculating the recipient social node's influence accep-
tance. The likelihood of a social node accepting an influence given the trusted source node is
calculated by the application of certainty factor that measures the belief or disbelief conditional
probabilities Pr(Ai|T) as illustrated in Eq. (2).

PrðAijTÞ ¼ PrðTjCiÞPrðAÞ
PrðTjCiÞPrðAÞ þ PrðTj¬CiÞPrð¬AÞ (2)

Where:

• Pr(Ai|T): Chance of having an influence accepted by the recipient (Ai) given a trusted
source (T). This is what the algorithm wants to calculate.

• Pr(T|Ci): Chance of having a trusted social node (T) given that it shows significant
interactive consistency.

• Pr(A): Chance of having a recipient node to accept an influence.

• Pr(¬A): Chance of having a recipient node to not accept an influence.

• Pr(T|¬Ci): Chance of having a trusted social node (T) given that does not show significant
interactive consistency.

The results generated from Eq. (3) are then used to evaluate the certainty factor that the
influence has been successfully ingested. This is achieved by applying Eq. (3) as measure-of-
belief and Eq. (4) for measure-of-disbelief, then finally calculating the certainty values by
applying Eq. (5).
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MBðHacceptjEtrustÞ ¼ max½PrðAjTÞ,PrðαÞ�−PrðαÞ
1−PrðαÞ (3)

MDðHacceptjEtrustÞ ¼ min½PrðAjTÞ,PrðαÞ�−PrðαÞ
1−PrðαÞ (4)

CF ¼ MBðHacceptjEtrustÞ−MDðHacceptjEtrustÞ
1−min½MBðHacceptjEtrustÞ,MDðHacceptjEtrustÞ� (5)

Eqs. (4)–(6) calculate the following parameters:

• PrAT: The probability of acceptance given the trust variance of a source node.

• MB_HaEt: The strength (measure) of belief the node will accept the influence.

• MD_HaEt: The strength (measure) of disbelief the node will accept the influence.

• cf: Certainty factor grouping of the current evaluating node.

• success: Describes the successfulness of the node being influenced. This criterion only
applies if the threshold value is set prior to the evaluation. There is no specification on
what the threshold value should be used. The threshold value is chosen based on the
assessor's preferred influential range.

The following pseudocode illustrates the implementation of the T-GADM influential diffusion
algorithm.

START

//Eqn ver 1 w/trust (Baysean Prop)

FUCNTION probability_v1(St,Ra)

Set PrAT = ((Ra * St) + St)/2;

return round(PrAT, 4);

END FUNCTION

//Eqn ver 2 w/trust (Enhanced Baysean)

FUNCTION probability_v2(St,Ra)

Set notRa = 1 - Ra;

Set notSt = 1 - St;

Set PrAT = ((Ra * St)/((Ra * St) + (notRa * notSt))) *

(1 - 0.13);

return round(PrAT, 4);

END FUNCTION

FUNCTION belief(const,PrAT,St,Ra)

Set MB_HaEt = ((max(PrAT,constant)) - constant)/(1 - constant);

return round(MB_HaEt, 4);

END FUNCTION

FUNCTION disbelief(const,PrAT,St,Ra)

Set MD_HaEt = ((min(PrAT, constant)) - constant)/(0 - constant);

return round(MD_HaEt, 4);
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END FUNCTION

FUNCTION cf(MB_HaEt,MD_HaEt){

Set cf = (MB_HaEt - MD_HaEt)/(1 - (min(MB_HaEt, MD_HaEt)));

return round(cf, 4);

END FUNCTION

//Check Threshold

FUNCTION checkThresh(value,threshold){

IF input >= threshold

return ‘accepted';

ELSE

return ‘rejected';

END IF

END FUNCTION

END

4.2. Domain specified trust-enhanced generic algorithm diffusion model

This research also investigates the application of domain-related trusted social nodes in order
to examine whether this will further increase the rate of successfully influenced social nodes on
a social network platform. Domain in this research represents the interest groups a social node
involves or participates in. Domain specified analysis is an extended module from the T-
GADM. In the domain specified trust influence diffusion algorithm, an additional step that
uncovers domains of each social node from the dataset is needed. All the domain relationship
links harvested are illustrated as a conceptual diagram in Figure 3.

Figure 3. Harvested domains and domain links for domain specified trust influential maximization conceptual diagram.
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The relationship between two domains is calculated by applying the concept mapping [35, 36]
and weighing technique [37] where domain relationships are classified into three tiers:

• Domain major (node)—Is a form of specification or excellency to which a variable for-
mally commits or inherits. Any domain can be a domain major, but only one domain can
be the domain major at any given time.

• Level 2 domain (solid line)—Consist of entities that are directly correlate to the domain
major (part of, extension of, subset) but do not serve as a domain major at point of
analysis.

• Domain Minor (dashed line)—Consist of entities that are mostly not directly correlate to
the domain major nor the second-order domain, but domain may consist of certain
entities that portray traits and characteristics that relate to the domain major.

Each harvested domain, domain relationship links and domain relationship weights are then
indexed using Domain ID (Domain Identity represented by a value) (as seen in Table 2).

Domain major Level 2 domain Domain minor

ID Weight ID Weight ID Weight

[01] 1.0 [16] 0.7821 [06] 0.3237

[02] 1.0 [10] 0.6762 –

[03] 1.0 – [12] 0.2997

[04] 1.0 [08] 0.8967 [12] 0.5521

[05] 1.0 [14] 0.6887 [16] 0.2194

[06] 1.0 [09] 0.4571 [01] 0.2857

[16] 0.3321 [24] 0.1756

[07] 1.0 [10] 0.3123 [24] 0.2752

[15] 0.5231

[08] 1.0 [04] 0.6774 [12] 0.5882

[09] 1.0 [06] 0.7987 [15] 0.1725

[10] 0.2141

[16] 0.2365

[10] 1.0 [02] 0.2379 [09] 0.1423

[07] 0.2656

[11] 1.0 [13] 0.4597 [12] 0.2178

[12] 1.0 [11] 0.2287 –

[04] 0.3212

[08] 0.3101

[13] 1.0 [11] 0.3427 [16] 0.1563

[14] 1.0 [05] 0.5638 –
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Domain specified trust influence uses Eq. (6) for social influential acceptance-related calculations.

DwPrðAijTÞ ¼ ½PrðAijTÞ þ PrðAijTÞðDmjrþ ∑∩L2þ ∑∩DmnrÞ�
1þ PrðAijTÞðDmjrþ ∑∩L2þ ∑∩DmnrÞ (6)

Where

• DwPr(Ai|T): Chance of having an influence accepted by the recipient (Ai) given a trusted
source (T) with the presence of certain domain entities (Dw).

• Pr(Ai|T): Chance of having an influence accepted by the recipient (Ai) given a trusted
source (T). This is what the algorithm previously calculated.

• Dmjr: Represents the weight inherited by the domain major. In this research, since the
domain major represents absolute identical relationship to the domain inherited by the
node in analysis, therefore the concept weight between the node in analysis and domain
major is 1.0.

• ∑⋂L2: Represents the summation of all weights of intersected level 2 domains with the
domain inherited by the node in analysis.

Domain major Level 2 domain Domain minor

ID Weight ID Weight ID Weight

[15] 1.0 [07] 0.8469 [09] 0.2112

[23] 0.1211

[16] 1.0 [01] 0.5485 [09] 0.1653

[06] 0.2324 [05] 0.1536

[17] 1.0 [09] 0.4439 [06] 0.2846

[18] 1.0 – –

[19] 1.0 [22] 0.4575 [21] 0.2133

[20] 1.0 – [19] 0.1556

[21] 1.0 [22] 0.3354 [19] 0.1757

[22] 1.0 [19] 0.4121 [10] 0. 2675

[02] 0.1294

[23] 1.0 [24] 0.3216 [06] 0.1128

[15] 0.2144

[24] 1.0 [15] 0.4174 [23] 0.1127

[07] 0.2152 [10] 0.1216

Table 2. Weighted domain specified referent table.
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• ∑⋂ Dmnr: Represents the summation of all weights of intersected domain minors with
the domain inherited by the node in analysis.

The following pseudocode illustrates the implementation of the DST-GADM influential diffu-
sion algorithm

START

Import domains as domainsCache

//Eqn ver 3 w/trust and domain (Enhanced Baysean)

FUNCTION probability_v3(St,Ra,links,levels)

Set mjr = 0;

Set l2 = 0;

Set mnr = 0;

//Explode node links

Set links = explode(‘|', links);

Set major = links.getLastElement();

//Find associative domains

FOREACH domainsCache as key and payload

IF payload.get['major'] == major

Set use = domainsCache.get[key];

END IF

END FOREACH

//Prep traverse levels

Set traverseArrays = [];

IF levels == 1

Set mjr = (float) mjr(use,links);

ELSE IF levels == 2

Set mjr = (float) mjr(use,links);

Set l2 = (float) level2(use,links);

ELSE IF levels == 3

Set mjr = (float) mjr(use,links);

Set l2 = (float) level2(use,links);

Set mnr = (float) mnr(use,links);

END IF

Set notRa = 1 - Ra;

Set notSt = 1 - St;

Set prob = ((Ra * St)/((Ra * St) + (notRa * notSt))) *

(1 - 0.13);

Set PrAT = (prob + (prob * mjr) + (prob * l2) + (prob * mnr))/

(1 + (prob * mjr) + (prob * l2) + (prob * mnr));

return round(PrAT, 4);

END FUNCTION

//Calculate domain weightages (returns calculated values)
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FUNCTION mjr(use,links)

IF links.getLastElemet() == use.get['major'])

Set payloads = use.get['payload'];

return payloads['majorWeight'];

ELSE

return 0;

END IF

END FUNCTION

FUNCTION level2(use,links)

Set payloads = use.get['payload'];

Set payloads = payloads.get['level2'];

Set cumulativeWeight = 0;

FOREACH links as link

FOREACH payloads as payload

IF payload.get['domainID'] == link

Set cumulativeWeight += payload.get['weight'];

END IF

END FOREACH

END FOREACH

return cumulativeWeight;

END FUNCTION

FUNCTION mnr(use,links)

Set payloads = use.get['payload'];

Set payloads = payloads.get['minor'];

Set cumulativeWeight = 0;

FOREACH links as link

FOREACH payloads as payload

IF payload.get['domainID'] == link

Set cumulativeWeight += payload.get['weight'];

END IF

END FOREACH

END FOREACH

return cumulativeWeight;

END FUNCTION

4.3. Acceptance threshold

Threshold value represents the level of certainty both the source node and the recipient
node must adhere to. By increasing the threshold value means increasing the quality of
influencing messages and the level of trust propagated from the source social node, hence
it potentially reducing the number of successfully influenced social nodes. Since there is no
common specification on what threshold value should be used and the values often
depend on the researcher's preference, threshold value used in this research is set to
neutral or zero (0).
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5. Results and discussion

In this article, results generated from the proposed genetic algorithm diffusion model
(GADM), enhanced genetic algorithm diffusion model (T-GADM) and domain specified
trust-enhanced genetic algorithm diffusion model (DST-GADM) will be compared and
discussed respectively. Figure 4 shows the difference between results generated from the base
algorithm and the trust-enhanced algorithm on the effects of the rates of successfully
influenced social nodes within the simulated social networking environment, whereas Figure 5
illustrates the successful influence acceptance rates with threshold value set to default (0).

Figure 4. Acceptance probability for GADM vs. T-GADM.

Figure 5. Acceptance statistics for GADM vs. T-GADM.
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All percentages presented in this section are calculated by averaging the differences on the rate of
successfully influenced social nodes between two or more algorithms where the GADM algo-
rithm will serve as the benchmark. The analysis showed that by comparing results generated
between GADM (base algorithm without trusted social node) and T-GADM (enhanced algo-
rithm with trusted social node), the T-GADM algorithm yields 5.79% increment on the rate of
successfully influenced social nodes compared to GADM. Such increment on the rate of success-
fully influenced social nodes is because social nodes that are trustworthy have higher tendency
of being accepted by other social nodes; therefore, influence spread by these trustworthy
social nodes may strongly be accepted. Furthering the analysis, results generated show that the

Figure 6. Acceptance probability for GADM vs. T-GADM vs. DST-GADM Tier 1, 2 and 3.

Figure 7. Acceptance rates for GADM vs. T-GADM vs. DST-GADM Tier 1, 2 and 3.
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DST-GADM (domain specified trust influence) yields a further 4% improvement on the rate of
successfully influenced social nodes when it is compared to T-GADM (enhanced algorithm with
trusted social node) and about 10% improvement on the rate of successfully influenced social
nodes when it is compared to GADM (base algorithm without trusted social node). Such
improvement is expected since it is said that trusted social nodes that share the similar interest
would be better at influencing social nodes within the interest group. Analysis results are
illustrated in Figures 6 and 7. Both results also concluded the hypothesis presented in this article
where it is said that social trust plays an important role in influential propagation, and it is able
to increase the rate of success in influencing other social nodes in a social network.

6. Conclusion

The outcome of this research has shown considerable increments in the rate of successfully
influenced social nodes between 5.58% and 5.89% with the presence of social trust within social
nodes. The result has also shown that the rate of successfully influenced social nodes can be
further improved with the introduction of domain specified trust with an additional increment
between 0.02 and 4.31%. The results also suggest that the rate of successfully influenced social
nodes may vary when different levels of domain relationship links are introduced such as the
presence of domain majors, level 2 domains and domain minors, although it is also seen that
some of social nodes may not be affected by the additional levels of domain relationship links. It
is also found that some social nodes’ acceptance probability dropped while comparing between
the base algorithm and the trust enabled algorithm. This outcome is aligned with our initial
expectation because the drop in certain social nodes’ acceptance probability can be caused by
source nodes with lower trust values. On the whole, the dataset used in this research had an
average increment value of 9% on the rate of successfully influenced social nodes with the
application of trusted social node and domain-specified trust, including domains from all three
tiers of domain relationship links classified for this research. Although the incremental percent-
ages is insignificant, but consider the size of the dataset is large and the characteristics of different
dataset used in the research may influence the performance, the marginal improvement found
needs to be taken into consideration in this context. Finally, research also foresees two possible
future researches that can be applied to further enhance the social nodes influence strength and
the acceptance results obtained from this research. These applications include distance weighted
trust and trust value down the lane.
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Abstract

We present a distributed computing architecture for smart gridmanagement, composed of
two applications at two different levels of the grid. At the high voltage level, we optimize
operations using a stochastic unit commitment (SUC) model with hybrid time resolution.
The SUC problem is solved with an asynchronous distributed subgradient method, for
which we propose stepsize scaling and fast initialization techniques. The asynchronous
algorithm is implemented in a high-performance computing cluster and benchmarked
against a deterministic unit commitment model with exogenous reserve targets in an
industrial scale test case of the Central Western European system (679 buses, 1037 lines,
and 656 generators). At the distribution network level, we manage demand response from
small clients through distributed stochastic control, which enables harnessing residential
demand response while respecting the desire of consumers for control, privacy, and
simplicity. The distributed stochastic control scheme is successfully tested on a test case
with 10,000 controllable devices. Both applications demonstrate the potential for efficiently
managing flexible resources in smart grids and for systematically coping with the uncer-
tainty and variability introduced by renewable energy.

Keywords: smart grids, stochastic programming, asynchronous distributed algorithm,
stochastic control, demand response

1. Introduction

The progressive integration of renewable energy resources, demand response, energy storage,
electric vehicles, and other distributed resources in electric power grids that has been taking
place worldwide in recent years is transforming power systems and resulting in numerous

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



operational challenges, including uncertainty of supply availability, distributed storage man-
agement, real-time coordination of distributed energy resources, and changing directions of
flow in distribution networks. These challenges demand a shift of the traditional centralized
power system operations paradigm toward the smart grid paradigm [1], where distributed
computing and control stand out as a promising technology with the potential of achieving
operations with optimal performance.

The academic literature includes various applications of distributed computing in power system
operations, including long- and mid-term planning, short-term scheduling, state estimation and
monitoring, real-time control, and simulation [2–5]. Early studies pointed out several challenges
related to communications and the heterogeneous characteristics of distributed computing sys-
tems, which needed to be addressed first in order to implement distributed computing applica-
tions. Nowadays, standard communication protocols are a mature technology and most current
distributed computing resources can perform a broad range of operations. Such advances in
distributed computing technology have paved the way for developing and implementing scal-
able distributed algorithms for power systems.

The prevailing industry view, as we move forward into the future smart grid, is that it will
entail: (i) broadcasting of dynamic prices or other information and (ii) telemetry backhaul to
market participants. In the proposed model, distributed energy resource aggregators are often
regarded as transaction brokers between end customers and various upstream market partic-
ipants. The “failure-free market” design for a pure market-driven solution under this para-
digm has been elusive, despite decades of research and development. In this chapter, we
analyze the deployment of distributed computing as an enabling tool for managing the short-
term operations of smart grids in two levels:

• At the level of the high-voltage grid, we centrally optimize operations using a stochastic
unit commitment (SUC) model, which endogenously allocates reserve capacity by explic-
itly modeling uncertainty. Specifically, we present an asynchronous distributed algorithm
for solving SUC, which extends the asynchronous algorithm proposed in Ref. [6] in three
aspects: (i) we propose a hybrid approach for modeling quarterly dispatch decisions
alongside hourly commitment decisions; (ii) we introduce a stepsize scaling on the itera-
tive method to diminish the error due to asynchronous execution; and (iii) we propose
two methods for a faster initialization of the algorithm. The asynchronous algorithm is
implemented in a high-performance computing (HPC) cluster and benchmarked against a
deterministic unit commitment model with exogenous reserve targets (DUCR). We find
that distributed computing allows solving SUC within the same time frame required for
solving DUCR.

• At the level of the distribution grid, we rely on stochastic distributed control to manage
consumer devices using the ColorPower architecture [7–9], which enables harnessing
flexible residential demand response while respecting the desire of consumers for control,
privacy, and simplicity. The ColorPower control approach is inspired by the very automatic
cooperative protocols that govern Internet communications. These protocols represent a
distributed and federated control paradigm, in which information and decision-making
authority remain local, yet global system stability is ensured.
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Centralized clearing at the high-voltage grid level and distributed clearing at the distribution
grid level can be integrated in a cooptimization framework, as recently proposed by Caramanis
et al. [10]. These two applications of distributed computing in power system operations demon-
strate the potential to fully harness the flexibility of the grid and smoothly integrate large shares
of renewable and other distributed energy resources in power systems without deteriorating the
quality of service delivered to consumers.

The rest of the chapter is organized as follows: Section 2 introduces the deterministic and
stochastic unit commitment problems. Section 3 proposes an asynchronous algorithm for
solving SUC and presents numerical experiments on a network of realistic scale. Section 4
presents the ColorPower architecture for managing demand response in the distribution grid
and demonstrates its capability through a numerical experiment. Finally, Section 5 concludes
the chapter.

2. High-voltage power grid optimization models

2.1. Overview

Operations of the high-voltage power grid are typically scheduled in two stages: (i) day-ahead
scheduling, where operations are planned based on forecast conditions for the system and the
on/off status of slow generators is fixed and (ii) real-time scheduling, where system operators
balance the system for the actual conditions using the available flexibility in the system.
Models for short-term scheduling are solved on a daily basis, and they occupy a central role
in clearing power markets and operating power systems.

Until recently, power system operators have relied ondeterministic short-term schedulingmodels
with reserve margins to secure the system against load forecast errors and outages [11–14].
The integration of renewable energy sources has placed these practices under question because
they ignore the inherent uncertainty of renewable energy supply, thereby motivating system
operators and researchers to look for systematic methods to address uncertainty in real-time
operations. A consistent methodology for mitigating the impacts of renewable energy uncer-
tainty—and operational uncertainty in general—is stochastic programming. Stochastic models
for short-term scheduling (i.e., SUC models) were originally considered in the seminal work of
Takriti et al. [15] and Carpentier et al. [16], as an approach for mitigating demand uncertainty and
generator outages. Subsequently, numerous variants of the SUC model have been proposed,
which differ on the number of stages, the source of uncertainty, the representation of uncertainty,
and the solution methods that are used. See Ref. [17] and references therein for a recent survey.

In the present work, we use the deterministic and stochastic unit commitment models for day-
ahead scheduling presented in Sections 3.1 and 3.2. The proposed models differ from previ-
ously proposed models in the literature in which they use hybrid time resolution: hourly
commitment decisions (u, v, w and z) and 15-min dispatch decisions (p, r and f). This formula-
tion allows modeling subhourly phenomena, which have been shown to be important for the
operation of systems with significant levels of renewable energy integration [18].
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2.2. Deterministic unit commitment with exogenous reserve targets

Using the notation provided in the beginning of the section, we model deterministic unit
commitment with reserves (DUCR) as the minimization problem Eqs. (1)–(9).

min
p, r, u, v, f

X
g∈G

� X
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The objective function Eq. (1) corresponds to the total operating cost, composed by the no-load
cost, the startup cost, and the production cost. Constraints Eq. (2) enforce nodal power balance,
while allowing for production shedding. Demand shedding can be included in the present
formulation as having a very expensive generator connected to each bus. Eq. (3) enforces the
reserve margins on each area of the system, allowing for reserve cascading (secondary reserve
capacity can be used to provide tertiary reserve). Eq. (4) models DC power flow constraints in
terms of bus angles and thermal limits of transmission lines.

The feasible production set of thermal generators is described by Eqs. (5)–(9). Production and
reserve provision limits are expressed as Eq. (5) for slow generators, that can provide reserves
only when they are online, and as Eq. (6) for the remaining set of generators, which can provide
secondary reserves when they are online and tertiary reserves both when they are online and
offline. Ramp rate constraints Eqs. (7)–(8) are based on the formulation provided by Frangioni
et al. [19]. Ramp-up rate constraints Eq. (8) enforce, in addition to the ramp-up rate limit on
production, that there is enough ramping capability between periods t� 1 and t to ramp-up r2g, t
MW within ΔT2 minutes (which can be used to provide secondary reserve), and to ramp-up
r2g, t þ r3g, t MW within ΔT3 minutes (which can be used to provide tertiary reserve). Constraints

Eq. (9) enforce minimum up and down times, as proposed by Rajan and Takriti [20].
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Boundary conditions of the problem are modeled by allowing the time indices to cycle within
the horizon, in other words, for any commitment variable x�,τ with τ < 1, we define
x�,τ :¼ x�, ððτ�1Þ mod jT60jþ1Þ. Similarly, for any dispatch variable x�, t with t < 1 or t > jT15j, we
define x�, t :¼ x�, ððt�1Þ mod jT15jþ1Þ. In this fashion, we model initial conditions (τ < 1, t < 1) and
restrain end effects of the model (τ ¼ jT60j, t ¼ jT15j), simultaneously. In practical cases, initial
conditions are given by the current operating conditions and end effects are dealt with by
using an extended look-ahead horizon.

2.3. Two-stage stochastic unit commitment and scenario decomposition

Following Papavasiliou et al. [21], we formulate SUC as the two-stage stochastic program of
Eqs. (10)–(17).
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The objective function in Eq. (10) corresponds to the expected cost over the set of scenarios S,
with associated probabilities πs. Constraints in Eqs. (11)–(12) are analogous to Eqs. (2) and (4).
No explicit reserve requirements are enforced in the stochastic unit commitment model, since
reserves are endogenously determined by the explicit modeling of uncertainty. Consequently,
generator constraints of the deterministic problem, Eqs. (5)–(10), become identical for all ther-
mal generators and can be expressed as Eqs. (13)–(15). Nonanticipativity constraints Eq. (16) are
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formulated using state variables w and z for the commitment and startup decisions of slow
thermal generators (first-stage decisions). We associate Lagrange multipliers μ and ν with
nonanticipativity constraints. Constraints in Eq. (17) enforce minimum up and down times on
unit commitment variables.

3. An asynchronous distributed algorithm for stochastic unit commitment

3.1. Scenario decomposition of the SUC problem

The SUCproblem in Eqs. (10)–(17) grows linearly in sizewith the number of scenarios. Hence, SUC
problems are in general of large scale, even for small systemmodels. ThismotivatedTakriti et al. [15]
and Carpentier et al. [16] to rely on Lagrangian decompositionmethods for solving the problem.

Recent SUC studies have focused on designing decomposition algorithms, capable of solving
the problem in operationally acceptable time frames. Papavasiliou et al. [21] proposed a dual
scenario decomposition scheme where the dual is solved using the subgradient method, and
where the dual function is evaluated in parallel. Kim and Zavala [22] also used a dual scenario
decomposition scheme, but solved the dual problem using a bundle method. Cheung et al. [23]
present a parallel implementation of the progressive hedging algorithm of Rockafellar and
Wets [24].

All previously mentioned parallel algorithms for SUC are synchronous algorithms, i.e., scenario
subproblems are solved in parallel at each iteration of the decomposition method; however, it is
necessary to solve all scenario subproblems before advancing to the next iteration. In cases where
the solution times of subproblems differ significantly, synchronous algorithms lead to an under-
utilization of the parallel computing infrastructure and a loss of parallel efficiency. We have
found instances where the time required to evaluate subproblems for difficult scenarios is 75
times longer than the solution time for easy scenarios.

Aiming at overcoming the difficulties faced by synchronous algorithms, we propose an asyn-
chronous distributed algorithm for solving SUC. The algorithm is based on the scenario
decomposition scheme for SUC proposed in Ref. [21], where the authors relax the nonantici-
pativity constraints Eq. (16) and form the following Lagrangian dual problem

max
μ,ν

h0ðμ,νÞ þ
X
s∈ S

hsðμs,νsÞ, ð18Þ

where h0ðμ,νÞ and hsðμs,νsÞ are defined according to Eqs. (19) and (20), respectively. We use
boldface to denote vectors and partial indexation of dual variables with respect to scenarios, so

that μs :¼ ½μg1, s,1… μgjGj, s,1
�T . The constraints within the infimum in Eq. (20) refer to constraints

Eqs. (11)–(15) for scenario s (dropping the scenario indexation of variables).
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formulated using state variables w and z for the commitment and startup decisions of slow
thermal generators (first-stage decisions). We associate Lagrange multipliers μ and ν with
nonanticipativity constraints. Constraints in Eq. (17) enforce minimum up and down times on
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Both h0ðμ,νÞ and hsðμs,νsÞ for all s∈S are nondifferentiable convex functions. Evaluating
h0ðμ,νÞ amounts to solving a small integer programming problem, for the constraints of which
we have a linear-size convex hull description [20]. Evaluating hsðμs,νsÞ amounts to solving a
deterministic unit commitment (DUC) problem without reserve requirements, which is a
mixed-integer linear program of potentially large scale for realistic system models. In practice,
the run time for evaluating hsðμs,νsÞ for any s and any dual multipliers is at least two orders of
magnitude greater than the run time for evaluating h0ðμ,νÞ.
The proposed distributed algorithm exploits the characteristics of h0ðμ,νÞ and hsðμs,νsÞ in
order to maximize Eq. (18) and compute lower bounds on the optimal SUC solution, while
recovering feasible nonanticipative commitment schedules with associated expected costs
(upper bounds to the optimal SUC solution). The dual maximization algorithm is inspired by
the work of Nedić et al. on asynchronous incremental subgradient methods [25].

3.2. Dual maximization and primal recovery

For simplicity, assume that we have 1þDPþ PP available parallel processors which can all
access a shared memory space. We allocate one processor to coordinate the parallel execution
and manage the shared memory space, DP ≤ jSj processors to solve the dual problem in Eq. (18)
and PP processors to recover complete solutions to the SUC problem in Eqs. (10)–(17). Interactions
between different processors are presented in Figure 1.

Figure 1 Asynchronous algorithm layout. Information within square brackets is read or written at a single step of the
algorithm.
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We maximize the dual function in Eq. (18) using a block coordinate descent (BCD) method, in
which each update is performed over a block of dual variables associated with a scenario,
ðμs,νsÞ for certain s∈S, following the direction of the subgradient of the dual function in the
block of variables ðμs,νsÞ. The BCD method is implemented in parallel and asynchronously by
having each dual processor perform updates on the dual variables associated with a certain
scenario, which are not being updated by any other dual processor at the same time. Scenarios
whose dual variables are not currently being updated by any processor are held in the dual
queue QD, to be updated later.

We maintain shared memory registers of QD. We denote the current multipliers as
�
μkðsÞ
s ,νkðsÞ

s

�

∀s∈S, where kðsÞ is the number of updates to the block of scenario s; the previous-to-current

dual multipliers as
�
μkðsÞ�1
s , νkðsÞ�1

s

�
and their associated lower bound on hs

�
μkðsÞ�1
s , νkðsÞ�1

s

�
as

�h
kðsÞ�1
s , ∀s∈ S; the global update count as k; and the best lower bound found in Eqs. (10)–(17) as

LB. Additionally, a shared memory register of the primal queue QP is required for recovering
primal solutions. Then, each dual processor performs the following operations:

1. Read and remove the first scenario s from QD.

2. Read
�
μkðsÞ
s ,νkðsÞ

s

�
and evaluate hs

�
μkðsÞ
s , νkðsÞ

s

�
approximately.

3. Read
�
μkðωÞ�1
ω , νkðωÞ�1

ω

�
and �h

kðωÞ�1
ω for all ω∈S∖fsg.

4. Construct the delayed multiplier vectors,

μ :¼
�
μkðs1Þ�1
s1 ,…,μkðsÞ

s ,…,μkðsMÞ�1
sM

�

ν :¼
�
νkðs1Þ�1
s1 ,…,νkðsÞ

s ,…,νkðsMÞ�1
sM

�
,

and evaluate h0ðμ,νÞ approximately.

5. Read the current global iteration count k and perform a BCD update on the dual multi-
pliers

μkðsÞþ1
s :¼ μkðsÞs þ αk

βs
� πsðu�SLOW � w�Þ

νkðsÞþ1
s :¼ νkðsÞs þ αk

βs
� πsðv�SLOW � z�Þ,

where ðw�, z�Þ is an approximate minimizer of Eq. (19) for ðμ,νÞ, ðp�, u�, v�, f�Þ is an

approximate minimizer of Eq. (20) for
�
μkðsÞs ,νkðsÞ

s

�
and ðu�SLOW, v�SLOW Þ corresponds to the

commitment and startup for slow generators in ðp�, u�, v�, f�Þ.
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6. Compute a new lower bound as

LBnew :¼ �h0ðμ,νÞ þ �hs
�
μkðsÞ
s ,νkðsÞ

s

�
þ

X
ω∈S\fsg

�h
kðωÞ�1
ω ,

where �h0ðμ,νÞ ≤ h0ðμ,νÞ and �hs
�
μkðsÞ
s ,νkðsÞ

s

�
≤ hs

�
μkðsÞ
s , νkðsÞ

s

�
are the lower bounds of the

MILP solution of Eqs. (19) and (20).

7. Let kðsÞ :¼ kðsÞ þ 1 and update in memory:

a. kþ ¼ 1.

b. LB :¼ maxfLB, LBnewg.

c.
�
μkðsÞs ,νkðsÞ

s

�

d.
�
μkðsÞ�1
s ,νkðsÞ�1

s

�
and �h

kðsÞ�1
s :¼ �hs

�
μkðsÞ�1
s ,νkðsÞ�1

s

�

e. Add fu�SLOWg � S to the end of QP.

8. Add s at the end of QD and return to 1.

Steps 1–3 of the dual processor algorithm are self-explanatory. Step 4 constructs a compound
of the previous iterates which is useful for computing lower bounds.

During the execution of the algorithm, step 5 will perform updates to the blocks of dual
variables associated to all scenarios. As hsðμs,νsÞ is easier to evaluate for certain scenarios than
others, the blocks of dual variables associated to easier scenarios will be updated more fre-
quently than harder scenarios. We model this process, in a simplified fashion, as if every
update is performed on a randomly selected scenario from a nonuniform distribution, where
the probability of selecting scenario s corresponds to

βs :¼
Tbetween
sX

ω∈ S
Tbetween
ω

,

where Tbetween
s is the average time between two updates on scenario s (Tbetween

s is estimated
during execution). The asynchronous BCD method can then be understood as a stochastic
approximate subgradient method [26, 27]. This is an approximate method for three reasons:
(i) as the objective function contains a nonseparable nondifferentiable function h0ðμ,νÞ, there is
no guarantee that the expected update direction coincides with a subgradient of the objective
of Eq. (8) at the current iterate, (ii) h0ðμ,νÞ is evaluated for a delayed version of the multipliers
ðμ,νÞ, and (iii) h0ðμ,νÞ and hsðμs,νsÞ are evaluated only approximately up to a certain MILP
gap. Provided that we use a diminishing, nonsummable and square-summable stepsize αk of
the type 1=kq, and that the error in the subgradient is bounded, the method will converge to an
approximate solution of the dual problem in Eq. (8) [26, 27].
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In step 6, we compute a lower bound on the primal problem Eqs. (10)–(17) using previous
evaluations of hsðμs,νsÞ recorded in memory, as proposed in Ref. [6]. Step 7 updates the shared
memory registers for future iterations and step 8 closes the internal loop of the dual processor.

We recover primal solutions by taking advantage of the fact that ðu�SLOW, v�SLOWÞ is a feasible
solution for ðw, zÞ in Eqs. (10)–(17). Therefore, in order to compute complete primal solutions and
obtain upper bounds for problem in Eqs. (10)–(17), we can fix w :¼ u�SLOW and z :¼ v�SLOW and
solve the remaining problem, as proposed in Ref. [28]. After fixing ðw, zÞ, the remaining problem
becomes separable by scenario; hence, in order to solve it, we need to solve a restricted DUC for
each scenario in S. These primal evaluation jobs, i.e., solving the restricted DUC for fu�SLOWg � S,

are appended at the end of the primal queue QP by dual processors after each update (step 7.e).
Note that we do not require storing v�SLOW because its value is implied by u�SLOW.

The primal queue is managed by the coordinator process, which assigns primal jobs to primal
processors as they become available. The computation of primal solutions is therefore also
asynchronous, in the sense that it runs independently of dual iterations and that the evaluation
of candidate solutions u�SLOW does not require that the previous candidates have already been

evaluated for all scenarios. Once a certain candidate ul has been evaluated for all scenarios, the
coordinator can compute a new upper bound to Eqs. (10)–(17) as

UB :¼ min UB,
X
s∈S

UBl
s

( )
, ð25Þ

where UBl
s is the upper bound associated with ul on the restricted DUC problem of scenario s.

The coordinator process keeps track of the candidate associated with the smaller upper bound
throughout the execution.

Finally, the coordinator process will terminate the algorithm when 1� LB=UB ≤ E, where E is a
prescribed tolerance, or when reaching a prescribed maximum solution time. At this point, the
algorithm retrieves the best-found solution and the bound on the distance of this solution from
the optimal objective function value.

3.3. Dual algorithm initialization

The lower bounds computed by the algorithm presented in the previous section depend on
previous evaluations of hsðμs,νsÞ for other scenarios. As the evaluation of hsðμs,νsÞ can require
a substantial amount of time for certain scenarios, the computation of the first lower bound
considering nontrivial values of hsðμs,νsÞ for all scenarios can be delayed significantly with
respect to the advance of dual iterations and primal recovery. In other words, it might be the
case that the algorithm finds a very good primal solution but it is unable to terminate because
it is missing the value of hsðμs,νsÞ for a single scenario.

In order to prevent these situations and in order to obtain nontrivial bounds faster, in the first
pass of the dual processors over all scenarios, we can replace hsðμs,νsÞ with a surrogate
ηsðμs,νsÞ which is easier to compute, such that ηsðμs,νsÞ ≤ hsðμs,νsÞ for any ðμs,νsÞ. We propose
two alternatives for ηsðμs,νsÞ:
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1. The linear relaxation of the scenario DUC (LP):

ηsðμs,νsÞ :¼ πs inf
p, u, v, f

X
g∈G

X
t∈T15

Cgðpg, tÞ þ
X

g∈G∖GSLOW

X
τ∈T60

ðKgug,τ þ Sgvg,τÞþ

X
g∈GSLOW

X
τ∈T60

�
ðKg þ μg, s,τÞug,τ þ ðSg þ νg, s,τÞvg,τ

�
:

linear relaxation of ð11sÞ � ð15sÞ

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

2. An optimal power flow for each period (OPF):
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ð11stÞ � ð13stÞ, u∈ f0,1gjGj, v∈ f0,1gjGSLOW j

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

,

where (11st) – (13st) correspond to constraints Eqs. (11)–(13) for scenario s and period t.

The LP approach requires solving a linear program of the same size as the original problem in
Eq. (20), but it has the advantage that it can be obtained as an intermediate result while
evaluating hsðμs,νsÞ (the LP approach does not add extra computations to the algorithm). The
OPF approach, on the other hand, requires solving many small MILP problems, which can be
solved faster than the linear relaxation of Eq. (20). The OPF approach ignores several con-
straints and cost components, such as the startup cost of nonslow generators, and it adds extra
computations to the algorithm.

3.4. Implementation and numerical experiments

We implement the DUCR model using Mosel and solve it directly using Xpress. We also
implement the proposed asynchronous algorithm for SUC (described in the previous subsec-
tions) in Mosel, using the module mmjobs for handling parallel processes and communications,
while solving the subproblems with Xpress [29]. We configure Xpress to solve the root node
using the barrier algorithm and we set the termination gap to 1%, for both the DUCR and SUC
subproblems, and the maximum solution wall time to 10 hours. Numerical experiments were
run on the Sierra cluster hosted at the Lawrence Livermore National Laboratory. Each node of
the Sierra cluster is equipped with two Intel XeonEP X5660 processors (12 cores per node) and
24GB of RAM memory. We use 10 nodes for the proposed distributed algorithm, assigning 5
nodes to dual processors, with 6 dual processors per node (DP ¼ 30), and 5 nodes to primal
recovery, with 12 primal processors per node. The coordinator is implemented on a primal
node and occupies one primal processor (PP ¼ 59).

We test the proposed algorithm on a detailed model of the Central Western European system,
consisting of 656 thermal generators, 679 nodes, and 1037 lines. The model was constructed by
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using the network model of Hutcheon and Bialek [30], technical generator information pro-
vided to the authors by ENGIE, and multiarea demand and renewable energy information
collected from national system operators (see [31] for details). We consider eight representative
day types, one weekday and one weekend day per season, as being representative of the
different conditions faced by the system throughout the year.

We consider 4 day-ahead scheduling models: the DUCR model and the SUC model with 30
(SUC30), 60 (SUC60), and 120 (SUC120) scenarios. The sizes of the different day-ahead sched-
uling models are presented in Table 1, where the size of the stochastic models refers to the size
of the extensive form. While the DUCR model is of the scale of problems that fit in the memory
of a single machine and can be solved by a commercial solver, the SUC models in extensive
form are beyond current capabilities of commercial solvers.

Table 2 presents the solution time statistics for all day-ahead scheduling policies. In the case of
SUC, we report these results for the two dual initialization alternatives proposed in Section 3.2.

The results of Table 2 indicate that the OPF initialization significantly outperforms the LP
approach in terms of termination time. This is mainly due to the fact that the OPF approach
provides nontrivial lower bounds including information for all scenarios much faster than the
LP approach. On the other hand, the solution times of SUC60 and DUCR indicate that, using
distributed computing, we can solve SUC at a comparable run time to that required by
commercial solvers for DUCR on large-scale systems. Moreover, as shown in Table 3, for a
given hard constraint on solution wall time such as 2 h (which is common for day-ahead
power system operations), the proposed distributed algorithm provides solutions to SUC with
up to 60 scenarios within 2% of optimality, which is acceptable for operational purposes.

Model Scenarios Variables Constraints Integers

DUCR 1 570.432 655.784 9.552

SUC30 30 13334.400 16182.180 293.088

SUC60 60 26668.800 32364.360 579.648

SUC120 120 53337.600 64728.720 1152.768

Table 1. Problem sizes.

Model Nodes used Initialization Running time [h] avg. (min.–max.) Worst final gap [%]

DUCR 1 – 1.9 (0.6–4.2) 0.95

SUC30 10 LP 1.1 (0.7–2.2) 0.93

10 OPF 0.8 (0.3–1.8) 1.00

SUC60 10 LP 3.2 (1.1–8.4) 1.00

10 OPF 1.5 (0.6–4.7) 0.97

SUC120 10 LP >6.1 (1.6–10.0) 1.68

10 OPF >3.0 (0.6–10.0) 1.07

Table 2. Solution time statistics over 8 day types.
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up to 60 scenarios within 2% of optimality, which is acceptable for operational purposes.

Model Scenarios Variables Constraints Integers

DUCR 1 570.432 655.784 9.552

SUC30 30 13334.400 16182.180 293.088

SUC60 60 26668.800 32364.360 579.648

SUC120 120 53337.600 64728.720 1152.768

Table 1. Problem sizes.

Model Nodes used Initialization Running time [h] avg. (min.–max.) Worst final gap [%]

DUCR 1 – 1.9 (0.6–4.2) 0.95

SUC30 10 LP 1.1 (0.7–2.2) 0.93

10 OPF 0.8 (0.3–1.8) 1.00

SUC60 10 LP 3.2 (1.1–8.4) 1.00

10 OPF 1.5 (0.6–4.7) 0.97

SUC120 10 LP >6.1 (1.6–10.0) 1.68

10 OPF >3.0 (0.6–10.0) 1.07

Table 2. Solution time statistics over 8 day types.
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4. Scalable control for distributed energy resources

4.1. Overview

Residential demand response has gained significant attention in recent years as an underutilized
source of flexibility in power systems, and is expected to become highly valuable as a balancing
resource as increasing amounts of renewable energy are being integrated into the grid. However,
the mobilization of demand response by means of real-time pricing, which represents the
economists’ gold standard and can be traced back to the seminal work of Schweppe et al. [32],
has so far fallen short of expectations due to several obstacles, including regulation issues,
market structure, incentives to consumers, and technological limitations.

The ColorPower architecture [7, 8, 9] aims at releasing the potent power of demand response by
approaching electricity as a service of differentiated quality, rather than a commodity that
residential consumers are willing to trade in real time [33]. In this architecture, the coordination
problem of determining which devices should consume power at what times is solved through
distributed aggregation and stochastic control. The consumer designates devices or device
modes using priority tiers (colors). These tiers correspond to “service level” plans, which are
easy to design and implement: we can simply map the “color” designations of electrical devices
into plans. A “more flexible” color means less certainty of when a device will run (e.g., time
when a pool pump runs), or lower quality service delivered by a device (e.g., wider temperature
ranges, slower electrical vehicle charging). These types of economic decision-making are emi-
nently compatible with consumer desires and economic design, as evidenced by the wide range
of quality-of-service contracts offered in other industries.

Furthermore, the self-identified priority tiers of the ColorPower approach enable retail power
participation in wholesale energy markets, lifting the economic obstacles for demand response:
since the demand for power can be differentiated into tiers with a priority order, the demand in
each tier can be separately bid into the current wholesale or local (DSO level) energy markets.
The price for each tier can be set according to the cost of supplying demand response from that
tier, which in turn is linked to the incentives necessary for securing customer participation in
the demand response program. This allows aggregated demand to send price signals in the

Model Initialization Worst gap [%]

1 h 2 h 4 h 8 h

SUC30 LP 7.59 1.02 0.93

OPF 1.90 1.00

SUC60 LP 23.00 5.32 5.22 4.50

OPF 4.60 1.57 1.03 0.97

SUC120 LP 70.39 31.66 4.61 1.87

OPF 46.69 27.00 1.42 1.07

Table 3. Worst optimality gap (over 8 day types) vs. solution wall time.
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form of a decreasing buy bid curve. Market information thus flows bidirectionally. A small
amount of flexible demand can then buffer the volatility of the overall power demand by
yielding power to the inflexible devices as necessary (based upon the priority chosen by the
customer), while fairly distributing power to all customer devices within a demand tier.

Technological limitations to the massive deployment of demand response are dealt with by
deploying field-proven stochastic control techniques across the distribution network, with the
objective of subtly shifting the schedules of millions of devices in real time, based upon the
conditions of the grid. These control techniques include the CSMA/CD algorithms that permit
cellular phones to share narrow radio frequency bands, telephone switch control algorithms,
and operating system thread scheduling, as well as examples from nature such as social insect
hive behaviors and bacterial quorum sensing. Moreover, the ubiquity of Internet communica-
tions allows us to consider using the Internet platform itself for end-to-end communications
between machines.

At a high level, the ColorPower algorithm operates by aggregating the demand flexibility state
information of each agent into a global estimate of total consumer flexibility. This aggregate
and the current demand target are then broadcast via IP multicast throughout the system, and
every local controller (typically one per consumer or one per device) combines the overall
model and its local state to make a stochastic control decision. With each iteration of aggrega-
tion, broadcast, and control, the overall system moves toward the target demand, set by the
utility or the ISO, TSO, or DSO, allowing the system as a whole to rapidly achieve any given
target of demand and closely tracking target ramps. Note that aggregation has the beneficial
side-effect of preserving the privacy of individual consumers: their demand information sim-
ply becomes part of an overall statistic.

The proposed architectural approach supplements the inadequacy of pure market-based control
approaches by introducing an automated, distributed, and cooperative communications feedback
loop between the system and large populations of cooperative devices at the edge of the network.
TSOmarkets and the evolvingDSO local energymarkets of the futurewill have both deepmarkets
and distributed control architecture pushed out to the edge of the network. This smart grid
architecture for demand response in the mass market is expected to be a key asset in addressing
the challenges of renewable energy integration and the transition to a low-carbon economy.

4.2. The ColorPower control problem

A ColorPower system consists of a set of n agents, each owning a set of electrical devices
organized into k colors, where lower-numbered colors are intended to be shut off first (e.g., 1
for “green” pool pumps, 2 for “green” HVAC, 3 for “yellow” pool pumps, etc.), and where
each color has its own time constants.

Within each color, every device is either Enabled, meaning that it can draw power freely, or
Disabled, meaning that has been shut off or placed in a lower power mode. In order to prevent
damage to appliances and/or customer annoyance, devices must wait through a Refractory
period after switching between Disabled and Enabled, before they return to being Flexible and
can switch again. These combinations give four device states (e.g., Enabled and Flexible, EF),
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through which each device in the ColorPower systemmoves according to the modifiedMarkov
model of Figure 2: randomly from EF toDR andDF to ER (becoming disabled with probability
poff and enabled with probability pon) and by randomized timeout from ER to EF andDR toDF
(a fixed length of T�F plus a uniform random addition of up to T�V ).

The ColorPower control problem can then be stated as dynamically adjusting pon and pof f for

each agent and color tier, in a distributed manner, so that the aggregate consumption of the
system follows a demand goal given by the operator of the high-voltage network.

4.3. The ColorPower architecture

The block diagram of the ColorPower control architecture is presented in Figure 3. Each
ColorPower client (i.e., the controller inside a device) regulates the state transitions of the devices
under its control. Each client state sðt, aÞ is aggregated to produce a global state estimate ŝðtÞ,
which is broadcasted along with a goal gðtÞ (the demand target set by the utility or the ISO, TSO,
or DSO), allowing clients to shape demand by independently computing the control state cðt, aÞ.
The state sðt, aÞ of a client a at time t sums the power demands of the device(s) under its control,
and these values are aggregated using a distributed algorithm (e.g., a spanning tree in Ref. [7])
and fed to a state estimator to get an overall estimate of the true state ŝðtÞ of total demand in each
state for each color. This estimate is then broadcast to all clients (e.g., by gossip-like diffusion in
Ref. [7]), along with the demand shaping goal gðtÞ for the next total Enabled demand over all
colors. The controller at each client a sets its control state cðt, aÞ, defined as the set of transition
probabilities pon, i, a and poff, i, a for each color i. Finally, demands move through their states
according to those transition probabilities, subject to exogenous disturbances such as changes in
demand due to customer override, changing environmental conditions, imprecision in measure-
ment, among others.

Figure 2 Markov model-based device state switching [8, 9].
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Note that the aggregation and broadcast algorithms must be chosen carefully in order to
ensure that the communication requirements are lightweight enough to allow control rounds
that last for a few seconds on low-cost hardware. The choice of algorithm depends on the
network structure: for mesh networks, for example, spanning tree aggregation and gossip-
based broadcast are fast and efficient (for details, see [7]).

4.4. ColorPower control algorithm

The ColorPower control algorithm, determines the control vector cðt, aÞ by a stochastic con-
troller formulated to satisfy four constraints:

Goal tracking: The total Enabled demand in sðtÞ should track gðtÞ as closely as possible: i.e.,
the sum of Enabled demand over all colors i should be equal to the goal. This is formalized as
the equation:

gðtÞ ¼
X
i

ðjEFij þ jERijÞ:

Color priority: Devices with lower-numbered colors should be shut off before devices with
higher-numbered colors. This is formalized as:

jEFij þ jERij ¼
Di �Diþ1 if Di ≤ gðtÞ
gðtÞ �Diþ1 if Diþ1 ≤ gðtÞ < Di

0 otherwise,

8<
:

so that devices are Enabled from the highest color downward, where Di is the demand for
the ith color and above:

Figure 3 Block diagram of the control architecture [8, 9].
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Di ¼
X
j ≥ i

ðjEFjj þ jERjj þ jDFjj þ jDRjjÞ:

Fairness: When the goal leads to some devices with a particular color being Enabled and
other devices with that color being Disabled, each device has the same expected likelihood of
being Disabled. This means that the control state is identical for every client.

Cycling: Devices within a color trade-off which devices are Enabled and which areDisabled such
that no device is unfairly burdened by initial bad luck. This is ensured by asserting the con-
straint:

ðjEFij > 0Þ ∩ ðjDFij > 0Þ ) ðpon, i, a > 0Þ ∩ ðpoff, i, a > 0Þ:

This means that any color with a mixture of Enabled andDisabled Flexible devices will always be
switching the state of some devices. For this last constraint, there is a tradeoff between how
quickly devices cycle and how much flexibility is held in reserve for future goal tracking; we
balance these with a target ratio f of the minimum ratio between pairs of corresponding Flexible
and Refractory states.

Since the controller acts indirectly, by manipulating the pon and poff transition probabilities of
devices, the only resource available for meeting these constraints is the demand in the flexible
states EF andDF for each tier.When it is not possible to satisfy all four constraints simultaneously,
the ColorPower controller prioritizes the constraints in order of their importance. Fairness and
qualitative color guarantees are given highest priority, since these are part of the contract with
customers: fairness by ensuring that the expected enablement fraction of each device is equivalent
(though particular clients may achieve this in different ways, depending on their type and
customer settings). Qualitative priority is handled by rules that prohibit flexibility from being
considered by the controller outside of contractually allowable circumstances. Constraints are
enforced sequentially. First comes goal tracking—the actual shaping of demand to meet power
schedules. Second is the soft color priority, which ensures that in those transient situations when
goal tracking causes some devices to be in the wrong state, it is eventually corrected. Cycling is
last, because it is defined only over long periods of time and thus is the least time critical to satisfy.
A controller respecting the aforementioned constraints is described in Ref. [8].

4.5. Numerical experiment

We have implemented and tested the proposed demand response approach into the ColorPower
software platform [8]. Simulations are executed with the following parameters: 10 trials per
condition for 10,000 controllable devices, each device consumes 1 kW of power (for a total of 10
MWdemand), devices are 20% green (low priority), 50% yellow (medium priority) and 30% red
(high priority), the measurement error is ε = 0.1% (0.001), the rounds are 10 seconds long and all
the Refractory time variables are 40 rounds. Error is measured by taking the ratio of the difference
of a state from optimal versus the total power.

The results of the simulation test are shown in Figure 4. When peak control is desired, the
aggregate demand remains below the quota, while individual loads are subjected stochastically
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to brief curtailments. Post-event rush-in, a potentially severe problem for both traditional
demand response and price signal-based control systems, is also managed gracefully due to
the specific design of the modified Markov model of Figure 2.

Taken together, these results indicate that the ColorPower approach, when coupled with an
appropriate controller, should have the technological capability to flexibly and resiliently
shape demand in most practical deployment scenarios.

5. Conclusions

We present two applications of distributed computing in power systems. On the one hand, we
optimize high-voltage power system operations using a distributed asynchronous algorithm
capable of solving stochastic unit commitment in comparable run times to those of a determin-
istic unit commitment model with reserve requirements, and within operationally acceptable
time frames. On the other hand, we control demand response at the distribution level using
stochastic distributed control, thereby enabling large-scale demand shaping during real-time
operations of power systems. Together, both applications of distributed computing demon-
strate the potential for efficiently managing flexible resources in smart grids and for systemat-
ically coping with the uncertainty and variability introduced by renewable energy.
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Figure 4 Simulation results with 10,000 independently fluctuating power loads. Demand is shown as a stacked graph,
with enabled demand at the bottom in dark tones, disabled demand at the top in light tones, and Refractory demand cross
hatched. The goal is the dashed line, which coincides with the total enabled demand for the experiment. The plot
illustrates a peak shaving case where a power quota, the demand response target that may be provided from an
externally-generated demand forecast, is used as a guide for the demand to follow.
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Nomenclature

Deterministic and stochastic unit commitment
Sets

T60 Hourly periods, T60 :¼ f1,…, jT60jg
T15 15-min periods, T15 :¼ f1,…, jT15jg
S Scenarios, S :¼ fs1,…, sMg
A Reserve areas

N Buses

L Lines

G Thermal generators

N(a) Buses in area a

L(n, m) Lines between buses n and m, directed from n to m

G(n) Thermal generators at bus or bus set n

GSLOW Slow generators, GSLOW⊆G

Parameters

τ(t) Corresponding hour of quarter t

πs Probability of scenario s

Dn, t Demand at bus n in period t

ξn, t, ξn, s, t Forecast renewable supply, bus n, scenario s, quarter t

R2
a ,R

3
a Secondary and tertiary reserve requirements in area a

ΔT2,ΔT3 Delivery time of secondary and tertiary reserves, 0 < ΔT2 < ΔT3 ≤ 15

F�l Flow bounds, line l

Bl Susceptance, line l

nðlÞ, mðlÞ Departing and arrival buses, line l

P�
g Minimum stable level and maximum run capacity, generator g

R�
g Maximum 15-min ramp down/up, generator g

TLg Maximum state transition level, generator g

UTg, DTg Minimum up/down times, generator g

Kg Hourly no-load cost, generator g

Sg Startup cost, generator g

CgðpÞ Quarterly production cost function, generator g (convex, piece-wise linear)

Variables

pg, t, pg, s, t Production, generator g, scenario t, quarter t

f l, t, f l, s, t Flow through line l, scenario s, quarter t

θn, t,θn, s, t Voltage angle, bus n, scenario s, quarter t

r2g, r
3
g Capacity and ramp up rate reservation for secondary and tertiary reserve provision, generator g, quarter t
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Asynchronous distributed algorithm for stochastic unit commitment
Sets

QD Dual queue (ordered set) of scenarios

QP Primal queue of pairs: ‹candidate solution, scenario›

Parameters

DP, PP Number of dual and primal processors

αk Stepsize, asynchronous subgradient method

βs Stepsize scaling factor, scenario s

Variables

LB, UB Lower and upper bound on objective of stochastic unit commitment

UBl
s

Upper bound of primal candidate l on scenario s

Distributed control for demand response
Parameters

TDF, i Fixed rounds of disabled refractory time for tier i

TDV, i Maximum random rounds disabled refractory time for tier i

TEF, i Fixed rounds of enabled refractory time for tier i

TEV, i Maximum random rounds enabled refractory time for tier i

f Target minimum ratio of flexible to refractory demand

α Proportion of goal discrepancy corrected each round

Variables

sðt, aÞ State of demand for agent a at time t

sðtÞ State of total power demand (watts) at time t

ŝðtÞ Estimate of s(t)

jXi,aj Power demand (watts) in state X for color i at agent a

jXij Total power demand (watts) in state X for color i

jX̂ij Estimate of jXij

gðtÞ Goal total enabled demand for time t

cðt, aÞ Control state for agent a at time t

poff, i, a Probability of a flexible color i device disabling at agent a

pon, i, a Probability of a flexible color i device enable at agent a

Di Demand for ith color and above

ug,τ, ug, s,τ commitment, generator g, scenario s, hour τ

vg,τ, vg, s,τ startup, generator g, scenario s, hour τ

wg,τ, zg,τ Nonanticipative commitment and startup, generator g, hour τ

μg, s,τ,νg, s,τ Dual multipliers of nonanticipativity constraints, generator g, scenario s, hour τ
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Abstract

Over the past few years, a number of efforts have been made to obtain benefits from 
graphic processing unit (GPU) devices by using them in parallel computing. The main 
advantage of GPU computing is that it provides cheap parallel processing environments 
for those who need to solve single program multiple data (SPMD) problems. In this chap-
ter, a GPU computing taxonomy is proposed for classifying GPU computing into four 
different classes depending on different strategies of combining CPUs and GPUs.

Keywords: host, device, GPU computing, single program multiple data (SPMD)

1. Objective

The objective of this chapter is as follows:

• Divide graphic processing unit (GPU) computing into four different classes.

• How to code different classes.

• Speedup computations using GPU computing.

2. Introduction

Despite the dramatic increase in computer processing power over the past few years [1], the 
appetite for more processing power is still rising. The main reason is that as more power 
becomes available, new types of work and applications that require more power are gener-
ated. The general trend is that new technology enables new applications and opens new hori-
zons that demand further power and the introduction of some newer technologies.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Developments at the high end of computing have been motivated by complex systems such 
as simulation and modelling problems, speech recognition training, climate modelling and 
the human genome.

However, there are indications that commercial applications will also be in demand for high 
processing powers. This is mainly because of the increase in the volumes of data treated by 
these applications [2].

There are many approaches to increase computer processing power like improving the pro-
cessing power of computer processors, using multiple processors or multiple computers to 
perform computations or using graphics processing unit (GPU) to speed up computations.

2.1. Why we need parallel computing

There are many reasons for parallelization, like speed up execution, overcome memory capac-
ity limit and execute application that is distributed in its nature. The main reason for paral-
lelization is to speed up the execution of applications. Another problem that arises in the era 
of big data is that the huge data, which need to be processed, do not fit in a single computer 
memory. Some applications are distributed in their nature, where parts of an application 
must be located in widely dispersed sites [3].

2.2. Important terminology

There are many important terminologies that help in understanding parallelization, here in 
this section we will talk about some of them.

2.2.1. Load balancing

The load balancing is an important issue for performance. It is a way of keeping all the pro-
cessors busy as much as possible. This issue arises constantly in any discussion of parallel 
processing [3].

2.2.2. Latency, throughput and bandwidth

Latency, throughput and bandwidth are important factors that affect the performance of com-
putations. Here is a brief definition for them.

• Communication latency is the time for one bit to travel from source to destination, e.g. from 
a CPU to GPU or from one host/device to another.

• Processor latency can be defined as the time to finish one task. While throughput can be 
defined as the rate at which we complete a large number of tasks (a number of tasks done 
in a given amount of time).

• Bandwidth is the number of bits per unit time that can be travelling in parallel. This can be 
affected by factors such as the bus width in a memory or the number of parallel network 
paths in a cluster and also by the speed of the links [3].
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2.2.3. Floating point operation (FLOP)

It is a unit for measuring performance. It is about how many floating-point calculations can 
be performed in 1 s. The calculations can be adding, subtracting, multiplying or dividing two 
floating-point numbers. For example, 3.456 + 56.897 is equal to one flop.

Units of flops are as follows:

• Megaflop = million flops.

• Gigaflop = billion flops (million megaflops).

• Teraflop= trillions flops.

• Petaflop = quadrillion.

• Exaflop = quintillion.

3. Introduction to GPU

The revolutionary progress made by GPU-based computers helps in speeding up computa-
tions and in accelerating scientific, analytics and other compute intensive codes. Due to their 
massively parallel architecture with thousands of smaller, efficient cores, GPU enables the 
completion of computationally intensive tasks much faster than conventional CPUs, because 
CPUs have a relatively small number of cores [4, 5].

Due to these features, GPU devices are now used in many institutions, universities, govern-
ment labs and small and medium businesses around the world to solve big problems using 
parallelization. The acceleration of application is done by offloads the parallel portions of 
the application to GPU's cores, while the remainder serial code runs on the CPU's core. GPU 
computing can be used to accelerate many applications, such as image and signal processing, 
data mining, human genome, data analysis and image and video rendering [6].

Currently, many of the fastest supercomputers in the top 500 are built of thousands of GPU 
devices. For example, Titan achieved 17.59 Pflop/s on the Linpack benchmark using 261,632 
of its NVIDIA K20x accelerator cores.

The reasons for the spread of using GPU devices in high performance computing is that it has 
many features such as it is massively parallel, contains hundreds of cores, is able to run thou-
sands of threads at the same time, is cheap and anyone can use it even in laptops and personal 
computers and is highly available and it is programmable [7].

4. GPU architecture

GPU is a device that contains hundreds to thousands of arithmetic processing units (ALUs) 
with a same size. This makes GPU capable of runing thousands of threads concurrently (able 
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to do millions of similar calculations at the same time in parallel), Figure 1. These threads 
need to be independent of each other without synchronization issues to run concurrently. 
Parallelism of threads in a GPU is suitable for executing the same copy of a single program on 
different data [single program multiple data (SPMD)], i.e. data parallelism [8].

SPMD is different from single instruction, multiple data (SIMD). In SPMD, the 
same code of the program executed in parallel on different parts of data, while in 
SIMD, the same instruction is executed at the same time in all processing units [9].

CPUs are low latency, low throughput processors (faster for serial processing), while GPUs 
are high latency, high throughput processors (optimized for maximum throughput and for 
scalable parallel processing).

GPU architecture consists of two main components, global memory and streaming multipro-
cessors (SMs). The global memory is the main memory for the GPU and it is accessible by both 
GPU and CPU with high bandwidth. While SMs contain many simple cores that execute the 
parallel computations, the number of SMs in a device and the number of cores in SMs differ 
from one device to another. For example, Fermi has 16 SMs with 32 cores on each one (with 
the total cores equal to 16 × 32 = 512 cores), see Table 1 for different GPU devices.

There are different GPU memory hierarchies for different devices. Figure 2 shows an example 
of NVIDIA Fermi memory hierarchy with following memories:

• Registers.

• Shared memory and L1 cache (primary cache).

• Constant memory.

• Texture memory and read-only cache.

• L2 cache (secondary cache).

• Global (main) memory and local memory.

Figure 1. CPU vs. GPU, from Ref. [8].
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5. GPU taxonomy

GPU computing can be divided into four different classes according to the different combina-
tions between hosts and devices, Figure 3. These classes are as follows:

(1) Single host with single device (SHSD).

(2) Single host with multiple devices (SHMD).

(3) Multiple hosts with single device in each (MHSD).

(4) Multiple hosts with multiple devices (MHMD).

In the rest of this section, we will talk about each class separately.

GTX 480 GTX 580 GTX 680

Architecture GF100 GF110 GK104

SM/SMX 15 16 8

CUDA cores 480 512 1536

Core frequency 700 MHz 772 MHz 1006 MHz

Compute power 1345 GFLOPS 1581 GFLOPS 3090 GFLOPS

Memory BW 177.4 GB/s 192.2 GB/s 192.2 GB/s

Transistors 3.2B 3.0B 3.5B

Technology 40 nm 40 nm 28 nm

Power 250 W 244 W 195 W

Table 1. Comparisons between NVIDIA GPU architecture, from Ref. [10].

Figure 2. NVIDIA Fermi memory hierarchy, from Ref. [11].
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5.1. Single host, single device (SHSD)

The first class (type) in GPU taxonomy is the single host with single device (SHSD), as shown 
in Figure 4. It is composed of one host (computer) with one GPU device installed in it. 
Normally, the host will run the codes that are similar to conventional programming that we 
know (may be serial), while the parallel part of the code will be executed in the device’s cores 
concurrently (massive parallelism).

The processing flow of SHSD computing includes:
• Transfer input data from CPU's memory to GPU’s memory.
• Load GPU program and execute it.
• Transfer results from GPU's memory to CPU’s memory [12].

The example of SHSD is shown in Figure 5; data transferred from CPU host to GPU device 
are coming through a communication bus connecting GPU to CPU. This communication bus 
is of type PCI-express with data transfer rate equal to 8 GB/s, which is the weakest link in the 
connection (new fast generation is available, see Section 6.1 for more details). The other links 
in the figure are the memory bandwidth between main memory DDR3 and CPU (42 GB/s), 
and the memory bandwidth between GPU and its global memory GDDR5 (288 GB/s).

Bandwidth limited

Because transfer data between the CPU and GPU is expensive, we will always 
try to minimize the data transfer between the CPU and GPU. Therefore, if pro-
cessors request data at too high a rate, the memory system cannot keep up. No 
amount of latency hiding helps this. Overcoming bandwidth limits are a com-
mon challenge for GPU-compute application developers [14].

Figure 4. Single host, single device (SHSD).

Single Device Multiple Device

Single Hos t SHSD SHMD

Multiple Hos t MHSD MHMD

Figure 3. GPU computing taxonomy.
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5.2. Single host, multiple device (SHMD)

In this section, we can use single host with multiple devices installed in it (SHMD), Figures 6 
and 7. SHMD can be used to run parallel tasks in installed GPUs, with each GPU run sub-tasks 
in in their cores.

We can use a notation like SHMD (d, to show the number of devices that installed in the host. 
For example, if we have a single host with three GPU devices installed in it, we can write this 
as SHMD (3).

Figure 5. Example of SHSD class, from Ref. [13].

Figure 6. Single host, multiple device [SHMD (n)].
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5.3. Multiple host, single device (MHSD)

Multiple host with single device in each host (MHSD) is an architecture for using a GPU clus-
ter connecting many SHSD nodes together, Figure 8.

We can use the notation MHSD (h) to define the number of hosts in this architecture. For 
example, the architecture in Figure 7 is an MHSD (4), where four nodes (SHSD) are connected 
in a network.

5.4. Multiple host, multiple device (MHMD)

Multiple host with multiple devices in each host (MHMD) is a GPU cluster with a number of 
SHMD nodes (where all nodes may have the same number of devices or may have a different 
number of devices), Figure 9.

Figure 8. MHSD (4).

Figure 7. Server of type SHMD (16). Image from: https://www.youtube.com/watch?v=Vm9mFtSq2sg.
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We can use MHMD (h, d) notation to denote the number of hosts and the number of devices in 
each host, where h is for the number of hosts and d is for the number of devices. If the number 
of devices in each node is not equal, we can ignore the second parameter by putting x as do 
not care, MHMD (h, x).

6. Communications

There are two types of connections that can be used in GPU computing:

(1) The connection between the GPU devices and host (in SHSD and SHMD).

(2) The connection between different hosts (in MHSD and MDMD).

In this section, we will discuss about each one below.

6.1. Peripheral component interconnect express (PCIe)

PCIe is a standard point-to-point connection used to connect internal devices in a computer 
(used to connect two or more PCIe devices). For example, you can connect GPU to CPU or 
other GPU, or connect network card like InfiniBand with CPU or GPU, because most of these 
devices now are PCIe devices.

PCIe started in 1992 with 133 MB/s and increased to reach 533 MB/s in 1995. Then in 1995, 
PCIX appeared with a transfer rate of 1066 MB/s (1 GB/s). In 2004, PCIe generation 1.x came 
with 2.5 GB/s and then generation 2.x in 2007 with 5 GB/s, after that generation 3.x appeared 
in 2011 with a transfer rate equal to 8 GB/s and the latest generation 4.x in 2016 came with a 
transfer rate reaching 16 GB/s [15–17].

PCIe is doubling the data rate in each new generation.

Figure 9. GPU cluster [MHMD (2,2)], image from: http://timdettmers.com/2014/09/21/how-to-build-and-use-a-multi- 
gpu-system-for-deep-learning.
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6.2. Communication between nodes

In GPU cluster (MHSD or MHMD), the main bottleneck is the communications between 
nodes (network bandwidth) that is how much data can be transferred from computer to com-
puter per second.

If we use none direct data transfer between different nodes in GPU cluster, then the data 
transferred in the following steps:

• GPU in node 1 to CPU in node 1.

• CPU in node 1 to network card in node 1.

• Network card in node 1 to network card in node 2.

• Network in node 2 to CPU in node 2.

• CPU in node 2 to GPU in node 2.

Some companies such as Mellanox and NVIDIA recently have solved the problem by using 
GPUDirect RDMA, which can transfer data directly from GPU to GPU between the comput-
ers [18].

6.3. GPUDirect

GPUDirect allows multiple GPU devices to transfer data with no CPU intervention (elimi-
nate internal copying and overhead by the host CPU). This can accelerate communica-
tion with network and make data transfer from GPU to communication network efficient. 
Allow peer-to-peer transfers between GPUs [19]. CUDA supports multiple GPUs com-
munication, where data can be transferred between GPU devices without being buffered 
in CPU's memory, which can significantly speed up transfers and simplify program-
ming [20]. Figures 10 and 11 show how GPUDirect can be used in SHMD and MHMD, 
respectively.

Figure 10. GPUDirect transfer in SHMD, from Ref. [19].
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nate internal copying and overhead by the host CPU). This can accelerate communica-
tion with network and make data transfer from GPU to communication network efficient. 
Allow peer-to-peer transfers between GPUs [19]. CUDA supports multiple GPUs com-
munication, where data can be transferred between GPU devices without being buffered 
in CPU's memory, which can significantly speed up transfers and simplify program-
ming [20]. Figures 10 and 11 show how GPUDirect can be used in SHMD and MHMD, 
respectively.

Figure 10. GPUDirect transfer in SHMD, from Ref. [19].
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7. Tools for GPU computing

Many tools are available for developing GPU computing applications, including develop-
ment environments, programming languages and libraries. In this section, we will give a little 
overview of some of these tools.

7.1. Compute unified device architecture (CUDA)

CUDA is a parallel computing platform and programming model invented by NVIDIA. It 
enables increases the computing performance by harnessing the power of the GPU devices. 
CUDA splits a problem into serial sections and parallel sections, serial sections are executed 
on the CPU as a host code and parallel sections are executed on the GPU by launching a ker-
nel, Figure 12.

7.1.1. CUDA in SHSD

CUDA can run in SHSD using the following sequence of operations [21]:

• Declare and allocate host and device memory.

• Initialize host data.

• CPU transfer input data to GPU.

• Launch kernel on GPU to process the data in parallel.

• Copies results back from the GPU to the CPU.

Kernel code: the instructions actually executed on the GPU.

The following codes demonstrate a portion of code that can be run in SHSD.

Figure 11. GPUDirect transfer in MHMD. Image from: http://www.paulcaheny.com/wp-content/uploads/2012/05/RD 
MA-GPU-Direct.jpg.
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//Kernel definition --- device code
__global__ void VecAdd(float* A, float* B, float* C)
{
int i = threadIdx.x;
C[i] = A[i] + B[i];
}
//////host code invoking kernel
int main() {
…
//Kernel invocation with N threads (invoke device code from host code)
VecAdd<<<1, N>>>(A, B, C);
…
}

SHSD example from

7.1.2. CUDA in SHMD

The need for multiple GPUs is to gain more speed and overcome the limit of GPU device's 
memory (has smaller capacity compared to CPU’s memory). For example, 32–64 GB is a typi-
cal size for the host memory, whereas a single GPU device has between 4 and 12 GB device 
memory. When dealing with large-scale scientific applications, the size of the device memory 
may thus become a limiting factor. One way of overcoming this barrier is to make use of mul-
tiple GPUs [22]. Now, systems with multiple GPUs are becoming more common. For SHMD, 
CUDA can manage multiple GPU devices from a single CPU host thread [23].

To use multiple GPU devices in single host, we need a thread for each device to control it 
(attach a GPU device to a host thread). The following codes show how one can invoke differ-
ent kernels in different devices from a single host.

Figure 12. Using CUDA in SHSD. Image from: http://3dgep.com/wp-content/uploads/2011/11/Cuda-Execution-Model.
png.
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may thus become a limiting factor. One way of overcoming this barrier is to make use of mul-
tiple GPUs [22]. Now, systems with multiple GPUs are becoming more common. For SHMD, 
CUDA can manage multiple GPU devices from a single CPU host thread [23].

To use multiple GPU devices in single host, we need a thread for each device to control it 
(attach a GPU device to a host thread). The following codes show how one can invoke differ-
ent kernels in different devices from a single host.

Figure 12. Using CUDA in SHSD. Image from: http://3dgep.com/wp-content/uploads/2011/11/Cuda-Execution-Model.
png.
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//Run independent kernel on each CUDA device
int numDevs = 0;
cudaGetNumDevices(&numDevs);//number of devices available
…
for (int d = 0; d < numDevs; d++) {
cudaSetDevice(d);//Attach a GPU device to a host thread (select a GPU)
kernel<<<blocks, threads>>>(args);//invoke independent kernel in each device
}
SHMD example using CUDA from Ref. [24]

7.1.3. Multiple host, single device (MHSD) and multiple host, multiple device (MHMD)

MPI is a programming model that used for a distributed memory system. If we have a MHSD 
or a MHMD system, MPI can be used to distribute tasks to computers, each of which can use 
their CPU and GPU devices to process the distributed task.

For example, if we want to do matrix multiplication on MHSD, then we can:

• Split the matrix into sub-matrices.

• Use MPI to distribute the sub-matrices to hosts (processes).

• Each host (process) can call a CUDA kernel to handle the multiplication on its GPU 
device(s).

• The result of multiplication would be copied back to each computer memory.

• Use MPI to gather results from all hosts (processes), and re-form the final matrix [25].

One way for programming MHSD and MHMD is to use MPI with CUDA, where MPI can be 
used to handles parallelization over hosts (nodes), and CUDA can be used to handle paral-
lelization on devices (GPUs). We can use one MPI process per GPU and accelerate the com-
putational kernels with CUDA.

For transferring data between different devices in different hosts, we can use the following 
steps:

• Sender: Copy data from a device to a temporary host buffer.

• Sender: Send host buffer data.

• Receiver: Receive data to host buffer.

• Receiver: Copy data to a device [26].

For example, if we need to transfer data between node 0 and node N-1 as shown in Figure 13, 
then we can use MPI_Send and MPI_Recv function as follows:

//MPI rank 0
MPI_Send(s_buf_d,size,MPI_CHAR,n-1,tag,MPI_COMM_WORLD);
//MPI rank n-1
MPI_Recv(r_buf_d,size,MPI_CHAR,0,tag,MPI_COMM_WORLD,&stat);
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MHSD using MPI and CUDA

Where s_buf_d is from device 0 and r_buf_d is from device N-1.

The following code is a simple MPI with CUDA example that shows how to collect and print 
the list of devices from all MPI processes in the MHSD/MHMD system.

#include <stdlib.h>
#include <stdio.h>
#include <string.h>
#include <mpi.h>
#include <cuda.h>
#define MAX_NODES 100
#define BUFF_LEN 256
//Enumeration of CUDA devices accessible for the process.
void enumCudaDevices(char *buff)
{
char tmpBuff[BUFF_LEN];
int i, devCount;
cudaGetDeviceCount(&devCount);//number of devices
sprintf(tmpBuff," %3d", devCount);
strncat(buff, tmpBuff, BUFF_LEN);
for (i = 0; i < devCount; i++)
{
cudaDeviceProp devProp;
cudaGetDeviceProperties(&devProp, i);
sprintf(tmpBuff, " %d:%s", i, devProp.name);
strncat(buff, tmpBuff, BUFF_LEN);
}
}
int main(int argc, char *argv[])
{
int i, myrank, numprocs;
char pName[MPI_MAX_PROCESSOR_NAME],
buff[BUFF_LEN];
MPI_Init(&argc,&argv);
MPI_Comm_size(MPI_COMM_WORLD,&numprocs);
MPI_Comm_rank(MPI_COMM_WORLD, &myrank);
MPI_Get_processor_name(pName, &i);
sprintf(buff, "%-15s %3d", pName, myrank);
//Find local CUDA devices
enumCudaDevices(buff);
//Collect and print the list of CUDA devices from all MPI processes
if (myrank == 0)
{
char devList[MAX_NODES][BUFF_LEN];
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MHSD using MPI and CUDA

Where s_buf_d is from device 0 and r_buf_d is from device N-1.

The following code is a simple MPI with CUDA example that shows how to collect and print 
the list of devices from all MPI processes in the MHSD/MHMD system.

#include <stdlib.h>
#include <stdio.h>
#include <string.h>
#include <mpi.h>
#include <cuda.h>
#define MAX_NODES 100
#define BUFF_LEN 256
//Enumeration of CUDA devices accessible for the process.
void enumCudaDevices(char *buff)
{
char tmpBuff[BUFF_LEN];
int i, devCount;
cudaGetDeviceCount(&devCount);//number of devices
sprintf(tmpBuff," %3d", devCount);
strncat(buff, tmpBuff, BUFF_LEN);
for (i = 0; i < devCount; i++)
{
cudaDeviceProp devProp;
cudaGetDeviceProperties(&devProp, i);
sprintf(tmpBuff, " %d:%s", i, devProp.name);
strncat(buff, tmpBuff, BUFF_LEN);
}
}
int main(int argc, char *argv[])
{
int i, myrank, numprocs;
char pName[MPI_MAX_PROCESSOR_NAME],
buff[BUFF_LEN];
MPI_Init(&argc,&argv);
MPI_Comm_size(MPI_COMM_WORLD,&numprocs);
MPI_Comm_rank(MPI_COMM_WORLD, &myrank);
MPI_Get_processor_name(pName, &i);
sprintf(buff, "%-15s %3d", pName, myrank);
//Find local CUDA devices
enumCudaDevices(buff);
//Collect and print the list of CUDA devices from all MPI processes
if (myrank == 0)
{
char devList[MAX_NODES][BUFF_LEN];
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MPI_Gather(buff, BUFF_LEN, MPI_CHAR,
devList, BUFF_LEN, MPI_CHAR,
0, MPI_COMM_WORLD);
for (i = 0; i < numprocs; i++)
printf("%s\n", devList + i);
}
else
MPI_Gather(buff, BUFF_LEN, MPI_CHAR,
NULL, 0, MPI_CHAR,
0, MPI_COMM_WORLD);
MPI_Finalize();
return 0;
}

The output of the program look similar to this:
g01n07.pdc.kth.se 0 3 0:Tesla M2090 1:Tesla M2090 2:Tesla M2090
g01n06.pdc.kth.se 1 3 0:Tesla M2090 1:Tesla M2090 2:Tesla M2090
MHMD simple example from
(https://www.pdc.kth.se/resources/software/old-installed-soft-ware/mpi-libraries/
cuda-and-mpi)
Most recent versions of most MPI libraries support sending/receiving directly from CUDA 
device memory; for example Cray’s implementation of MPICH supports passing GPU mem-
ory buffers directly to MPI function calls, without manually copying GPU data to the host 
before passing data through MPI. The following codes show how initialize memory on the 
GPU and then perform an MPI_Allgather operation between GPUs using device buffer [28].

#include <stdio.h>
#include <stdlib.h>
#include <cuda_runtime.h>
#include <mpi.h>
void main(int argc, char** argv)
{
MPI_Init (&argc, &argv);
int direct;
int rank, size;
int *h_buff = NULL;
int *d_rank = NULL;
int *d_buff = NULL;
size_t bytes;
int i;
//Ensure that RDMA ENABLED CUDA is set correctly
direct = getenv("MPICH_RDMA_ENABLED_CUDA")==NULL?0:atoi(getenv ("MPICH_RD 
MA_ENABLED_CUDA"));
if(direct != 1){
printf ("MPICH_RDMA_ENABLED_CUDA not enabled!\n");
exit (EXIT_FAILURE);
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}
//Get MPI rank and size
MPI_Comm_rank (MPI_COMM_WORLD, &rank);
MPI_Comm_size (MPI_COMM_WORLD, &size);
//Allocate host and device buffers and copy rank value to GPU
bytes = size*sizeof(int);
h_buff = (int*)malloc(bytes);
cudaMalloc(&d_buff, bytes);
cudaMalloc(&d_rank, sizeof(int));
cudaMemcpy(d_rank, &rank, sizeof(int), cudaMemcpyHostToDevice);
//Preform Allgather using device buffer
MPI_Allgather(d_rank, 1, MPI_INT, d_buff, 1, MPI_INT, MPI_COMM_WORLD);
//Check that the GPU buffer is correct
cudaMemcpy(h_buff, d_buff, bytes, cudaMemcpyDeviceToHost);
for(i=0; i<size; i++){
if(h_buff[i] != i) {
printf ("Alltoall Failed!\n");
exit (EXIT_FAILURE);
}
}
if(rank==0)
printf("Success!\n");
//Clean up
free(h_buff);
cudaFree(d_buff);
cudaFree(d_rank);
MPI_Finalize();
}

Direct transfer data, code from Ref. [28]

Figure 13. MPI with CUDA for MHSD, from Ref. [27].
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7.2. GPU computing using MATLAB

MATLAB is a widely used simulation tool for rapid prototyping and algorithm development. 
Since MATLAB uses a vector/matrix representation of data, which is suitable for parallel pro-
cessing, it can benefit a lot from CPU and GPU cores.

We can use two tools for parallelization in MATLAB:

• Parallel computing toolbox: to run applications on SHSD and SHMD.

• Distributed computing server with parallel computing toolbox: for applications that will 
run in MHSD and MHMD.

7.2.1. Parallel computing toolbox

Parallel computing toolbox can be used to speed up MATLAB code by executing it on a GPU. 
There are more than 100 built-in functions in MATLAB that can be executed directly on the 
GPU by providing an input argument of the type GPUArray, a special array type provided 
by parallel computing toolbox. MATLAB GPU-enabled functions such as fft, filter and several 
linear algebra operations that can be used in GPU computing. In addition, there are other 
GPU-enabled functions in many toolboxes like image processing toolbox, communication 
system toolbox, statistics and machine learning toolbox, neural network toolbox, phased 
array systems toolbox and signal processing toolbox. So the CUDA kernel can be integrated 
in MATLAB applications by only a single line of MATLAB code [29].

Using MATLAB for GPU computing is good for those who have some or a lot of experience 
on MATLAB coding, but not enough depth in either C coding or the computer architecture 
for parallelization [30].

For example, FFT can be used to find the discrete Fourier transform of a vector of pseudoran-
dom numbers on the CPU with normal arguments like this:

A = rand(2^16,1);
B = fft(A);

The same operation can be executed on the GPU by just using data type of gpuArray like this:
A = gpuArray(rand(2^16,1));

B = fft(A);

The result, B, is stored on the GPU. However, it is still visible in the MATLAB workspace. 
You can return the data back to the local MATLAB workspace by using gather command, for 
example, C = gather(B) [29].

7.2.2. MATLAB-distributed computing server

MATLAB-distributed computing server is suitable for MHSD and MHMD. The server pro-
vides access to multiple workers that receive and execute MATLAB code and Simulink mod-
els. Multiple users can run their applications on the server simultaneously.
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MHSD and MHMD can use MATLAB workers in parallel computing toolbox and MATLAB-
distributed computing server.

MATLAB support CUDA-enabled NVIDIA GPUs with compute capability 2.0 
or higher. For releases 14a and earlier, compute capability 1.3 is sufficient. In 
a future release, support for GPU devices of compute capability 2.x will be 
removed. At that time, a minimum compute capability of 3.0 will be required.

7.2.3. SHSD code examples

The following codes show how to perform matrix multiplication in SHSD.

Z = X*Y; % computation on CPU

x = gpuArray(X); % create copy from X on GPU

y = gpuArray(Y); % create copy from Y on GPU

z = x*y; % computation on GPU

ZZ = gather(z); % return data from GPU to CPU

Example 1: SHSD matlab code

The following codes using gpuArray to push data to GPU and then any function call on 
this array will be executed on GPU. To return result back from GPU device memory to host 
memory, we use gather function.

A = someArray(1000, 1000);

G = gpuArray(A); % Push to GPU memory

…

F = fft(G);

x = G\b;

…

z = gather(x); % Bring back into MATLAB

Example 2: SHSD code example, from Ref. [31]

7.2.4. SHMD code examples

In MTALAB, the parallel computing toolbox (PCT) can be used easily to perform computa-
tions on SHMD systems. PCT support CPU parallelism by using MATLAB pool. It allows you 
to use a number of workers run concurrently in the same time. The default number of workers 
is equal to the number of cores (for local pool). When you run a PARFOR loop, for example, 
then the work for that loop is broken up and executed by the MATLAB workers.

To perform computations in the SHMD system, you need to open a MATLAB pool with one 
worker for each GPU device. One MATLAB worker is needed to communicate with each 
GPU. Each MATLAB session can use one GPU at a time.
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…
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…

z = gather(x); % Bring back into MATLAB
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7.2.4. SHMD code examples

In MTALAB, the parallel computing toolbox (PCT) can be used easily to perform computa-
tions on SHMD systems. PCT support CPU parallelism by using MATLAB pool. It allows you 
to use a number of workers run concurrently in the same time. The default number of workers 
is equal to the number of cores (for local pool). When you run a PARFOR loop, for example, 
then the work for that loop is broken up and executed by the MATLAB workers.

To perform computations in the SHMD system, you need to open a MATLAB pool with one 
worker for each GPU device. One MATLAB worker is needed to communicate with each 
GPU. Each MATLAB session can use one GPU at a time.
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If you have only one GPU in your computer that GPU is the default. If you have more than 
one GPU device in your computer, you can use the gpuDevice function to select which device 
you want to use.

If you have 2 GPUs, you can assign one local worker for each device, as shown below:

matlabpool local 2 % two workers

spmd

gpuDevice(labindex); % select device for each work

g = gpuArray(…);

… operate on g…

End

SHMD (2)

7.2.5. Multiple host, single device (MHSD)/multiple host, multiple device (MHMD)

MATLAB® Distributed Computing Server™ lets you run computationally intensive MATLAB 
programs and Simulink® models on computer clusters, clouds and grids. You develop your 
program or model on a multicore desktop computer using parallel computing toolbox and 
then scale up to many computers by running it on MATLAB-distributed computing server. 
The server supports batch jobs, parallel computations and distributed large data. The server 
includes a built-in cluster job scheduler and provides support for commonly used third-party 
schedulers [32].

A parallel pool is a set of workers in a compute cluster (remote) or desktop (local). The 
default pool size and cluster are specified by your parallel preferences. The workers in a par-
allel pool can be used interactively and can communicate with each other during the lifetime 
of the job [33].

In the following multiple GPU example, we can have more than one workers: if the workers 
are local in the same host, then we can name this type as SHMD; if the workers are remote 
on cluster, then this means we are dealing with multiple hosts (MHs) and if there are more 
than one GPU device in each host (local workers in each remote host, with one worker for 
each remote GPU device, this can be multiple devices (MDs) and hence the system is MHMD; 
otherwise, it is MHSD.

N = 1000;
A = GPUaRRAY(a);
for ix = 1:N
x = myGPUFunction(ix,A)
xtotal(ix,:) = gather(x);
end
SHSD

N = 1000;
spmd
gpuDevice(labindex)%worker for each device
A = GPUaRRAY(A);
end
parfor ix = 1:N
x = myGPUFunction(ix,A)
xtotal(ix,:) = gather(x);
end
Multiple GPUs, from Ref. [32]
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7.3. Open accelerator (OpenACC)

OpenACC is an application-programming interface, stands for open accelerators, it came to 
simplify parallel programming by providing a set of compiler directives that allow develop-
ers to run parallel code with the modifying underlying code (like OpenMP), and it was devel-
oped by CAPS, Cray, NVidia and PGI. OpenACC uses compiler directives that allow small 
segments of code, called kernels, to be run on the device. OpenACC divides tasks among 
gangs (blocks), gangs have workers (warps) and workers have vectors (threads) [9, 34–36].

OpenACC is portable across operating systems and various types of host CPUs and devices 
(accelerators). In OpenACC, some computations are executed in the CPU, while the compute 
intensive regions are offloaded to GPU devices to be executed in parallel. The host is respon-
sible for

• allocation of memory in the device,

• initiating data transfer,

• sending the code to the device,

• waiting for completion,

• transferring the results back to the host,

• deallocating memory and

• queuing sequences of operations executed by the device [37].

A small code example for using OpenACC is as follow:

main()
{
<serial>
#pragma acc kernels
//automatically runs on GPU device
{
<parallel code>
}
}

#pragma acc kernels: tells the compiler to generate parallel accelerator kernels that run in 
parallel inside the GPU device [38].

8. Conclusion

In this chapter, taxonomy that divides GPU computing into four different classes was pro-
posed. Class one (SHSD) and two (SHMD) are suitable for home GPU computing and can 
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8. Conclusion

In this chapter, taxonomy that divides GPU computing into four different classes was pro-
posed. Class one (SHSD) and two (SHMD) are suitable for home GPU computing and can 
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used to solve problems of single program and multiple data (SPMD) like image processing, 
where each task processes a part of the image, doing the same work in different data. The 
time spent in transferring data between the host and the device is affecting the overall per-
formance, so try to minimize data transfer between the host and the device as possible as 
you can. Most successful GPU applications are doing a lot of computation in a small amount 
of data. This means, GPU will not work effectively for the small amount of threads, but it is 
efficiently launching many threads to use GPU effectively. It gives good performance when 
running a large number of threads in parallel.

Class three (MHSD) and four (MHMD) are used for GPU clustering, where data is transferred 
between devices on the same host or between devices in different hosts through a network 
connection. One of the reasons that affect performance is the speed of the used network.

Different types of GPU devices with different architectures and compute capabilities give dif-
ferent performance result, so choose the suitable one for your work before you start.
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Abstract

This chapter provides a new methodology and two tools for user‐driven Wikinomics‐ 
oriented scientific applications’ development. Service‐oriented architecture for such 
applications is used, where the entire research supporting computing or simulating pro‐
cess is broken down into a set of loosely coupled stages in the form of interoperating 
replaceable Web services that can be distributed over different clouds. Any piece of the 
code and any application component deployed on a system can be reused and trans‐
formed into a service. The combination of service‐oriented and cloud computing will 
indeed begin to challenge the way of research supporting computing development, the 
facilities of which are considered in this chapter.

Keywords: service computing, engineering tools, Wikinomics, mathematical programming, 
software modeling

1. Introduction

One of the factors on which the financial results of the business company depend is the qual‐
ity of software which company is using. Scientific software plays even more special role. On 
its quality depend the reliability of the scientific conclusions and the speed of scientific prog‐
ress. However, the ratio of successful scientific software projects is close to average: some part 
of the projects fails, some exceeds the budget, and some makes inadequate product.

The misunderstandings between scientists as end users and software engineers are even 
more frequent as usual. Software engineers have a lack of deep knowledge of user’s domain 
(e.g., high energy physics, chemistry, and life sciences). In order to avoid possible problems, 
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scientists sometimes try to develop “home‐made” software. However, the probability of fail‐
ure in such projects is even higher, because of the lack of the knowledge of software engineer‐
ing domain. For example, scientists in common cases do not know good software engineering 
practices, processes, and so on. They even can have a lack of knowledge about good practices 
or good artefacts of the software, made by its colleagues.

We stand among the believers that this problem can be solved using the Wikinomics. The idea 
of Wikinomics (or Wiki economics) is introduced by Tapscott and Williams [15]. Wikinomics 
is the spatial activity, which helps to achieve the result, having available resources only. Wiki 
technologies are laid on very simple procedures: the project leaders collect critical mass of 
volunteers, who have a willing and possibilities to contribute in small scale. The sum of such 
small contributions gives huge contribution to the project result. The Wikipedia or Wikitravel 
portals can be presented as a success story of mass collaboration [17].

In other hand, we believe that the mass collaboration can help to improve only part of the 
scientific development process. We need a software developing solutions, oriented to services 
and clouds in order to use all available computational power of the distributed infrastructures.

Service‐oriented computing (SOC) is extremely powerful in terms of the help for developer. 
The key point of modern scientific applications is a very quick transition from hypothesis 
generation stage to evaluating mathematical experiment, which is important for evidence 
and optimization of the result and its possible practical use. SOC technologies provide an 
important platform to make the resource‐intensive scientific and engineering applications 
more significant [1–4]. So any community, regardless of its working area, should be supplied 
with the technological approach to build their own distributed compute‐intensive multidisci‐
plinary applications rapidly.

Service‐oriented software developers work either as application builders (or services clients), 
service brokers, or service providers. Usually, the service repository is created which contains 
platform environment supporting services and application supporting services. The environ‐
ment supporting services offer the standard operations for service management and hosting 
(e.g., cloud hosting, event processing and management, mediation and data services, service 
composition and workflow, security, connectivity, messaging, storage, and so on). They are 
correlated with generic services, provided by other producers (e.g., EGI (http://www.egi.eu/), 
Flatworld (http://www.flatworldsolutions. com/), FI‐WARE (http://catalogue.fi‐ware.org/
enablers), SAP (http://www.sap.com/pc/tech/enterprise‐information‐management/), ESRC 
(http://ukdataservice. ac.uk/), and so on). Two dimensions of service interoperability, namely 
horizontal (communication protocol and data flow between services) and vertical matching 
(correspondence between an abstract user task and concrete service capabilities), should be 
supported in the composition process.

Modern scientific and engineering applications are built as a complex network of services 
offered by different providers, based on heterogeneous resources of different organizational 
structures. The services can be composed using orchestration or using choreography. If the 
orchestration is used, all corresponding Web services are controlled by one central web ser‐
vice. On the other hand, if the choreography is used and central orchestrator is absent, the 
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services are independent in some extent. The choreography is based on collaboration and is 
mainly used to exchange messages in public business processes. As SOC developed, a number 
of languages for service orchestration and choreography have been introduced: BPEL4WS, 
BPML, WSFL, XLANG, BPSS, WSCI, and WSCL [5].

Our proposal has the following innovative features:

• Implementation of novel service‐oriented design paradigm in distributed scientific appli‐
cation development area according to which all levels of research or design are divided into 
separate loosely coupled stages and procedures for their subsequent transfer to the form of 
standardized Web services.

• Creation of the repository of research application Web services which support collective 
research computing, simulating, and globalization of R&D activities.

• Adaption of the Wiki technologies for creation of the repository of scientific applications’ 
source code, reusing existing software assets at the code level as well as at the Web services 
level.

• Personalization and customization of distributed scientific applications because users can 
build and adjust their research or design scenario and workflow by selecting the necessary 
Web services (as computing procedures) to be executed on cloud resources.

The rest of the paper is organized as follows: Section 2 presents overall idea of the platform for 
research collaborative computing (PRCC). Section 3 presents Web‐enabled engineering design 
platform as one of the possible implementations of PRCC. Section 4 outlines the architecture, 
and main components of our other systems based on Wiki technologies. Section 5 describes the 
comparison of similar systems. Finally, the conclusions are made and future work discussed.

2. The platform for research collaborative computing

The service‐oriented computing is based on the software services, which are platform‐inde‐
pendent, autonomous, and computational elements. The services can be specified, published, 
discovered, and composed with other services using standard protocols. Such composition 
of services can be threat as wide‐distributed software system. Many languages for software 
service composition are developed [5]. The goal of such languages is to provide formal way 
for specifying the connections and the coordination logic between services.

In order to support design, development, and execution of distributed applications in Internet 
environment, we have developed the end‐user development framework called the platform 
for research collaborative computing. PRCC is an emerging interdisciplinary field, and it 
embraces physical sciences like chemistry, physics, biology, environmental sciences, hydro‐
meteorology, engineering, and even art and humanities. All these fields are demanding for 
potent tools for mathematical modeling and collaborative computing research support. These 
tools should implement the idea of virtual organization including the possibility to combine 
distributed workflows, sequences of data processing functions, and so on. The platform for 
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research collaborative computing is the answer for this demand. PRCC has the potential 
to benefit research in all disciplines at all stages of research. A well‐constructed SOC can 
empower a research environment with a flexible infrastructure and processing environment 
by provisioning independent, reusable automated simulating processes (as services), and 
providing a robust foundation for leveraging these services.

PRCC concept is 24/7‐available online intelligent multidisciplinary gateway for researchers 
supporting the following main users’ activities: login, new project creation, creation of work‐
flow, provision of input data such as computational task description and constrains, specifica‐
tion of additional parameters, workflow execution, and collection of data for further analysis.

User authorization is performed at two levels: for the virtual workplace access (login and 
password) and for grid/cloud resources access (grid certificate).

Application creating: Each customer has a possibility to create some projects, with services 
stored in the repository. Each application consists of a set of the files containing information 
about the computing workflow, the solved tasks, execution results, and so on.

Solved task description is allowed whether with the problem‐oriented languages of the 
respective services or with the graphic editor.

Constructing of a computational route consists of choosing the computing services needed 
and connecting them in the execution order required. The workflow editor checks the com‐
patibility of numerical procedures to be connected.

Parameters for different computational tasks are provided by means of the respective Web‐
interface elements or set up by default (except the control parameters, for instance, desirable 
value for time response, border frequencies for frequency analysis, and so on). It can be also 
required to provide type and parameters of output information (arguments of output charac‐
teristics, scale type used for plot construction and others).

Launch for executioninitiates a procedure of the application description generation in the 
internal format and its transferring to the task execution system. Web and grid service orches‐
trator are responsible for automatic route execution composed of the remote service invoca‐
tion. Grid/cloud services invoked by the orchestrator during execution are responsible for 
preparing input data for a grid/cloud task, its launch, inquiring the execution state, unloading 
grid/cloud task results, and their transferring to the orchestrator.

Execution results consist of a set of files containing information on the results of computing 
fulfilled (according to the parameters set by a user) including plots and histograms, logs of 
the errors resulting in a stop of separate route’s branches, ancillary data regarding grid/cloud 
resources used, and grid/cloud task executing. Based on the analysis of the received results, a 
customer could make a decision to repeat computational workflow execution with changed 
workflow’s fragments, input data, and parameters of the computing procedures.

It is a need to know more details on services, its providers, and the customers, in order to 
manage service‐oriented applications. There are two roles in development process: the role 
of service provider and the role of application builder. This separation of concerns  empowers 
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application architects to concentrate more on the business logic (in this case research). The tech‐
nical details are left to service providers. Comprehensive repository of various services would 
ensure the possibility to use the services for the personal/institutional requirements of the sci‐
entific users via incorporation of existing services into widely distributed system (Figure 1).

Services can be clustered to two main groups: application supporting services (including 
 subgroups: data processing services, modeling, and simulating services) and environ‐
ment supporting (generic) services (including subgroups: cloud hosting for computa‐
tional, network, and software resources provision, applications/services ecosystems and 
delivery framework, security, work‐flow engine for calculating purposes, digital science 
services).

As far as authors know, there are no similar user‐oriented platforms supporting experiments 
in mathematics and applied sciences. PRCC unveils new methodology for mathematical 
experiments planning and modeling. It can improve future competitiveness of the science 
by strengthening its scientific and technological base in the area of experimenting and data 
processing, which makes public service infrastructures and simulation processes smarter, i.e., 
more intelligent, more efficient, more adaptive, and sustainable.

2.1. Possible content of services’ repository

Providing the ability to store ever‐increasing amounts of data, making them available for 
sharing, and providing scientists and engineers with efficient means of data processing are 
the problems today. In the PRCC, this problem is solving by using the service repository 

Figure 1. General structure of PRCC.
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which is described here. From the beginning, it includes application supporting services (AS) 
for the typical scheme of a computational modeling experiment, been already considered.

Web services can contain program codes for implementation of concrete tasks from math‐
ematical modeling and data processing and also represent results of calculations in grid/
cloud e‐infrastructures. They provide mathematical model equations solving procedures in 
depending on their type (differential, algebraic‐nonlinear, and linear) and selected science 
and engineering analysis. Software services are main building blocks for the following func‐
tionality: data preprocessing and results postprocessing, mathematical modeling, DC, AC, 
TR, STA, FOUR and sensitivities analysis, optimization, statistical analysis and yield maxi‐
mization, tolerance assignment, data mining, and so on. More detailed description of typical 
scheme of a computational modeling experiment in many fields of science and technology 
which has an invariant character is given in [3, 10]. The offered list of calculation types covers 
considerable part of possible needs in computational solving scientifically applied research 
tasks in many fields of science and technology.

Services are registered in the network service UDDI (Universal Description, Discovery, and 
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Besides modeling tasks, there are other types of computational experiments in which distrib‐
uted Web service technologies for science data analysis solutions can be used. They include in 
user scenario procedures of curve fitting and approximation for estimating the relationships 
among variables, classification techniques for categorizing different data into various folders, 
clustering techniques for grouping a set of objects in such a way that objects in the same group 
(cluster) are more similar to each other than to those in other groups, pattern recognition utili‐
ties, image processing, and filtering and optimization techniques.

Above computational Web services for data proceeding are used in different science and tech‐
nology branches during data collection, data management, data analytics, and data visual‐
ization, where there are very large data sets: earth observation data from satellites; data in 
meteorology, oceanography, and hydrology; experimental data in physics of high energy; 
observing data in astrophysics; seismograms, earthquake monitoring data, and so on.

Services may be offered by different enterprises and communicate over the PRCC, that is 
why they provide a distributed computing infrastructure for both intra‐ and cross‐enterprise 
application integration and collaboration. For semantic service discovery in the repository, a 
set of ontologies was developed which include resource ontology (hardware and software grid 
and cloud resources used for workflow execution), data ontology (for annotation of large data 
files and databases), and workflow ontology (for annotating past workflows and enabling their 
reuse in the future). The ontologies will be separated into two levels: generic ontologies and 
domain‐specific ontologies. Services will be annotated in terms of their functional aspects 
such as IOPE, internal states (an activity could be executed in a loop, and it will keep track 
of its internal state), data transformation (e.g., unit or format conversion between input and 
output), and internal processes (which can describe in detail how to interact with a service, 
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e.g., a service which takes partial sets of data on each call and performs some operation on the 
full set after last call).

2.2. Management of Web services

Service‐oriented paradigm implies automated composition and orchestration of software ser‐
vices using workflows. Each workflow defines how tasks should be orchestrated and what 
components in what execution sequence should be. The workflow also includes the details of 
the synchronization and data flows. The workflow management may be based on standard 
Web‐service orchestration description language WS‐BPEL 2.0 (Business Process Execution 
Language). The initial XML‐based description of the abstract workflow containing the task 
description parameters (prepared by user via the editor) is transformed to the WS‐BPEL 2.0 
description. Then, the orchestration engine invokes Web services passing this task description 
to them for execution.

The workflow management engine provides seamless and transparent execution of con‐
crete workflows generated at the composition service. This engine leverages existing solu‐
tions to allow execution of user‐defined workflows on the right combination of resources 
and services available through clusters, grids, clouds, or Web services. Furthermore, the 
project plans to work on the development of new scheduling strategies for workflow execu‐
tion can be implemented that will take into account multicriteria expressions defined by 
the user as a set of preferences and requirements. In this way, workflow execution could be 
directed, for instance, to minimize execution time, to reduce total fee cost, or any combina‐
tion of both.

The configuration and coordination of services in applications, based on the services, and the 
composition of services are equally important in the modern service systems [6]. The services 
interact with each other via messages. Message can be accomplished by using a template 
“request‐response,” when at a given time, only one of the specific services caused by one user 
(the connection between “one‐to‐one” or synchronous model); using a template “publish/
subscribe” when on one particular event many services can respond (communications “one‐
to‐many” or asynchronous model); and using intelligent agents that determine the coordina‐
tion of services, because each agent has at its disposal some of the knowledge of the business 
process and can share this knowledge with other agents. Such a system can combine the 
quality of SOS, such as interoperability and openness, with MAS properties such as flexibility 
and autonomy.

3. Prototyping optimal design platform for engineering

The analysis of a state‐of‐art scientific platforms shows that there is a need of distributed 
computing‐oriented platform. This obliges to redesign similar environments in the terms 
of separate interacting software services. So the designers should specify a workflow of the 
interaction of services.
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Based on PRCC facilities, the Institute of Applied System Analysis (IASA) of NTUU “Kiev 
Polytechnic Institute” (Ukraine) has developed the user case WebALLTED1 as the Web‐
enabled engineering design platform, intended, in particular, for modeling and optimization 
of nonlinear dynamic systems, which consist of the components of different physical nature 
and which are widely spread in different scientific and engineering fields. It is the cross‐disci‐
plinary application for distributed computing.

Developed engineering service‐oriented simulation platform consists of the following layers 
(Figure 2). The most important features of this architecture are the following: Web accessibil‐
ity, the distribution of the functionality across the software services in e‐infrastructure, the 
compatibility with existing protocols and standards, the support of user‐made scenarios in 

1ALLTED means ALL TEchnologies Designer [7, 8].

Figure 2. Main elements of SOA in the engineering simulation system.
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development‐time and in run‐time, and the encapsulation of the software services interac‐
tion complexity.

The following functions are accessible via user interface: authentication, workflow editor, 
artefacts repository management environment, task monitoring, and more. The server side of 
the system is designed as multitier one in order to implement the workflow concept described 
early. First‐access tier is the portal supporting user environment. The purpose of its modules 
is the following: the user‐input‐based generation of abstract workflow specification; the tran‐
sition of task specification to lower tiers, where the task will be executed; and the postprocess‐
ing of results including saving the artefacts in DB.

The workflow manager works as second‐execution tier. It is deployed in the execution server. 
The purpose of this tier is the mapping of the abstract workflow specification to particular 
software services. The orchestration is done using the specific language similar to WS‐BPEL 
for BPEL instruments. The workflow manager starts executing particular workflow with 
the external orchestrator as well as observes the state of workflow execution and procures 
its results.

Particular workflow is working with functional software services and performs the following 
actions: data preprocessing and postprocessing, simulation, optimization, and so on. If high 
demand for resources is forecasted, only one node could be loaded to heavy. So the computa‐
tion is planned on separate nodes and hosting grid/cloud services. These services give pos‐
sibility to use widespread infrastructure (such as grid or cloud). It is possible to modify and to 
introduce of new functions to the system. This is done by the user by selection or registration 
of another Web or grid/cloud services.

The user is able to start the task in an execution tier. Task specification is transient to the 
service of workflow management. This abstract workflow is transformed to the particular 
implementation on execution server. Then, the workflow manager analyses the specifica‐
tion, corrects its possible errors (in some extent), demands the data about the services from 
the repository, and performs binding of activity sequence and software services calls. For 
the arrangement of software services in correct invocation order, the Mapper unit is used 
in the workflow. It initializes XML messages, variables, etc., and provides the means for the 
control during a run‐time including the observing of workflow execution, its cancelling, early 
results monitoring, and so on. Finally, the orchestrator executes this particular “script.”

User is informed about the progress of the workflow execution by monitoring unit communi‐
cating with workflow manager. When execution is finished, the user can retrieve the results, 
browse and analyze them, and repeat this sequence if needed.

The architecture hides the complexity of web‐service interaction from user with abstract 
workflow concept and simple graphical workflow editor (Figure 3).

Web services are representing the basic building blocks of simulation system’s functionality, 
and they enable customers to build and adjust scenarios and workflows of their design proce‐
dures or mathematical experiments via the Internet by selecting the necessary Web services, 
including automatic creation of equations of a mathematical model (an object or a process) 
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based on a description of its structure and properties of the used components, operations 
with large‐scale mathematical models, steady‐state analysis, transient and frequency‐domain 
analysis, sensitivity and statistical analysis, parametric optimization and optimal tolerance 
assignment, solution centering, yield maximization, and so on [3].

Computational supporting services are based mostly on innovative numeric methods and 
can be composed by an end user for workflow execution on evaluable grid/cloud nodes [3]. 
They are oriented, first of all, on Design Automation domain, where simulation, analysis, and 
design can be done for different electronic circuits, control systems, and dynamic systems 
composed of electronic, hydraulic, pneumatic, mechanical, electrical, electromagnetic, and 
other physical phenomena elements.

The developed methodology and modeling toolkit support collective design of various micro‐
electro‐mechanical systems (MEMS) and different microsystems in the form of chips.

4. Distributed Wiki‐based system for stochastic programming and 
modeling

As is mentioned above, even empowered by huge computing power accessible to via Web 
services and clouds, users have still not exhausted possibilities, because of the lack of 

Figure 3. WebALLTED graphical workflow editor.
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 communication. Only communication and legal reuse of existing software assets in addition 
to available computing power can ensure high speed of scientific activities. In this section is 
described another distributed scientific software development system, which is developed in 
parallel and independently from the system described in Section 4. However, both of these 
are sharing similar ideas.

4.1. The architecture of stochastic programming and modeling system

We are started from the following hypothesis: the duration of development of scientific soft‐
ware can be decreased, the quality of such software can be improved using together with 
the power of the grid/cloud infrastructure, Wiki‐based technologies, and software synthesis 
methods. The project was executed via three main stages:

• The development of the portal for the Wiki‐based mass collaboration. This portal is used 
as the user interface in which scientists can specify software development problems, can 
rewrite/refine the specifications and software artefacts given by its (remote) colleagues, 
and can contribute all the process of software development for particular domain. The set 
of the statistical simulation and optimization problems was selected as the target domain 
for pilot project. In the future, the created environment can be applied to other domains 
as well.

• The development of the interoperability model in order to bridge Wiki‐based portal and 
the Lithuanian National Grid Infrastructure (NGI‐LT) or other (European) distributed in‐
frastructures. A private cloud based on Ubuntu One is created at Siauliai University within 
the framework of this pilot project.

• To refine existing methods for software synthesis using the power of distributed comput‐
ing infrastructures. This stage is under development yet, so it is not covered by this chapter. 
More details and early results are exposed in [22] (Figure 4).

The system for stochastic programming and statistical modeling based on Wiki technologies 
(WikiSPSM) consists of the following parts (Figure 1):

• Web portal with the content management system as the graphical user interface.

• Server‐side backed for tasks scheduling and execution.

• Software artefacts (programs, subroutines, models, etc.) storage and management system.

The user interface portal consists of four main components:

• Template‐based generator of Web pages. This component helps user to create web page 
content using template‐based structure. The same component is used for the storage and 
version control of generated Web pages.

• WYSIWYG text editor. This editor provides more functionality than simple text editor on 
the Web page. It is dedicated to describe mathematical models and numerical algorithms. 
This component is enriched with the text preprocessing algorithms, which prevents from 
the hijacking attacks and code injection.

Distributed Software Development Tools for Distributed Scientific Applications
http://dx.doi.org/10.5772/intechopen.68334

79



• The component of IDE (integrated developing environment) is implemented for the soft‐
ware modeling and code writing.

• The repository of mathematical functions. This component helps user to retrieve, rewrite, 
and append the repository of mathematical functions with new artefacts. WikiSPSM sys‐
tem is using NetLib repository LAPACK API; however, it can be improved on demand and 
can use other libraries, e.g., ESSL (Engineering Scientific Subroutine Library) or Parallel 
ESSL [16].

WikiSPSM is easy extensible and evolvable because of the architectural decision to store all 
the mathematical models, algorithms, programs, and libraries in central database.

Initially, it was planned that WikiSPSM will enable scientific users to write their software in 
C/C++, Java, Fortran 90, and QT programming languages. Because of this, the command‐line 
interface is chosen as the architecture of communication between the UI and software genera‐
tor part. Software generator performs the following functions: compilation, task submission 
(to distributed infrastructure or to single server), task monitoring, and control of the tasks 
and their results. For the compilation of the programs, we have chosen external command‐

Figure 4. Main components of the Wiki‐based stochastic programming and statistical modeling system.
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line compilers. The architecture of the system lets to change its configuration and to work 
with another programming language having related SDK with command‐line compiler. The 
users also are encouraged to use command‐line interfaces instead of GUI. Latest version of 
WikiSPSM does not support application with GUI interfaces. This is done because of two fac‐
tors: (a) many scientific applications are command‐line‐based and the graphical representa‐
tion of the data is performed with other tools; (b) the support of GUI gives more constraints 
for scientific application.

In early versions of WikiSPSM, the compilation and execution actions were made in 
server side.2 Object server creates an object task for each submitted data array received 
from the portal. Task object parses the data and sends back to user (via portal). For tasks 
monitoring, results getting the token are used. After the finishing of task, it transfers the 
data to server object. After that it is time for the compilation and execution. Each task is 
queued and scheduled. If it is not sufficient amount of resources (e.g., working nodes), 
task is laid out to the waiting queue. When the task is finished, its results are stored in 
DB (Figure 4).

4.2. Bridge to distributed systems

Soon after first test of WikiSPSM was observed, that client‐server architecture does not fit the 
demands on computational resources. Increased number of users and tasks have negative 
impact on the performance of overall system. The architecture of the system has been changed 
in order to solve this issue.

In current architecture, the component for software generation was changed. This change was 
performed via two stages:

• Transformation between different OSs.3 The server side of previous version was hardly 
coupled with OS (in particular, Windows). It was based on Qt API and command‐line com‐
pilers. This fragment was reshaped completely. New implementation is Linux oriented, so 
now WikiSPSM can be considered as multiplatform tool.

• Transformation between the paradigms. In order to ensure better throughput of computing 
application, server was redesigned to schedule tasks in distributed infrastructures. Ubuntu 
One and Open Stack private clouds were chosen for the pilot project (Figure 5). Distributed 
file system NFS is used for the communication of working nodes.

Tests of redesigned component show very good results. For example, for 150 tasks, Monte‐
Carlo problem using new (bridged to distributed systems) execution component was solved 
in two times faster than initial server‐based application component. The “toy example” 
( calculation of the factorial of big numbers) was solved eight times faster.

More comprehensive information about WikiSPSM could be found in Ref. [11, 12, 20, 21].

2Server side” here means general backend including cloud also.
3OS—the operating system.
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5. Related work

As far as authors of the chapter know the conception of Engineering, SOC with design proce‐
dures as Web services has almost no complete competitors worldwide [3]. However, partial 
comparison to other systems is possible.

The original numerical algorithms are in the background of WebALLTED [3, 7, 8, 9], e.g., 
algorithms for analysis of steady or transient state, frequency, algorithms for parametrical 
optimization, yield maximization, and so on. The proposed approach to application design 
is completely different from present attempts to use the whole indivisible applied software 
in the grid/cloud infrastructure as it is done in Cloud SME, TINACloud, PartSim, RT‐LAB, 
FineSimPro, and CloudSME.

WebALLTED was compared to SPICE. The following positive features of WebALLTED were 
observed:

• Improvements on simulation rapidity and numerical convergence;

• Inclusive procedure of optimization and tolerance threshold setting;

• Sensitivity of analysis tools;

• Different approach of the determination of secondary response parameters (e.g., delays);

• Richer possibilities to perform user‐defined modeling;

• Novel way of generate a system‐level model of MEMS from FEM component equations 
(e.g., being received by means of ANSYS) [7];

• Dynamicity of the software architecture configuration in the terms of composed services 
and working nodes.

For evaluation the possibilities of WikiSPSM, it has been compared to other commercial 
(Mathematica) and open‐source (Scilab) products. All compared products support rich set 

Figure 5. The architecture of WikiSPSM with the cloud computing component.
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of mathematical functions; however, Mathematica’s list of functions [13, 18] is most distin‐
guishing for the problems of mathematical programming. WikiSPSM uses NetLib reposi‐
tory LAPACK [19] for C++ and FORTRAN, so they provide more functionality as Scilab 
[14]. In  contrast to Mathematica and Scilab, WikiSPSM cannot reuse its functions directly, 
because it is Web based, and all the programs are executed on the server side, not locally. 
However, WikiSPSM shows best result by the possibility to extend system repository. Other 
systems have different single‐user‐oriented architecture. Moreover, they have only a little 
possibility to change system functions or extend the core of the system by user subroutines.

6. Conclusions

The following conclusion can be made:

• The analysis of a current state of scientific software development tools proves the urgent need of 
existing tools re‐engineering to enable their operation in distributed computing environments.

• The original concept of the service‐oriented distributed scientific applications development 
(with computing procedures as Web services) has the following innovative features:

• Division of the entire computational process into separate loosely coupled stages and 
procedures for their subsequent transfer to the form of unified software services;

• Creation of a repository of computational Web services which contains components de‐
veloped by different producers that support collective research application development 
and globalization of R&D activities;

• Separation services into environment supporting (generic) services and application sup‐
porting services;

• Unique Web services to enable automatic formation of mathematical models for the so‐
lution tasks in the form of equation descriptions or equivalent substituting schemes;

• Personalized and customized user‐centric application design enabling users to build and 
adjust their design scenario and workflow by selecting the necessary Web services to be 
executed on grid/cloud resources;

• Re‐composition of multidisciplinary applications can at runtime because Web services 
can be further discovered after the application has been deployed;

• Service metadata creation to allow meaningful definition of information in cloud envi‐
ronments for many service providers which may reside within the same infrastructure 
by agreement on linked ontology;

• The possibility to collaborate using Wiki technologies and reuse software at code level 
as well as at service level.

• The prototype of the service‐oriented engineering design platform was developed on the 
base of the proposed architecture for electronic design automation domain. Beside EDA 
the simulation, analysis and design can be done using WebALLTED for different control 
systems and dynamic systems.
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• The prototype of collaboration‐oriented stochastic programming and modeling system 
WikiSPMS was developed on the base of Wiki technologies and open‐source software.

We believe that the results of the projects will have direct positive impact in the scientific software 
development, because of the bridging two technologies, each of them promises good perfor‐
mance. The power of the Wiki technologies, software services, and clouds will ensure the ability 
of the interactive collaboration on software developing using the terms of particular domain.
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Abstract

The analytic hierarchy process (AHP) and the analytic network process (ANP) are impor-
tant multi-criteria decision-making (MCDM) methods for solving strategic decision 
problems. In the field of the research and teaching projects of a university’s Management 
Science Department, the use of adequate decision support systems (DSS) enables an 
appropriate application and acceptance of these methods. By reason of the great variety 
of AHP-DSS, the aim of this paper is the selection of AHP-supporting software. Owing to 
the interdependencies of the software quality criteria, these influences can be evaluated 
appropriately by the ANP. As for the various requirements of the different department 
members, the ANP procedure is linked with the DEMATEL approach. Within such a 
combined framework (DANP), the alternate software products and their quality selec-
tion criteria are transparently analysed and evaluated from a multi-personal point of 
view. The described procedure is an object of reference to solve such structuring and 
evaluation problems by support of parallel and/or distributed computing architecture.

Keywords: analytic hierarchy process (AHP), analytic network process (ANP), 
DEMATEL, DSS evaluation, parallel and distributed computing

1. Introduction

In the field of academic teaching and research, the multi-criteria decision-making (MCDM) 
methods gain ongoing increasing importance. In many lectures, seminaries, exercises, tuto-
rials, papers, etc., these methods are presented, and decision support systems (DSS) are 
applied. The same applies to academic research and paper production. Within this context, 
the analytic hierarchy process (AHP) and the analytic network process (ANP) are regarded 
as important MCDM methods to solve strategic decision problems. Additionally, the impact 
of these two methods in the literature is continuously growing. Thereby, working with these 
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methods and embedding them into the systematic environment of an adequate DSS becomes 
undeniable for students and academic staff.

Despite the comparatively less sophisticated mathematical computation of the more popular 
AHP, it is necessary to secure an efficient application of this method by a suitable DSS. By 
this, a correct implementation of this method is brought forward and the acceptance of aca-
demic staff and students can be boosted. On this background, the paper presents five substan-
tially varying AHP-DSS, evaluated by five members of a Management Science Department of 
a medium-sized university. These persons have different profiles in academic teaching and 
research experiences, requirements and preferences. Based on standard criteria of ISO/IEC 
25010 to evaluate the quality of software products, modified criteria were customized to the 
specificity of AHP software products and the demands of a Management Science Department. 
To cope with (inter-)dependencies of the evaluation criteria, the ANP is used as evaluation 
method and supported by DEMATEL to reconsider the wide range of requirements of the dif-
ferent department members. As a contribution to the field of ANP application, the DANP pro-
cedure is transparently shown. Furthermore, the implications of more network complexity and 
of an enhancing number of experts with diverging software quality requirements regarding 
a demand for parallel and/or distributed computing architectures are subsequently focused.

The remainder of the chapter is organized as follows: Section 2 provides a critical overview of 
AHP’s and ANP’s conceptual foundations in the field of discrete strategic decision problems. 
Furthermore, the necessity of using DSS is pointed out. Section 3 is devoted to the research 
framework and the evaluation of AHP-DSS with DANP followed by considerations on a pos-
sible support by parallel and distributed computing (Section 4). The chapter ends with a sum-
mary of the main results of the study as well as with concluding remarks and future prospects 
(Section 5).

2. Applying AHP and ANP in a Management Science Department

One of the fundamental tasks of Management Science is the support of complex managerial 
decision problems. For this purpose, information and supporting methodology relevant to the 
decision-making process must be made available. This applies particularly to the field of future-
oriented strategic decision settings which require top management, involve the allocation of a 
large amount of resources, are likely to have a significant impact on the long-term prosperity of 
the company with major consequences and necessitate to consider internal and external environ-
mental factors [1]. Academic teaching and research in business has to take these requirements 
into account and to embed these decision problems in a multidimensional decision system with 
diverging goals. This task can be induced by multiple top-goals (to be sufficed in a not-for-
profit organization) or an analogous structure of the relationship between multiple causes and 
one intended financial effect in the context of the steering tasks of a traditional entrepreneurial 
organization and its cause-and-effect structure relevant for financial performance generation.

The analysis of multiple goal decision problems has evolved continuously over recent decades, 
primarily in the field of operations research (OR) beginning with goal programming [2–4]. 
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In business, OR is an important support for decision-making by available adequate MCDM 
methods. Such methods are becoming increasingly important for decision support functions. 
The results of a performed MCDM related bibliometric study [5] revealed that AHP [6–9] and 
ANP [10–13] are two of the most adequate decision support methods and the most important 
MADM approaches for solving complex discrete decision problems. Comparative advantages 
of both methods are for instance that they are able to cope with quantitative and qualitative cri-
teria by the possibility of considering ordinal and cardinal judgements, with the involvement 
of more than one decision maker and the ongoing development of efficient software support.

Within the AHP, decision problems have to be structured in a clear and unambiguous hier-
archy with an overall goal, sub-goals, criteria and alternatives. The ANP—as a more general 
form of the AHP—exceeds the AHP by the possibility to consider dependence and feedback 
between criteria referring to the problem.

With respect to the complexity of strategic management decisions which can be disassembled 
into variety (number and type of elements) and connectivity (number and type of relations 
between the elements), there can be distinguished between managerial decision problems with 
a lower and a higher degree of complexity. As the variety of elements is not influencing the 
choice between AHP and ANP due to the fact that both approaches can handle a lot of different 
decision elements at the same time, the focus lies on the connectivity aspect of a decision envi-
ronment. If there is a lower level of complexity with a manageable amount of dependencies in a 
hierarchic structure, the AHP can be used. In the case of higher complexity (increasing connec-
tivity) with more horizontal dependencies, the ANP is the adequate decision support technique.

Even though many complex strategic decision settings can be depicted through a network 
structure, an ANP model must not yield better results than using the AHP [14]. Using hierar-
chies (as structural characteristic of the AHP) has furthermore the advantage that this system 
can be used to describe changes in priority on higher levels affect the priority of elements on 
lower levels. Constraints of the elements on a level are represented on the next higher level to 
ensure that they are met. Moreover, hierarchies are stable and flexible which means that small 
changes cause small effects and that additions to a well-structured hierarchy do not disrupt 
the performance [6, 7].

The AHP can support complex strategic decisions, e.g. the selection of new suppliers, loca-
tions of production plants or capital goods of any kind [5]. By contrast, the ANP should be 
used in case of interdependencies between criteria, for instance, to be reconsidered in means-
end-relationships for organizational policy on the basis of the cause-and-effect structure of 
the financial performance generation. In comparison to ANP, the AHP is furthermore more 
popular because of less complexity during the modelling process and on the other hand due 
to less sophisticated mathematical requirements. But nevertheless, AHP-DSS are necessary 
for an adequate application of the method and its acceptance by scholars and managers. 
As DSS comprise a wide spectrum of characteristics, it is important to select a product ade-
quate to requirements which will vary within a Management Science Department according 
to different persons and their functions. Therefore, our aim is a transparent evaluation of 
selected AHP-DSS in a multi-personally organized process.

DANP-Evaluation of AHP-DSS
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As the relevance of the AHP for scientists and practitioners is proved in bibliometric studies 
[5, 15], a need for AHP-adequate software support for these groups of persons is comprehen-
sible. The question is first of all, if such software products should be evaluated and selected 
by AHP or by ANP?

Even though AHP-based evaluations of AHP-software exist [16–18], it is to be considered that 
some criteria relevant for quality estimation of AHP-oriented software products in academic 
departments do not seem to be independent from each other. Therefore, it seems to be an 
appropriate option to use ANP for our evaluation.

As there is no ANP-based evaluation of AHP-software to be found in the literature, which 
might support our software evaluation problem, an own tailor-made process of selecting AHP 
software, adequate to the research and teaching requirements and demands of a Management 
Science Department was developed.

3. DANP-evaluation of AHP-DSS

3.1. Selection of AHP-DSS

Owing to the wide range of software solutions supporting AHP application [17], the selection 
of software has to be conducted first, whereby initially all products are relevant which are 
freeware or are ensuring a free trial access for evaluation purposes (at least for a limited time 
period). Regarding the fact that Questfox is a Software as a Service (SaaS) product which has 
to be accessed by users via a web browser, this solution was excluded from our list of potential 
evaluation products. For a mutual evaluation of software solutions, it is important to deter-
mine a manageable number of evaluation alternatives. By random selection, MakeItRational, 
Qualica Decision Suite, SelectPro, easy-mind and SuperDecisions have been determined for our 
evaluation.

3.2. Evaluation criteria derived from international standard norm

Evaluating software demands to consider commonly understood quality criteria. The first part 
of the international standard norm ISO/IEC 25010-1:2011 “Systems and software engineering. 
Systems and software Quality Requirements and Evaluation (SQuaRE). System and software 
quality models” provides a first foundation for our software evaluation. Scope of this interna-
tional standard is the definition of a product quality model composed of eight characteristics 
that relate to static properties of software and dynamic properties of the computer system.

With respect to the evaluation of AHP software products and the underlying standard norm, 
the focus of interest lies on the product quality from a user’s point of view. The quality criteria 
provided by ISO/IEC are postulated for software evaluations in general. But on account of a 
certain lack of concreteness with respect to AHP software products, these criteria had to be 
customized for the teaching and research requirements of the members of the Management 
Science Department. Thereby, this standard norm is used as a starting point to develop relevant 
criteria for the evaluation of AHP software products. The results of the transition process are 
shown in Figure 1.

Recent Progress in Parallel and Distributed Computing90



As the relevance of the AHP for scientists and practitioners is proved in bibliometric studies 
[5, 15], a need for AHP-adequate software support for these groups of persons is comprehen-
sible. The question is first of all, if such software products should be evaluated and selected 
by AHP or by ANP?

Even though AHP-based evaluations of AHP-software exist [16–18], it is to be considered that 
some criteria relevant for quality estimation of AHP-oriented software products in academic 
departments do not seem to be independent from each other. Therefore, it seems to be an 
appropriate option to use ANP for our evaluation.

As there is no ANP-based evaluation of AHP-software to be found in the literature, which 
might support our software evaluation problem, an own tailor-made process of selecting AHP 
software, adequate to the research and teaching requirements and demands of a Management 
Science Department was developed.

3. DANP-evaluation of AHP-DSS

3.1. Selection of AHP-DSS

Owing to the wide range of software solutions supporting AHP application [17], the selection 
of software has to be conducted first, whereby initially all products are relevant which are 
freeware or are ensuring a free trial access for evaluation purposes (at least for a limited time 
period). Regarding the fact that Questfox is a Software as a Service (SaaS) product which has 
to be accessed by users via a web browser, this solution was excluded from our list of potential 
evaluation products. For a mutual evaluation of software solutions, it is important to deter-
mine a manageable number of evaluation alternatives. By random selection, MakeItRational, 
Qualica Decision Suite, SelectPro, easy-mind and SuperDecisions have been determined for our 
evaluation.

3.2. Evaluation criteria derived from international standard norm

Evaluating software demands to consider commonly understood quality criteria. The first part 
of the international standard norm ISO/IEC 25010-1:2011 “Systems and software engineering. 
Systems and software Quality Requirements and Evaluation (SQuaRE). System and software 
quality models” provides a first foundation for our software evaluation. Scope of this interna-
tional standard is the definition of a product quality model composed of eight characteristics 
that relate to static properties of software and dynamic properties of the computer system.

With respect to the evaluation of AHP software products and the underlying standard norm, 
the focus of interest lies on the product quality from a user’s point of view. The quality criteria 
provided by ISO/IEC are postulated for software evaluations in general. But on account of a 
certain lack of concreteness with respect to AHP software products, these criteria had to be 
customized for the teaching and research requirements of the members of the Management 
Science Department. Thereby, this standard norm is used as a starting point to develop relevant 
criteria for the evaluation of AHP software products. The results of the transition process are 
shown in Figure 1.

Recent Progress in Parallel and Distributed Computing90

Partial pretests suggested that all software alternatives worked efficiently and secure enough 
for the department’s purposes. Furthermore, there was no need for us to modify the software. 
Therefore, the criteria performance efficiency, security and maintainability could be disre-
garded in our model in order to avoid an unnecessarily high level of complexity. Moreover, we 
added costs and advanced functions as clusters to our model. Within costs, the initial invest-
ment was regarded exclusively. The criteria within advanced functions are AHP/ANP-specific 
as they are derived from special requirements towards Group decision making [19–21], 
Transparency, Benefits-Opportunities-Costs-Risks (BOCR) modelling [22, 23] and more gen-
eral AHP advancements. Group decision modelling is an important characteristic as decisions 
with uncertain attributes often have to be solved in a group context to achieve a broader base of 
intersubjectivation or objectivity. Furthermore, transparency is necessary for performing sen-
sitivity analysis as well as for the interpretation of the results. In this context, the possibility of 
BOCR modelling is inevitable for structuring complex strategic decision settings. Apart from 
structuring, it is moreover possible to cope with scale incommensurability [22, 24–26]. The 
possibilities of considering horizontal (inter-)dependencies (ANP-extension) or multiplicative 
AHP [27] are subsumed under AHP advancements.

3.3. DANP-evaluation framework

3.3.1. Application of DANP in literature

As (inter-)dependencies can be assumed between the derived criteria in Figure 1, an approach 
has to be used being able to cope with this kind of criteria structure. So, the ANP moves into 
focus and is therefore considered to be an adequate evaluation method.

Figure 1. Transition process for criteria identification.

DANP-Evaluation of AHP-DSS
http://dx.doi.org/10.5772/67130

91



In order to meet our group decision requirements, we additionally use the DEMATEL 
approach [28–30] for identifying criteria (inter-)dependencies within the ANP evaluation 
model. Regarding its frequency ranked in the literature [31] shortly beyond fuzzy set theory, 
DEMATEL belongs to the most common auxiliary tools of ANP—as such denoted by DANP.

In order to highlight the importance of DEMATEL in the field of the ANP literature, we ana-
lysed the bibliometric study of Kaspar [15], who used for his study the leading databases 
EBSCOhost Business Source® Complete, SciVerse® ScienceDirect and Thomson Reuters Web 
of Knowledge and thus exceeded other bibliometric studies on the ANP [32, 33] to achieve a 
maximum scope of the literature. The procedure covers three databases and a time horizon 
from 1998 to 2012 (database accesses for 1998–2011: July 16, 2012 and for 2012: January 28, 
2013 [15]). In total, Kaspar found 4187 AHP publications and 613 ANP publications within 
the databases using the keywords “analytic hierarchy process” and “analytical hierarchy pro-
cess”, respectively, “analytic network process” and “analytical network process” in titles, key 
words or abstracts [15]. About 52 publications dealt with DEMATEL [15].

Figure 2 [15] gives an overview of AHP and ANP publications from 1998 to 2012. Both methods 
show a clear upward trend in the timeline, especially rising with the last few years. Although 
there is a clear growth of ANP related publications, the comparison of total numbers of the 
publications points out that AHP seems to be more popular in research and practice. This 
might be due to a lack of software support for ANP and its more complex cognitive require-
ments. Thereby, evaluating and selecting adequate DSS is an important task to improve the 
chances of these MCDM methods to be accepted and implemented in a real multi-personal 
decision contexts. As existing evaluations [16, 18, 34] do not work with advanced approaches 
as the ANP and/or DEMATEL, and since the 52 publications using DEMATEL within an ANP 
procedure did not supply any evaluation of AHP software, a new study on this was motivated.

Figure 2. Overview of AHP and ANP publications (1998–2012).
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3.3.2. Formal description of DEMATEL for ANP

In order to achieve a better understanding of our evaluation, we start with a short formal 
explanation of the DEMATEL approach [28]. The initial step within DEMATEL is the deter-
mination of the influence values   ∝  ij  r    for each decision maker DMr (r = 1, …, R) for all criteria 
elements (software alternatives are excluded). The influence values are on an ordinal scale 
from “0” (no influence) to “4” (extreme strong influence). For synthesizing the group, the next 
step is to calculate the average matrix    ̂  F  :

    ̂  F  =   1 __ R      ∑  
r=1

  
R
     [   ∝  i.j  r   ]    

m×m
.    (1)

which has to be normalized by scalar â, in the following way:

     ̂  F   norm    =       ̂  F  __ â      (2)

  â  = max   (   max  1≤i≤m    ∑ j=1  m     ∝  i.j  ,  max  1≤j≤m    ∑ i=1  m     ∝  i.j   )  .   (3)

As a next step, the total-influence matrix    ̂  T   is to be calculated as follows in order to consider 
the indirect effects:

   where lim  k→ ∞      ̂  F   norm        k    =    [   ̂  0  ]  m×m    (4)

   and lim  k→ ∞    (    ̂  E   +   ̂  F   norm   +    ̂  F   norm        2    + …   +     ̂  F   norm        k  )     =     (    ̂  E   −     ̂  F   norm   )     
−1

 ,  (5)

   and   ̂  T  =    ̂  E   −     ̂  F   norm        k   or    ̂  T  =    ̂  F   norm     (    ̂  E  −    ̂  F   norm   )     
−1

 .   (6)

Having constructed    ̂  T  , it is necessary to set a threshold value of the required influence level. 
Only some elements, of which the influence level in matrix F is higher than the threshold 
value, can be chosen and converted into the impact-digraph-map respectively into the ANP 
network model [28, 29].

According to the setting of a threshold value, there is no fixed determination rule. It can be 
decided by experts through discussions [35] or brainstorming [28]. Another possibility would 
be the exogenous determination by a meta-decision maker. Regardless of the variant of deter-
mination, the threshold value should not be too high (too low), as only a few (too many) 
dependencies would be considered within the ANP model [36].

3.3.3. Construction of the evaluation network model: clustering and dependencies

Before identifying the dependencies within the model, all evaluation criteria have to be assigned 
to clusters. To cope with scale incommensurability [26], our evaluation model fundamentally 
consists of the two subnets Benefits (with performance quality criteria which should be assessed 
by ordinal judgements) and Costs (priorities are derived from monetary values). The overlap-
ping alternatives-cluster consisting of the five AHP-DSS A1 to A5 is an integral part of both sub-
nets. The subnet costs contain only one cluster with the element initial investment. The subnet 
benefits further contains the clusters usability (US), compatibility (CO), functional suitability 
(FS), reliability (RE) and advanced functions (AF) which are further explained in the evaluation 
process. All suggested characteristics have to be individually specified to ensure the principle 
of preferential independence.
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Having derived and clustered the relevant criteria and (inter-)dependencies with 
DEMATEL, the evaluation model is created in a network structure. In order to reach a result 
representing the different needs of the department’s members, the estimations should be 
the output of a multi-personal estimation, reconsidering different personal requirements 
with weighed and assessed estimations thus caring for a higher level of intersubjectivity/
objectivity. The members of this group—an advanced Master-student (Tutor), academic 
lecturers and professors—had graduations in Management Science/Business, Informatics 
and Mathematics, and rated the strength of the dependencies between all model elements 
within benefits subnet. For assessing the strength of model influences the DEMATEL stan-
dard scale with “0 = no interdependency”, “1 = low influence”, “2 = medium influence”, 
“3 = high influence” and “4 = very high influence” is used. The results in form of    ̂  T   are shown 
in Table 1 (see the Appendix for individual direct relation matrices    [   ∝  

i.j
  r   ]    

m×m
   ), whereby the 

number in each cell indicates the influence of the row element on the column element. 
Following Ou Yang [28] we interpret an influence as essential and considerable if it exceeds 
a threshold value of 0.1. Such an exceedance characterises an influence as significant and 
therefore to be subsequently considered in the model of (inter-)dependencies, whereas 
influences not surpassing this threshold are to be neglected in the model as insignificant. 
Influences regarded as significant and therefore to be considered are highlighted in the 
Table by bold numbers. Thereupon the influences are transferred as (inter-)dependencies 
to the evaluation model to complete the network structure. For improving the overall view 
of the model, within the ANP approach, the (inter-)dependencies are aggregated by clus-
ters and then visualized by directional arrows. Arrows with double tips are used for rep-
resenting interdependencies. Figure 3 shows the final evaluation model for AHP software.

3.4. Assessments and results

3.4.1. Preliminary remarks

Users’ individual requirements towards adequate/appropriate software solutions can vary 
strongly. Therefore, our aim is not primarily to determine a “best DSS” as a general recommen-
dation from the point of view of the members of a Management Science Department. Instead, 
our evaluation focuses on a transparent confrontation with the 5 heterogeneous products dis-
playing their dependencies and interdependencies within the network of our evaluation criteria.

At an expert workshop, the pairwise comparisons as for the software alternatives’ fulfilment 
of the quality criteria were performed by the authors’ mutual agreement to derive a consensus 
[37]. So, there was no necessity to aggregate the results with the support of a group decision 
rule. But within a greater department with more experts sharing the evaluation procedure 
such a rule might have made sense. To evaluate the alternate software products, we con-
structed a multi-criteria standard problem to be handled by the different DSS. The matrices 
representing the judgements on Saaty’s 1 (“equal importance”)-to-9 (“extreme importance”) 
scale [13] are listed below. In the tables, C.R. stands for consistency ratio. The more incon-
sistent the pairwise judgements, the higher the consistency ratio. Theory suggests that if the 
consistency ratio for the matrix is not smaller than 0.1, the ratios should be adjusted to make 
them more consistent. In our evaluation, there was no need for additional adjustments.
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The local priorities of the criteria are shown at the bottom of each table, providing evidence 
of their importance. The priorities in our study are derived by Saaty’s principal eigenvalue 
method [6, 38, 39].

The next subsection deals with the direct assessments for alternatives’ clusters, followed 
by the presentation of subnets benefits’ unweighted supermatrix     ̂  S    

U

   and the clustermatrix    ̂  C   
showing the indirect influences.

3.4.2. Assessments for alternatives cluster

Subsequently, the pairwise comparisons of the DSS alternatives are represented by clusters. 
Regarding the functional completeness (FS1, see Table 2), all software alternatives except 
Qualica Decision Suite—which cannot handle different alternatives—are equipped with a large 
and detailed set of functions to handle problems by support of AHP, including dynamic sen-
sitivity analysis, direct data entry and consistency calculation. With respect to the hierarchy 
to be modelled, the number of criteria, levels and alternatives are not limited in all software 
products. Highlighting distinctive features, it can be pointed out that MakeItRational contains a 
special alert feature which proposes steps for trouble-shooting when inconsistency reaches 0.1. 
SuperDecisions and SelectPro comparatively provide the best sensitivity  analysis and the largest 
set of functions according to direct data entry possibilities. In addition, SuperDecisions provides 
a broader range of rating possibilities (direct priorities, graphically or numbers on 1–9 scale).

Figure 3. Final DANP-evaluation model for AHP software.
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Within all DSS, the provided functions work correctly (functional correctness, FS2, see Table 2). 
Due to Qualica Decision Suite’s inability regarding to the handling of alternatives, it is not pos-
sible to achieve a final AHP calculation result. MakeItRational, SuperDecisions and SelectPro 
provide a large number of possibilities to show the results either in a graphical way or as 
data tables. Unfortunately, the given results of SuperDecisions and SelectPro are sometimes not 
exact in fourth or fifth decimal place (SuperDecisions sometimes curiously displays later on, 
e.g. 3.0003 instead of the original value of 3.0 inside the evaluation matrices). Furthermore, 
MakeItRational has slight advantages because of its advanced visualization possibilities for the 
results including alternatives, criteria and ranking comparisons as well as handling of local and 
global weights.

With respect to the appropriateness [7] of recognizability (US1, see Table 3), MakeItRational 
and SuperDecisions provide the best information about the supported functions on their web-
site as well as free trials equipped with the full set of functions, even if MakeItRational is 
slightly more detailed, whereas SuperDecisions needs registration to download the trial ver-
sion. SelectPro offers a 30-day and fully functional demo-version without registration, but 
does not inform about the functions, while easy-mind’s provided information about the func-
tions is not structured helpfully and partly overhauled. In addition, easy-mind’s trial is hardly 
limited in its use of functions. Qualica Decision Suite finally allows to download a 30-day trial 
with all features, but it is absolutely not evident, which functions the software offers or if it 
supports AHP at all.

Functional suitability easy-mind MakeItRational Qualica D S SelectPro SuperDecisions

FS1: Functional completeness

C.R. = 0.05793

easy-mind 1 1/2 7 1/3 1/3

Make ItRational 2 1 8 1/3 1/3

Qualica D S 1/7 1/8 1 1/8 1/9

SelectPro 3 3 8 1 1/2

SuperDecisions 3 3 9 2 1

Local priority 0.11872 0.16196 0.02774 0.29620 0.39538

FS2: Functional correctness

C.R. = 0.06412

easy-mind 1 1/5 7 1/4 1/3

MakeItRational 5 1 9 2 3

Qualica D S 1/7 1/9 1 1/8 1/8

SelectPro 4 1/2 8 1 2

SuperDecisions 3 1/3 8 1/2 1

Local priority 0.09452 0.42264 0.02738 0.27347 0.18199

Table 2. Judgements of the alternatives I (FS).

DANP-Evaluation of AHP-DSS
http://dx.doi.org/10.5772/67130

97



Usability easy-mind MakeItRational Qualica D S SelectPro SuperDecisions

US1: Appropriateness recognizability

C.R. = 0.04383

easy-mind 1 1/4 7 1/2 1/3

MakeItRational 4 1 9 3 2

Qualica D S 1/7 1/9 1 1/8 1(8

SelectPro 2 1/3 8 1 1/2

SuperDecisions 3 1/2 8 2 1

Local priority 0.11351 0.41896 0.02805 0.17265 0.26683

US2: Learnability

C.R. = 0.01875

easy-mind 1 1/5 3 1/3 3

MakeItRational 5 1 9 3 9

Qualica D S 1/3 1/9 1 1/5 1

SelectPro 3 1/3 5 1 5

SuperDecisions 1/3 1/9 1 1/5 1

Local priority 0.11737 0.53822 0.04817 0.24808 0.04817

US3: Operability

C.R. = 0.03498

easy-mind 1 1/4 4 1/4 4

MakeItRational 4 1 6 1 6

Qualica D S 1/4 1/6 1 1/6 1

SelectPro 4 1 6 1 6

SuperDecisions 1/4 1/6 1 1/6 1

Local priority 0.14386 0.37688 0.05119 0.37688 0.05119

US4: User error protection

C.R. = 0.00385

easy-mind 1 1/3 2 1/2 1

MakeItRational 3 1 5 2 3

Qualica D S 1/2 1/5 1 1/3 1/2

SelectPro 2 1/2 3 1 2

SuperDecisions 1 1/3 2 1/2 1

Local priority 0.13500 0.41428 0.07427 0.24145 0.13500
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With regard to the criterion learnability (US2, see Table 3), MakeItRational, SelectPro and easy-
mind are much more intuitively to handle and more advanced in providing assistants, help-
ing hints and tools, online guides and tutorials as well as examples. The other two software 
alternatives were more difficult to understand with respect to a convenient handling and had 
a less number of helpful tools.

Operability (US3, see Table 3) was more complex in Qualica Decision Suite and SuperDecisions 
and a longer initiation period was needed to operate with these programs. The commands 
are sometimes hard to find and the next operating step is mostly not obvious. The other three 
programs are more intuitive in handling, they operate using step-by-step methods. Especially 
operating with MakeItRational and SelectPro is easily possible after a very short initiation period.

User error protection (US4, see Table 3) is well-performed in almost all DSS alternatives, the 
differences are slight. Best hints, handling and protection from errors [7] are implemented in 
MakeItRational and SelectPro. Within MakeItRational, we did not manage to produce any errors. 
Owing to the non-step-by-step operating structure of SuperDecisions, errors may occur within 
the working process. Easy-mind has to be saved manually by the user after each operating step 
which produces errors if forgotten.

Regarding the user interface aesthetics (US5, see Table 3), the operation interfaces of SelectPro, 
MakeItRational and Qualica Decision Suite are modern, appealing and clearly arranged. In addi-
tion, they provide a large set of optical adaptation possibilities according to the needs of the 
user, for example, the size of the windows, whereby SelectPro is notably more professional 
compared to the other two software alternatives. Although symbols and view are generally 
clear, the menues and total interface of easy-mind are a little amateurish, and it is not possible 
to make any adaptations. Finally, the menues and structure of SuperDecisions are a little too 
complex and adaptation possibilities are missing, too.

Maturity (RE1, see Table 4) is good in MakeItRational, Qualica Decision Suite and SuperDecisions. 
In SelectPro occurred some errors using the export functions, while easy-mind often produced 
errors in criteria and alternative management as well as browser errors due to easy-mind’s 
nature of a web-based software product.

Usability easy-mind MakeItRational Qualica D S SelectPro SuperDecisions

US5: User interface aesthetics

C.R. = 0.01131

easy-mind 1 1/5 1/5 1/8 1/3

MakeItRational 5 1 1 1/2 3

Qualica D S 5 1 1 1/2 3

SelectPro 8 2 2 1 5

SuperDecisions 3 1/3 1/3 1/5 1

Local priority 0.04249 0.22570 0.22570 0.41691 0.08920

Table 3. Judgements of the alternatives II (US).

DANP-Evaluation of AHP-DSS
http://dx.doi.org/10.5772/67130

99



Regarding fault tolerance (RE2, see Table 4), all programs except easy-mind were robust and 
almost operating in a stable manner. Hints on errors and error handling were sometimes miss-
ing in SelectPro, whereas easy-mind was not able to catch most errors which led to a crash of the 
software.

The recoverability (RE3, see Table 4) of data on error is best solved in easy-mind because the 
user is forced to save each operating step. In all the other software alternatives, data did not 
get lost if saved before manually by the user.

Reliability easy-mind MakeItRational Qualica D S SelectPro SuperDecisions

RE1 : Maturity

C.R. = 0.00443

easy-mind 1 1/6 1/6 1/3 1/6

MakeItRational 6 1 1 3 1

Qualica D S 6 1 1 3 1

SelectPro 3 1/3 1/3 1 1/3

SuperDecisions 6 1 1 3 1

Local priority 0.04393 0.28420 0.28420 0.10348 0.28420

RE2: Fault tolerance

C.R. = 0.00296

easy-mind 1 1/4 1/4 1/3 1/4

MakeItRational 4 1 3 3 2

Qualica D S 4 1/3 1 1 1/2

SelectPro 3 1/3 1 1 1/2

SuperDecisions 4 1 1 2 1

Local priority 0.06137 0.26469 0.26469 0.14457 0.26469

RE3: Recoverability

C.R. = 0.00000

easy-mind 1 4 4 4 4

MakeItRational 1/4 1 1 1 1

Qualica D S 1/4 1 1 1 1

SelectPro 1/4 1 1 1 1

SuperDecisions 1/4 1 1 1 1

Local priority 0.50000 0.12500 0.12500 0.12500 0.12500

Table 4. Judgements of the alternatives III (RE).
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The recoverability (RE3, see Table 4) of data on error is best solved in easy-mind because the 
user is forced to save each operating step. In all the other software alternatives, data did not 
get lost if saved before manually by the user.

Reliability easy-mind MakeItRational Qualica D S SelectPro SuperDecisions

RE1 : Maturity

C.R. = 0.00443

easy-mind 1 1/6 1/6 1/3 1/6

MakeItRational 6 1 1 3 1

Qualica D S 6 1 1 3 1

SelectPro 3 1/3 1/3 1 1/3

SuperDecisions 6 1 1 3 1

Local priority 0.04393 0.28420 0.28420 0.10348 0.28420

RE2: Fault tolerance

C.R. = 0.00296

easy-mind 1 1/4 1/4 1/3 1/4

MakeItRational 4 1 3 3 2

Qualica D S 4 1/3 1 1 1/2

SelectPro 3 1/3 1 1 1/2

SuperDecisions 4 1 1 2 1

Local priority 0.06137 0.26469 0.26469 0.14457 0.26469

RE3: Recoverability

C.R. = 0.00000

easy-mind 1 4 4 4 4

MakeItRational 1/4 1 1 1 1

Qualica D S 1/4 1 1 1 1

SelectPro 1/4 1 1 1 1

SuperDecisions 1/4 1 1 1 1

Local priority 0.50000 0.12500 0.12500 0.12500 0.12500

Table 4. Judgements of the alternatives III (RE).
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The interoperability (CO1, see Table 5), especially the export of data, is very strong in 
Qualica Decision Suite, which supports the most important file types. MakeItRational and 
SelectPro  provide satisfying import and export possibilities (e.g. jpg, doc and xls), although 
MakeItRational is a little more advanced supporting pdf, html and chart images. While 
SuperDecisions is only able to handle MS Excel-importable text files for the super, limit and 
cluster matrices, easy-mind provides no import or export functions at all.

All alternatives run on Windows, which was the testing environment, but installability (CO2, 
see Table 5) within other systems is not guaranteed for SelectPro and Qualica Decision Suite by 
the developer, whereas SuperDecisions runs on different versions of Windows, Mac, Ubuntu 
and Linux. Thereby, easy-mind has great advantage due to its nature as independent web-based 
product as well as MakeItRational which can run as desktop version or web-based in a web-
browser with MS Silverlight.

Group decision-making (AF1, see Table 6) is implemented in all DSS products except in 
SuperDecisions, but Qualica Decision Suite provides only mail questionnaires which have to be 
inserted by the moderator. The left three software alternatives support remote group decision 
making, whereby the number of users is only limited in easy-mind. SelectPro is overall the most 
professional in rating, calculating the mean and comparing the single user votes.

Compatibility easy-mind MakeItRational 
Qualica D S

Qualica D S SelectPro SuperDecisions

CO1: Interoperability

C.R. = 0.05434

easy-mind 1 1/8 1/9 1/6 1/2

MakeItRational 8 1 1/3 3 6

Qualica D S 9 3 1 5 8

SelectPro 6 1/3 1/5 1 4

SuperDecisions 2 1/6 1/8 1/4 1

Local priority 0.03251 0.26810 0.51290 0.13744 0.04906

CO2: Installability

C.R. = 0.00296

easy-mind 1 1 3 3 2

MakeItRational 1 1 3 3 2

Qualica D S 1/3 1/3 1 1 1/2

SelectPro 1/3 1/3 1 1 1/2

SuperDecisions 1/2 1/2 2 2 1

Local priority 0.31328 0.31328 0.09857 0.09857 0.17630

Table 5. Judgements of the alternatives IV (CO).
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Advanced functions easy-mind MakeItRational Qualica D S SelectPro SuperDecisions

AF1: Group decision making

C.R. = 0.04604

easy-mind 1 1/2 4 1/3 6

MakeItRational 2 1 5 1/2 7

Qualica D S 1/4 1/5 1 1/6 4

SelectPro 3 2 6 1 9

SuperDecisions 1/6 1/7 1/4 1/9 1

Local priority 0.18244 0.27821 0.07216 0.43475 0.03245

AF2: Transparency

C.R. = 0.01621

easy-mind 1 1/4 2 1/6 1

MakeItRational 4 1 5 1/2 5

Qualica D S 1/2 1/5 1 1/7 1/2

SelectPro 6 2 7 1 6

SuperDecisions 1 1/5 2 1/6 1

Local priority 0.08358 0.30371 0.05191 0.48022 0.08058

AF3: BOCR

C.R. = 0.00937

easy-mind 1 3 3 1 1/5

MakeItRational 1/3 1 1 1/3 1/9

Qualica D S 1/3 1 1 1/3 1/9

SelectPro 1 3 3 1 1/5

SuperDecisions 5 9 9 5 1

Local priority 0.14578 0.05389 0.05389 0.14578 0.60066

AF4: AHP advancements

C.R. = 0.00000

easy-mind 1 1 1 1 1/9

MakeItRational 1 1 1 1 1/9

Qualica D S 1 1 1 1 1/9

SelectPro 1 1 1 1 1/9

SuperDecisions 9 9 9 9 1

Local priority 0.07692 0.07692 0.07692 0.07692 0.69231

Table 6. Judgements of the alternatives V (AF).
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Advanced functions easy-mind MakeItRational Qualica D S SelectPro SuperDecisions

AF1: Group decision making

C.R. = 0.04604

easy-mind 1 1/2 4 1/3 6

MakeItRational 2 1 5 1/2 7

Qualica D S 1/4 1/5 1 1/6 4

SelectPro 3 2 6 1 9

SuperDecisions 1/6 1/7 1/4 1/9 1

Local priority 0.18244 0.27821 0.07216 0.43475 0.03245

AF2: Transparency

C.R. = 0.01621

easy-mind 1 1/4 2 1/6 1

MakeItRational 4 1 5 1/2 5

Qualica D S 1/2 1/5 1 1/7 1/2

SelectPro 6 2 7 1 6

SuperDecisions 1 1/5 2 1/6 1

Local priority 0.08358 0.30371 0.05191 0.48022 0.08058

AF3: BOCR

C.R. = 0.00937

easy-mind 1 3 3 1 1/5

MakeItRational 1/3 1 1 1/3 1/9

Qualica D S 1/3 1 1 1/3 1/9

SelectPro 1 3 3 1 1/5

SuperDecisions 5 9 9 5 1

Local priority 0.14578 0.05389 0.05389 0.14578 0.60066

AF4: AHP advancements

C.R. = 0.00000

easy-mind 1 1 1 1 1/9

MakeItRational 1 1 1 1 1/9

Qualica D S 1 1 1 1 1/9

SelectPro 1 1 1 1 1/9

SuperDecisions 9 9 9 9 1

Local priority 0.07692 0.07692 0.07692 0.07692 0.69231

Table 6. Judgements of the alternatives V (AF).
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Transparency (AF2, see Table 6) is strongest in SelectPro, which shows at every time and on 
every level the current results for each user, alternative, criterion, weight and priority as com-
parable data as well as graphically. Each alternative and criterion can be deselected at each 
time with automatically actualized results. For the criteria, this is possible in MakeItRational, 
too, which provides slightly less transparency to the user. SuperDecisions and easy-mind give 
at least a good overview about the partial results and values of the criteria and alternatives on 
each level, whereas Qualica Decision Suite shows its transparency only regarding the criteria.

Only SuperDecisions has implemented a real and good working (pre-structured) Benefits, 
Opportunities, Costs, Risks (BOCR) modelling (AF3, see Table 6). SelectPro supports only cost-
score-ratios, while easy-mind handles only direct cardinal entries for BOCR. MakeItRational 
and Qualica Decision Suite have no implemented BOCR support.

None of the software alternatives except SuperDecisions supports any AHP advancements (AF4, 
see Table 6). However, SuperDecisions is the only software product which is able to calculate 
the results by ANP.

Regarding the costs (initial investment), relevant on account of the financial budget restrictions 
of the Management Science Department of a medium-sized university, SuperDecisions and 
easy-mind were the preferred DSS solutions. Users who understand themselves as researchers 
or educators can receive both products for free. As there was no ordinal assessment, the local 
priorities were derived by direct cardinal data entry of the cardinal information (see Table 7). 
Apart from different scaling levels, the criterion initial investment is directed negatively. So, 
the lowest priorities are assigned to the preferred DSS. This reversed ranking will be trans-
formed in the subsequent synthetization process of the entire model.

Owing to the qualitative expert judgements, all priorities are used now to construct     ̂  S    
U

   
(see Table 8). Due to the (inter-)dependencies determined by DEMATEL, several cluster 
comparisons had to be made.

Table 9 shows the arising cluster matrix    ̂  C   of the evaluation.

3.4.3. Final results

For deriving the final priorities, as a first step the weighted supermatrix (    ̂  S    
W

  ) is generated:

     ̂  S    
W

  =    ̂  S    
U
    ×   ̂  C    (7)

Thus,     ̂  S    
 W   k 

 (k = 1,  2,  …,  ∞)  can be raised, until a converging column-stochastic matrix, the limit 
matrix (    ̂  S    

L

  ) is reached.

Costs

Initial investment

C.R. = 0.00000 easy-mind MakeItRational Qualica D S SelectPro SuperDecisions

Local priority 0.00060 0.04008 0.90333 0.05539 0.00060

Table 7. Judgements of the alternatives VI (Costs).

DANP-Evaluation of AHP-DSS
http://dx.doi.org/10.5772/67130
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The final synthesized (additive probabilistic variant) ranking of the software products is 
shown in Figure 4. Thereby, the overall control criteria weighting for subnet benefits was set 
to 0.8 and to 0.2 for subnet costs (preferential value 4 on standard scale).

Owing to our subjective judgements, MakeItRational was found to be the preferred software 
alternative for the purposes of an academic Management Science Department, followed by 
SuperDecisions, easy-mind and SelectPro. The results show that there is a small distance regard-
ing the level of performance. Regarding the other quality criteria, the differences between 
these programs are not extreme, but noticeable. Therefore, different rankings could result, 
if members of other academic departments or of other types of organizations with deviating 
targets, requirements, preferences and size would have evaluated the alternative software 
solutions. So, there may exist contexts, in which another software product than MakeItRational 
would fit better to the needs of the users.

Functional 
suitability (FS)

Usability  
(US)

Reliability  
(RE)

Compatibility 
(CO)

Advanced 
Functions (AF)

Alternatives (A)

Functional 
suitability (FS)

0.0000 0.1667 0.5190 0.0000 0.3333 0.0000

Usability (US) 0.0000 0.1667 0.0000 0.0000 0.0000 0.0000

Reliability (RE) 0.0000 0.1667 0.1775 0.0000 0.0000 0.0000

Compatibility 
(CO)

0.0000 0.1667 0.0000 0.0000 0.0000 0.0000

Advanced 
functions (AF)

0.0000 0.1667 0.0000 0.0000 0.3333 0.0000

Alternatives (A) 0.0000 0.1667 0.3035 1.0000 0.3333 0.0000

Table 9. Cluster matrix (  C  ^   ) subnet benefits.

Figure 4. Synthesized evaluation results (global priorities of the software products).
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MakeItRational, easy-mind and SelectPro, e.g. are convincing due to their very intuitive handling 
and step-by-step operating methods. The commands are obvious to find and easy to under-
stand, mostly supported by helping functions or assistants. In general, the initiation period 
to operate with these programs is very short. Among all software products, MakeItRational is 
the most intuitive and the less complex. Besides, it provides more visualization and export 
possibilities and has the best error protection.

But especially when BOCR modelling or ANP is needed within the decision process, 
SuperDecisions is the only alternative within which these functions are implemented. 
Additionally, it offers more possibilities and functions than MakeItRational that go beyond the 
pure AHP application. But, this charges at learnability and operability. Furthermore, this prod-
uct provides no group decision-making support, which is handled best and most detailed by 
SelectPro, being in this respect a good alternative to MakeItRational. It is the most professional 
in rating, calculating the mean and comparing the single votes. Besides, it scores by its transpar-
ency, showing current results at every time and on every level as comparable data as well as 
graphically.

4. ANP-based evaluation assisted by parallel and distributed computing

The described procedure comprised the structuring of software quality criteria and an evalu-
ation of alternative AHP-supporting software products in the multi-personnel framework of 
a Management Science Department of a medium-sized university. This proceeding delivers 
an object of reference to solve such structuring and evaluation problems in a modified situ-
ation by assistance of parallel and/or distributed computing architecture [7]. If the number 
of experts, whose requirements towards alternative software products diverge, essentially 
enhances (compared with the state of affairs in the aforementioned department) and/or if the 
complexity of the network structure relevant for the evaluation increases considerably, such a 
computing architecture would be advantageous.

Problems to be solved on a strategic decision level with a demand for scientific computing might 
attain a degree of complexity that distributed computing architectures are to be recommended. 
The more complex the ANP-network structure, the more the modelled problem delivers con-
necting factors for such architectures. With its possibilities to intensify the “interaction” among 
different criteria [7, 40], their interlacing can be represented within and between the ANP-clusters 
more clearly. Thus, distributed computing would help to cope with increasing complexity of 
multi-criteria-decision relevant network structures.

The higher the number of experts and the variety of their requirements for software quality, 
the more advantageous would be a parallel computing [7] which enables faster computational 
results [40]. Such computing architectures can support learning processes among the members 
of an expert group which evaluate the quality of alternative software products simultaneously 
within the framework of a multi-personnel, interactive process.
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5. Conclusion

MCDM-DSS is an important tool aid for solving complex strategic decision problems as, e.g. 
arising in a Management Science Department of a medium-sized university. Such a support 
has to suffice the heterogeneous teaching and research tasks of different persons in different 
functions with deviating experiences, requirements and preferences. For these tasks and the 
inhered strategic decisions, AHP and ANP are suitable decision support methods. Problems on 
a standard level of complexity should be solved by AHP, whereby an increasing connectivity 
induces the application of ANP. Both approaches are subject to a growing importance. At this 
time, AHP is relatively more important than ANP in the literature due to less sophisticated 
mathematical calculations but also to a longer existence of the method. A vast number of stra-
tegic decision problems can be handled with AHP. Therefore, an adequate DSS is necessary for 
ensuring mathematical correct method application as well as to bring forward the application 
of this method.

Owing to the great variety of AHP-DSS, the aim of this paper was a transparent evaluation 
of five heterogeneous products from the point of view of the members of a Management 
Science Department. In this context, it was not the aim to give a generalized recommendation 
for one of these products, but to highlight the distinctive differences and special features of 
the evaluated products. Thereby, criteria have been derived from ISO/IEC norm and used. 
As the evaluation was considered as a problem with a higher complexity (connectivity), the 
ANP was used. In order to integrate the specifically inclined states of knowledge of differ-
ent department members and to ensure a higher degree of inter-subjectivity, five members 
of the academic staff with different teaching and research experiences and functions esti-
mated (inter-)dependencies between criteria of software quality. Then, a rating of randomly 
selected software products as for the fulfilment of the quality criteria took place. To improve 
the ANP modelling regarding the identification of (inter-)dependencies as well as to meet the 
requirements of the group members, DEMATEL as the second most important ANP auxiliary 
tool was added to the evaluation framework. With a combination of DEMATEL and ANP 
(DANP), a solid framework for the multi-personnel evaluation has been established. Against 
the backdrop of a certain need of AHP-DSS and a certain lack of adequate software evalua-
tions, the application of DANP to supply the need was pointed out.

It has become clear that the development of further ANP-DSS products can be advised, as well 
as an integration of DEMATEL into the DSS of AHP and ANP. Furthermore, there is a need 
for case studies in the field of DEMATEL combined with AHP and ANP which can further 
clarify and highlight the potential of such a combination and facilitate its usage in practice. 
The more experts with diverging software quality requirements are sharing the structuring 
and evaluating process, the more advantageous it would be to assist the procedure by parallel 
computing architectures. And with increasing complexity of the quality criteria’s network, 
the development of such a structure by an expert group will be more efficient if supported by 
distributed computing architectures.
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Appendix 1

DM1 FS1 FS2 US1 US2 US3 US4 US5 RE1 RE2 RE3 CO1 CO2 AF1 AF2 AF3 AF4

FS1 0 1 1 2 2 0 0 1 0 0 1 0 0 2 0 3

FS2 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0

US1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

US2 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0

US3 0 0 0 4 0 0 1 0 0 0 0 0 0 0 0 0

US4 0 4 0 1 3 0 0 3 3 0 0 0 0 0 0 0

US5 0 0 2 2 2 0 0 0 0 0 0 0 0 0 0 0

RE1 0 0 0 0 3 0 0 0 3 0 0 0 0 0 0 0

RE2 0 0 0 0 3 0 0 1 0 3 0 0 0 0 0 0

RE3 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

CO1 0 0 1 0 2 0 0 0 0 0 0 2 0 0 0 0

CO2 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0

AF1 0 0 3 2 2 0 0 1 1 1 0 0 0 2 0 0

AF2 0 2 3 2 2 0 0 0 0 0 0 0 2 0 0 0

AF3 0 0 3 2 2 0 0 0 0 0 0 0 0 0 0 0

AF4 0 0 3 2 2 0 0 0 0 0 0 0 0 0 0 0

Appendix 2

DM1 FS1 FS2 US1 US2 US3 US4 US5 RE1 RE2 RE3 CO1 CO2 AF1 AF2 AF3 AF4

FS1 0 0 0 0 3 0 0 0 0 0 1 0 2 1 0 1

FS2 0 0 0 4 4 2 0 3 2 0 3 0 0 0 0 0

US1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

US2 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0

Recent Progress in Parallel and Distributed Computing108



Acknowledgments

Dr. Stefanie Schinke and Dipl.-Kfm. Fabian Burrey, M.Sc., are thanked for their participation 
in the group evaluation procedure.

Appendix 1

DM1 FS1 FS2 US1 US2 US3 US4 US5 RE1 RE2 RE3 CO1 CO2 AF1 AF2 AF3 AF4

FS1 0 1 1 2 2 0 0 1 0 0 1 0 0 2 0 3

FS2 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
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US4 0 4 0 1 3 0 0 3 3 0 0 0 0 0 0 0

US5 0 0 2 2 2 0 0 0 0 0 0 0 0 0 0 0

RE1 0 0 0 0 3 0 0 0 3 0 0 0 0 0 0 0

RE2 0 0 0 0 3 0 0 1 0 3 0 0 0 0 0 0

RE3 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

CO1 0 0 1 0 2 0 0 0 0 0 0 2 0 0 0 0

CO2 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0

AF1 0 0 3 2 2 0 0 1 1 1 0 0 0 2 0 0

AF2 0 2 3 2 2 0 0 0 0 0 0 0 2 0 0 0

AF3 0 0 3 2 2 0 0 0 0 0 0 0 0 0 0 0

AF4 0 0 3 2 2 0 0 0 0 0 0 0 0 0 0 0

Appendix 2

DM1 FS1 FS2 US1 US2 US3 US4 US5 RE1 RE2 RE3 CO1 CO2 AF1 AF2 AF3 AF4

FS1 0 0 0 0 3 0 0 0 0 0 1 0 2 1 0 1
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DM1 FS1 FS2 US1 US2 US3 US4 US5 RE1 RE2 RE3 CO1 CO2 AF1 AF2 AF3 AF4

US3 0 0 0 2 0 0 0 3 0 0 2 2 0 0 0 0

US4 0 0 0 0 0 0 0 3 2 0 0 0 0 0 0 0

US5 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0

RE1 0 0 0 0 0 0 0 0 3 3 0 0 0 0 0 0

RE2 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0

RE3 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0

CO1 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0

CO2 0 0 0 0 2 0 0 2 0 0 0 0 0 0 0 0

AF1 4 0 0 0 4 0 0 0 0 0 0 0 0 4 0 0

AF2 0 2 0 2 0 0 0 0 0 0 0 0 0 0 1 4

AF3 4 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0

AF4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Appendix 3

DM1 FS1 FS2 US1 US2 US3 US4 US5 RE1 RE2 RE3 CO1 CO2 AF1 AF2 AF3 AF4

FS1 0 1 3 4 4 3 1 2 2 4 4 4 3 4 3 4

FS2 0 0 0 2 2 0 3 4 4 0 0 0 0 4 1 0

US1 0 0 0 2 2 1 0 0 0 0 0 0 0 4 0 0

US2 0 0 1 0 4 0 1 0 0 0 0 0 0 1 0 0

US3 2 0 2 4 0 0 0 0 0 0 0 0 0 0 0 0

US4 0 0 0 4 4 0 0 0 2 0 0 0 2 3 0 0

US5 1 0 2 4 4 0 0 0 0 0 0 0 3 4 2 2

RE1 3 4 0 3 4 4 1 0 4 2 0 0 2 3 2 0

RE2 3 4 0 3 4 3 0 4 0 2 1 0 2 2 0 0

RE3 2 0 0 1 3 0 0 0 0 0 0 0 0 1 0 0

CO1 2 0 3 1 3 0 1 2 2 0 0 0 3 2 2 0

CO2 2 0 3 1 3 0 0 1 0 0 2 0 2 0 2 0

AF1 2 2 3 3 3 2 2 2 2 0 0 0 0 3 0 0

AF2 1 0 4 4 4 3 3 0 0 0 0 0 2 0 0 0

AF3 2 2 3 3 3 0 1 2 2 0 0 0 1 3 0 0

AF4 4 3 3 4 4 0 1 3 3 0 1 0 2 4 0 0
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Appendix 4

DM1 FS1 FS2 US1 US2 US3 US4 US5 RE1 RE2 RE3 CO1 CO2 AF1 AF2 AF3 AF4

FS1 0 0 1 2 2 0 0 0 0 0 3 0 4 3 0 2

FS2 0 0 0 0 0 1 0 4 4 0 0 0 0 2 0 0

US1 0 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0

US2 0 0 1 0 4 0 3 0 0 0 0 0 0 2 0 0

US3 0 0 1 4 0 0 4 0 0 0 0 0 0 2 0 0

US4 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0

US5 0 0 3 4 4 0 0 0 0 0 0 0 0 1 0 0

RE1 0 0 0 0 0 0 0 0 3 3 0 0 0 0 0 0

RE2 0 0 0 1 2 1 0 1 0 0 0 0 0 0 0 0

RE3 0 0 0 1 1 2 0 3 3 0 0 0 0 0 0 0

CO1 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0

CO2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0

AF1 3 0 0 0 2 0 0 0 0 0 0 0 0 2 0 0

AF2 0 2 0 0 1 0 0 0 0 0 0 0 0 0 0 0

AF3 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

AF4 2 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

Appendix 5

DM1 FS1 FS2 US1 US2 US3 US4 US5 RE1 RE2 RE3 CO1 CO2 AF1 AF2 AF3 AF4

FS1 0 2 0 0 1 1 0 1 1 0 0 0 0 0 0 2

FS2 0 0 0 1 1 1 0 2 1 2 0 0 0 0 1 1

US1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

US2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

US3 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0

US4 0 1 0 2 1 0 0 0 0 0 0 0 0 0 0 0

US5 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0

RE1 0 4 0 1 1 0 0 0 0 0 0 1 0 0 0 0

RE2 0 2 0 1 0 0 0 3 0 0 0 0 0 0 0 0

RE3 0 0 0 1 0 0 0 0 2 0 0 0 0 0 0 0

CO1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
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Appendix 4

DM1 FS1 FS2 US1 US2 US3 US4 US5 RE1 RE2 RE3 CO1 CO2 AF1 AF2 AF3 AF4

FS1 0 0 1 2 2 0 0 0 0 0 3 0 4 3 0 2

FS2 0 0 0 0 0 1 0 4 4 0 0 0 0 2 0 0

US1 0 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0

US2 0 0 1 0 4 0 3 0 0 0 0 0 0 2 0 0

US3 0 0 1 4 0 0 4 0 0 0 0 0 0 2 0 0

US4 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0

US5 0 0 3 4 4 0 0 0 0 0 0 0 0 1 0 0

RE1 0 0 0 0 0 0 0 0 3 3 0 0 0 0 0 0

RE2 0 0 0 1 2 1 0 1 0 0 0 0 0 0 0 0

RE3 0 0 0 1 1 2 0 3 3 0 0 0 0 0 0 0

CO1 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0

CO2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0

AF1 3 0 0 0 2 0 0 0 0 0 0 0 0 2 0 0

AF2 0 2 0 0 1 0 0 0 0 0 0 0 0 0 0 0

AF3 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

AF4 2 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

Appendix 5

DM1 FS1 FS2 US1 US2 US3 US4 US5 RE1 RE2 RE3 CO1 CO2 AF1 AF2 AF3 AF4

FS1 0 2 0 0 1 1 0 1 1 0 0 0 0 0 0 2

FS2 0 0 0 1 1 1 0 2 1 2 0 0 0 0 1 1

US1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

US2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

US3 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0

US4 0 1 0 2 1 0 0 0 0 0 0 0 0 0 0 0

US5 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0

RE1 0 4 0 1 1 0 0 0 0 0 0 1 0 0 0 0

RE2 0 2 0 1 0 0 0 3 0 0 0 0 0 0 0 0

RE3 0 0 0 1 0 0 0 0 2 0 0 0 0 0 0 0

CO1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
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DM1 FS1 FS2 US1 US2 US3 US4 US5 RE1 RE2 RE3 CO1 CO2 AF1 AF2 AF3 AF4

CO2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

AF1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

AF2 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

AF3 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

AF4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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