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Preface

The smartphone can be defined as a handheld device with an intelligent operating system
with multiple usages. Its advent in the last decades is undoubtedly one of major technologi‐
cal innovations that has paramount economic and social impacts. The smartphone is today
present in all spheres of business and society. For instance, most of the ERP solutions and
web applications are available in mobile format. Figures show that the number of subscrip‐
tions has almost surpassed that of the world population and the resource constraints often
attributed as major limitations for computation and storage are no longer valid, namely,
with the complementarity of the cloud.

Likewise, emerging technologies such as IoT and edge computing promote smartphones as
reliable end devices in real-life use cases. As a matter of fact, smart city mobile apps are ex‐
amples of the necessity of the citizens to be acquainted with the efficient use of smart apps.
Mobile app companies have betted on innovative minds and the billion dollar global mar‐
ket. But far beyond mobile apps, the smartphone has taken a phenomenal dimension from
its physical and sensor attributes. This is very much perceptible in the utilisation of smart‐
phone in healthcare scenarios and medical instrumentation. The multidisciplinary nature of
research and development involving smartphones is pushing away the frontiers of knowl‐
edge, hence the need to compile latest advancements in the field in a concise and structured
manner as provided by the current book.

This book disseminates smartphone-centric advance research achievements from authors
coming from different corners across the globe, namely, Turkey, Mexico, France, Togo,
Spain, Japan, and Italy. There are ten chapters covering issues and challenges in mobile mal‐
ware and security, disaster recovery, healthcare, technology acceptance, mobile payment,
misuse of mobile phones, education and future networking like positioning techniques. Re‐
searchers, practitioners and postgraduate students planning for MPhil/PhD studies will find
ample food for thought. Readers will surely enjoy the array of topics made technically af‐
fordable with deep discussions and analysis. These were the main motivations behind the
whole process and quality assurance in the development and realisation of this project.

We would like to express our appreciations to all the chapters’ contributors and their respec‐
tive institutions. We feel indebted to the Publishing Process Manager, Ms. Romina Skomer‐
sic, who has accompanied us in this endeavour from the outset. We would like to give
special thanks to the InTech technical team for ensuring the quality of the manuscripts. We
are very much grateful to the InTech Commissioning Editor, Ms. Anja Filipovic, for the suc‐
cess of this collaboration.

Associate Professor Dr. Nawaz Mohamudally
University of Technology,

Port Louis, Mauritius
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Smartphone and Portable Media Device: A Novel 
Pathway toward the Diagnostic Characterization of 
Human Movement

Robert LeMoyne and Timothy Mastroianni

Additional information is available at the end of the chapter

Abstract

The application of wearable and wireless systems offers the capacity to ameliorate con-
siderable strain on medical resources. In particular the smartphone and portable media 
device for quantifying human movement characteristics offers the opportunity to evalu-
ate patients in a homebound environment remote from clinical resources and post-
processing. Trial data can be easily transmitted as an email attachment with wireless 
connectivity to the Internet. The utility of the smartphone and portable media device has 
been demonstrated for quantifying gait, tendon reflex response, movement disorder, and 
rehabilitation exercise. Further evolution and potential has been demonstrated through 
the integration of machine learning to provide classification accuracy for differentiating 
between disparate human movement scenarios. The role of the smartphone and portable 
media device for quantifying human movement characteristics is further elucidated.

Keywords: smartphone, portable media device, wearable, wireless, wireless 
accelerometer, wireless gyroscope, gait analysis, reflex response, patellar tendon reflex, 
Parkinson’s disease tremor, essential tremor, Virtual Proprioception, machine learning, 
rehabilitation, therapy

1. Introduction

Wearable and wireless systems, such as smartphones and portable media devices, have been 
demonstrated as functional wireless accelerometer and gyroscope platforms for quantifying 
human movement endeavors, such as gait, tendon reflex response, movement disorder, and 
rehabilitation exercise. Further evolution of the technology capability has been demonstrated 
with the integration of machine learning for attaining classification accuracy [1–3]. The success 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



of these applications derives from preliminary research, development, testing, and evaluation 
of wireless accelerometer nodes that are essentially wearable for similar scenarios [4].

Inertial sensors such as accelerometers were originally proposed for the quantification of 
human movement, however at the time of this perspective they were not sufficiently evolved. 
The technology evolution of accelerometer systems proceeded in tandem with disparate 
industries relative to the biomedical, rehabilitation, and health industry [4, 5]. Quantification 
of rehabilitation status can facilitate the modification of a therapy intervention, especially 
with the expert clinical acuity of a trained expert, however traditional quantification appara-
tus, such as gait analysis quantification equipment, is generally restricted to a clinical envi-
ronment [6, 7]. The role of the accelerometer system steadily progressed with the biomedical, 
rehabilitation, and health community [8]. Eventually with the development of wireless tech-
nology supporting inertial sensors, such as accelerometers and gyroscopes, other techniques, 
such as tethering, became effectively outmoded [9].

The wireless accelerometer has been successfully demonstrated as a wearable system for the 
quantification of human movement [4]. Tandem operated wireless accelerometer systems 
have been successfully applied to the quantified evaluation of hemiplegic gait [10–12]. Other 
associated endeavors have demonstrated the role of wireless accelerometers for quantifying 
reflex response and even reflex latency [13–19]. Further testing and evaluation has revealed 
the utility of wireless accelerometers for quantifying movement disorder tremor, such as for 
Parkinson’s disease [20, 21]. Further evolution of the capability of wearable and wireless appli-
cations is featured through the research, development, testing, and evaluation of smartphones 
and portable media devices as wireless accelerometer and gyroscope platforms [1–3, 22].

Ever since the origins of the smartphone, one of its well known features is the observation that 
the screen will shift orientation based on movement and position. This capability is due to its 
inertial sensor, originally consisting of an accelerometer and now also a gyroscope. With this 
feature noted LeMoyne and Mastroianni sought to utilize this inertial sensor package to char-
acterize human movement, much like their previous application of wireless accelerometers 
for similar endeavors [1–3, 22].

2. Smartphone: wireless accelerometer platform for quantifying human 
movement

Following this requirement definition LeMoyne and Mastroianni successfully acquired of an 
appropriate software application to record the accelerometer signal data and convey the data 
package as an email attachment. This capability transformed the smartphone from a telecom-
munication utility to a wearable and wireless accelerometer sensor system capable of measur-
ing human motion within the context of an assortment of scenarios. Given the compact nature 
of the smartphone, it can be easily mounted about an assortment of readily identifiable ana-
tomical mounting positions. Preliminary research, development, testing, and evaluation of 
the smartphone emphasized the role of quantifying gait and Parkinson’s disease [1–3, 23, 24].

Smartphones from an Applied Research Perspective2
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During 2010 LeMoyne and Mastroianni applied the smartphone as a wearable and wireless 
gait analysis device. The smartphone was equipped with an application that enabled it to 
function as a wireless accelerometer platform. The recorded data package of the acceleration 
waveform was conveyed by wireless transmission to the Internet as an email attachment [23].

Another major observation of the capabilities of this application was based on the remote 
nature between the experimental site and post-processing resources. The gait experiment was 
conducted in the region of Pittsburgh, Pennsylvania. However, the post-processing resources 
were situated in the greater Los Angeles area. The implications of the research endeavor are 
that with a suitable software application the smartphone operating as a wireless accelerom-
eter can quantifying human movement characteristics, such as gait, with post-processing 
resources situated anywhere in the world. Essentially the email resource symbolizes a func-
tional semblance of a cloud computing resource [23].

For the scope of gait analysis the smartphone was secured about the lateral malleolus near the 
ankle joint by an elastic band. Each gait experiment recorded on the order of 10 s of steady 
state walking. Temporal and kinematic parameters, such as the stance to stance temporal 
disparity and stance to stance time averaged acceleration, were acquired in an accurate and 
consistent manner [23]. Further testing and evaluation of the smartphone as a wireless accel-
erometer platform for gait analysis were successfully demonstrated using alternative mount-
ing positions, such as the lateral epicondyle of the femur and the lumbar-sacral aspect of the 
spine [25, 26].

During 2010 LeMoyne and Mastroianni also applied the smartphone as a wearable and wire-
less accelerometer for the quantified acquisition of Parkinson’s disease tremor. Measuring 
Parkinson’s disease at the convenience of a patient’s homebound setting is of paramount 
significance, in order to provide optimal acuity for expert clinical medical therapy interven-
tion. A smartphone could measure Parkinson’s disease hand tremor through mounting to the 
dorsum of the hand. With the experiment conducted in Pittsburgh, Pennsylvania and post-
processing resources situated trans-continentally in greater Los Angeles, the application again 
demonstrates the ability to remotely situate experimental and post-processing resources. 
Tremor characteristics were successfully quantified for a person with Parkinson’s disease and 
contrasted to a non-Parkinson’s subject [24].

The implications of the research, development, test, and evaluation demonstrated by LeMoyne 
and Mastroianni elucidate the broad power of wearable and wireless systems, such as the 
smartphone as a wireless accelerometer platform. The smartphone can be easily mounted to 
effectively any portion of the body that best defined the characteristics of the human move-
ment feature under consideration, such as the near the ankle joint for gait or dorsum of the 
hand for Parkinson’s disease tremor. From the experimental site, the recorded accelerom-
eter signal data can be conveyed through wireless Internet connectivity to a post-processing 
resource anywhere in the world. In essence a subject can access the best clinical resources in 
the world from the convenience of a familiar homebound and autonomous setting. Further 
testing and evaluation of the smartphone as a wireless accelerometer pertained to the quanti-
fication of reflex response.

Smartphone and Portable Media Device: A Novel Pathway toward the Diagnostic...
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The reflexes of the lower limb are synergistically interrelated with the function of gait [19]. 
Therefore with the success of the smartphone as a wireless accelerometer platform for quan-
tifying gait, the patellar tendon reflex response logically should also be a readily quantifiable 
aspect of human movement. Preliminary testing and evaluation the smartphone as a wireless 
accelerometer for quantifying reflex response pertained to manual stimulation of the patel-
lar tendon reflex [27]. The accurate and consistent quantification of the patellar tendon reflex 
can be further facilitated through the application of a potential energy impact pendulum for 
evoking the tendon reflex response with a prescribed amount of energy that is also targeted 
to a specified aspect of the patellar tendon [14–19].

Using a remote and effectively rural area as an experimental site, LeMoyne and Mastroianni 
applied a smartphone as a wireless accelerometer platform in conjunction with a potential 
energy impact pendulum. The integration of these devices readily acquired a recording of 
the reflex response acceleration waveform for the patellar tendon. The trial data was con-
veyed by wireless transmission to the Internet as an email attachment. Remotely situated 
post-processing resources applied software automation to quickly determine the efficacy of 
the experimental trial data. The findings advocate that the patellar tendon reflex response can 
be readily acquired through the integral application of the potential energy impact pendulum 
with the smartphone as a wireless accelerometer platform in an accurate and consistent man-
ner [28]. Further establishment of the smartphone for quantifying the reflex response was 
demonstrated though the application of an artificial reflex system [29].

Further investigation of the opportunities for gait quantification emphasized the evaluation of 
gait for people with transtibial amputation. In consideration of people with transtibial ampu-
tation, they require a different mounting technique as opposed to merely applying an elastic 
band to secure the smartphone. In order to resolve this matter, a 3D printed mounting adapter 
was applied to secure the smartphone to the transtibial prosthesis. The smartphone conve-
niently measured the acceleration waveform of the subject’s gait respective of the transtibial 
prosthesis. Automated software facilitated the post-processing endeavor with gait character-
istics acquired in an accurate and reliable manner [30].

3. Smartphone: wireless gyroscope platform for quantifying human 
movement

With the continuous evolution of the smartphone eventually the gyroscope was integrated 
into the inertial sensor package. The gyroscope measures the rate of angular rotation, which 
offers a readily clinically identifiable metric, especially in consideration of the orientation of 
a particular joint [1–3, 22]. In particular the smartphone as a wireless gyroscope platform can 
quantify the characteristics of the patellar tendon reflex response [31].

In order to accurately and consistently quantify the reflex response of the patellar tendon through 
the application of a smartphone as a wireless gyroscope platform, a means of evoking the reflex 
with a similar level of accuracy and consistency is imperative. The potential energy impact 
pendulum attached to a reflex hammer was selected, which has been successfully researched, 

Smartphones from an Applied Research Perspective4



The reflexes of the lower limb are synergistically interrelated with the function of gait [19]. 
Therefore with the success of the smartphone as a wireless accelerometer platform for quan-
tifying gait, the patellar tendon reflex response logically should also be a readily quantifiable 
aspect of human movement. Preliminary testing and evaluation the smartphone as a wireless 
accelerometer for quantifying reflex response pertained to manual stimulation of the patel-
lar tendon reflex [27]. The accurate and consistent quantification of the patellar tendon reflex 
can be further facilitated through the application of a potential energy impact pendulum for 
evoking the tendon reflex response with a prescribed amount of energy that is also targeted 
to a specified aspect of the patellar tendon [14–19].

Using a remote and effectively rural area as an experimental site, LeMoyne and Mastroianni 
applied a smartphone as a wireless accelerometer platform in conjunction with a potential 
energy impact pendulum. The integration of these devices readily acquired a recording of 
the reflex response acceleration waveform for the patellar tendon. The trial data was con-
veyed by wireless transmission to the Internet as an email attachment. Remotely situated 
post-processing resources applied software automation to quickly determine the efficacy of 
the experimental trial data. The findings advocate that the patellar tendon reflex response can 
be readily acquired through the integral application of the potential energy impact pendulum 
with the smartphone as a wireless accelerometer platform in an accurate and consistent man-
ner [28]. Further establishment of the smartphone for quantifying the reflex response was 
demonstrated though the application of an artificial reflex system [29].

Further investigation of the opportunities for gait quantification emphasized the evaluation of 
gait for people with transtibial amputation. In consideration of people with transtibial ampu-
tation, they require a different mounting technique as opposed to merely applying an elastic 
band to secure the smartphone. In order to resolve this matter, a 3D printed mounting adapter 
was applied to secure the smartphone to the transtibial prosthesis. The smartphone conve-
niently measured the acceleration waveform of the subject’s gait respective of the transtibial 
prosthesis. Automated software facilitated the post-processing endeavor with gait character-
istics acquired in an accurate and reliable manner [30].

3. Smartphone: wireless gyroscope platform for quantifying human 
movement

With the continuous evolution of the smartphone eventually the gyroscope was integrated 
into the inertial sensor package. The gyroscope measures the rate of angular rotation, which 
offers a readily clinically identifiable metric, especially in consideration of the orientation of 
a particular joint [1–3, 22]. In particular the smartphone as a wireless gyroscope platform can 
quantify the characteristics of the patellar tendon reflex response [31].

In order to accurately and consistently quantify the reflex response of the patellar tendon through 
the application of a smartphone as a wireless gyroscope platform, a means of evoking the reflex 
with a similar level of accuracy and consistency is imperative. The potential energy impact 
pendulum attached to a reflex hammer was selected, which has been successfully researched, 

Smartphones from an Applied Research Perspective4

developed, tested, and evaluated, while demonstrating the ability to elicit the tendon reflex at 
prescribed levels of potential energy with predetermined targeting [14–19]. The integration of the 
potential energy impact pendulum and smartphone as a wireless gyroscope platform provide 
considerable opportunity for the accurate and consistent measurement of the reflex response.

Upon the experimentation trial data was conveyed by wireless transmission to the Internet as 
an email attachment. Each gyroscope signal was post-processed through a software automa-
tion program for the acquisition of a pertinent parameter, such as the maximum gyroscope 
signal of the response. This preliminary investigation of the application of the smartphone as 
a wireless gyroscope platform in conjunction with a potential energy impact pendulum dem-
onstrated the ability to accurately and reliability quantify the patellar tendon reflex response 
in terms of the gyroscope signal [31].

Further testing and evaluation of the smartphone as a wireless gyroscope platform investi-
gated the capability to quantify gait. Using a mounting strategy that positioned the smart-
phone about the trunk, preliminary gyroscope signal data was acquired for gait. The findings 
implied that the smartphone as a wireless gyroscope platform could also be applied for iden-
tifying gait characteristics [32].

Later in the chapter the expanded role of the smartphone as a wireless gyroscope platform is 
demonstrated for the domain of machine learning classification. An assortment of machine 
learning algorithms are applied, for which the gyroscope signal provides a suitable feature 
set. Machine learning using the smartphone as a wireless gyroscope emphasizes the domains 
of classifying therapy exercise status and differentiating hemiplegic affected and unaffected 
reflex pairs.

The portable media device represents a similar wireless sensor platform, first with the accel-
erometer and later with the gyroscope. The portable media device and smartphone are sup-
ported by the same software application, such as for the iPod and iPhone. The appropriateness 
of either device for an experiment quantifying human movement is at the discretion of the 
research team. For example, the portable media device has a reduced telecommunications 
footprint, which is restricted to local wireless connectivity for access to the Internet; how-
ever the portable media device in general is somewhat lighter and relatively cheaper [1–3]. 
The following section investigates the capability of the portable media device of quantifying 
human movement, such as reflex and gait, first from the perspective of a wireless accelerom-
eter platform.

4. Portable media device: wireless accelerometer platform for 
quantifying  human movement

Preliminary testing and evaluation of the portable media device pertained to the evaluation of 
gait. The portable media device was mounted proximal to the ankle joint and secured by an 
elastic band. Connectivity to the Internet was enabled through local wireless connectivity, for 
which the trial data samples were conveyed as email attachments to a predetermined address. 

Smartphone and Portable Media Device: A Novel Pathway toward the Diagnostic...
http://dx.doi.org/10.5772/intechopen.69961

5



Because of the opportunities facilitated by Internet connectivity though the email address, 
the experimental site and post-processing resources are trans-continentally situated on either 
side of the United States of America [33].

Upon testing and evaluation notable advantages of the portable media device are evident. The 
portable media device is lighter than the smartphone. Because it only relies on local wireless 
Internet connectivity, there is only a fixed cost for the device as opposed to a continuous mar-
ginal cost to sustain a telecommunication footprint. The portable media device demonstrated 
the ability to acquire gait data in an accurate and consistent manner [33]. Further testing and 
evaluation of the portable media device as wireless accelerometer gait analysis system about 
the lower aspect of the trunk successfully identified temporal features of gait [34].

As possession of two portable media devices is relatively more feasible than ownership of two 
smartphones, the application of tandem mounted portable media devices to quantify the dis-
parity present in hemiplegic gait can be readily accomplished. Both portable media devices 
functioning as wearable and wireless accelerometers were mounted proximal to the lateral 
malleolus near the ankle joint for the hemiplegic affected leg and unaffected leg. Again the 
experimental and post-processing resources were trans-continentally situated with the trial 
data wirelessly conveyed to the Internet as an email attachment [35].

The post-processing aspect derived the affected leg and unaffected leg temporal disparity 
of stance to stance, time averaged acceleration of stance to stance, and the affected leg/unaf-
fected leg ratio for stance to stance time averaged acceleration less the offset. These quantified 
gait parameters demonstrated considerable accuracy, consistency, and reliability. From an 
inferential statistical perspective the temporal disparity of stance to stance and time averaged 
acceleration of stance to stance for the affected leg contrasted to the unaffected leg demon-
strated statistical significance. Future evolutions to the concept envision automated deriva-
tion of parameters and machine learning classification [35].

As previously disclosed gait and reflex of the lower limb, such as the patellar tendon reflex, 
are neurologically associated [19, 36]. Therefore the portable media device provides a useful 
means of quantifying the patellar tendon reflex response. In particular the localized wireless 
connectivity to the Internet is interrelated with the generally indoor and localized environ-
ment inherent for obtaining a series of patellar tendon reflex response samples. LeMoyne and 
Mastroianni demonstrated in 2011 the ability to accurately and consistently characterize the 
reflex response through manual supramaximal stimulation using a portable media device as 
a wireless accelerometer platform [37].

Further application of the portable media device as a wireless accelerometer platform amal-
gamated the utility of the potential energy impact pendulum. The portable media device was 
mounted proximal to the lateral malleolus of the ankle joint by an elastic sock. Each trial sam-
ple was transmitted to the Internet through localized wireless connectivity. Post-processing 
consolidated the accelerometer signals in three dimensions to a single signal presenting accel-
eration magnitude. The maximum acceleration of the reflex response was the parameter of 
interest. The application for quantifying reflexes demonstrated the capacity to characterize 
the reflex response in a considerably accurate and consistent manner [38].
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5. Portable media device: wireless gyroscope platform for quantifying 
human movement

Further evaluation of the portable media device and its associated software for the capabil-
ity as a wireless gyroscope platform developed. In particular since the reflex response of the 
patellar tendon is jointed about the knee, therefore the gyroscope signal revealing the rate 
of angular rotation provides a highly clinically relevant signal. The trial data of the porta-
ble media device functioning as wireless gyroscope platform is wirelessly conveyed to the 
Internet as an email attachment [31, 39]. Its implications are that the post-processing location, 
such as in America, can be totally remote from the experimental site, such as remote Tibet.

While on travel LeMoyne and Mastroianni decided to truly test the robust capability of the 
portable media device as a wireless gyroscope platform for quantifying the patellar tendon 
reflex response with the experimental site selected as Lhasa, Tibet and the subsequent post-
processing in Flagstaff, Arizona in the United States of America. An advantage of the portable 
media device is the sole need to locally connect to a local wireless Internet zone. The data 
samples were obtained through supramaximal stimulation of the patellar tendon reflex. The 
portable media device was mounted to the lateral malleolus of the ankle through a sock. The 
data was stored at an assigned email site for later post-processing, for which the maximum 
of the gyroscope signal characterizing the reflex response was acquired with considerable 
accuracy and consistency [39].

6. Machine learning classification with the smartphone and portable 
media device as wireless accelerometer and gyroscope platforms

The synergy of devices, such as smartphones and portable media devices, for quantifying 
human movement and machine learning offers the exciting opportunity of highly objective 
assessment, automated computer aided diagnosis, and prognostic forecasting. LeMoyne and 
Mastroianni have recently emphasized the classification of movement features of the hemi-
plegic affected and unaffected side. Preliminary test and evaluation has demonstrated consid-
erable classification accuracy [1, 2, 22].

These accomplishments have featured the use of Waikato Environment for Knowledge 
Analysis (WEKA). WEKA is equipped with a considerable array of machine learning algo-
rithms, such as the support vector machine, multilayer perceptron neural network, J-48 deci-
sion tree, logistic regression, and K-nearest neighbors. The appropriate machine learning 
algorithm is selected at the discretion of the research team with consideration to the classifica-
tion endeavor at hand. The feature set that comprises the data is organized into an Attribute-
Relation File Format (ARFF) file. The ARFF file is derived primarily from a series of numeric 
attributes that appropriately quantify the classes to be distinguished [40–42].

The ability for even a skilled team of clinicians to conclusively decide upon the presence of a 
hemiplegic reflex pair is a subject of contention [19, 36]. Considerable classification accuracy 
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was attained through the amalgamation of a portable media device as a wireless accelerom-
eter platform, a potential energy impact pendulum, and a machine learning algorithm. Each 
reflex response sample of the affected hemiplegic reflex response and unaffected reflex response 
was transmitted through local wireless connectivity as email attachments for post-processing. 
Software automation consolidated the trial data into a cohesive feature set. The selected machine 
learning algorithm was the support vector machine. This research demonstrates the consider-
able promise of the integration of smartphones and portable media devices as wearable and 
wireless inertial sensor platforms in combination with machine learning algorithms for clas-
sification of perceptively distinguishable human movement features [43].

Further investigation regarding the utility of the portable media device as a wireless acceler-
ometer platform extended to the domain of assistive devices for gait, such as a cane. An issue 
with using a cane involves the concern that the patient is properly using the cane per the 
advice of a skilled therapist. However, such instruction is only realistically feasible respective 
of a relatively brief clinical appointment. A portable media device functioning as a wireless 
accelerometer platform can monitor the usage of a cane while the subject is walking, and the 
data package can be conveyed by local wireless connectivity to the Internet as an email attach-
ment. Considerable classification accuracy was attained using logistic regression as a machine 
learning algorithm to distinguish between correct and incorrect cane usage scenarios with the 
recorded accelerometer signal deriving the feature set [44].

LeMoyne and Mastroianni demonstrated the potential of integrating a portable media device 
as a wireless gyroscope platform for quantifying the patellar tendon reflex response and 
machine learning for the classification of a hemiplegic reflex pair. The tendon reflex was elic-
ited through supramaximal stimulation from a manually operated reflex hammer. The por-
table media device functioning as a wireless gyroscope platform was mounted proximal to 
the lateral malleolus as demonstrated in Figure 1 [45].

In order to consolidate the affected leg and unaffected leg reflex response into a feature set 
their respective gyroscope signals needed to be considered, such as presented in Figure 2. 
Three numeric attributes comprehensively characterize the nature of the reflex response:

• maximum angular rate of rotation;

• minimum angular rate of rotation;

• time disparity between maximum and minimum angular rate of rotation [45].

These three numeric attributes represent the reflex response in terms of both kinematic and 
temporal features. The feature set was evaluated through WEKA using the J48 decision tree. 
An advantage of the WEKA J48 decision tree is the ability to visualize the decision tree, which 
may infer the most predominant aspects of the feature set [45].

The J48 decision tree is illustrated in Figure 3. Note that the feature set attribute TimeMaxMinGamma 
is clearly the dominant attribute for distinguishing between the hemiplegic affected leg patellar 
tendon reflex response and the unaffected leg patellar tendon reflex response. The research find-
ings demonstrate the capacity of machine learning, such as the J48 decision tree, for attaining con-
siderable classification accuracy that distinguishes between a hemiplegic affected patellar tendon 
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reflex response and correlated unaffected patellar tendon reflex response through the quantifica-
tion of a portable media device functioning as a wireless gyroscope platform [45].

An extension of the utility of using the portable media device as a wireless gyroscope platform 
with machine learning was applied to classify the usage of a proposed rehabilitation system. An 
ankle rehabilitation system intended to promote dorsiflexion was developed through 3D print-
ing. The operation of the ankle rehabilitation system was quantified by mounting a smartphone 
functioning as wireless gyroscope platform to the foot plate of the ankle rehabilitation system 
[46].

Figure 1. Portable media device as a wireless gyroscope platform for quantifying the patellar tendon reflex response [45].
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Figure 2. Gyroscope signals for a hemiplegic reflex pair (affected leg (a) and unaffected leg (b)) for the patellar tendon 
reflex response [45].

Figure 3. J48 decision tree applied for attaining considerable classification accuracy for differentiating between a 
hemiplegic reflex pair for the patellar tendon reflex response [45].

Smartphones from an Applied Research Perspective10



Figure 2. Gyroscope signals for a hemiplegic reflex pair (affected leg (a) and unaffected leg (b)) for the patellar tendon 
reflex response [45].

Figure 3. J48 decision tree applied for attaining considerable classification accuracy for differentiating between a 
hemiplegic reflex pair for the patellar tendon reflex response [45].
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The ability of the smartphone functioning as wireless gyroscope platform to convey its data 
sample as an email attachment through Internet connectivity makes the integral application 
suitable for homebound therapy scenarios. A subject could conduct a therapy session at home, 
and then the post-processing with machine learning classification could provide a therapist 
with advanced acuity of subject rehabilitation status. The gyroscope signal was distilled into 
a feature set for machine learning classification through a support vector machine, for which 
considerable classification accuracy was achieved [46].

Deep brain stimulation has been demonstrated as an efficacious treatment strategy for people 
with movement disorders that are intractable with medical therapy intervention. In particular 
essential tremor can be treated through the application of deep brain stimulation. However 
an issue is evident with respect to the considerable array of tuning parameters, which can 
present a daunting task for even an expert clinician. A smartphone as a wireless accelerometer 
platform presents a promising means for quantifying the efficacy of deep brain stimulation 
for people with essential tremor [47, 48].

Preliminary research, development, testing, and evaluation of the capability to a smartphone 
as a wireless accelerometer platform to facilitate the tuning of a deep brain stimulator for 
ameliorating symptoms of essential tremor pertained to attaining machine learning classifica-
tion accuracy for differentiating between the deep brain stimulator in ‘On’ and ‘Off’ states. 
Regarding both of these states a subject with essential tremor was tasked with reaching and 
grasping a lightweight object with a smartphone mounted to the dorsum of the hand. The 
trial data of the smartphone functioning as wireless accelerometer platform transmitted the 
recording as an email attachment with connectivity to the Internet. Subsequent post-process-
ing of the acceleration signals derived a feature set that was applied to a machine learning 
algorithm. The most appropriate algorithm for the classification task under consideration 
based on the expertise of the research team was the support vector machine. The support 
vector machine achieved considerable classification accuracy for differentiating between a 
person with essential tremor conducting a simple reaching and grasping task with deep brain 
stimulation in ‘On’ and ‘Off’ status based on the acceleration signal of a smartphone function-
ing as a wireless accelerometer platform [47].

Reduced arm swing is a subject of concern for people with hemiplegic gait. Objectively quan-
tifying the severity of reduced arm swing for the affected side contrasted to the unaffected 
side may enable a therapy intervention to ameliorate the impact of reduced arm swing dur-
ing gait. Given the inherently rotational nature of arm swing during gait, this scenario is 
particularly relevant to the application of a smartphone functioning as a wireless gyroscope 
platform [49].

Especially regarding an outdoor environment for walking and evaluating reduced arm swing 
respective of hemiplegic gait, the smartphone functioning as a wireless gyroscope platform 
can readily transmit experimental data as an email attachment through its broad wireless 
connectivity to the Internet. The smartphone can be easily mounted proximal to the wrist 
joint through an armband as illustrated in Figure 4. Post-processing can be conveniently con-
ducted in a remote location [49].
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Figure 5 demonstrates the sample gyroscope signals of reduced arm swing of the affected 
arm contrasted to the unaffected arm. Based on the consideration of the gyroscope signal data 
the feature set was composed of aspects, such as descriptive statistics. A multilayer percep-
tron neural network was selected as the machine learning algorithm as provided in Figure 6. 
Considerable classification accuracy was attained for differentiating reduced arm swing 
regarding the hemiplegic affected arm and unaffected arm [49]. Similar results were also 
achieved with respect to another form of reduced arm swing manifested by Erb’s Palsy [50].

Further refinement of the machine learning classification of a hemiplegic patellar tendon 
reflex pair was enabled through the application of the potential energy impact pendulum 
that provides predetermined amounts of potential energy to evoke the reflex and targeting 
of the reflex hammer. Upon observation of the obtained gyroscope signals the feature set was 
composed of three attributes:

Figure 4. Mounting of the smartphone as a wireless gyroscope platform for quantifying reduced arm swing [49].

Figure 5. Gyroscope signals for reduced arm swing regarding the hemiplegic affected arm (a) and unaffected arm (b) [49].
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• maximum angular rate of rotation;

• minimum angular rate of rotation;

• time disparity between maximum and minimum angular rate of rotation.

The multilayer perceptron neural network was selected as the machine learning algorithm, for 
which considerable classification accuracy was attained distinguishing between a hemiplegic 
patellar tendon reflex response and its associated unaffected patellar tendon reflex response [51].

A similar experiment was applied using supramaximal stimulation of the patellar tendon 
reflex through a manually operated reflex hammer. Figure 7 illustrates the acquired gyroscope 
signals for the affected leg and unaffected leg regarding the patellar tendon reflex response. 

Figure 6. Multilayer perceptron neural network for classifying reduced arm swing regarding the hemiplegic affected 
arm and unaffected arm [49].

Figure 7. Gyroscope signals for the affected leg (a) and unaffected leg (b) regarding the patellar tendon reflex response [52].
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Subsequent post-processing derived the multilayer perceptron neural network presented in 
Figure 8. This research endeavor achieved appreciable classification accuracy for differentiat-
ing the hemiplegic (affected and unaffected) patellar tendon reflex pair [52].

Two recent developments regarding the role of smartphones and portable media device func-
tioning as wireless gyroscope platforms for therapy and rehabilitation exercise have been 
applied to eccentric training using Virtual Proprioception and wobble board therapy. These 
two applications emphasize the flexibility of these devices, since the smartphone uses its 
broader telecommunication footprint regarding Virtual Proprioception for eccentric training 
in a gym setting and the more localized wireless connectivity of the portable media device 
in a homebound setting. Both experiments involve automated post-processing to develop a 
feature set for machine learning classification using a multilayer perceptron neural network 
[53, 54].

Virtual Proprioception for eccentric training is based on the successful application of Virtual 
Proprioception for real time gait rehabilitation. Virtual Proprioception for real time gait reha-
bilitation applied biofeedback based on a wireless accelerometer signals from a hemiplegic 
affected leg and unaffected leg while walking. Both auditory and visual feedback enabled the 
subject to modify gait in real time to achieve a closer state of parity regarding the acceleration 
waveforms of both legs. The wireless inertial sensors, such as the accelerometer, provide a 
virtual alternative to the neurological basis of proprioception [55, 56].

Eccentric strength training has be proposed as an highly effective means of strength training, 
however the rate of change is significant for the quality of the eccentric training event. Visual 
real time feedback from the gyroscope signal of a smartphone functioning as wireless gyro-
scope platform enables Virtual Proprioception for eccentric training. Figure 9 illustrated the 
mounting of the smartphone through an armband proximal to the wrist joint for a biceps curl 
using Virtual Proprioception for eccentric training [54].

Figure 8. Multilayer perceptron neural network for classifying the affected leg and unaffected leg regarding the patellar 
tendon reflex response [52].
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During the eccentric muscle lengthening phase of a biceps curl the subject while using Virtual 
Proprioception for eccentric training uses the visual feedback from the smartphone gyroscope 
signal to ensure that a prescribed threshold is not exceeded. This inertial sensor acuity provides a 
virtual and quantified representation of neurologically derived proprioception. The control aspect 
of the experiment consists of an eccentric phase of a biceps curl without Virtual Proprioception. 
As illustrated in Figure 10 these gyroscope signals display visually notable disparity [54].

The experimental trial data was transmitted wirelessly to the Internet as an email attach-
ment. Automated post-processing of the data package developed a feature set based on the 

Figure 9. Virtual Proprioception for eccentric training demonstrated with a smartphone functioning as a wireless 
gyroscope platform secured proximal to the wrist through an armband [54].
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gyroscope signal data. Through the application of a multilayer perceptron neural network 
illustrated in Figure 11 considerable classification accuracy was achieved for distinguishing 
between scenarios with Virtual Proprioception for eccentric training and eccentric training 
without feedback through Virtual Proprioception [54].

A wobble board is a therapy device that promotes rehabilitation of the ankle foot complex. 
A portable media device as shown in Figure 12 can be readily mounted to the wobble board 
to provide advanced acuity as a wireless gyroscope platform. The rotation of the wobble 
board is notably disparate regarding the hemiplegic affected ankle and unaffected ankle upon 
observation. The observed disparity can be quantified through the wireless gyroscope plat-
form from the portable media device and conveyed as an email attachment through wireless 
connectivity to the Internet. Post-processing consolidates the gyroscope signal into a feature 
set. With a multilayer perceptron neural network considerable classification accuracy was 
achieved for differentiating between the hemiplegic affected ankle and unaffected ankle [53].

Figure 10. Gyroscope signals for eccentric phase of a biceps curl respective of Virtual Proprioception for eccentric 
training (a) and without feedback (b) [54].

Figure 11. Multilayer perceptron neural network applied for classifying between scenarios of eccentric phase for 
a set of biceps curls respective of Virtual Proprioception for eccentric training and without feedback through Virtual 
Proprioception [54].
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7. Future concepts for smartphones and portable media devices, sensor 
fusion

In the near future the application of sensor fusion will likely be achieved broadly throughout 
the domain of smartphones and portable media devices as wearable and wireless accelerom-
eter and gyroscope sensors. Sensor fusion involves the tandem operation of multiple inertial 
sensors, such as an accelerometer and gyroscope. With the combined signal of both acceler-
ometer and gyroscope signal the actual spatial location in terms of displacement, velocity, 
and acceleration of the sensor mounting position can be determined [57–59]. For example, the 
spatial representation of foot displacement can be ascertained during gait [57].

Traditional sensor fusion however requires a considerable sampling rate that exceeds the fea-
sible sampling threshold for smartphones and portable media devices as wearable and wire-
less systems [1–3, 57]. Post-processing resources are generally not portable, and techniques, 
such as the Kalman filter are required to serve as an orientation filter [57–59]. An orienta-
tion filter that satisfies the computational bounds associated with smartphones and portable 
media devices would be desirable for sensor fusion applications.

Madgwick has proposed a gradient descent algorithm as an orientation filter that is feasible 
for smartphones and portable media devices for the scope of sensor fusion. The IMU version 
requires only on the order of roughly 100 computational operations per filter update. The fil-
ter is also amenable to reduced sampling rates, such as 10 Hz [58, 59]. These capabilities make 

Figure 12. Wobble board for therapy of the ankle foot complex with a portable media device functioning as a wireless 
gyroscope platform [53].
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the gradient descent algorithm a realistic orientation filter with regards to sensor fusion for 
smartphones and portable media devices.

Sensor fusion also requires a novel application for smartphones and portable media devices 
that can simultaneously record the accelerometer and gyroscope signal for the same sam-
ple. Cognition Engineering has recently developed a smartphone and portable media device 
application suitable for acquiring both the accelerometer and gyroscope signal in a simulta-
neous manner. An example of the Cognition Engineering application has been demonstrated 
with regards to a person with essential tremor conducting a reach and grasp task with a deep 
brain stimulator in ‘On’ and ‘Off’ mode [60].

8. Network centric therapy

These trends evidenced through the development of smartphones and portable media devices 
as wireless accelerometer and gyroscope platforms that are effectively wearable advocate 
the development of Network Centric Therapy. With the development of Network Centric 
Therapy a patient and therapist could reside hundreds or thousands of mile remote. Rather 
than scheduling a traditional clinical appointment, therapy exercises and evaluation could 
be measured and quantified by systems, such as smartphones and portable media devices as 
wireless accelerometer and gyroscope platforms, for the quantification of human movement. 
The patient in a familiar setting of choice could conduct each therapy exercise and evaluation, 
and the acquired data could be transmitted wirelessly through Internet connectivity as email 
attachments. The post-processing could apply machine learning for augmented acuity for the 
therapist to determine critical transition phases of the therapy prescription and optimization 
of the rehabilitation experience.

9. Conclusion

Smartphones and portable media devices have been demonstrated through progressive 
research, development, testing, and evaluation as wearable and wireless accelerometer and 
gyroscope platforms for the quantification of human movement. In particular their utility has 
been advocated in domains, such as quantifying gait, tendon reflex response, movement dis-
order, and rehabilitation exercise. Experimental data can be readily transmitted through wire-
less connectivity to the Internet as an email attachment. Post-processing resources and the 
experimental location can be remotely situated anywhere in the world. Post-processing the 
inertial sensor signal data into a feature set enables machine learning classification. Research 
has demonstrated the capacity of an assortment of machine learning algorithms to achieve 
considerable classification accuracy for differentiating disparate human movement scenarios, 
such as contrasting a hemiplegic affected side to its associated unaffected side. Smartphones 
and portable media devices functioning as wireless accelerometer and gyroscope platforms 
are envisioned to facilitate the development of Network Centric Therapy, which is predicted 
to radically advance the therapy and rehabilitation experience.
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Sensor fusion also requires a novel application for smartphones and portable media devices 
that can simultaneously record the accelerometer and gyroscope signal for the same sam-
ple. Cognition Engineering has recently developed a smartphone and portable media device 
application suitable for acquiring both the accelerometer and gyroscope signal in a simulta-
neous manner. An example of the Cognition Engineering application has been demonstrated 
with regards to a person with essential tremor conducting a reach and grasp task with a deep 
brain stimulator in ‘On’ and ‘Off’ mode [60].

8. Network centric therapy

These trends evidenced through the development of smartphones and portable media devices 
as wireless accelerometer and gyroscope platforms that are effectively wearable advocate 
the development of Network Centric Therapy. With the development of Network Centric 
Therapy a patient and therapist could reside hundreds or thousands of mile remote. Rather 
than scheduling a traditional clinical appointment, therapy exercises and evaluation could 
be measured and quantified by systems, such as smartphones and portable media devices as 
wireless accelerometer and gyroscope platforms, for the quantification of human movement. 
The patient in a familiar setting of choice could conduct each therapy exercise and evaluation, 
and the acquired data could be transmitted wirelessly through Internet connectivity as email 
attachments. The post-processing could apply machine learning for augmented acuity for the 
therapist to determine critical transition phases of the therapy prescription and optimization 
of the rehabilitation experience.

9. Conclusion

Smartphones and portable media devices have been demonstrated through progressive 
research, development, testing, and evaluation as wearable and wireless accelerometer and 
gyroscope platforms for the quantification of human movement. In particular their utility has 
been advocated in domains, such as quantifying gait, tendon reflex response, movement dis-
order, and rehabilitation exercise. Experimental data can be readily transmitted through wire-
less connectivity to the Internet as an email attachment. Post-processing resources and the 
experimental location can be remotely situated anywhere in the world. Post-processing the 
inertial sensor signal data into a feature set enables machine learning classification. Research 
has demonstrated the capacity of an assortment of machine learning algorithms to achieve 
considerable classification accuracy for differentiating disparate human movement scenarios, 
such as contrasting a hemiplegic affected side to its associated unaffected side. Smartphones 
and portable media devices functioning as wireless accelerometer and gyroscope platforms 
are envisioned to facilitate the development of Network Centric Therapy, which is predicted 
to radically advance the therapy and rehabilitation experience.
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Abstract

Nowadays, mobile phones are more than a device that can only satisfy the communica-
tion need between people. Since fisheye lenses integrated with mobile phones are light-
weight and easy to use, they are advantageous. In addition to this advantage, it is
experimented whether fisheye lens and mobile phone combination can be used in a
photogrammetric way, and if so, what will be the result. Fisheye lens equipment used
with mobile phones was tested in this study. For this, standard calibration of ‘Olloclip 3
in one’ fisheye lens used with iPhone 4S mobile phone and ‘Nikon FC-E9’ fisheye lens
used with Nikon Coolpix8700 are compared based on equidistant model. This experi-
mental study shows that Olloclip 3 in one fisheye lens developed for mobile phones has
at least the similar characteristics with classic fisheye lenses. The dimensions of fisheye
lenses used with smart phones are getting smaller and the prices are reducing. More-
over, as verified in this study, the accuracy of fisheye lenses used in smartphones is
better than conventional fisheye lenses. The use of smartphones with fisheye lenses will
give the possibility of practical applications to ordinary users in the near future.

Keywords: smartphone, fisheye lenses, equidistant projection model, distortion
geometry, supplementary lenses

1. Introduction

Nowadays, mobile phones are more than a device that can only satisfy the communication need
between people. Cameras and other integrated additional devices are found in almost every
smartphone. Other than these devices, there are tele, macro and fisheye lenses that can easily be
integrated to the smartphones. Some of those lens kits are presented in Refs. [1, 2]. Fisheye lenses
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that are compliant to mobile phones are one of these new equipments. Since fisheye lenses
integrated with mobile phones are lightweight and easy to use, they are advantageous. Addi-
tionally, these lenses are cost efficient compared to conventional fisheye lenses. The characteris-
tics of Olloclip lens used in this study are presented in Ref. [3]. Cameras on mobile phones are as
capable as compact cameras that we use in our daily lives. Smartphone cameras used for
acquiring image instead of conventional cameras have opened a new scientific study field.
Another scientific study field is that using smartphone cameras together with the developing
technologies has given the opportunity to achieve new study fields that have not been made
before. Chugh et al. [4] present a detailed survey of methods for detecting road conditions.
Smartphone sensors are gaining importance in this field, as they are cost effective and also
increase scalability. Analysing from the research activities, it is certain that this area will gain
more importance in recent future. The objective of the research is to improve traffic safety
through collecting and distributing up-to-date road surface condition information using mobile
phones [5]. Perttunen et al. [5] present experimental results from real urban driving data that
demonstrate the usefulness of the system. To monitor road and traffic conditions in such a
setting, Mohan et al. [6] present Nericell, a system that performs rich sensing by piggybacking
on smartphones that users carry with them in normal course. Mohan et al. [6] focus specifically
on the sensing component, which uses the accelerometer, microphone, GSM radio and/or GPS
sensors in these phones to detect potholes, bumps, braking and honking. Wagner et al. [7]
present two techniques for natural feature tracking in real-time on mobile phones and use an
approach based on heavily modified state-of-the-art feature descriptors, namely scale invariant
feature transform (SIFT) and Ferns. Object-wise 3D reconstruction is a cardinal problem in
computer vision, with much work being dedicated to it throughout recent years. Unlike other
approaches, some approaches use global computation, whereas Prisacariu et al. [8] adopt a local
computation method related with signed distance transformation and its derivatives. By this
method, 3D renderings are quickly obtained by hierarchical ray casting. Real-time mobile phone
performances and speeds faster than 100 fps on PC are achieved by the tracker and GPU
acceleration is not required [8]. Tanskanen et al. [9] propose the first dense stereo-based system
for live interactive 3D reconstruction on mobile phones. Pan et al. [10] present a novel system
that allows for the generation of a coarse 3Dmodel of the environment within several seconds on
mobile smartphones. The contribution of this work is the presentation of a novel approach to
generate visually appealing, textured 3Dmodels from a set of at least three panoramic images on
mobile phones without the need for remote processing [10]. Wagner et al. [11] present a novel
method for the real-time creation and tracking of panoramic maps on mobile phones. The maps
generated with this technique are visually appealing, very accurate and allow drift-free rotation
tracking. Nowadays, smartphones are widely used in the world, and generally, they are
equipped with many sensors. Almazan et al. [12] study how powerful the low-cost embedded
Inertial Measurement Unity (IMU) and Global Positioning System (GPS) could become for
intelligent vehicles. Main contribution is the method employed to estimate the yaw angle of the
smartphone relative to the vehicle co-ordinate system. The results show that the system achieves
high accuracy, the typical error is 1%, and is immune to electromagnetic interference [12].
Recently, mobile phones have become increasingly attractive for augmented reality (AR). The
recent advent of GPS and orientation sensors on commodity mobile devices has led to the
development of numerous mobile augmented reality (AR) applications and broader public
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awareness and use of these applications. By using the phone orientation sensor to display the
appropriate subset of the panorama, orientation accuracy can be effectively increased and aug-
mentations tightly registered with the background [13]. Kurz and Benhimane [14] presented
novel approaches to use the direction of the gravity measured with inertial sensors to improve
different parts in the pipeline of handheld AR applications [14]. Amongst all the possible
applications, AR systems can be very useful as visualization tools for structural and environ-
mental monitoring. Porzi et al. [15] presented a successful implementation on an android device
of an egomotion estimation algorithm by porting the tracking module of parallel tracking and
mapping (PTAM). Porzi et al [15] described the development of the egomotion estimation
algorithm for an android smartphone. In recent decades, many indoor positioning techniques
have been researched and some approaches have even been developed into consumer products.
Two devices are selected, the iPhone 3GS and the iPhone 4, to analyse their sensors for usability
of an inertial navigation system. A precise Inertial Navigation System (INS) cannot be
completely acquired by a strapdown algorithm because of inaccurate and noisy sensors that are
used by both the iPhones. In order to enhance the accuracy, several filters were used. Finally,
strapdown algorithms were analysed and verified with related testing and best filter combina-
tion was found for each of the devices [16]. Burgess et al. [17] expand on previous work by using
a multi-floor model taking into account dampening between floors, and optimize a target
function consisting of least squares residuals, to find positions for WiFis and the smartphone
measurement locations [17]. Burgess et al. [18] have presented a method for simultaneously
mapping the radio environment and positioning several smartphones in multi-story buildings.

Computer vision applications for mobile phones are gaining increasing attention due to sev-
eral practical needs resulting from the popularity of digital cameras in today’s mobile phones.
Hadid et al. [19] described the task of face detection and authentication in mobile phones, and
experimentally analyse a face authentication scheme using Haar-like features with AdaBoost
for face and eye detection and local binary pattern (LBP) approach for face authentication.
Shen et al. [20] address the challenges of performing face recognition accurately and efficiently
on smartphones by designing a new face recognition algorithm called opti-sparse representa-
tion classification (opti-SRC). Sparse representation classification (SRC) is a state-of-the-art face
recognition algorithm, which has been shown to outperform many classical face recognition
algorithms in OpenCV.

Monitoring aquatic environment is of great interest to the ecosystem, marine life and human
health [21]. An efficient method for monitoring marine debris is smartphone-based aquatic
robot (SOAR). It is a robotic system having low cost. The aim is to monitor debris in water
environment. It contains a smartphone and a robotic fish platform. Robotic fish have a capa-
bility to moving through water and smartphone is used to capture images [22]. Another
method for detecting debris is Samba. Samba is an aquatic robot that contains a smartphone
and a robotic fish platform to monitor harmful marine debris. Using camera of the smartphone,
Samba can recognize aquatic debris in dynamic and complex environments [22]. Maindalkar
and Ansari [23] present design of aquatic robot for aquatic pollutants monitoring. The android
smartphone is integrated with aquatic robot to capture images and to acquire data of different
sensors. The implemented design contains CV algorithm for image processing on openCV
platform. The real-time pollutant detection is done with the CValgorithm efficiently [23].

The Geometry and Usage of the Supplementary Fisheye Lenses in Smartphones
http://dx.doi.org/10.5772/intechopen.69691

27



Muaremi [24] investigate the potential of a modern smartphone and a wearable heart rate
monitor for assessing affect changes in daily life. Muaremi et al. [24] use smartphone features
and heart rate variability (HRV) measures as predictors for building classification models to
discriminate among low, moderate and high perceived stress. As smartphones evolve,
researchers are studying new techniques to ease the human-mobile interaction. User interface
of mobile phone can be operated by eye tracking and blink detection functions on EyePhone.
These results are preliminary, but they suggest that EyePhone is a favourable tool for driving
mobile applications with automation [25]. The advent of mobile sensing technology provides a
potential solution to the challenge of collecting repeated information about both behaviours
and situations such as to detect the type of situation using the sensors built into today’s
ubiquitous smartphones [26]. Sandstrom et al. [26] focused on using location sensors to learn
the semantics of places, so that we could examine relationships between place, affect and
personality. Sensor-enabled smartphones are opening a new frontier in the development of
mobile sensing applications. The recognition of human activities and context from sensor-
data using classification models underpins these emerging applications [27]. The key contri-
bution of community similarity networks (CSN) is that it makes the personalization of
classification models practical by significantly lowering the burden to the user through a
combination of crowd-sourced data and leveraging networks that measure the similarity
between users. Lu et al. [28] present Jigsaw, a continuous sensing engine for mobile phone
applications that require continuous monitoring of human activities and context. Supporting
continuous sensing applications on mobile phones is very challenging. Lu et al. [29] propose
StressSense for unobtrusively recognizing stress from human voice using smartphones. Lane
et al. [30] discuss the emerging sensing paradigms, and formulate an architectural frame-
work for discussing a number of open issues and challenges emerging in the new area of
mobile phone sensing research [30]. Rachuri et al. [31] have presented EmotionSense, a novel
system for social psychology study of user emotion based on mobile phones. Rachuri et al.
[31] have presented the design of novel components for emotion and speaker recognition
based on Gaussian mixture models. The driving vision is a smartphone service, called Mood-
Sense, that can infer its owner ’s mood based on information already available in today’s
smartphones. In Ref. [32], it is suggested that user mood can be separated into four main
types with 91% average accuracy. These results can be obtained with 3 weeks of research
data and basic smartphone handling statistics. Although these results are not decisive, they
show practicability of mood inference without any microphone and/or camera with bulky
power requirements and social interaction [32].

Recently, the calibration methods using display devices such as monitors, tablets or smartphones
have come to the forefront [33]. Gruen and Akca [34] report about first experiences in calibration
and accuracy validation of mobile phone cameras. Ha et al. [33] propose a novel camera calibra-
tion method for defocused images using a smartphone under the assumption that the defocus
blur is modelled as a convolution of a sharp image with a Gaussian point spread function (PSF).
The effectiveness of the proposedmethod has been emphasized in several real experiments using
a compact display device such as a smartphone [33]. Delaunoy et al. [35] propose a new
approach to estimate the geometric extrinsic calibration of all the elements of a smartphone or
tablet (such as the screen, the front and the back cameras) by using a planar mirror. Saponaro
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and Kambhamettu [36] described a method for calibrating a smartphone camera by taking two
images at different rotations while tolerating small translations. Ahn et al. [37] were intended to
analyse accuracy of smartphone image in determining three-dimensional location for approxi-
mated objects before photo survey system using smartphone is developed, and then evaluate its
usability.

Fisheye lenses provide instant wide-angle images from one point with a single camera. Fisheye
optics are placed onto charge couple device (CCD) or complementary metal oxide semicon-
ductor (CMOS) cameras without requiring any complex technology. They do not require an
external mirror or rotational device. Thus, these optics are small in size and do not require any
maintenance [38]. They have a very short focal length, which produces a hemisphere [39]. By
using fisheye lenses, a large area of any surrounding space can be acquired with a single
photograph. Therefore, fisheye lenses are useful in most of the applications. In addition to
high quality landscape and interior visualizations (e.g. ceiling frescos of historical buildings) in
commercial demonstrations or internet presentations, fisheye images are also beneficial for
measurement operations [40].

The first fisheye lenses have been created by Hill in 1924 [41], but, they have not been preferred
in photogrammetric measurements since they provide images with huge distortions and they
do not meet central projection. Using the images obtained from fisheye lens imaging systems
in photogrammetric measurement and modeling processes becomes popular in recent years by
the help of the development in software and hardware technologies. Later, a significant
increase has been seen in terms of volume scientific research on this subject matter. Recently,
there have been several academic studies presenting the benefit from fisheye lenses. Fisheye
cameras are finding increasing number of applications in surveillance, robotic vision, automo-
tive rear-view imaging systems, etc. because of their wide-angle properties [42]. Fisheye lens
cameras have also been used during sky observations [43], visual sun compass creation [44],
and sunpath diagram derivation [45]. Beekmans et al. [46] present a complete approach for
stereo cloud photogrammetry using hemispheric sky imagers. This approach combines cali-
bration, epipolar rectification and block-based correspondence search for dense fisheye stereo
reconstruction for clouds. A novel panoramic imaging system that uses a curved mirror as a
simple optical attachment to a fisheye lens is given in Ref. [47]. Streckel et al. [48] describe a
visual markerless real-time tracking system for augmented reality applications. The system
uses a firewire camera with a fisheye lens mounted at 10 fps. Brun et al. [49] present a new
mobile mapping system mounted on a vehicle to reconstruct outdoor environment in real
time. Yamamoto et al. [50] propose a mobile web map interface that is based on a metaphor
of the wired fisheye lens. The user can easily navigate through the area surrounding the
present location while keeping the focus within the map. These features enable users to find
the target quickly. Yamamoto et al. [50] confirmed the advantages of the proposed system by
evaluation experiments. The new system will be able to contribute to the novel mobile web map
services with fisheye views for mobile terminals such as cellular phones. Ahmad and Lima [51]
present a cooperative approach for tracking a moving spherical object in three-dimensional space
by a team of mobile robots equipped with sensors in a highly dynamic environment. Zheng and
Li [52] explore the use of a fisheye camera to achieve the scene tunnel acquisition. In Ref. [53],
authors have focused on dioptric systems to implement a robot surveillance application for fast
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and robust tracking of moving objects in dynamic, unknown environments. Another application
that uses fisheye lens is a research that examines the use of fisheye lenses as optical sensors on
unmanned aerial vehicle (UAV) platform in Queensland Technical University in Australia [54].
Grelsson [55] used a fisheye camera for horizon detection in aerial images. Naruse et al. [56]
propose three-dimensional measurement method of underwater objects using a fisheye stereo
camera. In Ref. [57], a novel technique to accurately estimate the global position of a moving
car using an omnidirectional camera and untextured three-dimensional city model is pro-
posed. Today, one of the areas that most frequently benefit from fisheye lenses is applications
done in combination with terrestrial laser scanners. Georgantas et al. [58] present a comparison
of automatic photogrammetric techniques to terrestrial laser scanning for three-dimensional
modeling of complex interior spaces. The 8 mm fisheye lens that was used allowed us to
acquire photos with a global view of the scene and thus with textured zones in every image,
which is essential for the scale invariant feature transform (SIFT) algorithm. Image analysis
tasks such as 3D reconstruction from endoscopic images require compensation of geometric
distortions introduced by the lens system [59]. Hu et al. [60] propose effective pre-processing
techniques to ensure the applicability of face detection tools onto highly distorted fisheye
images.

Schneider and Schwalbe [61] present the integration of a geometric model of fisheye lenses and
a geometric terrestrial laser scanner model in a bundle block adjustment. Fisheye projection
functions are designed such that a greater portion of the scene is projected onto the image
sensor on the image plane, at the expense of introducing (often considerable) radial distor-
tion [62]. The fisheye lens camera should be calibrated to be used in applications that require
high accuracy [63]. There are different studies in literature, which focus on the calibration of
fisheye lenses. Abraham and Forstner [38] presented rigorous mathematical models for the
calibration of a stereo system composed of two fisheye lens cameras and for the epipolar
rectification of the images acquired by this dual system.

Arfaoui and Thibault [64] have described a method using a compact calibration object for
fisheye lens calibration. The setup generated a robust and accurate virtual calibration grid,
and the calibration was performed by rotating the camera around two axes. The experimen-
tal results and the comparison with a 3D calibration object showed that the virtual grid
method is efficient and reliable [64]. Kim and Paik [65] presented a novel 3D simulation
method for fisheye lens distortion in a vehicle rear-view camera. The proposed method
creates a geometrically distorted image of an object in 3D space according to the lens
specifications. The proposed simulation method can be applied to designing a general
optical imaging system for intelligent surveillance as well as a vehicle rear-view backup
camera [65] Torii et al. [66] present a pipeline for camera pose and trajectory estimation,
and image stabilization and rectification for dense as well as wide baseline omnidirectional
images. The experiments with real data demonstrate the use of the proposed image stabili-
zation method. Five image sequences of a city scene captured by a single hand-held fisheye
lens camera are used as our input [66].

In Ref. [67], Kodak DSC 14 Pro with Nikkor 8 mm fisheye lens is calibrated with an equidistant
projection. In addition to decentring, symmetric radial and affinity distortion models, precise
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mathematical models were used, which were based on stereo-graphic, equidistant, orthogonal
and equisolid-angle projections. Kannala and Brandt [68] propose a generic camera model,
which is suitable for fisheye lens cameras as well as for conventional and wide-angle lens
cameras, and a calibration method for estimating the parameters of the model. Fisheye lenses
are not perspective lenses, image resolution in these lenses are not fixed (univocal), illumina-
tion is not distributed homogeneously [69]. Upto now, many researchers have considered the
relationship between distorted radius and undistorted radius in the image plane ignoring the
variation of the angle. Zhu et al. [70] present a fisheye camera model based on the refractive
nature of the incoming rays and estimate the model parameters without calibration objects
using Micusik’s method [71]. In photogrammetry, the collinearity mathematical model, based
on perspective projection combined with lens distortion models, is generally used in the
camera calibration process. However, fisheye lenses are designed for the following different
spherical projections models such as stereographic, equidistant, orthogonal and equisolid
angle [63]. The calibration results of Fuji-Finepix S3pro camera with Bower-Samyang 8 mm
lens were assessed by the help of precise mathematical models. Bower-Samyang 8 mm is
cheaper than other fisheye lenses and unlike others; it is based on stereographic projection [63].

Most of the fisheye lenses are technically based on equidistant or equisolid-angle projection.
Initially, equisolid-angle projection geometry is constructed and then diagonal fisheye lenses
are constructed. The distortion of the image edges is more significant than fisheye lenses with
equidistant projection. The only way to construct orthographic projection geometry is to use
sophisticated optical construction. Stereographic projection is not practically realizable [67].
Among the other models proposed, an important one is the equidistant model. The model
proposes that the distance between an image point and the centre of radial distortion is
proportional to the angle between a corresponding three-dimensional point, the optical centre
and the optical axis [72]. Equidistant fisheye lenses are often used for scientific measurement
where the measurement of angles is necessary. Thus, it is also sometimes referred to as an
equiangular fisheye lens [73]. Perhaps the most common model is the equidistance projec-
tion [68]. Friel et al. [74] use the equidistance projection equation to describe the radial distor-
tion, as this is typically among the most commonly used and inexpensive fisheye lens types.
The work described in Ref. [74] shows that it is possible to carry out automatic calibration of
fisheye lenses, using information derived from real-world automotive scenes, and to obtain
calibration data to a high degree of accuracy.

The main purpose of this study is to test fisheye lens equipment used with mobile phones.
Mobile phone imaging with the additional hardware has been used more popularly not only
outside but also in indoor applications. Therefore, hardware properties of this wide-angle
optics will be used in the photogrammetric documentation in the near future for mobile phone
imaging. Since fisheye lenses integrated with mobile phones are lightweight and easy to use,
they are advantageous. In addition to this advantage, it is experimented whether fisheye lens
and mobile phone combination can be used in a photogrammetric way, and if so, what will be
the result. In this study, standard calibration of ‘Olloclip 3 in one’ fisheye lens used with iPhone
4S mobile phone and ‘Nikon FC-E9’ fisheye lens used with Nikon Coolpix8700 are compared
based on equidistant model. By using photogrammetric bundle block adjustment, the results
of these calibrations are analysed. Geometric properties of these wide-angle lenses will be
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more important in the photogrammetric measurement assessment. This study suggests a pre-
calibration process of these kinds of hardware for the photogrammetric process in the test
field. In the literature, although there are many geometric camera calibration publications,
none of them compares the mobile phone fisheye lens kit with conventional fisheye lens on
the fundamentals of photogrammetric measurement assessment. The results of this photo-
grammetric process are also compared with conventional wide-angle hardware in this paper.

The second section of this chapter briefly describes fisheye projection models. The third section
of this chapter briefly describes equidistant model. The fourth section reports an empirical
study for calibration of the combination of iPhone 4S camera with Olloclip 3 in one fisheye lens
and Nikon Coolpix8700 camera FC-09 fisheye lens combination by using equidistant model.
The fifth section interprets the results that resulted from the experiment process. The sixth
section concludes the study.

2. Fisheye projection models

Pinhole projection is so called because it preserves the rectilinearity of the projected scene (i.e.
straight lines in the scene are projected as straight lines on the image plane). The Pinhole
(perspektife) projection is shown in Figure 1. The Pinhole (perspektife) projection mapping
function is given in Eq. (1).

ru ¼ f: tan θð Þðperspective projectionÞ (1)

where f is the distance between the principal point and the image plane, θ is the incident angle
(in radians) of the projected ray to the optical axis of the camera and ru is the projected radial
distance from the principal point on the image plane. However, for wide field of view (FOV)
cameras, under rectilinear projection, the size of the projected image becomes very large,
increasing to infinity at an FOV of 180� [62].

Figure 1. Pinhole (perspektife) projection representation.
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Interior orientation parameters (IOPs) can be estimated by a procedure called camera calibra-
tion. The perspective bundle, which generated the image, can be reconstructed by this proce-
dure. The principal point co-ordinates, focal length and coefficient for systematic errors
correction (lens distortion: symmetric radial and decentring and affinity) are the IOPs of digital
cameras. When additional parameters (IOPs) in Eq. (2) [75] are examined, collinearity equa-
tions are the most popular camera calibration method [63, 76].

xf ¼ x0 � x0 � Δx ¼ �f
Xc

Zc

yf ¼ y0 � y0 � Δy ¼ �f
Yc

Zc

(2)

where, f represents the focal length, and (Xc, Yc, Zc) shows the 3D point co-ordinates of
photogrammetric reference system in Eq. (3); point co-ordinates of the image are (xf, yf);
image point co-ordinates of the reference system parallel to photogrammetric system are
represented as (x', y'), this element originates from image centre and principal point (pp) of
the co-ordinates are (xo, yo).

Xc ¼ r11: X� XCPð Þ þ r12: Y� YCPð Þ þ r13: Z� ZCPð Þ
Yc ¼ r21: X� XCPð Þ þ r22: Y� YCPð Þ þ r23: Z� ZCPð Þ
Zc ¼ r31: X� XCPð Þ þ r32: Y� YCPð Þ þ r33: Z� ZCPð Þ

(3)

where rij (i and j from 1 to 3) represents rotationmatrix elements andwith rij, the object can be used
in relation to the image reference system; (X, Y, Z) shows any point’s co-ordinates in the object
reference system and (Xcp, Ycp, Zcp) shows perspective centre (PC) in object reference system [63].
Pinhole (perspektife) projection model is not suitable for fisheye lenses. Fisheye lenses instead are
usually designed to obey one of the following projections [68]:

r ¼ 2:f:tanðθ=2Þ ðstereographic projectionÞ (4)

r ¼ f:θ ðequidistant projectionÞ (5)

r ¼ 2:f:sinðθ=2Þ ðequisolid angle projectionÞ (6)

r ¼ f: sin θð Þ ðorthogonal projectionÞ (7)

In Eqs. (1) and (4)–(7), the angle between optical axis and incoming ray is shown with θ symbol;
the distance between image point and principal point is represented with r, and focal length is
represented with f. Equidistance projection can be accepted as the most wide-spread used
fisheye lens model. Figure 2a illustrates the schematic description of different projections for the
fisheye lens. Figure 2b shows the difference between pinhole lens and fisheye lens. The images
acquired with non-perspective projection are more near to principal point when the results are
compared to the results of perspective projection. Therefore, the view angle of fisheye lens is
wider than conventional lens. Moreover, actual image surface of fisheye lens presents a hemi-
sphere in accordance with a pinhole lens plane. Thus, projecting the image on surface of the
hemisphere into an actual imaging plane results in a deformation of the fisheye lens [77].
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Figure 2. The principles for various lenses: (a) shows different lens projections, p, p1, p2, p3 and p4 are respectively
perspective projection, stereographic projection, equidistance projection, equisolid angle projection and orthogonal pro-
jection; the corresponding distances between image points and the principal point are represented with r, r1, r2, r3 and r4;
(b) shows the difference between pinhole lens and fisheye lens. In terms of fisheye lens, perspective image’s projection on
the hemisphere surface into the image plane is the actual image.

Figure 3. Radial distortion in the 2D imaging plane: O represents the image centre, Pu, Pd ∈ R2 are pixel co-ordinate
vectors in the input undistorted and output distorted images, respectively, ru, rd ∈ R are the distance of Pu and Pd from
centre, and θ ¼ θu ¼ θdis the angle of OPu or, equivalently, OPd.
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Awide-angle lens produces geometric distortion in the radial direction called the barrel distor-
tion, since it compresses the peripheral region to contain a wide angle of view in the image plane.
Considering this problem, many researchers have proposed various models to correct the barrel
distortion of the wide-angle lens. A two-dimensional (2D) approximated barrel distortion model
is shown in Figure 3, where an original pixel Pu moves towards the centre at Pd along the radial
direction in the image plane [65]. A polynomial model was proposed to approximate various
types of wide-angle lenses using the distortion coefficients. The distance of the distorted pixel Pu
is determined by the polynomial equation [65].

3. Equidistant projection function for fisheye lenses

In order to model the perfect fisheye lens, scene projections are necessary. These can be defined by
two main characteristics. Firstly, field of vision covers 2π steradians, it creates a circular image and
the distortions become symmetrical with reference to centre of the image. Secondly, fisheye lens
has an infinite depth of field. All objects in the image have a precise focus. Therefore, two
postulates, namely the azimuth angle invariability and the equidistant projection rule, govern the
formation of non-linear image distortion. These pre-suppositions explain the projection of object
points into the sensor. They directly affect the eventually developing dewarping algorithm [78].

The azimuth angle invariability, which is the first postulate, determines the projection of points
of the plane (which passes through the optical axis that is perpendicular to the sensor plane).
The azimuth angle of the object points and their projections onto the sensor remain unchanged
due to differences in the object distance or elevation within the content plane [78]. According to
Ref. [79], the equidistant lens is ‘preferable for measurement of incidence angles (θ) and
azimuth angles. The effect of error of lens position is small, and the linear relation of radial
distance (rd) and incidence angle (θ) of a ray from the three-dimensional point is convenient to
analyse'.

The second postulate, the equidistant projection rule, depicts the relationship between radial
distance (rd) of an image point on the sensor plane-zenith (incidence (θ)) angle which is created
by the vector of image centre-world object point in Figure 4. According to this rule, there is a
linear relationship between the centre to rd image point radial distance and (θ) zenith angle [78].

As the zenith angle varies from 0 to 90�, the radial distance of the corresponding image point
varies linearly from 0 to a maximum value R, determined by the modelled sphere’s [78].

(rd) on the image plane, which is the radial distance in equidistant projection, is directly
proportional to incident ray’s angle. It is equivalent to arc segment’s length, which is located
between the z-axis and the projection ray of point P on the sphere in Figure 5 [62].

Thus, the equidistant projection function is given in Eq. (8).

rd ¼ f:θ (8)

where rd is the fisheye radial distance of a projected point from the centre, f is focal distance and
θ represents the incidence angle of a ray which begins from the projected three-dimensional
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Figure 4. Equidistant projection (Equidistant projection, θ=90 ¼ dc=R) [43].

Figure 5. Equidistant fisheye projection function representation.
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point into the image plane. In fisheye cameras, following process is performed by the help of this
common mapping function. The other mapping functions are stereographic, equisolid and
orthogonal [80]. Eq. (9) is derived by substituting arctangent function for θ in Eq. (8). Where ru
is the height of the projection on the image plane (the subscript u being used to denote the
undistorted projection) [73].

rd ¼ f:arctan
ru
f

� �
(9)

In equidistant projection model, the distorted radial distance on the image plane is linearly
expressed as the projected ray’s angle in radians. Moreover, the length of the arc segment
between z-axis and xp is equivalent to the projected distorted distance rd (xp is the intersection
point of the projection ray of point X, which has the projection sphere) [73].

Most real optical systems have some undesirable effects, rendering the assumption of the
pinhole camera model inaccurate. The most evident of these effects is radial barrel distortion,
particularly noticeable in fisheye camera systems, where the level of this distortion is relatively
extreme [62]. For most of the applications, the effect of radial distortion can be negligible in
normal and narrow field of view (FOV) cameras. However, radial distortion can cause some
problems in wide-angle and fisheye cameras both in terms of visual issues and in the
processing of computer vision applications such as object detection, recognition and classifica-
tion processes [73]. Because of the distortion of the radial lens, points on the image plane are
displaced from their ideal position into rectilinear pinhole camera model in a non-linear way.
The movement occurs in a radial axis from distortion centre on the equidistant image plane.
The image in the foveal areas has a better resolution because of the displacement factor of
fisheye optics. In addition, the peripheral areas of the image satisfy a resolution that decreases
non-linearly [81].

Additional parameters to compensate for deviations of the geometric fisheye model from the
physical reality are the same parameters that are applied, as they are in common use, for
central perspective lenses [69]. Accordingly, the equidistant projection function with additional
parameters is given in Eq. (10).

rd ¼ f:arctan
ru
f

� �
þAdditional Parameters (10)

Due to the particularly high levels of distortion present in fisheye cameras, there have been
several alternative models developed [81]. Some models are fisheye transform, field of view,
division model, and polynomial model [82]. The work in Ref. [67], investigates the addition of
the brown-parameters to the basic geometric fisheye model to compensate for the remaining
‘systematic effects’ [82].

Three co-ordinate systems are used in order to define the projection of an object point into a
hemispherical fisheye-dimensional image. These are: the superordinated cartesian object co-ordi-
nate system (X, Y, Z) and the camera co-ordinate system (x, y, z) in Figure 6. The image co-
ordinate system (x0, y0) is defined similar to its usual definition in photogrammetric applications.
So, the image centre becomes the origin. The x0 and y0 axes are parallel with the x and y axes of
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camera co-ordinate system [67]. The geometric concept is based on the dependence of the image
radius r0 and the angle of incidence θ [61].

Object co-ordinates are transformed into the camera co-ordinate system. Eq. (11), where X is
the co-ordinate vector in the object co-ordinate system, x is the co-ordinate vector in the camera
co-ordinate system, R is the rotation matrix and X0 is the translation between object and
camera co-ordinate system:

x ¼ R�1ðX� X0Þ (11)

The incidence angle θ in the camera co-ordinate system is defined as follows:

tanθ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
z

(12)

Instead of functions for the image radius r0, functions for the image co-ordinates x0 and y0 are
required. For this purpose, Eq. (13) is applied:

r0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x02 þ y02

q
(13)

After transformations of the equations described above, the final fisheye projection equa-
tions for the image co-ordinates is derived. The model equations are finally extended by the
co-ordinates of the principal point x00 and y0

0 Eq. (14) and the correction terms Δx0 and Δy0

[Eqs. (15) and (16)], which contain additional parameters to compensate for systematic
effects.

Figure 6. Geometrical model of a fisheye camera.
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Equidistant projection:

x0 ¼ c:
arctan

ffiffiffiffiffiffiffiffiffiffi
x2þy2

p
zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðyxÞ2 þ 1
q þ x00 þ Δx0 y0 ¼ c:

arctan
ffiffiffiffiffiffiffiffiffiffi
x2þy2

p
zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxyÞ2 þ 1
q þ y00 þ Δy0 (14)

Δx ¼ x0: A1r
02 þA2r

04 þA3r
06

� �
þ B1: r

02 þ 2x
02

� �
þ 2B2x0y0 þ C1:x0 þ C2:y0 (15)

Δy ¼ y0: A1r
02 þA2r

04 þA3r
06

� �
þ 2B1x0y0 þ B2:ðr02 þ 2y

02Þ (16)

where;

A1, A2, and A3 are radial distortion parameters,

B1 and B2 are decentric distortion parameters,

C1 and C2 are horizontal scale factor and shear factor, respectively, and

c is the camera constant, which equals to focal distance.

4. Experiments

The characteristics of the cameras and fisheye lenses, which were chosen for the application,
are given below.

Nikon Coolpix8700 digital camera has 8 megapixels resolution and CCD sensor. The 8x optical
Zoom-Nikkor lens (f/2.8 – 4.2) offers a focal range of 8.9–71.2 mm [83]. Nikon FC-E9 fisheye
lens: focal length of the camera’s lens reduced to x0.2. Provides approximate 183� (COOLPIX
5700)/190� (COOLPIX 5400) view angle [83].

iPhone 4S camera has 8 megapixels resolution and CMOS sensor. Its focal length is 35 mm [84].
Olloclip 3 in one fisheye lens: The Olloclip is a device providing three different lens options for
iPhone, these are wide-angle, fisheye and macro. The Olloclip with the fisheye lens acquires 180�

field of view [85]. Table 1 shows technical specifications of the cameras used in the application.

The Olloclip 3 in one was mounted on the iPhone 4S. Images acquired with iPhone 4S and
Olloclip 3 in one fisheye lens combination were captured with a focal distance of 4.28 mm. Images
have 3264 � 2448 pixels and 1.4 μm pixel width.

The calibration field used in this study is a satellite antenna having 150 cm diameter with 112
control points on it. It was chosen since it has a smooth digital surface model and it is
geometrically similar to the lens surface model. In this way, the analysis of the errors caused
by the geometry of the objective and a balanced distribution of the depth differences over the
image acquisition line on the surface model is accomplished. Point location accuracy is approx-
imately 30–35 μm. In order to get the determined point location accuracy, a geodesic Wild T3
theodolite was chosen for direction measurements. In total, five serial measurements were
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made horizontally and vertically with Wild T3 [86]. Used calibration field is complying with
self-calibration model, which is a dish antenna model. Figure 7 shows the images of the
calibration field taken by the two camera-lens combinations. The images of the calibration
field were taken with the minimum focal length of the each camera without zooming.

The application benefits from the comparison made over iPhone 4S Olloclip 3 in one camera
fisheye lens combination with Coolpix8700 camera FC-09 fisheye lens combination in terms of
equidistant fisheye model [Eq. (7)] which gives the best result in bundle block adjustment. In the
application, the calibration values derived from equidistant fisheye model for iPhone 4S Olloclip
3 in one camera fisheye lens combination and Coolpix8700 camera FC-09 fisheye lens combina-
tion are compared. Eqs. (8) and (9) use A1, A2, A3, B1, B2, C1, C2 coefficients as calibration
parameters. Nine of 112 control points are considered passing points, while 103 of them are full
control points. Thirteen images of calibration field were taken by iPhone 4S Olloclip 3 in one

iPhone 4S Nikon Coolpix 8700

Sensor CMOS 1/3.20’ sensor size CCD 2/300

Image resolution 3264 � 2448 (8.0 MP) 3264� 2448 (8.0 MP)

Focal length* 4.324602 mm 9.027620 mm

Pixel size* 1.4 µm 2.7 µm

Digital zoom values Up to 5� Up to 4�
Aspect ratio 4:3 4:3; 3:2

LCD size 3.500 1.8”

Notes: *These are the values obtained after separate calibrations performed before the application in PI3000 software for
iPhone 4S and Nikon Coolpix8700 cameras used in the application. The pictures in the resolution of 3264� 2448 are taken
in this focal length.

Table 1. Technical specifications of the cameras.

Figure 7. Image of calibration field (Left picture: iphone 4S camera with Olloclip 3 in one; right picture: Nikon
Coolpix8700 camera with Nikon FC-E9 fisheye lens).
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camera fisheye lens combination from different locations taking into consideration free network
adjustment rules. The same procedure was also applied for Coolpix8700 camera FC-09 fisheye
lens combination. After then, the two-dimensional image co-ordinates of 112 control points for
13 images were measured in Pictran D software for iPhone 4S Olloclip 3 in one camera fisheye
lens combination. The same procedure was also applied for Coolpix8700 camera FC-09 fisheye
lens combination. The measurements of the two-dimensional image co-ordinates in Pictran D
software are shown in Figure 8.

The resulting image co-ordinates were evaluated in bundle block adjustment software devel-
oped by Dr. Danilo Schneider in Dresden Technical University in Germany. According to the
bundle block adjustment results, Tables 2 and 3 were acquired.

The results of bundle block adjustment calculation by the software for 13 images captured
with iPhone 4S camera and Olloclip 3 in one are given, respectively; the sigma0 value is
0.00099 and the pixel size is 0.0022 mm. The results of bundle block adjustment calculations
by the software for 13 images captured with Nikon Coolpix8700 camera and FC-09 fisheye
lens are given, respectively; the sigma0 value is 0.00163 and the pixel size is 0.0022 mm.

Figure 8. Measurement of image co-ordinates of the fisheye lenses in Pictran D software (Left picture: taken from the
combination of iPhone 4S camera with Olloclip 3 in one; right picture: taken from the combination of Nikon Coolpix8700
camera with Nikon FC-E9 fisheye lens).

iPhone 4S with Olloclip 3 in one NIKON Coolpix8700 with NIKON FC-E9

Sigma0 0.00099 0.00163

Convergence 0 0

Max. iteration 100 100

Required iteration 18 32

Calculation time 3.57 sn 6.41 sn

Unknown 396 396

Observations 2868 2838

Table 2. Calibration results of two different fisheye in bundle adjustment software.
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iPhone 4S with Olloclip 3 in one (mm) Nikon Coolpix8700 with Nikon FC-E9 (mm)

Value rms Significance Value rms Significance

ck �2.23950000 0.00161000 8 �1.69005000 0.00203000 8

x0 0.05886000 0.00397000 8 0.03987000 0.00259000 8

y0 0.10471000 0.00399000 8 0.11442000 0.00240000 8

A1 0.00080228 0.00027401 8 0.00118750 0.00038919 6

A2 �0.00386240 0.00007329 8 �0.00067814 0.00005062 8

B1 �0.00105490 0.00016903 8 �0.00026227 0.00012548 4

B2 �0.00137450 0.00015347 8 0.00021274 0.00011927 3

C1 0.00050562 0.00032783 1 �0.00009505 0.00029182 1

C2 �0.00038251 0.00030980 6 0.00031644 0.00028458 1

Table 3. Calibration parameters calculated for equidistant model.

Figure 9. Three-dimensional position of projection points with regard to antenna; three-dimensional co-ordinates of the
camera as the result of balancing (left image shows values for iPhone 4S camera with Olloclip 3 in one; and right image
shows values for Nikon Coolpix8700 camera with Nikon FC-E9 fisheye lens).
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Sigma0 is the root mean square (rms) of measurements for image co-ordinates after bundle
block adjustment. Table 2 shows the resulting values in both of the calibrations. According
to software’s post-adjustment outputs, additionally, projection point parameters (X0, Y0, Z0

and omega, phi, kappa) of the 13 images and object points’ significance for both of the
camera and lens combination are 8, which is 99.9%. (Software’ significance values are 1: no
significance, 2: 80%, 3: 90%, 4: 95%, 5: 98%, 6: 99%, 7: 99.8%, 8: 99.9% high significance) [87].

Figure 9 shows actual positions of three-dimensional co-ordinates of calibration field obtained
by adjustment results and projection points of each of the 13 images that come from both of the
calibration files acquired after adjustment.

5. Results

At the end of the application designed for testing, numerical values of calibration parameters
and rms of those parameters that were calculated according to equidistant model were com-
pared between the ‘Olloclip 3 in one’ fisheye lens used with iPhone 4S mobile phone and
standard ‘Nikon FC-E9’ fisheye lens used in Nikon Coolpix8700. This comparison is given in
Table 3 and the resulting graphics are shown in Figures 10 and 11.

Figure 10. Distortion parameters for two different camera-fisheye lens combinations.
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Since A3 distorsion parameter was a so small value that can be ignored, it was not analysed
and written in Table 3 [87]. Table 3 shows that the significance values of the iPhone are higher
than that of Nikon because of smaller pixel (it is given in Table 1 in Section 3) structure of
iPhone’s camera.

When Figure 11 is examined, it is seen that distortion parameters of iPhone 4S camera and
Olloclip 3 in one fisheye lens equipment is larger, although it has a larger focal length. It does
not show a significant difference than Nikon Coolpix8700 camera and FC-09 fisheye lens
equipment. (ck: focal length after calibration process, x0: image co-ordinate of principle point
in X direction, y0: image co-ordinate of principle point in Y direction).

Figures 10 and 11 illustrate that when x0, y0 principal image point co-ordinate values and focal
lengths of two different fisheye lenses are ignored for the cameras with same resolution and
same pixel size, a meaningful approximation is obtained. In consideration of these results,
current technology developed for Olloclip 3 in one lens that is improved for mobile phones, is
particularly great. Nikon FC-E9mounted on bulky Nikon Coolpix8700 is difficult to use. Olloclip
3 in one lens mounted on iPhone 4S is considered to be used in studies done with photogram-
metric fisheye lens instead of Nikon FC-E9. The conclusion part compares the advantages and
disadvantages of two different fisheye images.

Nine of 112 control points are considered as passing points, while 103 of them are full control
points. One hundred and three point co-ordinates from testing area are considered errorless and
used in bundle block adjustment. Three-dimensional position data derived from the bundle

Figure 11. Rms values of distortion parameters for two different camera-fisheye lens combinations.

Smartphones from an Applied Research Perspective44



Since A3 distorsion parameter was a so small value that can be ignored, it was not analysed
and written in Table 3 [87]. Table 3 shows that the significance values of the iPhone are higher
than that of Nikon because of smaller pixel (it is given in Table 1 in Section 3) structure of
iPhone’s camera.

When Figure 11 is examined, it is seen that distortion parameters of iPhone 4S camera and
Olloclip 3 in one fisheye lens equipment is larger, although it has a larger focal length. It does
not show a significant difference than Nikon Coolpix8700 camera and FC-09 fisheye lens
equipment. (ck: focal length after calibration process, x0: image co-ordinate of principle point
in X direction, y0: image co-ordinate of principle point in Y direction).

Figures 10 and 11 illustrate that when x0, y0 principal image point co-ordinate values and focal
lengths of two different fisheye lenses are ignored for the cameras with same resolution and
same pixel size, a meaningful approximation is obtained. In consideration of these results,
current technology developed for Olloclip 3 in one lens that is improved for mobile phones, is
particularly great. Nikon FC-E9mounted on bulky Nikon Coolpix8700 is difficult to use. Olloclip
3 in one lens mounted on iPhone 4S is considered to be used in studies done with photogram-
metric fisheye lens instead of Nikon FC-E9. The conclusion part compares the advantages and
disadvantages of two different fisheye images.

Nine of 112 control points are considered as passing points, while 103 of them are full control
points. One hundred and three point co-ordinates from testing area are considered errorless and
used in bundle block adjustment. Three-dimensional position data derived from the bundle

Figure 11. Rms values of distortion parameters for two different camera-fisheye lens combinations.
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block adjustment are compared to the errorless points. Nikon Coolpix8700 camera and FC-09
fisheye lens combination give accuracy on 85 points under the sub-pixel level. IPhone 4S camera
and Olloclip 3 in one fisheye lens combination gives accuracy on 89 points under the sub-pixel
level. This means that there is 82.52% accuracy for Nikon Coolpix8700 camera and FC-09 fisheye
lens combination and 86.40% accuracy for iPhone 4S camera and Olloclip 3 in one fisheye lens
combination. The co-ordinates of three-dimensional object co-ordinates of 103 points are
subtracted from the points that derived from bundle block adjustment process. If the difference
values are greater than sub-pixel level in any axis then they are eliminated consequently.
Figures 12 and 13 are depicted from the obtained differences, respectively, for iPhone 4S camera
and Olloclip 3 in one fisheye lens combination and Nikon Coolpix8700 camera and FC-09 fisheye
lens combination. Delta X is the difference between three-dimensional point co-ordinate that
measured before adjustment in X direction and three-dimensional point co-ordinate, which
derived after adjustment in X direction. Delta Yand delta Z were calculated similarly.

The standard deviations of co-ordinate differences have been calculated for three different axes
from the data contributing to depict Figures 12 and 13. The standard deviation values on the X, Y
and Z axes are 0.763, 0.558 and 0.638 mm, respectively, for Olloclip 3 in one lens kit. By using
similar derivation, the standard deviation values on the X, Y and Z axes are 0.748, 0.699 and
0.517 mm, respectively, for Nikon FC-09 lens kit. As presented, the standard deviation values of
identical axes are found approximately close to each other from the calculations. Moreover, when
the distribution of the co-ordinate differences were evaluated for three identical axes (X, Y, Z) of
these two kinds of lens kits, it was calculated that they have the same maximum difference value
which is approximately 2 mm. From these graphics, root mean square error of point positions has
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Figure 12. Subpixel graphic for the combination of iPhone 4S camera with Olloclip 3 in one fisheye lens.
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been determined as 3.556 mm for Olloclip 3 in one and 3.401 mm for Nikon FC-09 lens kit. These
values show us the internal reliability of these two kinds of fisheye lens kits is similar for three-
dimensional point co-ordinate determination.

When the difference of image co-ordinates derived before and after adjustment are analysed in
vectorial form, Figures 14 and 15 are achieved for the two different fisheye lenses. If the difference
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Figure 13. Subpixel graphic for the combination of Nikon Coolpix8700 camera with Nikon FC-E9 fisheye lens.

Figure 14. Image co-ordinates residuals for iPhone 4S camera and Olloclip 3 in one fisheye lens combination (between
measured and after adjustment).
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between the measured images co-ordinates and the adjusted image co-ordinates are analysed in
vectorial form, Figures 14 and 15 are achieved for the two different fisheye lenses. As can be seen
from these two figures, residuals decrease while approaching to the image principal point for the
two fisheye lens cameras, but increase proportionally to the sides due to distortion. The standard
deviation results of the above-mentioned experiment are 0.000814 for iPhone 4S camera and
Olloclip 3 in one fisheye lens combination and 0.000890 for Nikon Coolpix8700 camera and
FC-09 fisheye lens combination. It can be said that according to above explained results,
although there is not a significant difference, iPhone 4S camera and Olloclip 3 in one fisheye
lens combination has lower distortion on the total image surface than Nikon Coolpix8700
camera and FC-09 fisheye lens combination. Therefore, iPhone 4S camera and Olloclip 3 in
one fisheye lens combination could also be used for photogrammetric applications instead of
Nikon Coolpix8700 camera and FC-09 fisheye lens combination.

Advantages and disadvantages of using fisheye lenses for the above-mentioned equipments
can be listed as follows:

Advantages

• IPhone 4S camera and Olloclip 3 in one fisheye lens equipment is lightweight and it is
much more easy to use.

• As given in Table 3 in Section 3, focal distance of iPhone 4S camera and Olloclip 3 in one
fisheye lens equipment is larger than focal distance of Nikon Coolpix8700 camera and FC-09
fisheye lens equipment. The rms of the larger focal distance is smaller than the other one.

Figure 15. Image co-ordinates residuals for Nikon Coolpix8700 camera and FC-09 fisheye lens combination (between
measured and after adjustment).
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• There is no significant difference between the image centre point co-ordinates of iPhone 4S
camera and Olloclip 3 in one fisheye lens equipment and Nikon Coolpix8700 camera and
FC-09 fisheye lens.

Disadvantages

• Nikon Coolpix8700 camera and FC-09 fisheye lens equipment are heavier and much more
difficult to use.

• Since focal distance of iPhone 4S camera and Olloclip 3 in one fisheye equipment is larger
than Nikon Coolpix8700 camera and FC-09 fisheye lens equipment, the resulting distor-
tion parameters are expected to be smaller and when distortion parameters of both
equipments are compared to each other, there happens to be a stable result that exceeds
the expectations.

• As given in Table 3 in Section 3, mean square error values for image central point of 4S
camera and Olloclip 3 in one fisheye lens equipment are higher than mean square error
values of Nikon Coolpix8700 camera and FC-09 fisheye lens equipment. Therefore, Nikon
Coolpix8700 camera and FC-09 fisheye lens equipment can be considered to be more stable.

• IPhone 4S camera and Olloclip 3 in one fisheye lens equipment should be tested in a
photogrammetric study and the results should be interpreted in the light of these data.

6. Conclusion

The main purpose of this study is to test fisheye lens equipment used with mobile phones. In
this study, the performance of Olloclip 3 in one fisheye lens used with iPhone 4S mobile phone
and Nikon FC-E9 fisheye lens used with Nikon Coolpix8700 camera is analysed comparing the
calibration results based on an equidistant model. The resolution of the cameras is the same for
these two kinds of hardware. The co-ordinates of image centre point were found approxi-
mately close to each other from the calculations for these two kinds of hardware. It was seen
that the calibration results of Olloclip 3 in one fisheye lens used with iPhone 4S mobile phone
have not showed statistical significant difference results compared to Nikon FC-E9 fisheye lens
used with Nikon Coolpix8700. In addition, it was seen from the results of this study that
Olloclip 3 in one fisheye lens has larger focal length than the other. This experimental study
shows that Olloclip 3 in one fisheye lens developed for mobile phones has at least the similar
characteristics with classic fisheye lenses.

Smartphones and fish eye lens are very popular devices in developing computer technologies.
The use of fisheye lenses having big distortion was limited in the past, but today use of advanced
computer software ease the solution of distortion problem. Therefore, fisheye lenses became the
mostly studied devices and issues in photogrammetric fieldwork. Additionally, the use of fisheye
lenses together with smartphones has opened new research areas. The dimensions of fisheye lenses
used with smartphones are getting smaller and the prices are reducing. Moreover, as verified in
this study, the accuracy of fisheye lenses used in smartphones is better than conventional fisheye
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used with Nikon Coolpix8700. In addition, it was seen from the results of this study that
Olloclip 3 in one fisheye lens has larger focal length than the other. This experimental study
shows that Olloclip 3 in one fisheye lens developed for mobile phones has at least the similar
characteristics with classic fisheye lenses.

Smartphones and fish eye lens are very popular devices in developing computer technologies.
The use of fisheye lenses having big distortion was limited in the past, but today use of advanced
computer software ease the solution of distortion problem. Therefore, fisheye lenses became the
mostly studied devices and issues in photogrammetric fieldwork. Additionally, the use of fisheye
lenses together with smartphones has opened new research areas. The dimensions of fisheye lenses
used with smartphones are getting smaller and the prices are reducing. Moreover, as verified in
this study, the accuracy of fisheye lenses used in smartphones is better than conventional fisheye
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lenses. The use of smartphones with fisheye lenses will give the possibility of practical applications
to ordinary users in the near future.
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Abstract

This chapter presents the design and implementation of the SOSCast application which 
enables SOS message distribution for searching victims in a disaster-damaged area. 
During catastrophic disasters such an earthquake or tsunami, people may be injured or 
trapped in fallen buildings and debris. In situations like these, it is critical that rescue 
operations must be done within the first 72 h to save many lives. It is also during these 
events where communication infrastructures are severely damaged, and thus, makes it 
difficult for victims to ask for help due to the absence of communication channels. By 
using the SOSCast application in such scenario, victims are able to exchange SOS mes-
sages automatically by communicating directly among smartphones with less opera-
tion. By collecting these SOS messages, rescuers can find the existences of the victims as 
mapped on their smartphones. We have shown in our preliminary experiment within 
a residential area that SOSCast is capable of determining the existence of a propagator 
based on the collected SOS messages.

Keywords: smartphone, application, emergency communication, SOS message, bluetooth

1. Introduction

In a catastrophic disaster such as the Great Eastern Japan earthquake of 2011, victims of the 
disaster must be rescued at least within 72 h because the chances of surviving typically decreases 
thereafter. However, during search and rescue operations, it is difficult to estimate the damage 
on the affected area. In addition, determining the existences of victims has been proven dif-
ficult with the absence of communication channels as they may have been destroyed. In fact, 
during the 2011 Great Eastern Japan earthquake, 29,000 base stations ceased to operate [1].  
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The government responded by administering (1) emergency message service, (2) specially 
installed public telephones, (3) satellite-based mobile phones, (4) mobile telecommunications 
equipment, (5) amateur radio, and (6) free Internet connection. Nonetheless, it was not easy 
to dispatch these services immediately after the incident. Also, the rescue teams may not be 
dispatched right away due to insufficient information.

Thus far, several solutions for maintaining communication in a disaster-affected area with 
destroyed communication equipment have been proposed in Refs. [2–4]. These typically 
enable direct communications between mobile devices such as the smartphone via Bluetooth 
and store-carry-forward (SCF) routing. In recent technology, smartphones have built-in 
devices like the Bluetooth and WiFi that permits data transmission even without the Internet. 
Developing software-based applications is one way to take advantage of the features of smart-
phone devices. With SOSCast that we designed, we aim to find the existence of the victims of 
disaster in support of the search and rescue operations. As this application make use of the 
Bluetooth as a communication device, it is possible to establish direct connection between 
smartphone devices. This then allows victims to send each other SOS messages and at the 
same time ensure that these messages can be delivered to the rescuers.

In this chapter, we discuss in detail the implementation and design of the SOSCast application 
that enables Android OS-based smartphones to send SOS messages directly via Bluetooth 
communication. It must be noted that throughout this chapter, we refer to two kinds of 
victims. One is the mobile victim who is capable of moving around the damaged area. The 
other is the immobilized victim, an individual who may be trapped within destroyed build-
ings or one who is badly injured and incapable of moving away from the current location. 
Moreover, we refer to rescuers as a group of people authorized to perform the search and 
rescue operations who come from outside of the disaster area. In general, it is challenging 
for the rescuers to estimate the location of an individual because the GPS information of 
the device that the victim has on hand may not be accurate. It is most especially difficult to 
identify indoor location due to signal blockade from damage buildings and absence of com-
munication infrastructures. However, SOSCast attempts to support the rescuers in locating 
them most especially the victims who need immediate medical care. With the development 
of SOSCast, we aim to contribute the following features:

• Estimation of the area where the immobilized persons exist via SOS messages

• Definitions of data format for SOS messages to support searching immobilized persons

• Propagation method for SOS messages directly among smartphones

• Information deletion of rescued immobilized persons

Based on an experiment within a residential area using SOSCast, we present how SOSCast 
works and how it potentially locate immobilized victims even when the individual is located 
indoors. The rest of the chapter is organized as follows. Section 2 discusses related work. 
Section 3 presents the detailed explanation of the application design. Section 4 describes 
the actual use of the application in an experiment. Finally, Section 5 provides the chapter 
summary.
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2. Related work

In a natural disaster such as a devastating earthquake, typical medium of contacting friends and 
family nowadays is via a mobile cellular device. However, when damaged areas are most likely 
left with destroyed communication infrastructures, victims would find it hard to communicate 
especially for those victims who are immobilized. Several studies have thought about utilizing 
the mobile cellular device, more commonly known as the smartphone, in sending information 
even with the absence of communication channels. For example, research by Sakurai et al. [5] 
proposes a minimalist information system that provides the functions of identifying victims, 
compiling these information in a database and, matching these information with relief solu-
tions. However, in a worst case scenario, even with limited bandwidth, battery depletion and 
the guarantee of the information in the database were not considered as we do in SOSCast.

On a similar study that addresses the loss of communication in a disaster-affected area, Sakano 
et al. [6] suggested the deployment of a “movable and deployable resource unit (MDRU)” to 
reclaim connectivity. They have proposed a network architecture that utilizes these MDRU 
to restore the communication channels in a badly damaged area as per lesson from the Great 
Eastern Japan earthquake of 2011. It is commendable as to how they have demonstrated the 
effectiveness of the proposed architecture with the MDRUs by simulation but is yet to be tested 
in actual scenario. However, these MDRUs are estimated to be set up about 2 days and are the 
size of a typical container van. Thus, it implies that this solution focuses more on the post disas-
ter recovery operations. As with SOSCast, we are more concerned on confirming the existence 
of victims right after the disaster has occurred and at least within 72 h of estimated survival rate.

Another related study to SOSCast is this proposal of a communication scheme between 
mobile devices even without communication infrastructures. Nishiyama et al. [7] devel-
oped an information relay technique between smartphones that enables the device to switch 
between MANET and DTN communication mode. The switch allows for the conservation of 
resource such as battery and bandwidth. In an actual experiment they conducted, they have 
successfully relayed information from the source to the destination for within 2.5 km even 
when the source is located indoors. The idea of a message relay via smartphone is attractive 
since it is important that the message be delivered to the rescuers. However, this study does 
not generally addresses accounting the victims in a disaster area as it is only concerned with 
getting the message to the destination. With SOSCast, the application is capable of identifying 
victims, accumulate these information and effectively deliver these to the rescuers.

Having similiar goals with SOSCast, WIISARD or Wireless Internet System for Medical 
Response in Disasters aims to establish reliable connections even with the absence of com-
munication channels. Chipara et al. [8] describes WIISARD as an emergency response system 
having actually tested the system through an emergency drill. It required the deployment of 
the Calmesh wireless networking node for the Intelligent Triage Tags (ITT) and iMOX device, 
which monitors the victim’s oxygen level, as well as the network of PDA’s or tablets with 
developed software to complete the system. Meanwhile, another emergency response system 
called DistressNet is similar to that of WIISARD. Collaborating with an actual search and 
rescue team, Chenji et al. [9] aims to establish a disaster response system using off-the-shelf 
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devices to establish a reliable network of sensors and communication. To do so, routers and 
vibration sensors need to be deployed by the search and rescue team members to create the 
mesh network and to successfully triage the disaster victims. In contrast to both emergency 
response systems, SOSCast does not require the deployment of additional devices or infra-
structure to enable triage of immobilized victims. It is sufficient that the victim has a smart-
phone on hand installed with SOSCast application for the victim to be accounted for.

3. SOSCast application design

The SOSCast application was developed to enable direct communication between victims 
during a catastrophic disaster particularly when the communication channels are unavail-
able. It allows for the victims to exchange SOS messages that contains information of their 
current physical status, GPS location information, etc., via the smartphone using Bluetooth 
communications. It must be noted that the victims we refer to are both mobile and immobi-
lized victim. A victim is mobile when the individual is capable of traversing the damaged area 
while at the same time helping out other victims. Immobilized victims on the other hand are 
individuals who are badly injured or trapped between debris and are unable to move from 
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Figure 1 shows the general picture of the SOSCast message exchange. The roles, as defined 
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infrastructures. Meanwhile, propagators are mobile victims who are capable of traversing the 
damaged area. Lastly, rescuers are mobile individuals who have the complete authority for 
searching and rescuing especially the immobilized victims. Each of these roles labeled accord-
ingly in the diagram.

At the moment when the immobilized person realizes that rescue is needed, he or she will begin 
to create the SOS message. When rescuers or propagators start to survey the damaged areas, it 
is to be assumed that they begin to broadcast for pairing requests. Then the immobilized person, 
who is severely and may be trapped inside the damaged buildings, will start to listen and scan 
for the broadcasted pairing requests from propagators that may be passing by as depicted in i of 
Figure 1. Upon capture of a scan packet, the smartphone of the immobilized person will initiate 
connection with that of the propagator’s smartphone and start to communicate. To do so, the 
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immobilized person transmits the created SOS message, which includes the current location 
based on GPS information. The SOS message composed also states the current condition that the 
immobilized victim is in and most importantly the victim’s name. When the propagator receives 
the message, an acknowledgement receipt shall be sent back to the victim which states the GPS 
location information where the propagator has received the SOS message. The propagator’s 
smartphone will then disconnect from the current pairing connection and search for more pair-
ing requests while traversing the vicinity of the damaged area. Such process, when in a repeated 
cycle, enables the propagator to collect several SOS messages from immobilized victims with 
successful pairing connections. The propagators are also able to share the received SOS mes-
sages with other propagators, such that, each of the propagators will have a consolidated list of 
SOS messages as in ii of Figure 1. After that, it will now be a matter of which propagator is able 
to deliver the collected SOS messages to rescuers who will estimate the locations of the immo-
bilized victims based on the GPS locations of the SOS messages collected (see iii of Figure 1).

Meanwhile, Figure 2 describes in detail how SOSCast functions on the application level. First, 
the victim identifies self if immobilized or mobile. Note again that, a victim is considered immo-
bilized if trapped inside a damaged building or infrastructure and is unable to move away 
from current location. Whereas, a victim is mobile if the individual is capable of traversing the 
affected area. Now, if the victim is immobilized, the victim will be asked to create the SOS mes-
sage using the smartphone application with the needed information. Otherwise, the mobile  
victim would simply enable smartphone to broadcast a pairing request. After the immobi-
lized victim creates the SOS message, the smartphone must be enabled to broadcast a pairing 
request as well. While the application is used by a mobile victim, the device continues to lis-
ten to pairing requests from other victims using the application. If the mobile victim’s device 
found a pairing request, the device will begin to establish connection. Then, if the connection 
is identified to be with an immobilized victim, the mobile victim’s device will wait to receive 

Figure 1. General overview of SOSCast.
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the SOS message. Simultaneously, the immobilized victim sends the created SOS message 
to the mobile victim and waits to receive the extended SOS message. At the time when the 
mobile victim receives the SOS message, the mobile victim will attach personal information to 

Figure 2. The working process of the SOSCast application.

Smartphones from an Applied Research Perspective62



the SOS message. Simultaneously, the immobilized victim sends the created SOS message 
to the mobile victim and waits to receive the extended SOS message. At the time when the 
mobile victim receives the SOS message, the mobile victim will attach personal information to 

Figure 2. The working process of the SOSCast application.

Smartphones from an Applied Research Perspective62

the message, store this on the device, then send back to the immobilized victim the extended 
message. The purpose of an extended message is for the immobilized victim to confirm that 
the SOS message has been acknowledged. In that regard, the extended message actually 
includes the name of the mobile victim and an ID as well as the communicated time and loca-
tion information. Finally, the mobile victim ends the connection with the immobilized victim 
and broadcast again a new pairing request searching for other victims.

On the other hand, if the mobile victim happens to find a pairing request from another mobile 
victim or rescuer, the mobile victim on inquiry mode sends a connection request and establish 
connection with the other party. Then, instead of receiving an SOS message, the mobile victim 
sends the other mobile victim or rescuer the currently stored SOS messages from immobi-
lized victims with the extended information. Afterwards, the mobile victim waits to receive 
the stored messages from the other party to update the database in the device. When the 
exchange of stored messages is done, both parties end the connection and begin to search for 
other unaccounted victims.

3.2. Message format

The SOS message formats between immobilized and mobile victims differ in content. The 
immobilized victim records ID, and remarks on current physical condition. The location infor-
mation and the time when the message was created are also logged. The immobilized victim’s 
ID may include a nickname or the real name of the person. As for the remarks, it is a message 
field where the immobilized victim selects from a dropdown menu of current statuses with 
predefined messages. The location field includes the currently identified GPS information by 
the device. Lastly, the time when the immobilized victim created the message is also recorded. 
From this, it is possible to estimate the time when the immobilized victim began to ask for help. 
Moreover, it is useful to sort and delete duplicated messages based on this time field. Table 1 
lists fields of the message format for immobilized victims with corresponding byte size.

The mobile victim’s information includes ID, the current location information, and the time 
when the mobile victim communicated with the immobilized victim. Similar to immobilized 
victim’s ID, this field may also include a nickname or real name. The location field logs the 
current GPS information where the mobile victim has established connection with the immo-
bilized victim. Occasionally, the GPS information of immobilized victim may not be accurate 
or may not be obtained due to indoor location, etc. If so, the information may lead to the 
wrong operation. However, as the number of obtained messages increases, using the GPS 

Item Description Size (byte)

Immobilized victim ID (IMEI) Name to identify the victim 15

Message creation time Time when the SOS message was composed 4

Immobilized victim location GPS information of the victim 8

Communication time Time when a connection was established 4

Propagator location GPS information of the propagator 8

Immobilized victim information Current status of the immobilized victim 0

Table 1. Description of the SOS message format.
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information of mobile victims improves the precision even if some GPS information of mobile 
victims are not accurate. Lastly, the time when the mobile victim has received SOS message 
from the immobilized victim is logged in the time field.

In general, the GPS information for both the immobilized and mobile victims is inaccurate 
by around 10 m. The SOSCast application is not capable of identifying the accuracy of the 
obtained GPS information. However, we rely on this information to at least have an idea 
where the immobilized victim may be at. We discuss this idea further in Section 3.5 to justify 
how this information proves to be useful even if it is not accurate sometimes.

3.3. Propagation process

When the communication channel is unreliable or unavailable, the smartphones would need 
to propagate SOS messages by means of store-carry-forward (SCF) routing. In propagat-
ing SOS messages, this study mainly implements Bluetooth technology, which is favorable 
for its simplicity and availability in the majority of smartphones. Bluetooth mainly has two 
mode types, the inquiry mode and the discoverable mode. In the inquiry mode, a smart-
phone broadcasts inquiry packets to detect other bluetooth devices. On the other hand, dur-
ing the discoverable mode, it is listening for broadcast inquiry packets. For the immobilized 
victims to conserve as much battery as possible, their smartphones are set to discoverable 
mode. Meanwhile, the propagators could be both in inquiry and discoverable mode, periodi-
cally sending inquiry packets during the inquiry mode and constantly listening to broadcast 
requests during discoverable mode. When the inquiry responses from both immobilized and 
propagators are received within the period, the propagator generates a list of possible connec-
tions. These connections are classified according to the capability of the immobilized person 
or the propagator to propagate SOS messages as soon as possible.

Table 2 shows six types of connection lists, namely, immobilized persons, propagators, and 
already connected persons classified into either having a strong or weak Bluetooth Received 
Signal Strength Indication (RSSI).

Immobilized victims and propagators alike are considered to be already connected persons, 
as such, persons connected via SOSCast. It is also to be noted that SOSCast in a propagator’s 
smartphone is capable of logging the RSSI of the pairing requests received. With this, the 

Priority Classification RSSI level

1 Immobilized persons Strong

2 Propagators Strong

3 Already connected persons Strong

4 Immobilized persons Weak

5 Propagators Weak

6 Already connected persons Weak

Table 2. List of SOSCast connections.
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propagator can classify the SOSCast connections by the RSSI level. For instance, when the 
RSSI of the request sent by the immobilized victim’s smartphone is higher than the previ-
ously set threshold,1 SOSCast will identify such ID as immobilized persons with strong RSSI. 
Else, if the identified RSSI is lower than the threshold, then it will be assigned as immobilized 
persons with weak RSSI. Moreover, propagators and already connected persons are similarly 
classified with their RSSI relative to the threshold. Propagators with RSSI higher and lower 
than the threshold are addressed as propagators with strong RSSI and propagators with weak 
RSSI, respectively. Already connected persons with RSSI higher and lower than the threshold 
are, namely, already connected persons with strong RSSI and already connected persons with 
weak RSSI. When such classification list is made, the priority of connection is in the order of 
strong RSSI from the immobilized person, propagators and already connected persons. Within 
the classification, the order of addressing which connection will depend on the order the IDs 
whose SOS message arrive first. Less priority is given to those IDs with weak RSSI beginning 
from immobilized persons, propagators and already connected persons. Connections to per-
sons with weak RSSI will be postponed because there is a lower probability that a connection 
can be made compared with those having higher RSSIs.

3.4. Message deletion

Redundant SOS messages are to be deleted properly from the network to avoid misleading the 
rescuers to continue the search when the immobilized person was already rescued. Removal 
of such messages must be done immediately for time efficiency during rescue. Illustrated in 
Figures 3 and 4 are the deletion processes of unnecessary SOS messages.

In Figure 3, assuming that the immobilized person has been rescued and if such person is 
capable of moving around to help in the rescue, the status will be changed to propagator.

This person will now be propagating other immobilized persons’ SOS messages the same way 
as propagators do. In the status transition, however, the information sent to the consolidated 
SOS message list must be deleted and should indicate self as “RESCUED” in the message 
field. The now mobile victim should be able to collect SOS messages from immobilized per-
sons and exchange information with other propagators. Within the collected SOS messages 
from other propagators, the information relating to self upon the change in status must be 
removed as in Figure 4.

However, some victims who had sent SOS messages and were rescued may need to call res-
cue again by some reason such as during a secondary disaster. They can also create SOS 
messages, and these messages are not deleted by the old rescued message. Note that the res-
cued information is maintained in the SOS message. Therefore, rescued immobilized persons’ 
information is deleted during propagating process.

3.5. Location mapping

Based on the logged SOS messages, the rescuers can easily find the existence of the immobi-
lized victims from the recorded GPS location information. This is so because the SOS messages  

1This threshold was determined through a preliminary experiment to check whether the connection was stable.
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will be propagating within the network of propagators until the consolidated message list 
is received by the rescuers. Rescuers and propagators or mobile victims alike carry the same 
function of the SOSCast in their smartphones. However, only the rescuers has the capability 
of actually searching for the immobilized victims and the authority of rescuing them. The map 

Figure 3. Deletion process in immobilized victim’s device.
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in SOSCast, meanwhile, helps the rescuers by giving an idea on where the immobilized victim 
should be searched. Note that SOSCast also collects the GPS location from where the propaga-
tor has received the SOS message as an acknowledgement. Without such, it will be difficult to 
know where to search for the immobilized victim when the given GPS location information of 

Figure 4. Deletion process in mobile victim or propagator’s device.
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the immobilized victim is unavailable or incorrect. It would be helpful, thus, to have both the 
acknowledged receipt location from the propagators and the location the immobilized victim 
provided to make it easy for the rescuers to estimate the search area efficiently.

4. Evaluation

To examine how a smartphone obtain messages in the real environment, we conducted an 
experiment using Android OS-based smartphones. Section 4.1 describes the experimental 
environment while Section 4.2 discusses the results.

4.1. Environment

Based on the design of the SOSCast in the general overview, the application was implemented 
based on Android. To evaluate the potential of the Android application, a preliminary experi-
ment within a residential area nearby the campus was conducted. All persons assuming the 
roles of the immobilized person and propagator in the experiment have SOSCast installed on 
their respective device. In this case, the Samsung Galaxy Tab SC-01C was used as a smart-
phone device by both the immobilized person and propagator. In the scenario as in Figure 5, 

Figure 5. Experimental environment.
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an immobilized person is assumed to be trapped inside the building with propagators moving 
around the building. Considering that the building is damaged and inaccessible, propagators 
walk along the surrounding street. Traversing the area is done five time in all five directions 
indicated. When a rescuer receives the collected SOS messages from the propagators, the 
logged GPS location information from the SOS messages both indicated by the immobilized 
persons and that of the location acknowledged by the propagator of having received the mes-
sage will be displayed on the map.

4.2. Results

Figure 6 is a screenshot of the display on the rescuer’s smartphone which shows the locations 
of both the immobilized person and propagators. The results of the experiment have shown 
us that the propagators were able to receive the messages within the 10 m parameter in aver-
age on the directions indicated in 1, 2, and 5. In the case of directions 3 and 4, the distances 
of the locations where the SOS messages were received are higher than average. Even so, the 
availability of the distance, based from those indicated by the propagator from where the SOS 
messages were acknowledged to have been received, could indicate the presence of an immo-
bilized person within the vicinity. Again, this could aid the rescuers in estimating the search 
area even with incorrect or unavailable GPS location information from immobilized person.

Figure 6. Experimental result.
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5. Conclusion and future work

In this chapter, we showed the implementation and design of sending SOS messages by both 
immobile and mobile victims of a very damaging disaster, namely the SOSCast application. 
By estimating the locations, we have shown that SOSCast has the potential to locate victims 
specifically targeting immobilized persons trapped under fallen debris or infrastructures 
based on this information. In SOSCast, the victims collect and propagate these messages 
which rescuers can use to estimate locations of the immobilized persons by using the smart-
phone. The more GPS information received from collected SOS messages, the more it is pos-
sible to estimate the victim’s location. In a disaster area where conventional communication 
services are impaired, SOSCast can potentially aid the work of rescuers as it can enable direct 
communication between smartphones. As future work, we will consider to utilize other wire-
less communication like Wi-Fi Direct, in addition to Bluetooth. Also, with the development of 
Bluetooth Low Energy technology, this could dramatically reduce power consumption dur-
ing pairing request broadcasts between immobilized persons and propagators.
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Abstract

The Encyclopedia Britannia defines a smartphone as a mobile telephone with a display 
screen, at the same time serves as a pocket watch, calendar, addresses book and calcula-
tor and uses its own operating system (OS). A smartphone is considered as a mobile tele-
phone integrated to a handheld computer. As the market matured, solid-state computer 
memory and integrated circuits became less expensive over the following decade, smart-
phone became more computer-like, and more more-advanced services, and became ubiq-
uitous with the introduction of mobile phone networks. The communication takes place 
for sending and receiving photographs, music, video clips, e-mails and more. The grow-
ing capabilities of handheld devices and transmission protocols have enabled a growing 
number of applications. The integration of camera, access Wi-Fi, payments, augmented 
reality or the global position system (GPS) are features that have been used for science 
because the users of smartphone have risen all over the world. This chapter deals with 
the importance of one of the most common communication channels, the smartphone 
and how it impregnates in the science. The technological characteristics of this device 
make it a useful tool in social sciences, medicine, chemistry, detections of contaminants, 
pesticides, drugs or others, like so detection of signals or image.

Keywords: smartphone, detection, chemistry, optical, medicine, mobile applications, 
instrumental interface

1. Introduction

Smartphones are similar to notebook computer with its own operating system, processor, 
internal memory, and high-quality camera lenses [1]. The smartphones are more accessible and 
cheaper than portable analytical devices. According to eMarketer, the number of smartphone 
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users worldwide surpassed 2 billion in 2016 and it represents more than a quarter of the global 
population. For 2018, the mobile users will grow to more than 2.56 billion people or a third of 
the world’s population. However, the latest annual Mobility Report from Ericsson indicated 
that nowadays, there are 84 million new mobile subscriptions, reaching a total of 3.9 billion of 
smartphone subscriptions. Mobile subscriptions are growing at around 3 percent year-on-year 
globally. And it have been estimated that there will be a 6.8 billion of smartphone subscriptions 
for 2022. This growth has a big impact, and it highlights the opportunity to create apps and 
other services to meet our necessities in a practical way. The smartphone ownership rates in 
emerging and developing nations are rising, 21% in 2013 and 35% in 2015. Figure 1 shows a 
distribution of the smartphone users by countries [2].

The continuous improvement of smartphone electronics, the development of new app and 
the increase of users have stimulated research in the use of smartphone. Smartphone tech-
nology now includes a range of detection capabilities, thanks to the built-in camera, such as 
colorimetric detection [3], optical methods that are employed in an easy way and to share 
the information on real time, as well as quantification [4], monitoring [5], or mobile applica-
tions [6–8] developed to solve a problem such as freezing of gait in Parkinson’s disease [9], 
glucose monitor [10], and to detect enzymes [11, 12]. Also, it is used to developed devices, a 

Figure 1. Smartphone’s users in worldwide.
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spectrophotometer [13, 14] and an electrocardiograph [15], and to create sensors or biosen-
sors [1]. Some applications in healthcare, are: melanoma detection [16], cancer prevention 
[17], emergency signal detection [18], optical imaging techniques for diagnostics [19, 20], or 
detection [21]. Besides, in the environment, the smartphone has been used to analyze the 
quality of the water [22] to detect its salinity [23] or to detect mycotoxins [24, 25]. A com-
plete revision of the applications in different area, devices developed, and limit of detection 
(LOD) of difference samples will be included in this review.

In this review has been illustrated the smartphone as a research tool to the detection and 
analysis, because these can be employed in interdisciplinary areas. One the most representa-
tive characteristics of the smartphone is that it allows the portability because of its size and 
its cost compared with commercials instruments. The smartphone sensors have the capac-
ity to effectively serve as portable biofeedback devices for a diverse range of applications 
in science. Its processor allows you to collect, analyze, and process images or signals in an 
embedded way.

2. Applications of the smartphone

There have been many recent publications on the use of smartphone as portable detector, 
bioanalytical devices and instruments interfaces, among others. The use of smartphone 
had created opportunities for diagnostic, prognostic, detection, quantification, monitoring, 
control or make mobile applications, because it could be used to run routine test, does not 
need trained personal, its portability and is considered as a low cost device. Moreover, 
to have a complete overview of the real advantages, applications or characteristics of the 
smartphone, it is important to point out the problems with the sampling of real samples 
(biological, food, environmental), and these need conventional devices to compare the 
results.

Sometimes, a smartphone is coupled with a device that contains the components of an instru-
ment in a simplified format. For analytical applications, the smartphone is used to control the 
experimental device and display the results on a dashboard in a tablet, television, computer 
or other screen and to communicate via USB port, Bluetooth or Wi-Fi between the smartphone 
and the analytical device. Some examples are described as follows.

2.1. Medicine

Smartphone offers potential for medical diagnosis [26, 27] and treatment of pathologies 
as a low cost system. There is an increasing interest to detect analytes of clinical interest 
as employing the mobile phone camera for DNA detection [28], DNA amplification uses 
the convective polymerase chain reaction technique, and the detection is carried out with 
the variation in the fluorescence. The fluorescence increment used the brightness of the 
image before and after the DNA amplification. If there is a difference between before and 
after the DNA amplification, the test is positive. This process can be used for screening 
hepatitis B virus plasmid samples.
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In 2014, Guan et al. introduced a barcode design into a paper-based blood typing device by 
integrating with smartphone, and this device involved the use of hydrophilic bar channels 
treated with anti-A, B and D antibodies. These channels were then used to perform blood typ-
ing assays by introducing a blood sample. Blood type can be visually identified from eluting 
lengths in bar channels. A smartphone application was designed to read the bar channels, 
analogous to scanning a barcode, interpret this information, and then report the results to 
users [29].

The development of a microscope attached to smartphone was reported by Breslauer et 
al., and the authors demonstrated the applicability of this device for clinical diagnostics of  
P. Falciparum and M. tuberculosis, providing an important tool for disease diagnosis and screen-
ing, particularly in the developing world and rural areas where laboratory facilities are scarce, 
but mobile-phone infrastructure is extensive [30].

Surface plasmon resonance (SPR) detection system based on a smartphone was proposed 
by Preechaburana et al. where the authors demonstrated that the resolution of the device 
employing the smartphone is comparable with conventional analytical SPR. The assays were 
made for the detection of β2 microglobulin, biomarker for cancer, and were achieved a limit 
of detection of 0.1 mg/mL in urine [31]. More works about the use of the smartphone are 
presented in Table 1, where the samples detected and brief descriptions of the work are 
mentioned.

2.2. Chemistry

Nielsen reports that between 2009 and 2011 smartphone ownership for 13−17 year olds and 
18−24 year olds went from 16 to 40% and from 23 to 53%, respectively, an increase of 100% 
approximately. Smartphone serves as powerful educational tool on a mobile platform, which 
encourages learning. The mobile applications, or “apps,” have a wide range of functionalities 
and cover many disciplines. Collaboration through the interconnection of multiple chemistry 
apps has demonstrated that chemo-informatics is a tool to increase work efficiency, which can 
be utilized to raise the chemistry learning experience to a new level, and Chemspider app is 
a powerful handheld chemical search engine. This chapter [46] discusses apps that are avail-
able on smartphone, as these are more prevalent, affordable, and portable than comparable 
tablets or laptops.

A novel approach for an inexpensive and disposable colorimetric paper sensor array for the 
detection and discrimination of five explosives (triacetone triperoxide, hexamethylene triper-
oxide diamine, 4-amino-2-nitrophenol, nitrobenzene and picric acid) was presented by Salles 
et al. [47]. The colorimetric sensor was designed as a disposable paper array fabricated with 
potassium iodide, creatinine and aniline, which produces a chemical reaction, a specific color 
pattern for each explosive. The analytes were identified and classified for each explosive by 
the changes in the color patterns, which were extracted using a smartphone camera installed 
in a closed chamber to avoid the illumination interactions. A semiquantitative analysis was 
performed, and it was possible to use as low as 0.2 mg of explosives. Others detections with 
the smartphone are presented in Table 2.

Smartphones from an Applied Research Perspective76
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Samples Detection/quantification Short description References

Vitamin D Measure physiological levels 
of 25-hydroxyvitamin D with 
accuracy better than 15 nM and a 
precision of 10 nM

The system consists of a smartphone 
accessory, an app and a test strip that 
allows the colorimetric detection of 
25-hydroxyvitamin D using a novel gold 
nanoparticle-based immunoassay

[4]

Freezing of gait 
(FOG) is a motor 
symptom in 
patients with 
Parkinson’s disease 
(PD)

98 FOG events were recognized, 
and seven FOG events were 
missed by the application. 
Sensitivity and specificity were 
70.1 and 84.1%, for the Moore-
Bächlin Algorithm, rising to 
87.57 and 94.97%, for the second 
algorithm employed

In order to verify the acceptance of a 
smartphone-based architecture and its 
reliability at detecting FOG in real-time, 20 
patients were studied. It consisted to make a 
video-recorded Timed Up and Go using the 
smartphone; the video was synchronized with 
the accelerometer to assess the reliability of 
the FOG detection system as compared to the 
clinicians. The algorithms employed were the 
Freezing and Energy Index (Moore-Bächlin 
Algorithm)

[9]

Salivary glucose Detection range of 9–1350 mg/dL 
glucose at a response time of 45 s 
and LOD of 22.2 mg/dL

The assay consisted to immobilized glucose 
oxidase enzyme on filter paper strip (specific 
activity 1.4 U/strip); the enzyme reacts with 
synthetic glucose samples in presence of 
co-immobilized color pH indicator. Then, 
the changes in the filter paper based on 
concentration of glucose are detected. Once 
the biosensor was standardized, the synthetic 
glucose sample was replaced with human 
saliva

[32]

Salivary cortisol LOD of 0.3 ng/mL. It provides 
quantitative analysis in the range 
of 0.3–60 ng/mL

The biosensor is based on a direct competitive 
immunoassay with peroxidase–cortisol 
conjugate by adding the substrate luminol/
enhancer/hydrogen peroxide, and it 
produces a chemiluminescence reaction. 
The smartphone was used to detect the 
light generates by the reaction through the 
camera as image and the data handling via an 
application

[33]

Blood hematocrit 0.1% of hematocrit with a 
sensitivity of 0.53 GSV (a.u.)/
hematocrit

Using an integrated camera in the 
smartphone, pictures of human blood in the 
microchannel were taken and analyzed by 
a mobile application. The characterization 
of the depth of the microfluidic channel 
demonstrated that a shallower depth of the 
microchannel enhanced the sensitivity of the 
hematocrit determination

[34]

Albumin in urine 5–10 μg/mL−1 (which is more 
than three times lower than the 
clinically accepted normal range)

The test and control tubes are excited by a 
battery powered laser diode; its fluorescent 
emission is collected perpendicular to the 
excitation by a smartphone camera, through 
external plastic lens inserted in the camera 
lens. The images are digitally processed 
within one second through an Android 
application, with the purpose to quantify the 
albumin concentration in the urine samples

[35]
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Samples Detection/quantification Short description References

Thyroid 
stimulating 
hormone (TSH)

0.31 mIU/L Employing the methodology of the optimized 
Rayleigh/Mie scatter detection with the 
optical characteristics of a nitrocellulose 
membrane and gold nanoparticles for 
quanti fying TSH levels. Using A miniature 
spectro meter, light-emitting diodes (LED) as 
light source and optical fibers on a rotating 
benchtop apparatus, the light intensity from 
different angles of incident light and angles 
of detection were measured. A bracket was 
designed to support the cell-phone and the 
embedded flash as the light source, through a 
collimating lens to illuminate the assays, and 
quantified the concentration of TSH in an iOS 
application, and it was verified using a code 
made in MATLAB

[36]

Cholesterol in 
blood

Cholesterol levels within 
1.8% accuracy in the relevant 
physiological range  
(140 mg dl−1 to 400 mg dl−1)

A smartcard, smartphone Cholesterol 
Application for Rapid Diagnostics system. The 
system can quantify cholesterol levels from 
colorimetric changes due to cholesterol reacting 
enzymatically on a dry reagent test strip. The 
smartphone acquires the image of the test 
strip and an app that analyzes parameters 
such as hue, saturation and luminosity of the 
test area quantifies the cholesterol levels and 
displays the value on the screen

[37]

Glucose and urea Glucose had a concentration 
ranges 30–515 mg/dl and 2–190 
mg/dl for blood urea nitrogen 
(BUN)

Smartphone equipped with a color analysis 
application was combined with Vitros® 
glucose and urea colorimetric assays. 
Color images of assay slides at various 
concentrations of glucose or urea were 
collected and quantitated in three different 
spectral ranges (red/green/blue or RGB). 
When the diffuse reflectance data were 
converted into absorbance, it was possible to 
quantitate glucose or BUN

[38]

Kaposi’s sarcoma It can detect DNA sequences 
from KSHV down to 1 nM

Kaposi's sarcoma (KS) is an infectious 
cancer occurring in immune-compromised 
patients, caused by Kaposi's sarcoma 
associated herpesvirus (KSHV). In this 
work, a smartphone accessory capable of 
detecting KSHV nucleic acids was developed. 
The accessory reads out microfluidic chips 
filled with a colorimetric nanoparticle assay 
targeted at KSHV

[39]

DNA molecules Longer DNA samples imaged 
over a field-of-view of 2 mm

The images and the length quantification 
of single-molecule DNA strands using a 
fluorescence microscope installed on a mobile 
phone. An optomechanical bracket with lens, 
thin-film interference filters, laser-diode and 
a mobile phone application were designed 
to measure the lengths of DNA molecules 
labeled and stretched using disposable chip

[40]
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Samples Detection/quantification Short description References

DNA/RNA  
analysis

Replication of Staphylococcus 
aureus and λ-phage DNA  
targets in less than 20 min, 
in-flight

This approach exploits the ability to 
isothermally perform the polymerase chain 
reaction (PCR) with a single heater, enabling 
the system to be operated using standard 5 
V USB sources that power mobile devices. 
Time-resolved fluorescence detection 
and quantification is achieved using a 
smartphone camera and integrated image 
analysis app

[41]

Glucose ~3.5μm Khan et al. described a label-free, optical 
sensor capable to detect the changes in 
photoluminescence (PL) of a thin polymer 
film employing the glucose as the target 
molecule, the radiance changes of the 
quantum dots in PL of the UV excitation of 
the enzymatic reaction, allows quantifying 
the level of glucose

[42]

Protein Bovine serum albumin  
(BSA) of 1.78μg/ml Thrombin  
of 2.97ng/ml

A smartphone-controlled biosensor 
system is developed with electrochemical 
impedance spectroscopy (EIS) to detect 
proteins for POC testing. Printed carbon 
electrodes and interdigital gold electrodes 
were modified with biocomponents as 
biosensors for quantification of the protein 
binding and enzyme activities by special 
antibodies and peptides immobilized on the 
electrodes

[43]

pH in sweat and 
saliva

Unmentioned A smartphone camera and colorimetric 
detection of pH in sweat and saliva. Sweat pH 
can be correlated to sodium concentration and 
avoid the risk of muscle cramps. Salivary pH 
below a critical threshold is correlated with 
enamel decalcification, an acidic breakdown 
of calcium in the teeth

[44]

Escherichia coli 
and gonorrhea in 
human urine

10 CFU/mL for both Anti-Escherichia coli or anti-Neisseria 
gonorrhoeae antibodies were conjugated 
to submicron particles. The bacteria-
spiked urine samples were introduced to 
the inlet of paper microfluidic channel, 
which flowed through the channel by 
capillary force. Urobilin, the component 
responsible for the yellow appearance of 
urine and green fluorescence emission, 
was filtered by a microfluidic paper 
analytical device (μPAD). The extent of 
immunoagglutination was quantified by 
angle-specific Mie scatter under ambient 
lighting conditions, utilizing a smartphone 
camera as a detector

[45]

Table 1. Uses of the smartphone in medicine.
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Samples Detection/quantification Short description References

Lactate in 
oral fluid and 
sweat

0.5 mmol L−1 in oral  
fluid and 0.1 mmol L−1  
in sweat

To develop a portable lactate chemiluminescent biosensor, 
based on the coupling of the enzymatic oxidation of 
lactate catalyzed by L-lactate oxidase with the luminol/
H2O2/HRP CL system, using disposable analytical 
cartridges to allow measurement of the light produced by 
the enzyme reaction and a smartphone camera to detect 
the light

[48]

Liquids Unmentioned A handheld automated microfluidic liquid handling 
system is controlled by a smartphone, which is enabled 
by combining elastomeric on-chip valves and a compact 
pneumatic system, and it can automatically perform 
all the liquid handling steps of a bead-based HIV1 p24 
sandwich immunoassay on a multi-layer PDMS chip 
without any human intervention

[49]

Cocaine LOD of 0.25 mg/mL An assay based on the gold nanoparticle conjugate 
(AuNPs) difference in affinity for single-stranded DNA 
(nonbinding) and double stranded DNA (target bound). 
The AuNPs and the aptamer were incubated prior to 
target addition to passivate the AuNPs surface. The 
adsorbed aptamer was able to bind the target to avoid 
nonspecific interactions. To facilitate the assay analysis, 
an android application for automatic colorimetric 
characterization was developed

[50]

H2O2
Glucose in 
phosphate 
buffer
Artificial 
urine

1.75 μM
0.017mM
0.030mM

A handheld paper-based bipolar electrode-electro-
chemiluminescence (P-BPE-ECL) system with a 
rechargeable battery as power supply and smartphone 
for readout of ECL signal is employed. In the case of 
the electro-chemiluminescence reaction, the carbon 
ink-based bipolar electrode and driving electrodes are 
screen-printed and the wax-screen-printing is employed 
to fabricate the microfluidic channels. The luminol/H2O2-
based ECL reaction is applied to quantify the P-BPE-ECL 
system

[51]

Heavy metals Cu (II)=0.29 ppm
Ni (II)=0.33 ppm
Cd (II)=0.19 ppm
Cr (VI)=0.35 ppm

A 3D paper-based microfluidic device for colorimetric 
determination of selected heavy metals in water samples. 
The process is as follows: the samples are immersed 
into the paper chip and the sample streams reaching 
into the detection zones. Finally, the activation solutions 
are dropped to get metal chromogenic reactions that 
are captured by a camera cell phone and analyzed in a 
personal computer employing image processing and 
analysis software

[52]

Salmonella 
spp.
Escherichia coli 
O157

105 CFU (colony  
forming units) mL−1

Silica nanoparticles (SiNPs) were doped with FITC and 
Ru, conjugated to the respective antibodies and used 
in a conventional lateral flow immunoassay (LFIA). 
Fluorescence was recorded by inserting the nitrocellulose 
strip into a smartphone-based fluorimeter consisting 
of a LED, a fluorescence filter set and a lens attached to 
the integrated camera. The images were analyzed by 
exploiting the quick image processing application of the 
cell phone and enable the detection of pathogens within 
few minutes

[53]
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cell phone and enable the detection of pathogens within 
few minutes

[53]
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2.3. Food

A smartphone-utilized biosensor was developed for detecting microbial spoilage (Escherichia 
coli) on ground beef, without using antibodies, microbeads or any other reagents, toward 
a preliminary screening tool for microbial contamination on meat products and potentially 
toward wound infection. Near infrared LED was used to irradiate perpendicular to the sur-
face of ground beef, and the scatter signals at various angles were evaluated utilizing the 
gyro sensor and the digital camera of a smartphone. The fluorescence microscopy experi-
ments revealed that the antigens and cell fragments from E. coli bonded preferably to the fat 
particles within meat, and the size and morphologies of such aggregates varied by the E. coli 
concentration, concluded by Liang et al. [56].

Yu et al. designed a disposable lateral flow-through strip for smartphone to fast one-step 
quantitatively detect alkaline phosphatase (ALP) activity in raw milk. The strip comprises 
two functional components, a conjugation pad loaded with phosphotyrosine-coated gold 
nanoparticles and a testing line coated with anti-phosphotyrosine antibody. The dephosphor-
ylation activity of ALP at the testing zone can be quantitatively assayed by monitoring the 
accumulated gold nanoparticles and induced color changes by smartphone camera, thus pro-
viding a highly convenient portable detection method, demonstrating the potential of smart-
phone for pathogen detection. Other application of the biohazard-free lateral flow-through 
testing strip is for the fabrication of rapid, sensitive and inexpensive enzyme or immunosen-
sors for food contamination, food quality inspection or clinic [57]. Allowing the diagnosis or 
analysis, some elements detected in food are represented in Table 3.

Samples Detection/quantification Short description References

Salmonella 102 CFU mL−1 with a 
linear range up to 105 
CFU mL−1

Each microfluidic channel was preloaded with anti-
Salmonella Typhimurium and anti-Escherichia coli 
conjugated. The paper microfluidic device was submerged 
into the Salmonella solutions led to the antibody-conjugated 
particles to immunoagglutinate. The immunoagglutination 
was quantified by evaluating Mie scattering from the 
digital images captured. A smartphone application was 
designed and programmed to allow the user to position 
the smartphone at specific angle and distance from the 
microfluidic device. Besides, an image processing algorithm 
was implemented to quantify the bacterial concentration

[54]

Amines Less than 1ppm Bueno et al. present the use of solvent cast cellulose 
acetate membranes to immobilize dyes and to employ 
the membranes as a plastic device to identify between 
different types of amines (triethylamine, isobutyl 
amine, isopentylamine). The device consisted of an 
array of membranes with five pH indicators (alizarin, 
bromophenol blue, chlorophenol red, methyl red and 
thymol blue). A smartphone was used to analyze the 
data, to capture the images and to extract the red, green 
and blue (RGB) components from the image to generate a 
unique color pattern

[55]

Table 2. Applications of the smartphone in chemistry area.
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2.4. Environment

The contaminated water is a worldwide problem; for that reason, in 2013, Andrade et al. 
[62] proposed a digital image processing-based flow-batch analyzer for aluminum (III) and 
chromium (VI) determinations in natural water, employing a webcam with a charge cou-
pled device (CCD) sensor and red, green, and blue (RGB) data. The method for determining 

Samples Detection/quantification Short description References

L-glutamate 
dehydrogenase in 
wine and instant 
soups

0.5–5.0 mmol L−1 for image 
processing (linear range)
The LOD was 0.05 mmol 
L−1 and 0.028 mmol L−1 
by naked eye and image 
processing, respectively

A chromatography paper for the analysis of 
selected food compounds was developed by 
Monosik et al. The biochemical colorimetric 
assay utilizes enzymes from the dehydrogenase 
family coupled with diaphorase in the presence 
of a tetrazolium dye, MTT and NAD+. The 
product of the colorimetric reaction developed 
on the surface of the paper is observed by the 
naked eye and was captured by smartphone 
camera to get the data for a quantitative analysis

[58]

Anti-recombinant 
bovine somatotropin 
(rbST) in milk

An 80 % true-positive rate 
and 95 % true-negative rate 
were achieved

The rbST biomarker present in milk was 
captured by rbST covalently coupled to 
paramagnetic microspheres and labeled by 
quantum dot (QD)-coupled detection antibodies. 
The emitted fluorescence light from the QDs 
was captured using the cell phone camera. 
The fluorescence and dark-field microimages 
were analyzed using an Android application 
developed

[59]

Furfural in pale  
lager beers

12 μgL−1 A disposable color changing polymeric films, 
the films are prepared by radical polymerization 
of 4-vinylaniline. The sensitive indicator 
monomer is the furfural-, the comonomer is 
2-hydroxymethyl methacrylate and the cross-
linker is the ethylene dimethyl methacrylate 
(EDMA). As sensing mechanism used the 
Stenhouse reaction, the aniline and furfural react 
in acidic media, generating a deep red cyanine 
product. The colorimetric response has been 
monitored using either a portable fiber-optic 
spectrophotometer or the built-in camera of a 
smartphone

[60]

Tetracycline (TC)  
in bovine milk

Concentration range of 
0.5–10 μg mL−1. LOD of 
0.5 μg mL−1 and limit of 
quantitation of 1.5 μg mL−1

An application named ColorConc was developed 
for the iPhone that utilizes an image matching 
algorithm to determine the TC concentration in 
a solution. The values of red, green, blue, hue, 
saturation, brightness were measured from each 
picture. The TC solution extracted from milk 
samples using solid phase extraction (SPE) was 
captured and the concentration was predicted 
by comparing color values with those collected 
in a database

[61]

Table 3. Smartphone in the detection of food contaminants or food compounds.
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Table 3. Smartphone in the detection of food contaminants or food compounds.
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 aluminum is based on an Al (III) ion, and the reaction produces a yellow-colored complex 
in an acetate buffer. The determination of chromium is based on a Cr (VI) ion, which pro-
duces a violet-colored complex. The digital images were processing, and the RGB data were 
employed to build the analytical curves. The working ranges were from 10 to 600 μg/L for 
Al (III) and 10 to 300 μg/L for Cr (VI), and their limits of detection were 3.97 and 2.65 μg/L, 
respectively, for Al (III) and Cr (VI).

Gopinath et al. have mentioned that the ubiquitous nature of bacteria enables them to sur-
vive in a wide variety of environments and provides an overview of the bacterial detection 
systems that ranges from microscopic observation to smartphone-based detection. It work 
described that the first application using a smartphone to the detection and to visualize a 
single bacterium or virus was demonstrated by Zhu et al. [19]. The system was applied to 
E. coli as a proof-of-concept. Anti-E. coli antibodies were immobilized on the interior sur-
face of a capillary tube [63]. Table 4 describes some applications of the smartphone in the 
detection of elements in the environment.

Samples Detection/
quantification

Short description References

Catechols from 
a water sample 
of a river

Unmentioned A smartphone-based colorimetric reader was coupled with a 
remote server for rapid on site analysis of catechols. A colorimetric 
sensor array composed of pH indicators, and phenylboronic acid 
was configured. The method identified the catechols with 100% 
accuracy and predicts the concentrations to within 0.706–2.240 
standard deviation

[64]

Mercury 
contamination 
in water

3.5 ppb An optomechanical device integrated to the camera module of a 
smartphone to quantify mercury concentration using a plasmonic 
gold nanoparticle (AuNP) and aptamer-based colorimetric 
transmission assay. It was possible to quantify mercury (II) ion 
concentration in water samples by using a two-color ratiometric 
method employing LEDs. Using this smart-phone-based detection 
platform, we generated a mercury contamination map by 
measuring water samples at over 50 locations in California (USA), 
taken from city tap water sources, rivers, lakes, and beaches

[65]

Calcium 
in water 
of the city 
net, mineral 
bottled, and 
natural-river

0.07mgL−1 The studies were carried out using the chromogenic model formed 
by the reaction between Ca (II) ions and glyoxalbis (2-hydroxyanil). 
It produced orange–red-colored solutions in alkaline media. 
The colored complex was applied and validated using intensity 
of colors with factorial analysis, Fourier transform, principal 
component analysis and the digital image colorimetric method for 
the determination of Ca (II) ions

[66]

Bacteria in field 
water

10 bacterial cells 
per milliliter

The design, fabrication and testing of a low-cost, miniaturized 
and sensitive bacteria sensor based on electrical impedance 
spectroscopy method using a smartphone

[67]

Pesticide 
thiram

0.1 μM Copper ions decorated NaYF4:Yb/Tm up conversion nanoparticles 
were fixed onto filter paper for the assay, and the blue luminescence 
was quenched by the addition of thiram. The differences of blue 
channel intensities were monitored by the smartphone camera and 
calculated to quantify amounts of thiram through a self-written 
Android program installed on the smartphone

[68]
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2.5. Biosensors or devices

Smartphone has been widely integrated with sensors, such as test strips, sensor chips and 
handheld detectors. The biosensors or devices based on smartphone can mainly be classi-
fied into biosensors using optics, surface plasmon resonance, electrochemistry and near-field 
communication. The performances and advantages of these designs are introduced with 
their applications in healthcare diagnosis, environment monitoring and food evaluation with 
advances in micromanufacture, sensor technology and miniaturized electronics [70].

Using 3D-printing technology next to smartphone has provided the opportunity to turn any 
kind of smartphone into a portable luminometer to detect chemiluminescence derived from 
enzyme-coupled reactions. Roda et al. mentioned that the lactate oxidase was coupled with 
horseradish peroxidase for lactate determination in oral fluid and sweat. Lactate can be quan-
tified in less than five minutes with detection limits of 4.5 mg/dL and 0.9 mg/dL in oral fluid 
and sweat, respectively. Devices based on smartphones offer an alternative to analytical per-
formance with a cost-effective alternative for noninvasive lactate measurement. In the endur-
ance sport and for monitoring lactic acidosis in critical-care patients [48], this can be used to 
detect and quantify the changes in the lactate with respect to the anaerobic threshold.

Recently in 2017, an improved design for a handheld smartphone-based spectrometer that 
works in both absorption and emission modes is proposed by de Oliveira et al. [71]. The 
device, named Spectrophone, comprises an embedded light source designed for absorp-
tion mode, a DVD for the diffraction grating, and a smartphone to process the image data 
acquired. User-friendly homemade software decomposes the pixels from shots of spectral 
images into their RGB and hue values. The spectrophone was applied to determine Fe2+ in 
medicine samples and Na+ in saline solution and natural water samples. No statistically sig-
nificant differences were observed in comparison with commercial instruments with limits of 
quantification of 70 g/L and 60 g/L for absorption and emission modes, respectively.

Wang et al. [72] reported a multichannel smartphone spectrometer (MSS) as an optical biosen-
sor that can simultaneously optical sense multiple samples with nanometer resolution. This 
optical sensor performed accurate and reliable spectral measurements by optical intensity 
changes at specific wavelength or optical spectral shifts. A custom smartphone Multiview 
App was developed to control the optical sensing parameters and to align each sample to the 
corresponding channel. The captured images were converted to the transmission spectra in 
the visible wavelength range from 400 to 700 nm with the high resolution of 0.2521 nm per 

Samples Detection/
quantification

Short description References

Trinitrotoluene 
in soil

50 mgL−1 The built-in digital camera of a smartphone was used to capture the 
results from a rapid quantitative colorimetric test for trinitrotoluene 
(TNT) in soil. The colored product from the selective test for TNT 
was quantified using the relationships between the red, green, blue 
(RGB) values and the concentrations of colorimetric product

[69]

Table 4. Smartphone in environment detection.
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pixel. The device was validated with the concentrations of protein and immunoassaying a 
type of human cancer biomarker, and the results showed that this MSS can achieve the com-
parative analysis detection limits, accuracy and sensitivity.

Vezzosi et al. employed a smartphone electrocardiograph (ECG) in evaluating heart rhythm 
and ECG measurements in dogs. A smartphone ECG tracing was recorded using a single-lead 
bipolar ECG recorder. Agreement between smartphone and standard ECG in the interpre-
tation of tracings was evaluated. Sensitivity and specificity for the detection of arrhythmia 
were calculated for the smartphone. A perfect agreement between the smartphone and stan-
dard ECG was found in detecting bradycardia, tachycardia, ectopic beats and atrioventricular 
blocks. The smartphone ECG represents an additional tool in the diagnosis of arrhythmias in 
dogs, but it is not a substitute for a six-lead ECG. Arrhythmias identified by the smartphone 
ECG should be followed up with a standard ECG before making clinical decision [15].

Stedtfeld et al. developed the Gene-Z for the rapid and quantitative detection of genetic 
markers. The device is controlled by iPod Touch, to receive data and carried-out automated 
analysis and to report via Wi-Fi. This study presented data pertaining to performance of the 
device including sensitivity and reproducibility using genomic DNA from Escherichia coli and 
Staphylococcus aureus [73].

iHealth Lab Inc. has developed glucometers for smartphone, wireless smartphone glucom-
eter, or mobile glucometer, which plugs directly into the smartphone’s audio jack. iBGStar® 
from Sanofi and AliveCor®ECG for monitoring heart conditions are examples of commercial 
devices using the smartphone [1].

The method, adaptation of a smartphone’s camera to function as a compact lens less micro-
scope, is based on the shadow imaging technique where the sample is placed on the surface 
of the image sensor, which captures direct shadow images under illumination. The lens less 
imaging scheme allows for submicron resolution imaging over an ultrawide field of view. 
Image acquisition and reconstruction are performed on the device using a custom-built 
Android application, and constructing a stand-alone imaging device for field applications 
was presented by Lee and Yang [74].

Wireless chemical sensors are used as analytical devices in homeland defense, home-based 
healthcare and food logistics, and for that reason, Steinberg et al. [75] developed a portable 
potentiostat to perform mobile amperometric electrochemical measurements with wireless 
data transfer to other mobile devices. The developed device was compared with a model 
redox system, the reduction of hexacyanoferrate (III) and the commercial enzymatic blood 
glucose test strips.

A handheld and cost-effective cell phone-based colorimetric microplate reader uses a 
3D-printed optomechanical attachment to hold and illuminate a 96-well plate using a light 
emitting diode (LED) array, which was proposed by Berg et al. [76]. The light is transmitted 
through each well and collected via 96 individual optical fibers. Then, the captured images are 
transmitted to the custom-designed app for processing using a machine learning algorithm, 
yielding diagnostic results, which are visualized by the user in same mobile application 
within less than 1 min per 96-well plate. This device was tested using FDA-approved mumps 

Smartphone as a Portable Detector, Analytical Device, or Instrument Interface
http://dx.doi.org/10.5772/intechopen.69678

85



IgG, measles IgG and herpes simplex virus IgG (HSV-1 and HSV-2) ELISA tests, working 
with 567 samples for training and 571 samples for blind. An accuracy of 99.6, 98.6, 99.4 and 
99.4% for mumps, measles, HSV-1 and HSV-2 tests was achieved, respectively.

An optical fiber-based smartphone spectrometer incorporating an endoscopic fiber bundle 
is presented by Hossain et al. [77]. The endoscope allows transmission of the smartphone 
camera LED light to a sample, and the reflected spectra collected from a surface or interface 
is dispersed onto the camera CMOS using a reflecting diffraction grating. Spectral analysis of 
apples shows straightforward measurement of the pigments anthocyanins, carotenoid and 
chlorophyll, all of which decrease with increasing storage time.

Exploiting the abilities of the new technology, a mobile phone can serve the basic func-
tions of a potentiostat in controlling an applied potential to oxidize electrochemilumines-
cence (ECL)-active molecules, while the resultant photonic signal is monitored using the 
camera. The excitation and detection processes are controlled by a software application 
which can also transmit the results via e-mail, which is the device presented by Delaney 
et al. [78].

3. Conclusion

Since the first smartphone was designed by IBM in 1993, several applications have been 
developed employing the smartphone as detector, scanner, quantifier and virtual interface, in 
medicine, environment, chemistry, food, biology, genetic, biotechnology, biomedical, instru-
mentation or computer sciences due to its portability, its price comparable with commercial 
devices or equipment and its own characteristics such as the camera, screen, to create mobile 
applications or the communication vias.

Detection of contaminants, pesticides, drugs, mycotoxins, vitamins, glucose, salivary cortisol, 
albumin, cholesterol, DNA molecules, proteins, bacterium, virus, cocaine, heavy metals, and 
amines in urine, water, blood, soil, and saliva are few examples of the immense quantity of 
the future applications, where the smartphone can be employed. This is motivated because 
the smartphone has become an indispensable device of our lives, increasing the number of 
users from day to day.
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Abstract

Cell phone call location data has been utilized for the study of travel patterns, but the
underlying activities that originate the movement are still at a less explored stage.
Resulted from routine and automated features of decision-making processes, human
activity and travel behaviour exhibit a high level of spatial-temporal periodicities as
well as a certain order of the activities. In this chapter, a method has been developed
based on these regularities, which predicts activities being conducted at call locations.
The method includes four steps: a set of comprehensive variables is defined; feature
selection techniques are applied; a group of state-of-the-art machine learning algo-
rithms and an ensemble of the above algorithms are employed; an additional enhance-
ment algorithm is designed. Using data gathered from natural communication of 80
users over a period of 1 year, the proposed method is evaluated. Based on the ensem-
ble of the models, prediction accuracy of 69.7% was achieved. Using the enhancement
algorithm, the performance obtained 7.6% improvement. The experimental results
demonstrate the potential to annotate call locations based on the integration between
machine learning algorithms and the characteristics of underlying activity and travel
behaviour, contributing towards the semantic interpretation and application of the
massive data.

Keywords: cell phone location annotation, activity and travel behaviour, machine learning
algorithms, feature selection techniques, sequential information

1. Introduction

1.1. Problem statement

Nowadays, cell phones are frequently used as an attractive means for sensing human behaviour
on a large scale. They provide a source of real and reliable data, enabling automatic monitoring
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call and travel behaviour of users. Studies have been conducted to discover statistical laws that
govern the key dimensions of human travel, e.g. travel distance and time spent at different
locations [1]. These studies provide a modelling framework capable of describing general
features of human mobility.

However, despite the discovery of these general features, previous studies do not provide
further insights into the motivation or activities behind the identified mobility features. In
general, most of the current research on cell phone data has focused on spatial-temporal
dimensions. The behavioural aspects associated with the mobility features, e.g. travel mode
and activities being conducted at the locations, are still at a less studied stage. Due to privacy
concerns, cell phone data provided by phone operation companies usually does not have
contextual information, leading to a wide gap between the raw data and the semantic inter-
pretation of the traces. If a method can be found which helps to bridge this gap, the potential
applications of the semantically enriched phone data are immense. They include inferring
people’s travel motivations in activity-based transportation modelling, mining individual life
styles and activity preferences in urban planning, and providing activity tailored services in
the cell phone environment [2].

1.2. Related state of the art

Methods have been developed to derive activities being conducted at a location from global
positioning systems (GPS)-based data or from multi-modal data recorded by cell phones.
The GPS-based methods first decompose continuous GPS points into a chain of stops, where
the individual stays for a minimum period of time conducting activities, and moves that are
the points between two consecutive stops. The stops are then compared with a geographic
map by matching them in space, and interesting places that are relevant to the studies are
subsequently found. The GPS-based methods have received much attention during the past
years [3], but are still faced with a number of limitations. (1) The data collection process is
expensive in terms of battery consumption of GPS devices. (2) Linking a GPS trajectory to
detailed geographic information on all interesting places in a study area needs a lot of
computational work. (3) The methods are location-specific, and the quality of the annotation
process depends on the study area, making the process not transferable to other areas.
(4) The matched location alone may not disclose a particular reason of why an individual
travels there. A person could go to a place (e.g. a shopping mall) with different purposes
(e.g. working, shopping or having a lunch). (5) The matching of exact GPS positions raises
privacy concerns, as some of the places visited by an individual may be highly privacy-sensitive.

Some of the above-described limitations have been addressed by the annotation process based
on multi-modal data recorded from sensors equipped on cell phones [4]. This process is
composed of two steps. In the first step, data from GPS and other sensors (e.g. Wi-Fi and
accelerometer) is collected from each individual. The data is then clustered into a number of
visit places, each of which is represented by an ID number rather than geographic positions of
the cluster points. In the second step, the obtained places are annotated based on contextual
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information from the sensors and phone applications, as opposed to GPS data. In this process,
various machine learning methods are proposed, and different sets of features are defined [5].
These studies achieved good prediction performance without the need of additional geo-
graphic information and GPS data. Nevertheless, while the machine learning methods elimi-
nate the need for a map, this entire annotation process still partly relies on GPS data for the
identification of visit places in the first step. Thus, this process as a whole does not fully
address the privacy concern. On top of that, while these studies mainly focus on selecting
efficient classification models and relevant features, none of them have conducted post-
processing analysis to examine how the predicted results are consistent with the sequential
information that is embedded in daily activity and travel sequences. In-depth examination into
the prediction errors is also lacking in these studies.

1.3. Research contributions

Extending the current research on annotating people’s movement traces, our study proposes a
new approach. The method utilizes data collected from simple cell phones, and it combines
machine learning methods with the characteristics of underlying activity and travel behaviour
that originates the traces. It has the following advantages over the existing studies. (1) The
method is based on spatial-temporal regularities as well as sequential information intrinsic to
human activity and travel behaviour. (2) It does not depend on additional sensor data and map
information, reducing data collection costs and increasing transferability. (3) An enhancement
algorithm has been developed to improve the prediction results by machine learning methods.
(4) A set of extensive experiments and in-depth examination into the classification errors have
been conducted. (5) Compared to GPS points, the wide coverage of a cell ID allows the process
to reduce privacy concerns considerably.

The rest of this paper is organized as follows. Section 2 introduces the cell phone data and
Section 3 elaborates on the annotation process. Experiments are conducted in Section 4 and
examination into the experiment results is carried out in Section 5. Finally, Section 6 ends this
chapter with major conclusions and discussions for future research.

2. Data

The cell phone data is composed of full mobile communication patterns of 80 users over a
period of 1 year, collected by a European phone company for billing and operational purposes.
The data records the location and time when each user performs a call activity, including
initiating or receiving a voice call or message. The locations are represented with cell IDs, each
of which has a coverage ranging from a few hundred square metres in cities to a few thousand
in rural areas. The users along with their phone numbers and the corresponding cell IDs are all
anonymized. Table 1 illustrates typical call records of an individual identified as ‘10027534’ on
a day.
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Among all the users, 9132 distinct call locations were detected and 259 (2.8% of the total
identified locations) were labelled with activities conducted at these places. These labelled
locations are used as the ground-truth data for training and validating our models. Activities
are divided into five types, including ‘work/school’, ‘home’, ‘social visit’, ‘leisure’ and ‘non-
work obligatory’, accounting for 30, 29, 15, 14 and 12% of the training data, respectively. The
type of ‘work/school’ represents all work- or school-related activities outdoors; while ‘home’
accommodates all time spending at home. ‘Social visit’ refers to all visit activities, ‘leisure’
includes recreational activities outside home, e.g. sports and eating/drinking, and ‘non-work
obligatory’ consists of activities like bringing/getting people, shopping and personalized ser-
vices. If activities in multiple types are executed in the same location for a particular individ-
ual, the most frequent activity is selected, such that each location is uniquely linked to an
activity type for the individual.

3. Methodology

3.1. Overview of the approach

The approach incorporates basic knowledge about human activity and travel decision-making
processes and their resultant activity and travel behaviour. As Liu et al. [6] underlined, human
activity and travel decision-making processes demonstrate routine and automated features.
People do not generally schedule their activities on a daily basis; but rather depend on fixed
routines or scripts executed during the day without much alteration. This leads to a high level
of spatial-temporal regularities in activity and travel behaviour as well as a certain sequential
order of the activities [6]. The spatial-temporal recurrences of the locations can be adequately
reflected in the movement traces of cell phone users through a long period of call records. In
addition, the spatial-temporal constraints of locations, stemming from the characteristics of
various activities, which are performed in their own daily, weekly or monthly rhythms, can
thus suggest the possible activities carried out at the locations. This enables the annotation for
the third dimension, i.e. travel motives (activities). Furthermore, evidence also suggests that
activity and travel behaviour differs across various time periods of a day, between weekdays
and weekends, and between normal days and holidays [7].

The method consists of four major steps. (1) A set of variables characterizing call locations in
the spatial-temporal dimensions is defined. (2) Feature selection techniques are applied to
choose the most effective variables. (3) Upon the obtained variables, a set of classification

User ID Cell ID Time Duration Call type Direction

10027534 10163 10:18 12 Voice call Outgoing

10027534 10269 12:40 0 Message Incoming

aThe columns, respectively, denote the user, cell ID, time and duration (in minutes) of the call, the call type including
‘voice call’ and ‘message’ and the direction including ‘incoming’, ‘outgoing’ and ‘missed calls’.

Table 1. Call records of a user.a
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models and an additional ensemble method to combine these prediction results are employed.
(4) An enhancement algorithm is developed to improve the annotation performance based on
sequential constraints of the activities.

3.2. Variable definition

For each user, all distinct locations, where the person has performed at least a call activity
during the entire data collection period, are extracted. Let N as the total number of these
locations. At each location Loci (i = 1…N), a set of variables is defined from two perspectives,
including the call behaviour and the underlying travel behaviour. The call behaviour defines the
variables that are directly related to call communication activities. Most of the variables are
also used in the multi-modal data annotation process, as described in Section 1. The travel
behaviour, however, approximates the spatial-temporal features of a location. The difference
between these two perspectives can be illustrated by two groups of major variables. The first
group includes the call frequency CFreqR and visit frequency VFreqR. CFreqR depicts how
often calls are made at a location; by contrast, VFreqR reveals how often the location is
reached, irrespective of the number of calls that are made at each visit. The second is the call
duration CDur and visit duration VDur. CDur describes the duration of the call; while VDur is
defined as the time interval between the first and last calls at the location. Apart from the
different perspectives, all the variables are also divided based on spatial-temporal factors,
including spatial repetition, temporal periodicity, day types and day segments. All the vari-
ables are listed in Table 2.

In terms of day segments, different definitions of time periods have been adopted, depending
on the context of the study area [8]. Instead of making such an a priori assumption, a method
that is proposed in this study estimates the splitting points of the day from empirical data. The
resultant splitting points delimit the largest difference in the distribution of various activity
types across these time intervals. Specifically, the segment process starts with a full day of 24
hours, and each hour is examined independently. An hour under investigation divides the day
into two time intervals, e.g. 0–10 am and 10 am to 24 pm at 10 am. A contingency table is then
constructed, in which these two time intervals and the five activity types are the row and
column variables, respectively. The frequencies of the aggregated observations from the
labelled call locations that fall into the corresponding time intervals and activity classes are
the cell values. A chi-square statistics is subsequently calculated for this table. After chi-square
statistics is obtained for each of the 24 hours, the hour with the largest statistics is chosen as the
first splitting point, denoted as S1. This point divides the day into two intervals between 0 and
S1 as well as between S1 and 24. This process is repeated for each of the latest formed intervals,
until further splitting does not generate substantial difference or until a pre-specified number
of intervals is reached.

3.3. Feature selection

Due to the small size of the training dataset, particularly relative to the large number of
defined variables, over-fitting is a potential problem. To address this issue, feature selection
techniques are employed in order to decrease the number of predictors actually utilized by the
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classification models. Two methods including wrapper [9] and filter [10], which have shown
effectiveness in the multi-modal data annotation process, are chosen for feature selection.
Wrapper searches for an optimal feature subset using the classification model itself. In contrast,
filter examines each feature separately and selects the feature that has high correlation with the
target variable, but low relation with the features that have already been chosen.

3.4. Machine learning

A group of state-of-the-art machine learning algorithms, including decision trees (DTs) [11],
random forests (RF) [12], multinomial logistic regression (MNL) [13] and multiclass support
vector machines (SVMs)[14], are employed. These algorithms have demonstrated compara-
tive performance for multi-category classification problems. These methods mainly differ in
terms of the way the classification question is formulated, the learning function and the
solution to deciding the optimal function parameters. As each learning algorithm has its
strength and weakness, it is often challengeable to identify a single algorithm that performs
best for a particular classification problem [15]. Thus, in this study, a fusion process is

Travel behaviour

Spatial repetition. (1) VFreqR: the visit frequency at the location divided by the total visit frequencies to all locations by
the individual.

Temporal variability. (1) TotVDurR: the total duration of all the visits to the location divided by the duration of visits to
all locations by the individual. (2) [Ear/Lat]VTime: the earliest and latest call time of all calls at the location. (3) AveV
[StartT/ EndT], VarV[StartT/EndT]: the average and variance of the first and last call time over all visits at the location.
(4) [Longest/Ave/Var]VDur: the longest and average duration of all visits to the location, and the variance of the duration.

Day type. (1) VFreqR[Week/Weekend/Sun/Sat/Hol],TotVDurR

[Week/Weekend/Sun/Sat/Hol]: ‘VFreqR’ and ‘TotVDurR’ at weekdays, weekend, Sunday, Saturday, or public holidays.

Day segment. (1) VFreqR[1/…/m], TotVDurR[1/…/m]: ‘VFreqR’ and ‘TotVDurR’ are segmented during different time
periods of a day.

Call behaviour

Spatial repetition. (1) CFreqR: the call frequency at the location divided by the total call frequencies at all locations by the
individual. (2) [VoiC/Mes]FreqR: ‘CFreqR’ is segmented between voice calls and messages. (3) [Inc/Mis/Out]CFreqR:
‘VoiCFreqR’ is divided into incoming, missed and outgoing (4) [Inc/Out]MesFreqR: ‘MesFreqR’ is divided into incoming
and outgoing.

Temporal variability. (1) TotCDur’: the total call duration of all calls at the location by the individual. (2) CInt[Max/Ave]:
the maximum and average time interval between 2 consecutive calls at the location. (3) [Ave/Var]CTime: the average and
variance of call time of all calls at the location. (4) [Longest/Ave/Var]CDur’: the longest, average and variance of duration
of all calls at the location.

Day type. (1) CFreqR[Week/Weekend/Sun/Sat/Hol], TotCDur’R

[Week/Weekend/Sun/Sat/Hol],VoiCFreqR[Week/Weekend/Sun/Sat/Hol], MesFreqR[Week/Weekend/Sun/Sat/Hol]:
‘CFreqR’, ‘TotCDur”. ‘VoiCFreqR’ and ‘MesFreqR’ at weekdays, weekend, Sunday, Saturday, or public holidays.

Day segment. (1) CFreqR[1/ …/ m], TotCDur’R[1/ …/ m], VoiCFreqR[1/ …/ m], MesFreqR[1/ …/ m]: ‘CFreqR’,
‘TotCDur”, ‘VoiCFreqR’ and ‘MesFreqR’ are segmented during different time periods of a day.

aThe symbol [] denotes different variables, e.g. [Ear/Lat]VTime for variables ‘EarVTime’ and ‘LatVTime’. Each day is
divided into m segments, and m is decided by the method described as follows.

Table 2. Variable definition.a
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developed, which integrates the results of these algorithms, in order to utilize the strength of
one while complementing the limitation of another. In this process, the four individual
model prediction results (i.e. the probabilities of different possible activity types) for each
call location are used as predictors, and the observed activity types are still as the dependent
variable. The correlation between these predictors and the observed activity types can be
built again by a classification model.

3.5. The enhancement algorithm

While machine learning methods provide an effective solution to annotating each single
location, they disregard the activity orders and transitions embedded in daily activity and
travel sequences. When the annotated locations on a day are linked according to the temporal
order, they should follow a certain sequential constraint. The interdependencies of daily
activities have been considered as a crucial factor in activity and travel decision making, as
discussed in Section 3.1. By considering sequential information, the activity locations that are
accessed by an individual on a day are viewed and tackled as a whole, rather than isolated
participation in activities.

The enhancement algorithm takes the preliminary inference results as well as the sequential
knowledge as inputs and aims to improve the prediction. The method is composed of two
components: transition probability-based enhancement and prior probability-based enhance-
ment. Figure 1 illustrates how the prediction is improved using a daily location sequence of a
user.

According to the training data of the user, he/she has conducted the chain of activities of
‘work-social visit-work’ at the respective call time on a day. But the prediction from the
classification models is ‘work-non-work obligatory-work’. A prediction error occurs at the
second location. In this case, if a location (e.g. the second location) has a prediction probability
P (0.443) smaller than a threshold T1 (0.72 in our case study), it is assumed that the location is
likely to be wrongly annotated. The enhancement algorithm is then applied to the false
location to improve its prediction in the following steps. (1) If there is an additional location
adjacent to the false one (including backwards and forwards) in the predicted sequence for that
day and if this location has P larger than a threshold T2 (0.9), it is considered as possibly correct
prediction. The additional location is thus used to fix the prediction of the false one, using the

The

enhancement

Inference

models

Ground

Truth

P(work)=0.91

Work at

11am

Social visit at

12:30pm

Work at

16pm

P(work)=0.83P(non-work obligatory)=0.44, P(visit)=0.29,

P(leisure)=0.26 P(work)=P(home)=0

P’(visit)=0.03, P’(non-work obligatory)=P’(leisure)=0.01, P’(home)=P’(work)=0

Figure 1. A daily call location sequence.

Semantic Annotation of Mobile Phone Data Using Machine Learning Algorithms
http://dx.doi.org/10.5772/intechopen.70255

99



transition probability-based enhancement. (2) Otherwise, if no other locations in the neighbouring
areas are predicted with a high probability, the prior probability-based enhancement method is
employed to increase the prediction accuracy based on the call time at the false location. After
recalculation, the activity type with the largest enhancement probability P’ is chosen as the
annotation result of the false location on that particular day. As a location may be repeatedly
visited on multiple days, the multiple days’ enhancement results are integrated by majority
voting rules as the final annotation for the location. Under the appropriate parameters T1 and
T2, the false prediction is likely to be corrected while accurate inference results are maintained.
Figure 2 demonstrates the details of the enhancement process.

3.5.1. Transition probability-based enhancement

The sequential information is represented in a 5 � 5 transition probability matrix between
different activities. Let ai and aj (ai, aj = 1,…5) as the activities performed at the previous
location i and current location j, respectively; Tr(aj|ai) as the transition probability from ai to
aj, calculated from the training data as follows:

Yes

Yes

Yes

Transition probability-based enhancement is applied

Yes

No

No

No

No

If P<T1 for the location k?

For each individual, fill the annotated locations into daily sequences; let D represent the total of such sequences.

For each sequence d (d=1…D), k and N(d) denote a location and the total number of locations in d (k=1… N(d)).

Next location k=k+1

Prior probability-based

enhancement is applied

Obtain the final classification

based on multiple days’

enhancement results

If exists a second adjacent

location with P>T2?

A revised probability P’ for

the location k is calculated

If d<D?

Remain P of the location

untouched

d=1 and k=1

d=d+1

End

If K £ N(d)?

Figure 2. The enhancement algorithm.
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Tr ajjai
� � ¼ F ajjai

� �
X5

ak¼1

F akjaið Þ
(1)

F(aj|ai) is the frequency of aj followed by ai. The probability of the location j being annotated as
aj conditioned by ai at the previous location i can be recalculated as P0(aj|X) according to
Eq. (2).

P0 ajjX
� � ¼ P ajjX

� �� Tr ajjai
� �

(2)

P(aj|X) is the result of the classification model. It is noted that P0(aj|X) is biased towards
frequently visited locations, e.g. home and work/school places, as transitions to these places
are more likely than to other less visited locations. Consequently, most of the locations under
Eq. (2) will be redirected to these two activity types. To overcome this, Tr(aj|ai) is divided by
the frequency of aj, resulting in the probability Qr(aj|ai).

Qr ajjai
� � ¼ F ajjai

� �
X5

ak¼1

F akjaið Þ �
X5

ak¼1

F ajjak
� � (3)

P0(aj|X) can be revised as P’ (aj|X).

P0 ajjX
� � ¼ P ajjX

� ��Qr ajjai
� �

(4)

In the user’s case, as shown in Figure 1, since the transition probability Qr from work to non-
work obligatory activities is very small, after the enhancement, P’ (non � work � obligatory)
(0.008) drops behind P’ (visit) (0.033), we get the visit activity as the revised annotation.

3.5.2. Prior probability-based enhancement

The above-described transition probability-based enhancement involves at least two locations,
which are adjacent in time, and one of which has a prediction probability larger than T2.
However, such daily trajectories derived from the classification models are not always avail-
able for each day. For example, one of the neighbouring locations has a probability smaller
than T2. Or, in the case where people may stay at a location (e.g. home) during an entire day,
engaging only in a single (home) activity. This is particularly true with cell phone data. People
may not make calls when travelling to an activity location, resulting in the daily movement
traces not being fully revealed by their call data. In these cases, we utilize the typical activity
and travel behaviour at different time of a day through the prior probability distribution of the
activity aj at different call time t, i.e. P(aj|t). By applying Bayesian methods, we compute the
posterior probability of aj based on X and t, i.e. P’ (aj|X, t). This probability can be computed as
follows, with the assumption that X is independent of t.
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P0 ajjX, t
� � ¼ P aj;X; t

� �
P X; tð Þ ¼ P X, tjaj

� �� P aj
� �

P Xð Þ � P tð Þ

¼ P ajjX
� �� P Xð Þ

P aj
� � � P ajjt

� �� P tð Þ
P aj
� � � P aj

� �
P Xð Þ � P tð Þ

¼ P ajjX
� �� P ajjt

� �

P aj
� �

(5)

P(aj|X) is the output of the classification model, i.e. the probability of aj performed at the
location j conditioned on the previously defined variables X. When P(aj|X) is compared with
the new probability P’ (aj|X, t), since t is added in the conditional part of P’, the new probabil-
ity is more discriminative and informative than P.

P(aj|t) and P(aj) can be derived from the training data as follows:

P ajjt
� � ¼ F ajjt

� �
X5

ak¼1

F akjtð Þ

P aj
� � ¼ F aj

� �
X5

ak¼1

F akð Þ

(6)

Here, F(aj|t) refers as the occurrences of aj at t and F(aj) refers as the occurrences of aj at all time.
It should be noted that from the theoretic perspective, the above enhancement process has two
weak assumptions. One is the replacement of P(aj|X) with the result of the classification model
and the other concerns the hypothesis of the independence between X and t. Nevertheless,
based on Eq. (5), the preliminary prediction probability is complemented with the prior
probability distribution.

4. Case study

In this section, adopting the proposed method and using the cell phone data described in
Section 2, a set of experiments is presented. The results of these experiments are discussed
and the performance of the annotation process is evaluated.

4.1. Day segments

Table 3 lists the optimal points for each of the intervals, based on the method described in
Section 3.2. The first splitting point over an entire day was found at 9 am, generating two
intervals of 0–9 am and 9 am to 24 pm. This process was iterated for each of the two newly
obtained intervals. If the largest chi-square value over all potential points of an interval was
lower than a predefined threshold, i.e. 200 in this experiment, this search stops.
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location j conditioned on the previously defined variables X. When P(aj|X) is compared with
the new probability P’ (aj|X, t), since t is added in the conditional part of P’, the new probabil-
ity is more discriminative and informative than P.

P(aj|t) and P(aj) can be derived from the training data as follows:

P ajjt
� � ¼ F ajjt

� �
X5

ak¼1

F akjtð Þ

P aj
� � ¼ F aj

� �
X5

ak¼1

F akð Þ

(6)

Here, F(aj|t) refers as the occurrences of aj at t and F(aj) refers as the occurrences of aj at all time.
It should be noted that from the theoretic perspective, the above enhancement process has two
weak assumptions. One is the replacement of P(aj|X) with the result of the classification model
and the other concerns the hypothesis of the independence between X and t. Nevertheless,
based on Eq. (5), the preliminary prediction probability is complemented with the prior
probability distribution.

4. Case study

In this section, adopting the proposed method and using the cell phone data described in
Section 2, a set of experiments is presented. The results of these experiments are discussed
and the performance of the annotation process is evaluated.

4.1. Day segments

Table 3 lists the optimal points for each of the intervals, based on the method described in
Section 3.2. The first splitting point over an entire day was found at 9 am, generating two
intervals of 0–9 am and 9 am to 24 pm. This process was iterated for each of the two newly
obtained intervals. If the largest chi-square value over all potential points of an interval was
lower than a predefined threshold, i.e. 200 in this experiment, this search stops.
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Figure 3 further shows the evolution of the chi-square statistics, in which the first 3 orders
yield much higher values than the remaining ones. From the fourth order on, the statistics
starts to decline sharply. Thus, the first 3 optimal points were extracted and 4 time periods
were generated including 0–8:59 am, 9–13:59 am, 14–18:59 pm and 19–23.59 pm. After each
day was segmented into the four periods, all the variables defined in Table 2 were obtained
and used as candidates for subsequent feature selection and machine learning. Weka, an open-
source Java application consisting of a collection of machine learning algorithms for data
mining tasks [16], was used for the implementation.

4.2. Results of individual classification models

The original training dataset is randomly divided into 10 subsets. In each model run, one of
these subsets is used as the validation data and the remaining subsets combined as the training
data. The number of correctly annotated locations in the validation subset is denoted as
Ci(i = 1…10). Let Num as the total number of locations in the training dataset; the prediction
accuracy can be defined as follows:

Accuracy ¼

X10

i¼1

Ci

Num
(7)

Current interval [0,24] [0,9] [9,24] [9,19] [19,24] [9, 14] [14,19]

S 9 am 7 am 19 pm 14 pm 20 pm 10 am 16 pm

Chi-square 3302 139 1603 855 75 194 30

If split? Yes No Yes Yes No No No

New intervals [0,9], [9, 24] X [9,19], [19,24] [9, 14], [14,19] X X X

Order 1 5 2 3 6 4 7

aThe rows, respectively, denote the current interval (hour) under investigation, the optimal splitting point S, the chi-
square value, the decision on whether or not the interval is split (if it is ‘Yes’ then two new intervals are formed and if it is
‘No’ then the symbol ‘X’ is used), and the order of the optimal points according to the chi-square values.

Table 3. The optimal points of a day.a

Figure 3. The evolution of chi-square statistics of the optimal points.
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The individual classification models are built on the features of locations drawn from the
perspectives of both travel and call behaviour as well as on the features profiling only call
behaviour, respectively. In addition, the models are also run separately on all candidate vari-
ables as well as on the variable subsets that are chosen by filter or wrapper. The prediction
results with the best parameter setting in each case are presented in Table 4.

From the prediction results, the following observations can be drawn. (1) The models running
on a subset of variables perform better than those operating on all predictors. The average
improvement is 0.85% for wrapper and 2.13% for filter. This demonstrates the importance of
feature selection techniques in dealing with a large number of predictors relative to a small
training set. (2) There are no general conclusions on which feature selection methods are better,
depending on specific classification models. SVM performs better with filter, DT and RF do not
show much difference between these two feature selection techniques, while MNL gains
remarkable improvement of 4.8% with wrapper. (3) When the different models are compared,
it is noted that MNL produces the best results with 68.98% accuracy. This is followed by
accuracy of 66.06% from RF, 65.69% from SVM and 60.95% from DT. (4) Variation is also
exhibited between the variables drawn from different perspectives. In most cases, the predic-
tion accuracy derived from the combination of both travel and call behaviour is higher than
that from solely call behaviour. The average accuracy increases by 2.96 and 1.20% for filter and
wrapper, and 2.09% for all variables included. This underlines the added value of the variables
built based on underlying activity and travel behaviour.

Apart from different model performance, the feature selection techniques combined with
various classification models also yield divergent optimal subsets of features. Eight vari-
ables are picked up by the multiple selection processes and they are regarded as important
predictors, including VFreqRWeek, TotVDurRSun, VarVEndT, VarVStartT and AveVEndT
describing activity and travel behaviour, and AveCallTime, IncMesFreqR and MesFreqR3
related to only call behaviour.

Classification models DT RF MNL SVM-poly SVM- RBF

Parameters N = 4 N = 0 C = 1 c = 100, degree = 1 c =100, Gamma = 0.01

Travel and call behaviour

Filter 60.95 65.33 64.23 63.50 65.69

Wrapper 1.1. 60.58 1.2. 66.06 1.3. 68.98 1.4. 59.26 1.5. 56.57

1.6. All Variables 1.7. 59.12 1.8. 64.60 1.9. 63.50 56.93 1.10. 59.85

Call behaviour

Filter 58.76 62.77 62.77 59.85 60.58

Wrapper 59.85 63.50 65.69 59.49 58.39

All variables 56.57 62.04 60.58 57.30 59.85

aThe highest prediction accuracy for each model is in bold.

Table 4. Prediction accuracy of the individual classification models (%).a

Smartphones from an Applied Research Perspective104



The individual classification models are built on the features of locations drawn from the
perspectives of both travel and call behaviour as well as on the features profiling only call
behaviour, respectively. In addition, the models are also run separately on all candidate vari-
ables as well as on the variable subsets that are chosen by filter or wrapper. The prediction
results with the best parameter setting in each case are presented in Table 4.

From the prediction results, the following observations can be drawn. (1) The models running
on a subset of variables perform better than those operating on all predictors. The average
improvement is 0.85% for wrapper and 2.13% for filter. This demonstrates the importance of
feature selection techniques in dealing with a large number of predictors relative to a small
training set. (2) There are no general conclusions on which feature selection methods are better,
depending on specific classification models. SVM performs better with filter, DT and RF do not
show much difference between these two feature selection techniques, while MNL gains
remarkable improvement of 4.8% with wrapper. (3) When the different models are compared,
it is noted that MNL produces the best results with 68.98% accuracy. This is followed by
accuracy of 66.06% from RF, 65.69% from SVM and 60.95% from DT. (4) Variation is also
exhibited between the variables drawn from different perspectives. In most cases, the predic-
tion accuracy derived from the combination of both travel and call behaviour is higher than
that from solely call behaviour. The average accuracy increases by 2.96 and 1.20% for filter and
wrapper, and 2.09% for all variables included. This underlines the added value of the variables
built based on underlying activity and travel behaviour.

Apart from different model performance, the feature selection techniques combined with
various classification models also yield divergent optimal subsets of features. Eight vari-
ables are picked up by the multiple selection processes and they are regarded as important
predictors, including VFreqRWeek, TotVDurRSun, VarVEndT, VarVStartT and AveVEndT
describing activity and travel behaviour, and AveCallTime, IncMesFreqR and MesFreqR3
related to only call behaviour.

Classification models DT RF MNL SVM-poly SVM- RBF

Parameters N = 4 N = 0 C = 1 c = 100, degree = 1 c =100, Gamma = 0.01

Travel and call behaviour

Filter 60.95 65.33 64.23 63.50 65.69

Wrapper 1.1. 60.58 1.2. 66.06 1.3. 68.98 1.4. 59.26 1.5. 56.57

1.6. All Variables 1.7. 59.12 1.8. 64.60 1.9. 63.50 56.93 1.10. 59.85

Call behaviour

Filter 58.76 62.77 62.77 59.85 60.58

Wrapper 59.85 63.50 65.69 59.49 58.39

All variables 56.57 62.04 60.58 57.30 59.85

aThe highest prediction accuracy for each model is in bold.

Table 4. Prediction accuracy of the individual classification models (%).a

Smartphones from an Applied Research Perspective104

4.3. Results of fusion models

In this fusion process, the four individual classification models are, respectively, employed as
the fusion models to predict the activity types, while the results from each of the classifiers
with the best parameter performance shown in Table 4 are used as the predictors. The predic-
tion with the two best performances for each fusion model is presented in Table 5. The results
reveal that a fusion model does not necessarily outperform the individual models; the perfor-
mance depends on the choice of the selected individual classifiers as the predictors. For
instance, MNL obtains 68.98% accuracy as an individual classifier, while it achieves 69.71%
when used as the fusion model built on the integration of all the four individual models’
results. However, the accuracy drops to 61.68% when only DT and SVM-RBF are employed as
the predictors.

4.4. Enhancement algorithm

4.4.1. Transition matrix

Similar to the temporal variables, the transition matrix is also built for weekdays, weekend and
holidays separately as well as for different periods of a day. The identification of optimal cutting
points for the matrix is the same as the previously described method, except the time intervals.
For each potential dividing point, two intervals but three scenarios are obtained depending on
the time of the two concerned activities in the transition. The first and second scenarios occur
when both activities take place in the first interval or in the second. The third scenario is when
the first activity takes place in the first interval and second activity in the second interval. Given
the small size of the training set, only the first significant cutting point was identified, which is 18
pm. Under this time division, the largest difference in the distribution of activity transitions is
among the three scenarios: transitions within 0–17:59 pm or 18–23:59 pm, and transitions from
0–17:59 pm to 18–23:59 pm. Table 6 shows the transition matrix in the first scenario during
weekdays.

Predictor DT RF MNL SVM - RBF Accuracy

Fusion models

DT X X 69.71

DT X X 67.15

RF X X 68.98

RF X X 68.24

MNL X X X X 69.71

MNL X X 68.98

SVM-RBF X X X X 67.52

SVM-RBF X X 67.15

aThe rows represent the fusion models, and the columns include the individual classifiers and the prediction accuracy.
X indicates the corresponding individual models being chosen as the predictors.

Table 5. Prediction accuracy of fusion models (%).a
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As expected, for the probability Tr(aj|ai), the highest values are dominated by the transitions to
either home or work/school activities. With Qr(aj|ai), however, the dominance of these two
activities is reduced by their high frequencies, and transitions to other less represented activi-
ties are exposed. This can be manifested by the high transitions from home to non-work
activities and from social visit to second social visit locations.

4.4.2. Activity distribution at different time

The activity distribution is also differentiated between weekdays, weekend and holidays. The
weekday distribution at each hour P(aj|t) is shown in Figure 4(a) and the distribution of the

Transition probability Activity type Home Work/school Non-work Social visit Leisure

Tr Home 0.008 0.546 0.700 0.197 0.797

Work/school 0.883 0.328 0.300 0.701 0.153

Non-work 0.032 0.010 0.000 0.000 0.000

Social visit 0.017 0.081 0.000 0.080 0.051

Leisure 0.061 0.036 0.000 0.022 0.000

Transition probability Activity type Home Work/school Non-work Social visit Leisure

Qr Home 0.002 0.159 0.204 0.057 0.232

Work/school 0.060 0.022 0.020 0.047 0.010

Non-work 0.066 0.019 0.000 0.000 0.000

Social visit 0.023 0.114 0.000 0.113 0.072

Leisure 0.059 0.035 0.000 0.021 0.000

aThe row and column represent the current and previous activities respectively; the maximum probability for each
column is in bold.

Table 6. Transition matrix.a

Figure 4. Absolute activity distribution (a) and relative activity distribution at each hour (b).

Smartphones from an Applied Research Perspective106



As expected, for the probability Tr(aj|ai), the highest values are dominated by the transitions to
either home or work/school activities. With Qr(aj|ai), however, the dominance of these two
activities is reduced by their high frequencies, and transitions to other less represented activi-
ties are exposed. This can be manifested by the high transitions from home to non-work
activities and from social visit to second social visit locations.

4.4.2. Activity distribution at different time

The activity distribution is also differentiated between weekdays, weekend and holidays. The
weekday distribution at each hour P(aj|t) is shown in Figure 4(a) and the distribution of the

Transition probability Activity type Home Work/school Non-work Social visit Leisure

Tr Home 0.008 0.546 0.700 0.197 0.797

Work/school 0.883 0.328 0.300 0.701 0.153

Non-work 0.032 0.010 0.000 0.000 0.000

Social visit 0.017 0.081 0.000 0.080 0.051

Leisure 0.061 0.036 0.000 0.022 0.000

Transition probability Activity type Home Work/school Non-work Social visit Leisure

Qr Home 0.002 0.159 0.204 0.057 0.232

Work/school 0.060 0.022 0.020 0.047 0.010

Non-work 0.066 0.019 0.000 0.000 0.000

Social visit 0.023 0.114 0.000 0.113 0.072

Leisure 0.059 0.035 0.000 0.021 0.000

aThe row and column represent the current and previous activities respectively; the maximum probability for each
column is in bold.

Table 6. Transition matrix.a

Figure 4. Absolute activity distribution (a) and relative activity distribution at each hour (b).

Smartphones from an Applied Research Perspective106

ratio between P(aj|t) and the overall probability of the activity P(aj) is depicted in Figure 4(b).
These two distributions show remarkable deviation: in Figure 4(a) either home or work/school
types dominate the activities, whereas in Figure 4(b) the most likely activity shifts across
various types as the day unfolds.

4.4.3. Selection of T1 and T2

Based on the previous results, two fusion models, including MNL built on all the four individ-
ual classifiers and RF on the combination between this model and MNL, are selected for the
enhancement algorithm. To decide the threshold T1, the correlation is examined between
different values of T1 and the prediction rates of the fusion models, as shown in Figure 5. It is
observed that for both models, when T1 is below the crossing point of 0.72 in Figure 5(a) and
0.8 in Figure 5(b), the number of false prediction is higher than that of the correct one. Thus,
0.72 and 0.8 are selected as T1 for MNL and RF, respectively. T2 is set as 0.9, above which the
prediction rate is 69.7 and 66.4% for these two models.

4.4.4. Enhancement results

Table 7 presents the prediction results by the enhancement algorithm (in the column ‘After’),
along with the results before the enhancement (in the column ‘Before’) as well as the difference
between these two prediction results (in the column ‘Difference’). Overall improvement of 4.4
and 7.6% for MNL and RF is achieved. The examination into the results across various
activities discloses that the enhancement algorithm particularly performs better on less repre-
sentative activity types, e.g. non-work obligatory, social visit and leisure activities. This could
be originated from the fact that the machine learning algorithms usually favour majority types
if the prediction accuracy is used as the evaluation criterion, while the enhancement algorithm
puts equal weights on all activity types of the dependent variable (call locations).

The effectiveness of each of the two enhancement methods is also investigated, by running the
RF fusion model using each of these methods independently to revise a weak prediction result.

Figure 5. Relation between the prediction and the probabilities from MNL (a) and RF (b) fusion models, respectively.
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The prediction rates of 73.7 and 75.2% were obtained for the transition probability-based and
prior probability-based enhancement methods, respectively. Due to the small size of the train-
ing set, many locations are labelled as one single known activity of a day, the sequential
information is thus not available on these days. With a large dataset, the transition matrix
would better represent typical activity and travel behaviour of users. This would lead to the
transition probability-based method and the enhancement algorithm as a whole bringing
greater improvement over the current experimental results.

5. Analysis on the prediction results

Table 8 presents the annotation results by the RF fusion model with the enhancement algo-
rithm, showing a large variation in the prediction accuracy across different activity types.
Home, work/school and non-work obligatory activities are better predictable, with the accu-
racy of 91.3, 79.8 and 78.1%, respectively. Social visit activities show a middle level of predict-
ability of 60.5%. By contrast, leisure activities are only 51.4% recognizable. Overall, prediction
accuracy of 76.6% is achieved. Despite the promising results, misclassification exists for each of
the activity types, prompting for further examination into the potential reasons for the errors.

(1) Home. Homes are featured with high visit frequencies and spatial-temporal regularities.
However, seven homes are misidentified, of which five have lower visit frequencies than 10%
on weekdays, i.e. less than 1 in 10 trips on weekdays ending at home. The unusually less
visited homes could be due to the fact that the corresponding users spend less time at home
and/or they make fewer calls than expected at home. This results in the home visit frequencies
less represented by their call records. Alternatively, some of the misclassified locations can be a
second home for users who already have a home at different locations. Two in these five users
have two labelled homes. While their second homes are occasionally accessed, their main
homes are routinely visited and correctly annotated. (2) Work/school. Like homes, work/school
locations are also characterized by a high level of routine visits, but these two types differ
regarding the time of the visits. While most of the trips to homes are at night and weekends,
trips to offices or schools occur during the daytime on weekdays. Of all the work/school

Fusion model MNL RF

Enhancement Before After Difference Before After Difference

Home 91.3 91.3 0 91.3 91.3 0

Work/school 80.9 82.0 1.1 74.2 79.8 5.6

Non-work 37.5 59.3 21.8 53.1 78.1 25.0

Visit 47.4 55.3 7.9 52.6 60.5 7.9

Leisure 45.7 48.6 2.9 37.1 51.4 14.3

Overall accuracy 69.7 74.1 4.4 69.0 76.6 7.6

Table 7. Prediction result comparison between before the enhancement algorithm and after that (%).
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locations, 10.1% are wrongly predicted as non-work obligatory or social visit activities if they
are accessed infrequently during weekdays. All the corresponding users work/study at multi-
ple places, and the misidentified locations are their additional work/school places. Another
10.1% are mistaken as homes, if they have high visit frequencies at weekend. For instance, one
of these users has two labelled work locations. They were visited at rates of 32% during
weekdays and 42% on Sunday, respectively. While the first one was correctly identified, the
second one was wrongly predicted as home. This suggests that the work regime plays an
important role in distinguishing work locations from homes. While most people work during
weekdays, certain minorities work on different shifts, especially to weekends or nights, gener-
ating distinct activity and travel patterns from the main stream of the population. (3) Non-
work obligatory. The activities have low visit frequencies and short duration. The misclassi-
fication of the activities can be partially attributed to a combination of heterogeneity within
this category. The various detailed types of the activities are likely performed at spatially
independent locations and temporally varied preferences. For instance, shopping is mostly
done in later time of the day than service or bringing/picking up activities. (4) Social visit. The
activities are profiled with a middle level of visit frequencies during weekdays. If the locations
are accessed less, they tend to be annotated as leisure or non-work obligatory activities; if
more, they are considered as home or work/school places. The limited predictability could be
caused by the underlying structure of an individual’s social network, in which various degrees
of relationship exist, ranging from closed one they visit routinely to the one they just meet
occasionally. This generates variations in spatial-temporal features of the locations. (5) Leisure.
Leisure activities are conducted in various places and at different time for an individual; they
exhibit the lowest level of regularities and thus are the most challengeable to annotate. Apart
from the spatial-temporal irregularities, the examination into two falsely predicted leisure
locations reveals additional causes for the misclassification. The first one has a visit frequency
of 36.3% in both the afternoon and evening on weekdays. It was the second most visited place
for the corresponding user who has accessed this place 170 times over 337 days, such that 1 in 2
days he/her was observed there. This location is originally labelled as a restaurant; however,
the call records suggest a high probability that he/her may work there instead of eating as a
customer. The second location was ranked as the most visited place for the concerned user. He/
she has in total conducted 383 visits over 442 days during both weekdays and weekends as
well as at night. Nearly three in 4 days, he/she made calls there. Furthermore, the user has five

Annotated activity Original activity

Home Work/school Non-work Social visit Leisure

Home 91.3 10.1 3.1 15.8 2.8

Work/school 1.2 79.8 9.3 7.9 14.3

Non-work 2.5 5.6 78.1 10.5 17.1

Social visit 3.8 4.5 6.2 60.5 14.3

Leisure 1.2 0 3.1 5.2 51.4

Table 8. Prediction results (%).
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locations collected in the training dataset, but none of which is labelled as home. This location
is documented as sports; however, for this particular user, it is likely that this place is a home
rather than a recreation site. While further investigation into the above two typical cases is
needed before any definite conclusions are drawn, they nevertheless illustrate that our anno-
tation method based on underlying activity and travel behaviour can effectively predict the
activities, which are tailored to each individual. A location may have a single or multiple
functions, but people visiting there could have different purposes. The match with geographic
information alone is not able to identify this distinction. We shall call the location annotation at
the individual level as micro-location-annotation.

6. Conclusions and future research

In this study, a cell phone location annotation method has been developed based on spatial-
temporal regularities as well as sequential information intrinsic to activity and travel behav-
iour. The method does not depend on additional sensors and geographic details. The data
requirement is simple and its collection cost is low. It is also generic to be transferable to other
areas. On top of that, the method is independent of precisely geometric positions of individ-
uals, thus considerably reducing privacy concerns.

Experiments on the annotation method using data collected from natural phone communica-
tion of users have achieved 76.6% prediction accuracy. With this probability, the activity
conducted at a location for a user can be predicted by the spatial-temporal features of the visits
disclosed by his/her call records. Furthermore, this study also shows the added value of the
integration between machine learning methods and underlying activity and travel behaviour
when annotating the location traces.

Nevertheless, despite the spatial-temporal regularities, activity locations still share commonal-
ities in these two dimensions at a certain degree. Activity and travel behaviour is not solely
decided by spatial-temporal elements, it is also affected by socio-economic conditions. The first
improvement in future research should thus take this general background information into
account. In particular, to address the potential causes for misclassifications of home and work/
school locations, the annotation should be combined with the information on the number of
home and work/school places of users as well as their work sectors and regimes. A broad
picture of users’ social networks, obtained from direct surveys and/or social networking sites,
would strengthen the prediction of social visit activities. For non-work obligatory and leisure
activities, the detailed types in each of these two categories should be handled separately, if a
sufficient size of training data for the detailed types is available. The second improvement lies
in finding an effective way of annotating locations, which are visited for multiple purposes for
a particular user. While this study links the most frequent activity to a location, it dismisses
additional activity types, which are performed by the user at different parts but within a same
cell. In the training dataset, 5% of all the locations are visited for multiple purposes.

Today when simple phones are still prevalent constituting nearly 85% of total global handsets
in use, this research makes undoubtedly an important contribution to the semantic explanation
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school locations, the annotation should be combined with the information on the number of
home and work/school places of users as well as their work sectors and regimes. A broad
picture of users’ social networks, obtained from direct surveys and/or social networking sites,
would strengthen the prediction of social visit activities. For non-work obligatory and leisure
activities, the detailed types in each of these two categories should be handled separately, if a
sufficient size of training data for the detailed types is available. The second improvement lies
in finding an effective way of annotating locations, which are visited for multiple purposes for
a particular user. While this study links the most frequent activity to a location, it dismisses
additional activity types, which are performed by the user at different parts but within a same
cell. In the training dataset, 5% of all the locations are visited for multiple purposes.

Today when simple phones are still prevalent constituting nearly 85% of total global handsets
in use, this research makes undoubtedly an important contribution to the semantic explanation
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of the movement data. With the development of smart phones, the data from additional
sensors installed on the phones will provide a third possibility of improvement by integrating
the contextual information into the annotation process.
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Abstract

Over the past years, traditional company management has been undergoing major 
changes regarding the adoption, implementation, and development of new technologies. 
Even if Internet commerce has the potential to revolutionize consumer behavior and the 
way merchants communicate with their customers, it is true that several activities related 
to the new technologies are still in the early stages of development or implementation. 
The main purpose of this study is to assess the determinants of m-payments from the 
point of view of merchants through an exploratory and qualitative analysis (literature 
review, focus groups, and in-depth interviews) in order to find the drivers and deterrents 
influencing the use of mobile payment systems in retail business. In order to properly 
approach the proposed research, a theoretical review of the actual situation of the dif-
ferent mobile payment systems across the different markets was carried through several 
personal interviews with merchants in the first place and, secondly, surveying over 151 
retail companies in Spain. Conclusions and implications are discussed from the data and 
results drawn from this research, suggesting strategies to overcome some of the identi-
fied barriers and deterrents while also proposing some suggestions for future research 
opportunities.

Keywords: mobile payment, m-payment, merchant, adoption, barriers

1. Introduction

Development, adoption, implementation, and acceptance of the latest technologies are critical 
factors which have largely influenced business administration and management. Companies 
regard electronic commerce, or simply e-commerce, as the tool with the highest potential 
nowadays to revolutionize customers’ purchasing habits and patterns while also impacting 
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the different communication channels for merchants and their customers. However, some 
other business activities related to e-commerce are still in an early implementation stage or 
already maturing, the latter being the case of mobile business and mobile payment [64].

In recent years, mobile devices such as smartphones, personal digital assistants (PDAs), tab-
lets, and laptops have been increasingly approached as means to transmit and receive all 
kinds of different data. In this sense, these devices have also seen an increase in their use as 
tools to facilitate the payment of different goods and services using their data transmission 
and reception capabilities; these payment systems are known as mobile payments or, simply, 
m-payments. m-Payment can thus be described as the completion of a financial transaction or 
purchase between individuals or other entities using a fast, convenient, easy, and secure tool 
anywhere from a mobile device. These new payment systems enjoy some proven advantages 
for both merchants and customers over other alternative payment systems such as the elec-
tronic point of sales (EPOS). Some of the aforementioned advantages would be (1) high level 
of adaptability and flexibility when taking into account the large amount of mobile phones 
and other mobile devices in the market, (2) fast transactions, (3) higher level of comfort and 
convenience resulting in a time-saving process, (4) possible classification and profiling of the 
different customers enabling custom strategies for the sale of goods and services, (5) lower 
cost of operations with reduced discount rates, etc. In the case of customers, the best regarded 
advantages of these payment systems are (a) the higher level of security of the involved 
economic transactions thanks to the use of technologies such as Global System for Mobiles 
(GSM), Universal Mobile Telecom System (UMTS), and, also, the Subscriber’s Identity Module 
(SIM) card of the mobile device allowing for an improved encryption of data transmitted and 
received during the different transactions; (b) improved reliability of the payment system; (c) 
improved availability and offering of the goods and services which can be paid with these 
new tools; (d) reduced queuing and waiting times at the points of sale; and (e) lower rate of 
occurrence of incorrect transactions [39].

Traditional, single-channel business activities have been continuously evolving into multichan-
nel operations in multiple markets across the world [72], with new retail formats facilitating the 
interactions between merchants and customers while increasing revenues for the respecting 
business companies involved [53]. In this sense, the use of smartphones has blurred and even 
started to eliminate the differences between the online and offline interactions between cus-
tomers and merchants. The so-called Information Society is seeing a rapidly increasing growth 
every year; according to a recent report issued by Fundación Telefónica España (2015), mobile 
telephony reached a level of penetration of 95.5 subscriptions per 100 inhabitants worldwide 
in 2014 (2.4% raise over 2013), establishing an astonishing figure of over 6.6 billion for the total 
number of mobile telephony subscribers in the world. In this regard, Europe is the continent 
with more mobile subscribers (120 subscriptions per 100 inhabitants). Respecting m-payments, 
according to a report regarding e-commerce issued by the Online Business School [56], 27% of 
the total of online purchases in 2013 had been completed using one of the mentioned devices; 
this means a 55% raise over 2013 in the Spanish market. On the other hand, a recent research 
proposed by PayPal and carried out by an independent marketing research company (IPSOS) 
[33] concluded that mobile phone commerce saw an estimated growth of around 48% in Spain 
during that year, a raise rate well above the rate forecasted respecting the growth of online 
transactions in Spain during the same period of time. This report also found the best regarded 
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features and characteristics that customers appreciate while purchasing goods and services 
through “smartphones” and “tablets”: fast payments (36% of users mentioned this feature as 
one of the most relevant advantages), not needing to carry a physical wallet (24%),simplifica-
tion of the payment process (22%), innovativeness nature of the payment system (21%), imme-
diate confirmation of valid payments (20%), easy to use (19%), and, finally, not needing to 
share personal financial data with the different merchants (16%).

On a side note, the use of mobile payments is also seeing a considerable growth as reported 
by Capgemini [7] in their World Retail Banking Report analysis. In this sense, it is worth not-
ing that this report found “only” 1.3 billion credit and debit active accounts as opposed to the 
remarkable statistics identifying well over 5 billion active mobile telephony subscriptions. 
According to Omlis (a provider of mobile payment solutions), this is an ideal, relevant sce-
nario for a potential and major application of mobile payments. Juniper Research predicted 
that the number of users of mobile payment systems in 2013 (245 million) would duplicate 
by 2017 seeing a total number of over 450 million of users of mobile payments. Respecting 
the value of the m-commerce market, the market research company Gartner estimated a total 
amount of $507 billion accountable for mobile phone transactions in 2014. Therefore, all these 
studies show that the worldwide rate of adoption of mobile payments is also increasing rap-
idly, with some specific mediators influencing this increase such as the different tools avail-
able to consumers in order to access the new technologies, changes in lifestyle trends, and 
other economic factors.

From the perspective of the merchants and their offerings, according to a report issued by 
Tecnocom [70] on the different trends regarding payment systems, this report affirms that 
after assessing the actual demand of users respecting the different electronic payment sys-
tems in the case of the Spanish market, the use of mobile phone payments did not manage to 
establish itself as a particular strong alternative to the use of other systems. The information 
collected through the aforementioned reports and research allows observing certain differ-
ences between the needs of the users/customers regarding their purchases and the speed at 
which the market is adapting to said needs. In light of all of these findings, the main purpose 
of this research is to assess and evaluate the different factors influencing mobile payment 
from the perspective of the merchants through an exploratory, qualitative, and quantitative 
analysis (including a comprehensive literature review and approaching, focus groups, and in-
depth interviews) aimed to identify the drivers and barriers to the use of the different mobile 
payment tools at the points of sale. This study also incorporates a section discussing conclu-
sions and implications drawn from the results in order to overcome some of the identified 
deterrents while also proposing suggestions for future research opportunities.

2. Adoption of mobile payments: drivers and barriers

Mobile payment is considered by many experts as one of the “killer” or “star” applications 
with the greatest potential in the mobile communication sector ([26, 32]; and [55]). In this 
sense, mobile payment can be defined as any type of individual or business activity involv-
ing an electronic device capable of connecting to a mobile network in order to successfully 
complete an economic transaction [39].
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Barriers to the adoption 
of mobile payments

Users’ deficient 
knowledge of the 
new technology

No actual, real 
demand for this 
kind of payment 
system

Perceived 
trust/risk 
in the new 
payment 
system

Cost of 
adopting 
the payment 
system

Perceived lack 
of security

Technological 
issues and 
struggles

Chellappa and Pavlou 
[11] x

Claessens et al. [13] x

Begonha et al. [6] x x

Pousttchi et al. [58] x

Siau and Shen [65] x x

Herzberg [31] x

Frolick and Chen [21] x

Wang and Cheung [74] x

Gebauer and Shaw [23] x

Misra and 
Wickamasinghe [51] x

Teo et al. [71] x x x

Mallat and Tuunainen 
[46] x x

Dewan and Chen [18] x x

Liu et al. [44] x

Agarwal et al. [1] x

James and Versteeg [35] x

Chen [12] x

Balan et al. [3] x

Islam et al. [34] x

Masamila et al. (2010) x

Wu et al. (2010) x x

Islam et al. [34] x x

Saidi [63] x

Becher et al. [5] x

Little [43] x

Andreev et al. [2] x

Chang [9] x x

Chang [10] x x

Slade et al. [68] x

Ramakrishna and Naik 
[59] x x
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As previously discussed, mobile payments constitute a recent innovation in its early stages of 
development and growth [77], yet they are widely extended in our society [28]. This marked 
presence generates an interest in finding the benefits and drawbacks for users of this new 
technology. With that purpose, this research reviewed the extant literature assessing differ-
ent studies on this particular subject. After reviewing the scientific literature in this regard, 
this study found that the main barriers and deterrents to the adoption of mobile payments 
are the lack of trust in the new technology and the perceived risk when approaching it (see 
Table 1); 46.43% of users mentioned these factors during the survey process. Other relevant 
barriers that this study found are the lack of an actual demand for this type of services and the 
possible technological issues derived from their use (mentioned by 14.29% of respondents). 
Lastly, other variables such as the cost of adopting the new payment systems (8.93%), the per-
ceived lack of security (also 8.93%), and the scarce knowledge users have regarding this new 
technologies (7.14%) are also mentioned as factors impacting to a lesser extent the intention 
to use. On the other hand, the main drivers for the adoption of mobile payments (see Table 2) 
are the convenience, comfort, and familiarity perceived by users when approaching the new 
technology through their smartphones (mentioned by 18.18% of respondents). Other signifi-
cant drivers are attributes and characteristics such as ubiquity, personal nature, security, and 
the high penetration rate (13.64% across all these factors). Finally, this research also found less 
relevant drivers in variables such as mobility (9.09%) and compatibility (4.55%) [45].

Barriers to the adoption 
of mobile payments

Users’ deficient 
knowledge of the 
new technology

No actual, real 
demand for this 
kind of payment 
system

Perceived 
trust/risk 
in the new 
payment 
system

Cost of 
adopting 
the payment 
system

Perceived lack 
of security

Technological 
issues and 
struggles

Xin et al. [75] x

Slade et al. [67] x

Liébana-Cabanillas 
et al. [41] x

Ramos-de-Luna et al. 
[61] x

Ndege [54] x x

Liébana-Cabanillas 
et al. [40] x

Ramos-de-Luna et al. 
[60] x

Komo et al. [37] x x x

Liébana-Cabanillas 
et al. [42] x

Total 4 8 26 5 5 8

% total 7.14 14.29 46.43 8.93 8.93 14.29

Table 1. Barriers to the adoption of mobile payments.
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3. Methodology

The purpose of this study is to empirically evaluate the different factors influencing merchant 
adoption of mobile payment systems. In order to fulfill this purpose, our research approaches 
a sequential quantitative and qualitative analysis based on three different stages.

In the first stage of our research (carried out in the second fortnight of May in 2015), our 
research analyzed different databases of related scientific publications in order to evaluate an 
overview of the use of mobile payment systems in the market for daily commercial activities. 
Through a qualitative analysis based on two focus groups were established after this initial 

Drivers for the 
adoption of mobile 
payments

Ubiquity Personal 
nature

Mobility Perceived 
security

Increased 
business 
operations 
and higher 
income

High 
penetration 
rate

Familiarity, 
convenience, 
and comfort

Compatibility

Clarke [14] x

Begonha et al. [6] x x

Kreyer et al. [38] x

Frolick and Chen 
[21] x x

Dourish [19] x

Mallat and 
Tuunainen [46] x x

Teo et al. [71] x

Jarvenpaa and 
Lang [36] x

Heim and Sinha 
[30] x

Sahut [62] x

Meyer [50] x

Mallat et al. [47] x

Chang [9] x x

Ramakrishna and 
Naik [59] x x

Chang [10] x x

Tavilla [69] x x

Total 3 3 2 3 3 3 4 1

% total 13.64 13.64 9.09 13.64 13.64 13.64 18.18 4.55

Table 2. Drivers for the adoption of mobile payments.
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process; one of the groups involved the managers of payment systems of five financial enti-
ties in Spain, while the other focus group incorporated managers of five different commercial 
establishments). Both groups were surveyed with a concise, clear questionnaire designed spe-
cifically for this research.

After the successful completion of the first stage, our study focused on the second stage which 
was carried out roughly around the same time. In this stage, our research assessed the situa-
tion regarding the new payment systems in 25 different commercial establishments through 
another qualitative analysis in order to examine the actual reliability of the questions which 
were designed in the first stage. After successful completion of the first and second stages, 
we modified the questionnaire employed in our research in order to incorporate more sig-
nificant questions respecting the following variables: knowledge regarding the new payment 
systems, different types of mobile payments, the use of each of the different mobile payment 
technologies, main providers of mobile payment tools, perceived usefulness of the different 
mobile payment systems, drivers and barriers to the use of mobile payments, and, lastly, the 
intention to use of these new payment solutions.

In the final stage of our research, carried out in June and July in 2015, we performed a qualita-
tive analysis after identifying and validating all related factors to our study in previous publica-
tions and checking every fit commercial establishment for the purpose of this research. In this 
third stage, we performed the personal interviews in the commercial establishments employing 
a questionnaire which would empirically assess other questions relevant to this research.

A total of 400 different merchants were initially identified as fit for the purpose of this research. 
These merchants were subsequently classified according to their business activity and their 
contribution to the GDP of Spain. It is worth mentioning that once we contacted all of these 
400 establishments, only 151 decided to contribute to our full (qualitative and quantitative) 
research (37.75% of total merchants approached).

We performed a batch of semi-structured interviews with an average completion time of 
around 50–75 min; these interviews were then transcribed and coded for later use. After the 
personal interview, participants were surveyed through an additional questionnaire which 
aimed to further improve data collection in order to successfully achieve the purpose of the 
questions used during the interviews.

The different profiles of the merchants participating in our research can be found in Table 3. 
The vast majority of these companies were identified as microenterprises since they had a low 
number of employees (between 1 and 9). This assessment is consistent with the data gathered 
by the Spanish Statistical Office, which reports the presence of a high number of companies 
in Spain as opposed to the average figures in other countries in the European Union. The dif-
ference is the smaller size of these Spanish companies than those in other countries in the EU 
(i.e., 76.8% smaller in terms of the number of employees and with an average income 72.8% 
lower). Also, according to the same data from the Spanish Statistical Office, the most relevant 
sector contributing to the GDP of Spain would be the traditional sector (47.4% of the total con-
tribution) followed by the restoration sector (25%). These findings identify the service sector 
as the main performer regarding Spanish GDP.
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Respecting the different sale channels approached by the merchants contributing to our 
research, it is worth noting that the traditional channel is still the channel of choice employed 
by the majority of the companies participating in this study, with a sizable advantage over 

Categories Frequency Percentage/interval

Sector Digital means 4 2.6

ICTs (computers, telecommunications, 
software, etc.) 9 5.9

Traditional (newspapers, cinema, etc.) 4 2.6

Retailers 72 47.4

Mail order or sales on the Internet 3 2.0

Restoration 21 13.9

Others 38 25.0

Company employees 0–9 116 76.8

10–49 13 8.6

50–249 7 4.6

250–499 5 3.3

500 or more 10 6.6

Company income in 2014 Under 2 million Euro (microenterprises) 110 72.8

Between 3 and 10 million Euro (small 
enterprises) 8 5.3

Between 11 and 50 million Euro (medium 
enterprises) 5 3.3

Over 50 million Euro (large companies) 7 4.6

Unknown 21 13.9

Sales channel employed Physical store 141 93.4

Internet 4 2.6

Other (mail order or direct sale) 6 4.0

Position of the interviewee in 
the company

Company owner 49 32.5

Company senior management 6 4.0

Company middle management 4 2.6

Store manager 12 7.9

Store expert 6 4.0

Employee 74 49.0

Experience Average years with traditional payment 
systems 12.8 0–35

Average years with mobile payment systems 0.16 0–4

Table 3. Respondent companies.
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the different alternative channels. Our research also found that the average experience of 
respondents with traditional payment systems was an average of roughly 12.8 years. On the 
other hand, their average experience with mobile payment systems was significantly lower 
than that, not even amounting for a full year. This finding corroborates the relevance of our 
research when assessing the different determinant factors that might drive the acceptance and 
adoption of the new payment systems.

In order to complete the main questionnaire, other questions were incorporated regarding the 
level of knowledge of these new payment systems, their perceived trust and utility, and also some 
additional questions relevant to the nature of the different providers of mobile payment services.

4. Discussion and assessment of results

In order to properly assess results drawn from this research, a semantic analysis of the differ-
ent questions used for the personal interviews was approached along with statistical quanti-
tative analysis through SPSS v22 software.

4.1. Assessment of knowledge regarding mobile payment systems

The level of knowledge of the different mobile payment systems was found to be average 
(roughly 50%) after assessing the different respondent merchants. We found a variety of 
responses when participants were questioned about their knowledge respecting the different 
mobile payment systems; below some of the answers are included:

• I know about mobile payment systems, but I do not use them.

• No, unfortunately I do not really know about mobile payment systems.

• I know they accept payments; I have seen a delivery person (of a shipping company) using them.

• I do not really know about mobile payment maybe that my smartphone can be used as a payment tool 
the same way as a credit card works; in our establishment we have a wireless point of sale.

• Yes, they are mostly contactless payment tools using apps installed in NFC-enabled smartphones.

• My knowledge is rather poor; I know a smartphone is required, but I have never used that payments.

• I only know mobile phone payment tools are some other ways to complete payments.

• I believe they refer to the services facilitating payments and collections using some apps for 
smartphones.

• Smartphones can be used in a similar way as credit cards.

• These payments allow using an app for smartphones to complete a payment.

• They are payments through a device connected to a network, especially smartphones. These pay-
ments are linked to credit accounts.

• I heard something on the news; they are new payment tools; we just need to place our smartphones 
in close proximity to the payment device in the establishment to complete a transaction.
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• To be honest, I have never heard about mobile payment systems or how they would operate.

• Yes, mobile payment systems are employed in mobile devices which have been previously associated 
with a banking account; this is how payments are finally completed.

• They are a payment system using tools provided by the different banks, mostly a certain sticker you 
can attach to a mobile phone in order to complete payments involving amounts lower than 20 Euros 
($21 approx.) In this case, there is no need to use a PIN code or a digital signature. If the amount is 
higher than 20 Euros, then a validation is required by placing the device in close proximity to the 
payment terminal.

• I consider mobile payment systems as modern and convenient, but I still believe they are difficult to 
implement successfully even if they enable a fast tool for customers to pay comfortably.

• I only know mobile payments use some kind of contactless, scanning device on the data-phone ter-
minal in the establishment.

As the answers above show, we can classify merchants into two groups: those with the appro-
priate knowledge of mobile payment systems and have already adopted them and, on the 
other hand, merchants which are basically oblivious regarding these new payment tools. In 
light of these findings, especially with so many merchants ignoring mobile payment systems, 
providers of mobile payment services should encourage the development of information 
campaigns and strategies in order to drive the adoption and management of these payment 
services.

4.2. Typology of the different mobile payment systems

Respecting the different payment systems accepted in the establishments which this research 
assessed and interviewed, only 14.57% would confirm the adoption of a certain mobile pay-
ment system, specifically NFC payment systems (see Figure 1).

In light of these results, and as we stated above, providers should encourage information 
strategies which will positively influence the adoption of mobile payment systems.

4.3. Mobile payment providers

Regarding the providers of the payment systems available to customers of the different mer-
chants participating in this research, the vast majority of the respondents favored payment 
systems provided and supported by their associated financial entities (60.93%). On the other 
hand, the rest of respondents were undecided. Some of them adopted payment systems pro-
vided by external technology providers (14.57%), whereas the remaining respondents were 
indifferent to this matter (24.50%). In light of these findings, financial entities can be consid-
ered as the main providers of the payment systems adopted by the merchants. Therefore, 
these entities are expected to invest to a great extent in the different information campaigns 
regarding the new payment tools (Figure 2).

4.4. Perceived usefulness of mobile payment systems

Regarding the perceived usefulness of these new payment systems, this research assessed 
the answers provided by the different merchants with the following results: 64.90% of 
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respondents did manifest a high perceived usefulness. On the other hand, one-quarter of the 
respondents (26.49%) did claim that the usefulness of these payment systems was minor and 
insignificant (Figure 3).
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Figure 1. Typology of the different payment systems accepted by participating merchants.
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Relevant feedbacks from participating merchants were:

• Mobile payments are rather useful allowing for instant payments anywhere.

• These new tools will be useful for me since I will be able to collect payments anywhere.

• Customers will benefit the most from the new payment systems; they will pay comfortably.

• This is a new trend and we have to adapt accordingly.

• These payments mean that cash is no longer necessary and transactions will be faster.

• They will facilitate the procedures and paperwork involved.

• They ensure a greater convenience for customers while the business transactions are clearer.

• Everyone has some kind of mobile phone; with these new payment systems, our customers have a 
permanent, convenient access to their money; maybe this will prevent the additional charges we pay 
for the different transactions.

• They might be useful in the future.

• I believe they could be rather useful and convenient.

• These new tools would allow a faster, easier payment process for our customers, but those willing to 
use them should be properly informed in the first place.

• These payment systems would be rather convenient for our customers.
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Figure 3. Perceived usefulness of the different mobile payment systems.
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• The usefulness of these payment systems depends on the age of the average customer. Regarding our 
elderly clientele, these tools would not be that useful.

• Additional payment tools always benefit customers, but our business would also benefit from the 
improved availability of different payment systems.

In spite of the high perceived usefulness of these payment systems, this research proposes that 
those financial entities involved in these new payment systems should reinforce their com-
munication and information strategies following the findings exposed earlier in this study.

4.5. Drivers and barriers

After reviewing the extant literature and assessing our respondents (Figures 4 and 5), we 
found that the most relevant factors negatively influencing the intention to use are the custom-
er’s lack of knowledge regarding the new technology (mentioned by 33.1% of respondents), 
followed by the scarce demand of a proper information on the new tools (18.5%), the level of 
perceived trust (10.6%), the cost of adoption (9.3%), the perceived lack of security (6%),and 
other technological issues (2.6%). It is worth mentioning that 11.9% of the respondents could 
not identify a single barrier or deterrent to the adoption of these new payment systems.

On the other hand, respecting the factors driving the intention to the use of mobile payment 
systems (Figure 4), it is worth noting factors such as the convenience and speed associated 
with these new tools (58.9%), merchants’ perceived increase in security regarding the use of 
the new technology (14.6%), and improved sales turnover (9.3%), among other factors (4%).

4.6. Benefits derived from the use of mobile payment systems

In regard of merchants’ perceived benefits when adopting the new payment tools, this research 
detected two different profiles clearly distinguished from each other; 29% of respondents could 
not identify any benefit whatsoever when using the new payment systems in a real-world envi-
ronment, whereas, on the other hand, the remaining 71% of respondents could indeed perceive 
significant advantages and benefits such as the following: convenience, speed, improved time 
management, and lower cost of operation. We especially remark these factors since they are 
precisely the drivers, which the reviewed scientific literature suggests as the most relevant in 
this field. In order to improve the adoption of these new payment systems, this research identi-
fied again the need of proper information campaigns especially designed for the different mer-
chants in order to divulge the benefits and advantages associated with the use of the new tools.

4.7. Intention to use mobile payment systems

Finally, after assessing respondents’ intention to use new mobile payment systems, this 
research found a patent intention to use them in only 17.88% of the total respondents, reflect-
ing the incipient penetration of this new technology regarding the majority of merchants in 
Spain. On the other hand, 82.12% of respondents did show no interest whatsoever in adopting 
the new payment systems.
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5. The importance of trust and perceived risk

In the case of this research, both trust and perceived risk are significant drivers for merchant’s 
adoption of mobile payment systems; thus they’re thoroughly assessed.

In recent decades, research performed in the field of marketing has stressed the importance 
of trust among the different involved parties as a driver for the continuity and durability of a 
relationship. This is of great significance at a business level [22].

Trust was described by Singh and Sirdeshmukh [66] in the context of B2C e-commerce as 
“the psychological state leading to accept the vulnerability of a trustor, based on positive 
expectations of the trustee’s actions.” In this sense, Van Der Heijden et al. [73] reported 
that trust in the ambit of online purchasing could be defined as “the willingness of one of 
the parties (the purchaser) to be vulnerable to the actions of a virtual establishment, based 
on the expectations that this virtual establishment will carry out an important action for 
the customer or purchaser, regardless of his or her ability to conduct or control the virtual 
establishment.”

Trust has traditionally involved two key dimensions: cognitive and behavioral. Dwyer et al. 
[20] approached the cognitive dimension of trust in order to describe it as “one party’s expec-
tation that the words or promises of the other party are reliable and that the other party will 
fulfill his or her obligations in a relational exchange.” Regarding the cognitive approach, we 
detected in the extant literature three different moderating factors for beliefs: competence, 
integrity, and benevolence. These variables exhibit psychometric properties which are fit for 
the measurement scale approached [8]. On the other hand, Mayer et al. [48] and McKnight 
et al. [49] examined predictability (the capacity to predict someone else’s behavior in any situ-
ation) as an additional moderating variable [52].

From a behavioral point of view, trust can be described as “the willingness of a trustor to be 
vulnerable to the actions of a trustee, based on the expectation that the trustee will perform a 
particular action important for the trustor, regardless of the capacity of the trustor to survey 
or control the trustee” [48], referring to the willingness to behave following a certain behav-
ioral pattern. Multiple studies examine this variable in order to identify the acceptance suc-
cess rate of new technologies [76] such as e-commerce.

Following a different approach, Bauer [4] carried out an analysis on perceived risk based 
on two different variables: Firstly, uncertainty, which can be defined as the lack of knowl-
edge that consumers show when they are actually involved in the process of purchasing, 
and, secondly, the lack of information on the potential negative consequences of purchases. 
In this sense, this author also posited that consumer behavior is always connected to a cer-
tain risk; behavioral patterns involve effects that cannot be predicted with any certainty [4]. 
In this sense, Gupta and Kim [29] described perceived risk as “consumers’ perception about 
the uncertainty and the adverse consequences of a transaction performed by a seller,” while 
Gefen et al. [24] reported “the consequence of a decision reflecting the variation of its eventual 
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results.” Finally, the literature also includes the definition of perceived risk by Gerrard and 
Barton Cunningham [25], described as “the possibility that the use of an innovation could not 
be safe.”

6. Managerial implications regarding the adoption of mobile payments

The use of payment tools has been related to our species since ancient times. In spite of this 
long established relationship, the adoption (involving implementation and use) of the new, 
modern payment systems in our current economic environment has greatly influenced the 
business scenario. Mobile phone payments can be considered as the most significant tool 
among the recent payment systems introduced in the market due to the relevance of wire-
less devices in our society, their simple accessibility, and the constant improvements in the 
technology associated with these new payment tools both for online contexts (mainly the 
Internet and social media) and traditional, “offline” applications such as swipe card readers, 
POS machines, etc.

In the past decades, the swift increase in the level of competitiveness and technological 
improvements involved in all commercial sectors, as factors which are becoming equally 
significant, has led to the development of a new communication strategy for companies and 
customers; this new channel evolved into a practical application known as e-commerce. 
In this sense, companies have been catering appropriately according to the respective 
demands of their business sector. Mobile commerce and the new mobile payment systems 
are relevant actors with a key role in the evolution of the market due to the widely extended 
use of mobile devices, especially smartphones, with the prospect of a high penetration rate 
in our society. For all these reasons, the business prospect for this particular sector is truly 
promising.

As observed from the data discussed earlier in this study, certain countries might not follow 
the general trends of the market; this appears to be the case regarding the market in Spain. 
Our research aims to identify the reasons for this situation from the perspective of the mer-
chants. Research assessing the adoption and acceptance of the mobile payment systems is 
rather scarce and might improve future conceptions and prospects for the market of these 
new payment tools. According to the results obtained in this empirical analysis, we have 
outlined and proposed an appropriate research framework for merchant adoption of mobile 
payments. This is depicted in Figure 6.

In our opinion, on the basis of the results obtained from this research, the lack of information 
on the new payment tools significantly hinders their adoption. The development of proper 
information campaigns in this regard would help to overcome the barriers while also reinforc-
ing the drivers affecting the final intention to use of mobile payment systems. This information 
should approach each and every one of the elements in the framework of mobile payment. 
In this sense, Dahlberg et al. [16] proposed that the relevance of mobile payments should be 
analyzed through Porter’s Extended Rivalry Model [57] and the Generic Contingency Theory. 
With this in mind, we consider that the sources of this critical information should involve the 
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main providers of mobile payment system and also, to a great extent, merchants interested in 
the new technology.

As for the companies providing mobile payment services (banks, financial entities, and exter-
nal technology providers), they need:

a. To properly inform merchants through online (websites and social media) and traditional 
communication channels on the different mobile payment tools.

b. To offer joint promotions where the cost of the transactions would be partially borne by 
the financial entity or provider of the mobile payment tool, for instance, offering flat-rate 
plans for a certain period of time after the initial adoption of the new technology.

c. To advertise the benefits and advantages derived from the use of mobile payment systems.

d. To enforce and develop robust security systems for all consumer transactions made 
through these electronic payments in order to reinforce users’ perceived trust.

e. To provide merchants new and modern point-of-sale terminals in order to speed up and 
facilitate in-store purchases.

f. To reinforce security systems in commercial establishments in order to increase mer-
chants’ perceived trust in the new technology.

g. To include launch promotions to facilitate the adoption of mobile payment systems by 
both merchants and final users.

As for merchants interested in the adoption of mobile payment systems, they need:

a. To properly inform customers on the different existing mobile payment tools through 
online (websites and social media) and traditional communication channels.

b. To advertise the benefits and advantages derived from the use of the new mobile payment 
tools.

c. To offer in-store promotions in order to encourage the use of mobile payment tools.

More Information

Figure 6. Managerial implications derived from the adoption of mobile payments.
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7. Final discussion, limitations, and future research opportunities

7.1. Discussion of results

Recent studies in the literature have thoroughly analyzed users’ behavior in the adoption of 
the new mobile payment systems [27, 42, 67]. These studies have found and assessed the most 
significant barriers and drivers influencing the adoption of mobile payments. However, the 
focus of these research efforts was placed on consumers with no evaluation whatsoever from 
the perspective of the merchants. In addition, it is worth mentioning that most mobile pay-
ment adoption initiatives have failed before reaching consumers and merchants [15].

Even if a significant number of consulting firms are elaborating and delivering key, success-
ful forecast studies predicting the future and potential behavior of customers toward the new 
mobile payment systems, real-world results show that these new payment tools have not yet 
really taken off and are actually in a difficult, serious situation derived from the conflict of 
interests of the different involved actors and the respective payment contexts.

In light of these findings, the aim of our research is to analyze the most significant barri-
ers and drivers regarding the adoption of the new payment systems from the perspective 
of the merchants. In order to achieve this goal, this research approaches a qualitative and 
quantitative analysis carried out after a comprehensive literature review with the purpose 
of finding and examining the aforementioned factors affecting the use of mobile payment 
tools. As mentioned earlier in our study, research in this specific field of knowledge is 
scarce even if it could lead for brighter prospect regarding the future adoption of mobile 
payments.

This research corroborates the idea that the new technology is rather appealing for all actors 
involved in the respective market [17]. However, in terms of the benefits and advantages 
for the merchants, we believe that the new mobile payment tools would speed up the actual 
purchases while improving the security of the transactions at the same time, optimizing 
sales turnover and enabling new marketing strategies aimed toward smartphones. However, 
before reaching this point in the development and adoption of mobile payment systems, mer-
chants need to overcome the different barriers and deterrents detected in this research.

This research has proven the importance of a certain set of deterrents and drivers affecting 
merchant adoption of mobile payment systems. Regarding the different barriers, the inten-
tion to use will definitely improve as long as users’ knowledge of the new technology is also 
reinforced. For mobile payments to actually succeed in the current situation of the market, 
the following goals need to be achieved: (a) a real demand for this type of payments, (b) a 
higher perceived trust regarding the operation of the new technology, (c) optimizing and 
sharing the costs derived from the adoption of these payment systems, and (d) an enhanced 
security infrastructure to overcome possible technological issues related to the use and nature 
of mobile wireless devices. Finally, this research also found that perfecting the convenience, 
speed, security, and merchants’ sales turnover associated with the use of the new payment 
systems leads to a considerably higher intention to use them.
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7.2. Limitations and future research opportunities

Despite its contributions, this research also shows some limitations which provide fruit-
ful avenues for future research. In the first place, as a preliminary study, this research only 
approached a basic statistical analysis. In this regard, researchers are currently developing a 
theoretical model aiming to examine the adoption of mobile payments by merchants across 
different countries. This model will also be contrasted and tested using structural equation 
modeling. This process should provide detailed results useful for researchers and users that 
could be projected to other markets. In addition, the sample employed in this research con-
sisted only of Spanish merchants; in this regard, half of the actual respondents were employ-
ees of the different companies with no decision-making powers related to the adoption of the 
new payment technologies. In this sense, future research should approach the individuals in 
charge of this type of operations. In addition, an analysis following a longitudinal approach 
should facilitate the evaluation of the actual adoption instead of focusing solely on the behav-
ioral intention. This type of analysis would also detect changes in the identified drivers and 
barriers over the continuous use of the mobile payment tools.
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Abstract

Internet of Things (IoT) and Internet of Everything (IoE) are emerging communication 
concepts that will interconnect a variety of devices (including smartphones, home appli-
ances, sensors, and other network devices), people, data, and processes and allow them 
to communicate with each other seamlessly. These new concepts can be applied in many 
application domains such as healthcare, transportation, and supply chain management 
(SCM), to name a few, and allow users to get real-time information such as location-based 
services, disease management, and tracking. The smartphone-enabling technologies such 
as built-in sensors, Bluetooth, radio-frequency identification (RFID) tracking, and near-
field communications (NFC) allow it to be an integral part of IoT and IoE world and the 
mostly used device in these environments. However, its use imposes severe security and 
privacy threats, because the smartphone usually contains and communicates sensitive 
private data. In this chapter, we provide a comprehensive survey on IoT and IoE technol-
ogies, their application domains, IoT structure and architecture, the use of smartphones 
in IoT and IoE, and the difference between IoT networks and mobile cellular networks. 
We also provide a concise overview of future opportunities and challenges in IoT and 
IoE environments and focus more on the security and privacy threats of using the smart-
phone in IoT and IoE networks with a suggestion of some countermeasures.

Keywords: smartphone, Internet of Things, Internet of Everything, ubiquitous, context, 
sensors, RFID, security, privacy

1. Introduction

The Internet of Things (IoT) is a network of intelligent devices ranging from home appli-
ances to industrial equipment that can become connected to the Internet, monitor themselves, 
send contextual information such as pressure, location, and temperature, and communicate 
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somehow, anytime, anywhere on the planet (e.g., a milk carton sending sensor and identifi-
cation information to a radio-frequency identification (RFID) reader when the temperature 
is getting higher than a threshold or when the milk carton is moved to a hot place) [1]. IoT 
means “connecting anyone, anything, anytime, anyplace, any service and any network” [1]. 
The concept of IoT has been extended by Cisco to Internet of Everything (IoE) to include in 
addition to things (machine-to-machine (M2M)), people (technology-assisted people-to-peo-
ple (P2P)) and processes (machine-to-people (M2P)) interactions [2]. Cisco [2] defines Internet 
of Everything (IoE) as “the intelligent connection of people, process, data and things” [2], 
englobing interactions and communications generated by users while using a variety of net-
worked devices (e.g., if a person forgot if s/he left the oven on at home, s/he wouldn’t have 
to run back home to check it as s/he could just use a specific application and do it remotely 
using her/his smartphone) [2]. The proliferation of mobile connectivity and the decreasing 
prices of sensors and processors are encouraging the rapid growth of the IoT and IoE. Smart 
devices, for example, smartphones, smartwatches, PDAs, phablets, and tablets, will be the 
primary interaction tools used by people in a connected environment including cars, homes, 
and workplaces. Gartner expects in [3] that “the number of connected things and devices to 
rise to 25 billion by 2020 while other more aggressive estimates put the figure at 50 billion” [3]. 
“For this to be realized we need to have devices that are not only smart but should be able to 
access the Internet without being connected to a physical local area network (LAN) or wireless 
fidelity (Wi-Fi) network, should have an independent power source (e.g. battery), and should 
have the ability to sense the physical environment and send context information seamlessly” 
[3]. In today’s world of emerging technologies, this could be made a reality: RFID, Bluetooth, 
3G, 4G, 5G, wireless sensor networks, etc., along with long-lasting batteries, all bundled in one 
inexpensive, small, light, and portable device, which is the smartphone.

Equipped with the aforementioned technologies stated above, the smartphone gathers con-
text data about the user (e.g., geolocation, temperature, health conditions, etc.) and interacts 
seamlessly with various devices using different types of connections such as Bluetooth, near-
field communications (NFC), Wi-Fi, etc. Therefore, the smartphone can be considered as the 
user’s ultimate device for IoT and IoE interactions and control. Big data, mobility, and cloud 
services are the principal parts of IoE concept, and using the smartphones everywhere is help-
ing the IoE movement forward. Many services can be done in real time using the cloud and 
smartphones, for example, we can use our smartphone to order items online quickly, use an 
application to see if a specific store has an item in stock, or even better check how big is the 
queue in this store, order an item, then let customer services know that you are on your way 
to pick it up.

In this chapter, we will give an overview about the Smartphones’ enabling technologies for 
the Internet of Things (IoT) and Internet of Everything (IoE), such as RFID, NFC, optical tags 
and quick response codes, Bluetooth, etc. We will also discuss the different application areas 
of IoT and IoE through the use of smartphones interconnected to other devices and show how 
the smartphone behaves in a cloud environment using different offered services. Finally, we 
will state the future opportunities and challenges of IoT and IoE applications. Some of the 
opportunities that will be discussed include context and ubiquitous services. Challenges will 
target basically the areas of privacy and security.
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2. Smartphones

A cell phone is a small device that can be used to make phone calls and send text messages on 
the go, adding the word “smart” to a phone can be confusing, aren’t all phones smart? [4] A 
smart phone is sometimes called cell phone, because it can make calls but not vice versa [4]. A 
smartphone can be considered a miniature computer that has a virtual store of many applica-
tions such as games, different browsers, maps, emails, image editors, and that help to turn it 
into a device that is smarter than a regular cell phone [4]. Authors in Ref. [5] define a smart-
phone as “a next generation, multifunctional cell phone that provides voice communication 
and text messaging capabilities and facilitates data processing as well as enhanced wireless 
connectivity” [5]. According to Ref. [5], a smartphone could be considered a combination of 
“a powerful cell phone” [5] and a “wireless-enabled PDA” [5].

A smartphone has many additional features compared to a regular cell phone such as a color 
LCD screen, wireless capabilities, that is Wi-Fi, Bluetooth, infrared, etc., a large memory and 
a specialized operating system (OS) with an offer of many downloadable applications [5]. The 
emerging new technologies stated above available in smartphones along with the different 
new applications existing in the market, made of the smartphone a personal device that is not 
always on, but is always somewhere on us providing a ubiquitous and pervasive computing 
environment full of seamless services and applications that has most changed our lives [6]. As 
stated by Romero J. in [6], the smartphone helps users to get the required information when-
ever needed and to stay connected any time and at any given location [6].

The difference between a smartphone and a cell phone is mainly due to advances in three 
areas, which are hardware, that is, high-resolution screens, keyboards, cameras, processors, 
sensors, software, that is, operating systems and various supported applications, and network 
infrastructure, that is, 3G and 4G networks, and an increasing wireless bandwidth that allows 
the applications to offload data storage and processing to the cloud [6]. Equipped with dif-
ferent sensors, the smartphone world is considered different: for example, using the smart-
phone’s accelerometers, basic health indicators can be followed, and using the GPS, traffic 
patterns could be monitored [6]. Many applications for augmented reality were also devel-
oped allowing, for example, to point your phone at a restaurant and see customer reviews 
about it. As stated in Ref. [6], smartphones are considered to become a “sixth sense” for the 
user, allowing a variety of functionalities.

3. Internet of Things (IoT)

3.1. Definitions

The Internet of Things, also shortly known as IoT, is a term consisting of two words: the first 
word “Internet,” which is “a network of networks and a global system of interconnected 
computer networks that use TCP/IP as a standard Internet protocol (IP) to connect millions of 
users and multiple private, public, academic, business, and government networks” [7]. The 
second word “Things” consists of any real-world object such as home appliances, clothes, 
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etc. or living things such as plants, animals, and people [7]. The term “Internet of Things” 
was invented by Kevin Ashton, Executive Director of the Auto-ID Center in MIT, in 1999 
and its definition varied among academicians and researchers [7]. The best definition of IoT 
would be according to Ref. [7]: “An open and comprehensive network of intelligent objects 
that have the capacity to auto-organize, share information, data and resources, reacting and 
acting in face of situations and changes in the environment” [7]. IoT aims at providing the 
vision of “enabling anytime, anywhere connectivity for anything and not only anyone by 
providing unique identity to each and every object” [7]. In the deployed IoT networks, sen-
sors are attached to physical objects and keep track of their data, to allow their tracking on 
the Internet [7].

There exist many aliases for the IoT concept; these include “Internet of Objects,” “web of things,” 
“connected devices,” and “technology omnipotent,” “omniscient,” “omnipresent,” “web of things,” 
and “embedded intelligence.” IoT should not be confused with other terms such as ubiquitous 
computing where “technology becomes virtually invisible in our lives” [7], pervasive com-
puting in which “virtually every object has processing power with wireless or wired connec-
tions to a global network” [7], cyber physical systems, which “helps bringing the real and 
virtual worlds together” [7], machine-to-machine interaction in which “devices are commu-
nicating end to end” [7], human–computer interaction, which “concerns the design of interac-
tion between people and computers” [7], and ambient intelligence, which is “a developing 
technology that will make our lives responsive and environment sensitive” [7].

3.2. IoT structure

The IoT is a global network connecting things through numerous technologies such as RFID 
and barcodes to name a few [8]. The International Telecommunications Union (ITU) has struc-
tured the IoT into the following four dimensions: (1) tagging things, (2) feeling things, (3) 
shrinking things, and (4) thinking things [8]. In tagging things, RFID tags are used to automati-
cally identify and track the attached object. In feeling things, sensors are used to collect data 
from the physical environment such as temperature, pressure, etc. [8]. In shrinking things, 
nanotechnology is used for tiny things: for example, “the use of nanosensors to monitor 
water quality” [8]. In thinking things, the smart things need, in addition to communication, 
to process information, make self-maintenance, and make independent decisions; this vision 
changes the way of information communication from human-human to thing-thing [8]. The 
structure of IoT is better illustrated in the following Figure 1 [9].

3.3. IoT technologies

3.3.1. Radio-frequency identification (RFID)

RFID is a wireless identification technology that uses radio waves to identify an object or a 
person [7]. The first use of RFID was during the second world war to identify friend or foe 
aircrafts in 1948. The technology was later on founded at the Auto-ID center in MIT in 1999 [7]. 
The RFID systems consist basically of three elements: the RFID Tag serves to uniquely identify 
the attached object and carries data about it, the RFID Reader is the equipment used to power 
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the tag, and read/write data to the tag [7]. The data read by the RFID reader from the RFID tags 
in its vicinity need to be processed then by a software system, known as the RFID middleware, 
which is the third component of an RFID system [10]. The RFID middleware serves to manage 
readers, filter, format, and process raw RFID data captured by the tags and send the processed 
data to the various interested backend applications [10, 11]. There exist three different versions 
of RFID tags depending on the power supply: passive tags, active tags, and semipassive [10]. Tags 
can be also classified based on their type of memory, for example, read-only, read-write, or write-
once and read-many. RFID tags use the ISM (industrial, scientific, or medical) frequency ranges 
and have three types of frequencies: low frequency (LF), high frequency (HF), ultra high fre-
quency (UHF), and microwave frequency [10]. RFID technology is cost effective, is considered 
very important in IoT networks for helping with tracking and identification of objects, and is 
used in a very broad range of application areas [10, 7].

3.3.2. Electronic product code (EPC)

Developed by the AutoID center in 1999 in MIT, the EPC code (64/98 bits) can store infor-
mation about the unique serial number of a product, its specifications, and manufacturer’s 
details [7]. The EPC has four components which are “object naming service (ONS),” “EPC 
discovery service (EPCDS),” “EPC information services (EPCIS),” and “EPC security services 
(EPCSS)” [7]. The EPCglobal Network [7] was created by the EPCglobal Organization to share 
EPC data and is a framework consisting of the ID System; EPC tags and readers; EPC mid-
dleware, which takes care of basic data formatting; EPC Information Services, which enable 
exchange of information between partners; and Discovery Services, which enable users to get 

Figure 1. IoT structure in four dimensions and example technologies.
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and search for EPC data [12]. The EPC was basically designed to be stored on an RFID tag to 
identify a specific item and its associated data such as origination point and date of produc-
tion [12].

3.3.3. Barcode

The barcode system uses a barcode scanner to interpret the value in the barcode label to 
obtain a unique code that is used for object identification [7]. Barcodes are “optical machine-
readable labels attached to items to record information about them, and they are usually read 
by laser scanners” [7]. Three types of barcodes exist: alpha numeric used for encoding numbers 
and characters, numeric used for encoding pairs of numbers, and 2-dimensional, which looks 
like squares or rectangles that contain many small, individual dots [7]. The disadvantage of 
this system is the line of sight requirement between the barcode and the reader [10, 13].

3.3.4. Internet protocol (IP)

Internet protocol (IP), developed in 1970s, is considered main network protocol used for send-
ing packets in the Internet [7]. There are two different versions of IP addresses: IPv4 (default 
version) and IPv6. IPv6 was developed to extend the number of available and supported IP 
addresses [7].

3.3.5. Wireless fidelity (Wi-Fi)

Wi-Fi (wireless fidelity) allows devices to communicate over a wireless signal, and contains 
any type of wireless local area network (WLAN) device supporting any of the following IEEE 
802.11 specification versions: 802.11a, 802.11b, 80.2.11g, and 802.11n [7, 14]. Today, Wi-Fi is 
delivering the high-speed WLAN in-building connectivity to hotels, homes, airports, and cafes 
through the use of wireless access points (APs) [14]. Although encryption is considered optional 
in Wi-Fi, three techniques of encryption have been defined and applied to Wi-Fi to ensure secu-
rity. These techniques are “wired equivalent privacy (WEP),” “WiFi protected access (WPA),” 
and “IEEE 802.11i/WPA2” [14]. To access a Wi-Fi network, Wi-Fi enabled devices (e.g., laptops) 
are needed, which can communicate wirelessly in any Wi-Fi equipped location [14].

3.3.6. Bluetooth

Bluetooth is a cheap communication technology, deployed for small distances (10–100 
meters), that allows connection between devices, for example, laptops, PDAs, smartphones, 
printers, cameras, etc. without the need for cabling. Bluetooth is considered the main technol-
ogy for creating a personal area network (PAN) to share data such as text, images, videos, and 
sounds, and it uses the IEEE 802.15.1 standard. Bluetooth allows users instantaneous connec-
tions between several devices and assures protection against interferences and safety in the 
sent information [15]. The Bluetooth technology operates in the ISM band, which is 2.45 GHz. 
Some standard Bluetooth applications include but are not limited to communication between 
hands-free device and a mobile phone or car radio, and transfer of files between devices [15]. 
Bluetooth can have some security risks, because it is an open system. Security can be imple-
mented at the level of devices and services [15].

Smartphones from an Applied Research Perspective142



and search for EPC data [12]. The EPC was basically designed to be stored on an RFID tag to 
identify a specific item and its associated data such as origination point and date of produc-
tion [12].

3.3.3. Barcode

The barcode system uses a barcode scanner to interpret the value in the barcode label to 
obtain a unique code that is used for object identification [7]. Barcodes are “optical machine-
readable labels attached to items to record information about them, and they are usually read 
by laser scanners” [7]. Three types of barcodes exist: alpha numeric used for encoding numbers 
and characters, numeric used for encoding pairs of numbers, and 2-dimensional, which looks 
like squares or rectangles that contain many small, individual dots [7]. The disadvantage of 
this system is the line of sight requirement between the barcode and the reader [10, 13].

3.3.4. Internet protocol (IP)

Internet protocol (IP), developed in 1970s, is considered main network protocol used for send-
ing packets in the Internet [7]. There are two different versions of IP addresses: IPv4 (default 
version) and IPv6. IPv6 was developed to extend the number of available and supported IP 
addresses [7].

3.3.5. Wireless fidelity (Wi-Fi)

Wi-Fi (wireless fidelity) allows devices to communicate over a wireless signal, and contains 
any type of wireless local area network (WLAN) device supporting any of the following IEEE 
802.11 specification versions: 802.11a, 802.11b, 80.2.11g, and 802.11n [7, 14]. Today, Wi-Fi is 
delivering the high-speed WLAN in-building connectivity to hotels, homes, airports, and cafes 
through the use of wireless access points (APs) [14]. Although encryption is considered optional 
in Wi-Fi, three techniques of encryption have been defined and applied to Wi-Fi to ensure secu-
rity. These techniques are “wired equivalent privacy (WEP),” “WiFi protected access (WPA),” 
and “IEEE 802.11i/WPA2” [14]. To access a Wi-Fi network, Wi-Fi enabled devices (e.g., laptops) 
are needed, which can communicate wirelessly in any Wi-Fi equipped location [14].

3.3.6. Bluetooth

Bluetooth is a cheap communication technology, deployed for small distances (10–100 
meters), that allows connection between devices, for example, laptops, PDAs, smartphones, 
printers, cameras, etc. without the need for cabling. Bluetooth is considered the main technol-
ogy for creating a personal area network (PAN) to share data such as text, images, videos, and 
sounds, and it uses the IEEE 802.15.1 standard. Bluetooth allows users instantaneous connec-
tions between several devices and assures protection against interferences and safety in the 
sent information [15]. The Bluetooth technology operates in the ISM band, which is 2.45 GHz. 
Some standard Bluetooth applications include but are not limited to communication between 
hands-free device and a mobile phone or car radio, and transfer of files between devices [15]. 
Bluetooth can have some security risks, because it is an open system. Security can be imple-
mented at the level of devices and services [15].

Smartphones from an Applied Research Perspective142

3.3.7. ZigBee

ZigBee technology was created and developed in 2001 by the ZigBee Alliance [7]. As defined 
in [16], ZigBee is “a low power, low cost, low data rate, and short range (around 100 meters), 
wireless network protocol based on the IEEE 802.15.4 standard” [16]. ZigBee is widely used in 
home automation, medical monitoring, industrial controls, and digital architecture [7]. ZigBee 
was developed to enhance the features of wireless sensor networks (WSNs) and is widely 
used for wireless home automation systems (WHASs); however, it has many related chal-
lenges such as resource constraints, low memory, limited battery, limited processing power, 
limited range, technological limitations related to the IEEE 802.15.4 standard, interferences 
with systems operating in the same free band, and internet connectivity, which is needed in 
WHAS for remote monitoring [16].

3.3.8. Near-field communication (NFC)

NFC is a short-range (theoretically 20 cm, but in most scenarios, typically 4 cm) wireless tech-
nology developed by “Philips and Sony companies” that works at the 13.56 MHz frequency 
and allows customers around the world to easily make transactions, connect electronic 
devices, and exchange digital content [7]. NFC technology is compatible with existing RFID 
infrastructure and contactless smart cards and uses the same standards such as ISO/IEC 14443 
standard, which is one of its biggest advantages [17]. NFC has an easy and simple connection 
method, can work also in dirty environment, and does not require a line of sight for reading 
and executing transactions [7]. Some example applications of NFC include but are not limited 
to mobile payment such as Google Wallet, and mobile ticketing such as Oyster Card [17].

3.3.9. Wireless sensor networks (WSNs)

A WSN consists of hundreds to thousands of “sensor nodes” communicating with each other 
and passing data related to either “physical” or “environmental conditions” such as pressure, 
temperature, motion, location, sound, etc. [7, 18]. WSNs are used widely in IoT for many types of 
applications such as agriculture monitoring, patients monitoring, military applications, highway 
monitoring, civil and environmental engineering applications, forest fire, industrial automation, 
home control, building automation, etc. [18]. An example of the use of WSNs in healthcare is the 
use of sensors to monitor medication responses from a patient’s body [7]. A key issue faced when 
designing a WSN network is energy efficiency, that is, designing for a “long network lifetime 
and limited network maintenance and deployment costs” [10]. A middleware system is needed 
to provide the multiple services required by WSN applications and allow for scalability, power 
saving, and quality of service (QoS) while designing WSN applications as suggested in [10].

3.3.10. Actuators

As defined in Ref. [7], an actuator is “a device that actuates or moves something; converting energy 
into motion or mechanical energy” [19, 7]. Typical applications of actuators are implemented in 
the industrial and manufacturing fields [7]. There are three types of actuators: electrical actuators 
are “AC and DC motors, stepper motors, and solenoids” [7]; hydraulic actuators “use hydraulic 
fluid to actuate motion” [7]; and pneumatic actuators “use compressed air to actuate motion” [7].
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3.3.11. Artificial intelligence (AI)

Intelligence has been embedded and hidden in the network connected devices that help peo-
ple to ease their daily activities [7]. AI refers then to “electronic environments and devices 
that are sensitive and responsive to people’s presence and activities” [7]. AI is considered 
“embedded,” because the devices used are seamlessly embedded within people’s environment, 
“context-aware” because these devices are used to know people’s situations and context condi-
tions, “personalized” because they can be customized to the needs of users, “adaptive” because 
it changes depending on the users’ needs, and “anticipatory” because it can predict the user 
needs without conscious mediation [7].

3.4. IoT architecture

A reference model has not yet been suggested for the IoT architecture, although there are an 
ever-increasing number of proposed architectures for this new trend such as the ones described 
in [20–24]. Among the most common architectures of IoT we find the 5 layers model described 
in [25]. The first layer of this model is named the objects layer/perception layer and represents the 
physical objects, for example, sensors, actuators, etc. of the IoT that serve to collect information 
using standardized plug-and-play mechanisms to serve the heterogeneous devices [25]. The 
second layer is the object abstraction layer, which transfers the collected data from the objects 
layer to the service management layer using various technologies such as RFID, 3G, 4G, Wi-Fi, 
Bluetooth, and handles data management processes and cloud computing [25]. The third layer 
is the service management layer, which is the middleware layer that processes the received data, 
delivers the processed data and services to the interested applications over the network, and 
makes decisions [25]. The fourth layer is the application layer and is the one responsible for pro-
viding the requested smart services to the customers or connected applications that meet their 
needs in the various domains such as healthcare, transportation, and industrial automation 
[25]. The fifth layer is the business layer, which supports decision-making processes based on 
big data processing and analysis, manages all the underlying four layers of the IoT architec-
ture, and enhances the services provided to the users and maintains their privacy [25].

In Ref. [10] we proposed and developed a flexible middleware solution architecture that has 
five layers and is compatible with the IoT architecture discussed above. We developed the 
proposed architecture more and applied it to e-health in [26]. The FlexRFID middleware in 
[10] serves getting data from the heterogeneous automatic identification devices and sen-
sors, processing them, applying the business rules specified by the connected applications, 
and disseminating the processed data to the interested applications. Our middleware, that is, 
FlexRFID was tested with multiple application domains, such as smart library management 
[27], supply chain management [28], and healthcare scenarios [29].

4. Internet of Everything (IoE)

The Internet of Everything (IoE) concept is a fairly new concept that was developed by Gartner 
in 2015, and there is still confusion about the difference between IoE and IoT [30]. The IoE as 
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defined in Ref. [30] is “bringing together people, process, data, and things to make networked 
connections more relevant and valuable than ever before-turning information into actions 
that create new capabilities, richer experiences, and unprecedented economic opportunity 
for businesses, individuals, and countries” [30]. IoE definition means “connecting people in 
more relevant ways, converting data into intelligence to make better decisions, processing this 
data and delivering the right information to the right person at the right time, and connecting 
things which denote any physical devices or objects connected to the Internet or to each other 
for intelligent decision making” [30]. In other words, IoE describes an environment where 
many objects are identified, sensed through the use of sensors to detect their status and mea-
sure their conditions, and connected over public/private networks using specific standard/
proprietary protocols [30]. The IoE is a term describing the intelligence added to every device 
in order to give it some added functionalities, the device could be any of the following: smart-
watches, smart appliances, smart beds, health monitoring devices, smart connected cars, and 
others [31]. The difference between IoE and IoT is that IoE consists of four parts: “people,” 
“process,” “data,” and “things” and builds on top of IoT, which consists of one part, which is 
“things” [30].

As reported by Cisco “IoE is capable of helping organizations achieve many public-policy 
goals, including increased economic growth and improvements in environmental sustain-
ability, public safety and security, delivery of government services, and productivity” [32]. 
Also, Cisco reported in [32] the five drivers of IoE value for the public sector which are (1) 
“employee productivity” consisting of “improved labor effectiveness for new and existing ser-
vices” [32], (2) “connected militarized defense” consisting of “improved situational awareness 
and connected command centers, vehicles, and supplies” [32], (3) “cost reduction” consisting 
of “ improved labor efficiency and reduced operational costs” [32], (4) “citizen experience” con-
sisting of “shorter search times; improved environment; better health outcomes” [32], and (5) 
“increased revenue” consisting of “improved ability to match supply with demand; improved 
monitoring and compliance” [32]. Cisco CEO, John Chambers, believes that “IoE will have 
a dramatic impact on everything from city planning, first responders, military, health, and 
dozens of other environments” [32].

IoE is believed to “extend the IoT emphasis on machine-to-machine (M2M) communications 
to describe a more complex system that also encompasses machine-to-people (M2P) and tech-
nology-assisted people-to-people (P2P) interactions” [2]. IoT and M2M are often considered 
synonymous and sometimes used interchangeably; however, IoT refers to “connection of sys-
tems and devices to the broader Internet” [2, 33].

5. Application areas of IoT and IoE

5.1. Applications based on the IoT

Information generated and communicated by the enabling objects in IoT can drive many pos-
sible applications in many domains such as supply chain management (SCM), transportation, 
healthcare, and environment and disaster monitoring, etc. [9].
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5.1.1. Logistics and supply chain management (SCM)

In IoT society, many logistics applications have been developed to track movements of goods 
in real time using the different technologies discussed above, such as the systems reported in  
[34–36]. The data scanned from the RFID tags, barcodes, NFC, and mobile phones were trans-
mitted to the logistics center, and then transmitted through diversified transmission protocols 
such as WSNs, GSM network, 3G, 4G, or even 5G network to be processed [9]. Some example 
applications of the IoT in logistics and SCM as reported in [9] include Supermarket chain man-
agement [34], which tracks goods in real time using WSNs, barcodes, and RFIDs, and controls 
automatically the stock; Aspire RFID [37], which is “a middleware with a range of tools to 
facilitate RFID deployment, in addition it uses the session initiation protocol (SIP) to detect 
the location and mobility management of RFID tags” [9], logistic geographical information detec-
tion UIS [38], and others. The use of sensors in SCM provides rich data about supply chains 
and also on conditions and location of goods in real time [39]. This helps supporting “circular 
economy,” because tracking a product from manufacture to recycling helps enabling new 
ways for resource optimization [39]. To guarantee an efficient implementation of IoT, appli-
cations in SCM should ensure some basic capabilities such as autonomous control by having 
small decentralized control units [9], smart logistics entities by using sensors to track items and 
protect them from thieves by triggering alarms when a set of conditions is met [9], unique 
addressability by using a set of technologies such as RFID and WSNs to help tracking “the right 
product, right quantity, at the right time, in the right place, satisfying the right conditions, and 
having the right price” [9], and enterprise resource planning (ERP) interface to help communi-
cate to the customer the right information about the products [9].

5.1.2. Transportation

IoT is considered to have many advantages for solving the numerous challenging transporta-
tion problems, and many applications such as the road condition monitoring and alert system 
reported in [40] were developed to communicate the road conditions in real time and alert 
their users about any congestions or existing problems such as accidents [40]. Other applica-
tions such as license plate identification as reported in [41] have been implemented to solve the 
problem of finding parking spaces and securing the vehicles [41]. Electric vehicles have also 
been supported by governments in many countries “to reduce the fuel cost and the impact of 
global warming”; systems such as the one in [42], that is, remote performance monitoring sys-
tem and simulation testing, have been designed “to monitor the performance of lithium-ion 
(Li-on) batteries for electric vehicles” by using WSNs to report the route’s status to the driv-
ers and help them save their vehicles’ batteries. Using IoT nowadays, many electric vehicles’ 
manufacturers offer applications that can remotely monitor the vehicles’ batteries power and 
schedule their charging [39]. As reported in [39], in the future, fully autonomous vehicles are 
expected to be integrated in a smart transportation system, and a trial system has been imple-
mented in Newcastle that gives signals to drivers about when to adjust their speed if traffic 
lights are about to change [39]. Also parking sensors have being tested in Milton Keynes [39]. 
IoT has been also used at London City Airport to improve customer experience and passenger 
flow through the use of sensors deployed throughout the airport that send data to passengers’ 
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smartphone applications to help them order from shops and know about queue times [39]. 
Other systems such as transport vehicle monitoring system based on IoT in [43] uses GPS, 
RFID, and 3G/4G technologies to monitor and administer the status of goods in real time [43]. 
IoT is also used nowadays in vehicular ad hoc networks (VANETs) and is driving the evolu-
tion of Internet of Vehicles (IoV) paradigm. In conclusion, the IoT-based applications in the 
transportation field should at least include the following units as suggested by authors in [9]: 
a vehicle system equipped with GPS and wireless communication technologies [9], the station 
system, which is “responsible for receiving data from the monitoring center and displaying 
real-time transit vehicle information” [9], and the monitor center, which is “responsible for 
comparing the received real-time data with events in the database and integrate the road traf-
fic information for visualization” [9].

5.1.3. Healthcare

Many IoT solutions were implemented to improve human health and well-being and facili-
tate access to healthcare in rural areas such as the one described in Ref. [44]. The solution in 
[44] is based on RFID data communicated by active RFID tags worn by people who register 
with the rural healthcare center (RHC). The RFID tags are used to continuously monitor 
and control the patients’ healthcare parameters such as temperature, blood pressure, etc., 
detect any change in them, and communicate them to the RHC doctor. IoT-driven healthcare 
systems and technologies can be used for prevention and early identification of diseases [39] 
and are basically used for hospitalized patients whose status requires continuous monitor-
ing and attention, or for monitoring an aging family member at home [47]. Other examples 
of applications include the integration of a variety of devices in the patient’s environment 
such as the use of smartphones to monitor vital signs and transmit health data directly to 
the care centers [45]. Some advanced systems such as the one in [46], that is, noncontact 
health monitoring system (NCHMS) uses classification and recognition-based algorithms 
and equipment equipped with cameras and microphones to analyze the user’s facial expres-
sions and detect any anomalies. In conclusion, the IoT-based applications in the healthcare 
field should at least include the following units as suggested by authors in [9]: Tracking and 
monitoring using any wearable WSN or RFID devices to generate and communicate health 
vital signs, remote service such as telemedicine and home diagnosis [47], which is necessary to 
provide emergency help to patients suffering from critical illnesses, information management 
used to manage the large amounts of data produced and captured about a patient such as 
medical history of medications and allergies, and cross-organization integration, which ensures 
an integration and communication among the hospital information systems, the patients’ 
homes, and other medical care centers [9].

5.1.4. Environment and disaster

IoT technologies are used nowadays to minimize the effects of natural disasters by providing 
alerts and helping in the disaster recovery process [9]. Many examples of systems exist in the 
literature for environment monitoring such as “Health Monitoring and Risk Evaluation of 
Earthen Sites (HMRE2S) model” suggested by Xiao et al [48]; which collects “temperature, 

Smartphone: The Ultimate IoT and IoE Device
http://dx.doi.org/10.5772/intechopen.69734

147



humidity, and light information to evaluate the healthy level of the earthen sites by applying 
the concept of artificial antibodies to identify unusual environmental factors” [48], and “Smart 
heat and electricity management transportation” suggested by Kyriazis et al. [49] that “uses smart 
meters for electricity consumption and mobile sensors to assess the effect of real-time elec-
tricity usage on the energy consumption of buildings and individual appliances, etc.” [9]. In 
conclusion, the IoT-based applications in the environment and disaster field should at least 
include the following components as suggested by authors in [9]: environment sensors, which 
help gathering and processing information such as humidity, temperature, and pressure from 
the environment, WSN and mobile communication (3G and 4G) helping to communicate the 
sensed information to other users or systems and trigger the necessary alerts, and participatory 
sensing applications, which, by the use of multiple sensors and devices to capture the environ-
ment data and sense the physical world, and to help making the right decisions when facing 
a disaster, for example [9].

5.1.5. Smart home and smart buildings

Home automation can be made possible using IoT technologies to allow us to remotely con-
trol our home’s appliances based on our needs [50]. Example applications include but are 
not limited to monitoring of utility meters, energy, and water supply to avoid overloading or 
leaks, and gardening sensors, which could be used to water plants according to their needs 
and measure their vitals such as light, humidity, and moisture [50]. Connected to the IoT, 
smart buildings’ energy and maintenance could be optimized and predicted, along with 
increased comfort, security, and safety for the building users [39].

5.1.6. Smart agriculture

The IoT technologies, such as field-based sensors, can be used to monitor soil humidity, mois-
ture, and nutrition, automatically adjust the temperature to maximize agricultural produc-
tion, and communicate with weather stations to get the latest forecasts [50, 39]. They can 
also help for an accurate fertilization and watering [50]. Sensors used for animal tracking 
help in monitoring livestock for disease and accidents, and providing better opportunities for 
husbandry [39]. “Smart farms” may also share data with other farms, consumers, and regula-
tors [39]. The major opportunities provided by IoT for agriculture are maximizing yields by 
automatically identifying damaging weeds and reporting their location to farm owners or 
autonomous weeding machines, improving food traceability by tracking food and informing 
consumers about their provenance, origin, and production methods, and tackling environ-
mental challenges such as the use of 3D accelerometers to detect injuries in cows and monitor 
them within the livestock, which allows for an early adoption of preventive measures [39].

5.2. Applications based on the IoE

The IoE has been used to help “automated and people-based processes” by extracting and 
analyzing real-time data from the millions of connected sensors [51]. IoE has been also used 
for environment sustainability, public policy goals, and economic goals [51]. The use of IoE 
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has been facilitated by the expansion of cloud computing, which helps connecting everything 
online [51]. “Smart cities” will benefit from IoE to address city-specific concerns along with 
big data processing, for example, using sensors in monitoring highways and traffic, educa-
tion, healthcare, agriculture, and environment [51]. These cities will most likely enhance the 
living conditions of citizens in the future by forming “Smart + connected communities” [51]. 
IoE will be considered a critical element in implementing new features of the future cities 
such as smart grid and traffic control [51, 52]. According to Cisco, “cities stand to benefit the 
most from IoE related projects, implementations and platforms,” which helps providing real-
time, context-specific intelligence and analytics to serve the city’s specific needs [53]. Many 
examples of how Cisco was involved in developing new models for cities have been included 
in [53]; however, there exist many challenges for the IoE-enabled cities such as the need for 
new operating models, coherent IoE deployment plans, new ways to preserve the cities assets 
such as data, new governance models, and the need to face societal challenges such as pol-
lution, and CO2 emissions [53]. IoE technology architecture for cities is suggested in [53], 
which is a multilayered architecture that provides handling millions of devices and sensors, 
processing and streaming of big data and decisions, storage and analytics of data, and APIs 
for adding new services or applications [53].

IoE is also expected to ensure safety in the mining industry of fossil fuels [53]. Another use 
of IoE is in the educational sector where it facilitates access of students to E-learning and 
M-Learning, and provides more feedback and progress monitoring [51]. As reported by 
Zielinski [52], “The IoE provides a new business model for companies, which ultimately 
implies lowering the cost of energy distribution, automate billing and service calls as well as 
providing proactive response to environmental condition” [52].

In an IoE world, we can find multiple applications integrated in multiple ways: for example, 
public and private organizations usually integrate IoE applications with their existing solu-
tions such as ERP, SCM, CRM, human resources, etc. [54]. This high level integration allows 
for better service guarantee and higher security [54]. IoE solutions are also expected to access 
data from a single-purpose device initially, an example of this is connected automobiles run-
ning multiple applications such as location detection, emergency calls, etc. [54].

6. The use of smartphones in IoT and IoE

The technology necessary for all the example applications of IoT and IoE, stated in the previ-
ous sections, to succeed is available today. RFID, Bluetooth, NFC, 3G, 4G, 5G, etc. can transfer 
data over the Internet, also batteries’ technologies have evolved; for example, wireless and 
solar power batteries and long-lasting batteries are available in today’s market [3]. In addi-
tion, different types and sizes of sensors exist and can be used to monitor various industrial 
processes [3]. The challenge is to include all the aforementioned technologies into one light, 
inexpensive, user-friendly, multipurpose, and portable device that can be easily used by peo-
ple in their daily lives [3]. Such a device is today an existing reality which is the smartphone. 
The Smartphone is equipped with a range of built-in sensors such as accelerometers, motion 
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sensors, position sensors, and environmental sensors, that is, barometers, thermometers, and 
photometers measuring pressure, humidity, ambient temperature and illumination levels, 
etc. Some other kinds of special sensors measuring health vital signs, such as body tempera-
ture, ECG value, blood glucose level, stress level, body fat percentage, heart rate, etc., can be 
integrated into the smartphone [3]. All these sensors produce large volumes of data in struc-
tured form such as GPS or acceleration data and unstructured form such as pictures or videos 
[55]. The smartphone’s cameras and microphones are also used to detect and record images 
in many smart applications used in IoT [3]. The smartphone is also equipped with a variety 
of connectivity technologies such as NFC, Bluetooth, Wi-Fi, and cellular, which allow it to 
connect and interact with other devices and sensors and be the brain of the IoT world [56]. An 
example of the use of IoT-enabled smartphones given in [3] is “traffic congestion control on 
specific roads using Google Maps; data are automatically being collected from users’ smart-
phones moving along a specific road at a specific time, processed and sent to all connected 
users to Google Maps interested in getting this information” [3]. Another example is the use 
of smartphone to open a smart door of a hotel room in some parts of the world, once you 
approach it. This could be extended to office access control or garage access door opening [56].

Smartphones along with other IoT devices will play a main role in the expansion and use of 
this new terrain of Internet of Things [55]. The smartphone is considered to be “at the heart of 
a growing universe of connected devices and sensors” [55], also the rise of the smart wearables 
such as Apple Watch and Android Wear plays an additional role in creating an intelligent body 
area network (BAN) for the user where he stays connected most of the time [55]. The NFC tech-
nology integrated to the smartphones allows them also to act not only as sensors but as actuators 
triggering many actions such as payments, TV control, cars control, and home automation [55].

As reported in Ref. [55], smartphones can be used in an IoT setup along with four applica-
tion categories: (1) Personal IoT where we find an increasing number of applications targeting 
health and fitness, and helping to solve everyday problems for users; (2) group IoT where 
smartphones can be used in the context of connected cars to check the system status, or in 
smart homes; (3) community IoT where crowd-sourcing applications could be used by citizens 
to contribute to a smart city; and (4) industrial IoT where smartphones are used for business 
to consumer (B2C) purposes such as sending customized services and vouchers in real time 
[55]. Future applications of the use of IoT through the smartphone include viewing data and 
controlling sensors anywhere; for example, at home or in a workplace, the smartphone could 
be used to “control a smart air conditioning or an alarm system at home from an application, 
or technicians may be alerted on their smartphones when a factory machine at a customer 
site is overheating and probably needs attention” [56]. In a smart city context, a smartphone 
application could be used to check the queue in a local store and see whether an item is in 
stock in real time, reserve the item, and call the client service for delivery. Other applications 
could be used in the smartphone to get data about noise and traffic congestion in the city to 
improve the residents’ living experience in the controlled area.

Authors in [58] propose a four layers model named “k-Healthcare,” which is considered a compre-
hensive platform for accessing patients’ health data using the smartphones’ sensors and applica-
tions. The model in [58] is composed of the following layers: (1) the sensor layer; which consists of 
sensors used to detect the patients’ vital signs such as blood oxygen and pulse and the smartphone 
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Smartphones along with other IoT devices will play a main role in the expansion and use of 
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a growing universe of connected devices and sensors” [55], also the rise of the smart wearables 
such as Apple Watch and Android Wear plays an additional role in creating an intelligent body 
area network (BAN) for the user where he stays connected most of the time [55]. The NFC tech-
nology integrated to the smartphones allows them also to act not only as sensors but as actuators 
triggering many actions such as payments, TV control, cars control, and home automation [55].

As reported in Ref. [55], smartphones can be used in an IoT setup along with four applica-
tion categories: (1) Personal IoT where we find an increasing number of applications targeting 
health and fitness, and helping to solve everyday problems for users; (2) group IoT where 
smartphones can be used in the context of connected cars to check the system status, or in 
smart homes; (3) community IoT where crowd-sourcing applications could be used by citizens 
to contribute to a smart city; and (4) industrial IoT where smartphones are used for business 
to consumer (B2C) purposes such as sending customized services and vouchers in real time 
[55]. Future applications of the use of IoT through the smartphone include viewing data and 
controlling sensors anywhere; for example, at home or in a workplace, the smartphone could 
be used to “control a smart air conditioning or an alarm system at home from an application, 
or technicians may be alerted on their smartphones when a factory machine at a customer 
site is overheating and probably needs attention” [56]. In a smart city context, a smartphone 
application could be used to check the queue in a local store and see whether an item is in 
stock in real time, reserve the item, and call the client service for delivery. Other applications 
could be used in the smartphone to get data about noise and traffic congestion in the city to 
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Authors in [58] propose a four layers model named “k-Healthcare,” which is considered a compre-
hensive platform for accessing patients’ health data using the smartphones’ sensors and applica-
tions. The model in [58] is composed of the following layers: (1) the sensor layer; which consists of 
sensors used to detect the patients’ vital signs such as blood oxygen and pulse and the smartphone 
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built-in sensors such as barometers, temperature, and humidity sensors, along with RFID tags 
used to for objects identification. All of these IoT devices are used by the k-Health platform to get 
data and send them to the other layers for further processing [58]. (2) The network layer is “the com-
munication layer that connects the IoT devices with WAN using different protocols such as 802.16 
for 3G, IEEE 802.16m for 4G, IEEE 802.20, ZigBee, etc.” [58] (3) The internet layer is responsible 
for data management and storage using cloud storage or physical storage. Finally (4) the services 
layer “provides direct access of data to patients and professionals such as doctors, hospitals, and 
medicine supply chains using various protocols such as HTTP, HTTPS, web services, etc.” [58]

Using our FlexRFID middleware discussed in the IoT architecture section, Figure 2 shows the 
use of smartphones at the different layers of the IoT architecture.

From Figure 2, it is clear that the smartphone could be used as an automatic identification 
and sensing device at the level of the sensing/auto-tracking layer and as a backend device at the 
level of the application layer where different users accessing different applications could get 
the needed services.

Figure 2. The use of smartphone in FlexRFID middleware.
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7. IoT networks versus mobile cellular networks

Regular cell phone networks fall short for IoT requirements, basically for battery life, cost, and 
wireless coverage. That is why many wireless carriers around the world are building new cel-
lular networks to work with current and upcoming IoT devices and solving one or all of the 
three new IoT requirements [59]. For example, Orange and SoftBank are building nationwide 
IoT networks, Vodafone is upgrading its networks, and Cisco and Samsung are inventing and 
selling new devices to expand the IoT concept [59]. A comparison between cellular networks 
and IoT networks concerning these perspectives is given below.

7.1. Long battery life

Mobile cellular networks were designed to coordinate moving from one cell to another, called 
“hand-off” mechanism, without interrupting a phone call by using sophisticated algorithms 
[59]. To ensure this, mobile cell phones should communicate multiple times per second with 
the cell tower, which is very expensive in terms of battery consumption. In order to save the 
battery power for years, the IoT new cell networks’ devices should spend most of their time 
in sleep mode using low power radio chips and optimized to minimize the power cost of 
data transmission and reception, for example, to read sensors’ data or activate a control such 
as an alarm system [59]. Achieving years of battery is important for IoT devices, because it 
eliminates installation costs and that is why new networks need to be built to save the battery 
power consumption [59].

7.2. Support for a massive number of devices, network scalability, and diversity

The IoT network should handle the increasing number of simultaneous connected devices, 
which may not be uniform and therefore could not be handled by the cellular network, 
because some cells may have a very high number of connected devices compared to others 
[60].

IoT networks need to scale efficiently to handle thousands or millions of connected devices, 
and should support diverse applications’ requirements from simple sensors to tracking ser-
vices to more advanced smart applications requiring higher throughput and lower latency 
[61].

7.3. Low device and deployment cost

The opportunity cost of supporting IoT devices in cellular networks is very high, because as 
reported in [59], “IoT devices that pay less than a dollar per month will never get network 
access priority over cell phones with $100 voice and data plans” [59]. IoT connectivity can be 
implemented and deployed over existing cellular networks using software upgrade in order 
to avoid additional costs of acquiring any new hardware [60]. The IoT networks are designed 
to be robust to interference, because they basically use the unlicensed bands or unused “guard 
bands” between the channels of licensed cellular spectrum, which are cheap compared to the 
licensed bands [59].
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7.4. Extended coverage

IoT networks should also handle coverage concerns that are not covered by cellular networks 
in places such as basements of buildings, underground parking lots, and rural fields [60]. 
This extended coverage is required by many IoT applications to get the necessary data from 
the deployed sensors and send them in real time to the interested applications [60]. The IoT 
networks handle this by maximizing deep indoor penetration rather than bandwidth, and 
through the use of self-deployable gateways that could be installed like Wi-Fi routers [59].

8. Future opportunities and challenges of IoT and IoE applications

8.1. Future opportunities

People are getting more connected and devices are becoming smarter, and new network 
architectures are adapting to this: such as big data, cloud infrastructure, and mobility, which 
are important parts of the Internet of Everything movement. In the future, every device is 
considered to be communicating to some extent and this will have an impact on the growth 
of cloud services [57]. The IoE will reinvent industries at three levels in the future; the first 
level is business processes and services will be improved by the new trends in digital technology 
[30], the second level is business model, which will be changed as new ways of doing business 
industries will emerge and companies will tend to digitalize more its products and processes, 
an example stated in [30] is that of Nike with its connected sporting clothes in the healthcare 
domain [30], the third level is business moment, which is the need to compete with other busi-
nesses [30]. Also the IoE will generate large volumes of data in real time, and therefore, busi-
nesses will need big data, storage, and analysis tools to manage these data; generate high-level 
information and services; and turn them into money. As millions of objects, sensors, devices, 
and people get more connected and collect more data; a critical task for companies will be 
to tackle the issues of privacy and security that arise through the use of IoE technology [30].

8.2. Challenges

IoT and IoE offer numerous revolutionary benefits to consumers in many areas such as health-
care and supply chain management (SCM), to name a few. The use of connected medical 
devices, for example, can engage patients in their own care and allow doctors to respond in 
real time and better manage the patients’ diseases. Despite these opportunities in many appli-
cation fields, security and privacy risks arise due to the increased connectivity among devices, 
people, and the Internet. According to Ref. [62] IoT technology presents a higher potential of 
security risks at different levels such as enabling unauthorized access to personal information 
and identity theft, creating safety risks and allowing attacks to other connected systems; for 
example “security vulnerabilities in an IoT device could be used to launch a denial of service 
attack on the consumer’s network to which it is connected, this device could also be used 
to send malicious emails and messages to other devices” [62]. Unauthorized persons might 
also create physical safety risks by exploiting the security vulnerabilities of IoT devices: for 
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example, a hacker can change the settings of an insulin pump to no longer deliver insulin to 
the concerned patient, which creates health problems and crisis [62].

Companies experiencing the IoT technology may not have enough experience in dealing with 
the security issues stated above and therefore find securing IoT devices and communications 
a challenging task [62]. Also the structure of some IoT devices is sophisticated and the manu-
facturers find it difficult or expensive to apply a security patch in them if a specific vulnerabil-
ity is discovered [62]. In addition, some IoT devices are made disposable after purchase and 
therefore, the consumers are often left with vulnerable devices shortly after their purchase in 
most cases [62].

In addition to security risks, there are many privacy risks involved with IoT such as the col-
lection of sensitive personal daily information such as health information, geolocation, and 
account numbers and sending data through the cloud [62]. The collection of this information 
over time could be misused and can help intruders infer future values. Privacy principles 
state that users should control their personal data and choose the smart environment and 
technology that protects their private lives [63]. Users usually have difficulty knowing about 
the existence of IoT devices in their environment, what information is being disclosed and 
sent in the network, and which parties benefit from this information. Also manufacturers 
are interested in building services around the collected data rather than selling the devices 
themselves [63]. According to Ref. [62], researchers state that the smartphones could be used 
to disclose the user’s personality type, demographics, stress level and mood, happiness, etc. 
[62]. Another privacy risk is that an intruder could intercept unencrypted IoT data remotely 
while sent in the IoT network, combine, analyze, and act upon them [63]. The above security 
and privacy challenges may result in an undermined consumer confidence and a decrease in 
the IoT technology widespread adoption, which will surely affect the overall societal accep-
tance of IoT services [62].

Our proposed middleware architecture called FlexRFID tackles the security and privacy 
issues in the IoT environment at the application level by using policies as described in [29]. 
These policies allow the applications to specify the security, access control and privacy rules 
that should be applied on data before getting them, and therefore minimize the possibilities of 
compromising user’s sensitive data. At devices level, new security models other than strong 
encryption are required in IoT because of the devices’ limited capabilities such as limited size, 
computing, and processing power [63].

Authors in [1] define features of IoT security and privacy in the healthcare field, including 
security requirements of medical data, which are “confidentiality, integrity, authentication, 
availability, data freshness, non-repudiation, authorization, resiliency, fault-tolerance, and 
self-healing” [1]. In addition, the authors in [1] identify challenges for providing secure IoT 
services, which include (1) the computational, memory, and energy limitations of IoT health-
care devices, (2) multiplicity of IoT devices in healthcare, (3) mobility of IoT devices through 
different networks having different security configurations, which requires a challenging task 
of developing a mobility-compliant security algorithm, (4) scalability of IoT devices and their 
connection to the global information network, (5) IoT devices are connected to multiprotocol 
networks using a wide range of communication media and a dynamic network topology, 
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(6) designing a mechanism for dynamic security updates for the various IoT devices, and (7) 
designing tamper-resistant packages for IoT healthcare devices to avoid extracting crypto-
graphic secrets, modifying programs, or replacing these devices. In addition to the challenges 
stated above, there are many other issues that need to be addressed concerning IoT services 
and devices. According to authors in [1], the most important issues are: the need for a uni-
fied standardization effort, the need for special IoT platforms and frameworks, targeting cost 
analysis of IoT-based services, the need to develop new IoT applications as the technology 
evolves and new devices emerge, the need for a “business model,” and the need for “quality 
of service” guarantees for most IoT services [1].

9. Security and privacy challenges concerning the use of smartphones in 
IoT and IoE networks

Security and privacy of smartphones in IoT and IoE should be guaranteed to the maximum, 
because the smartphone is considered the major personal device used in IoT. Threats and 
attacks on the smartphone and IoT devices can be divided into the following categories as 
reported in [64]:

• Resources: such as GPS, camera, NFC, and other sensors.

• Data: such as messages, calls, contacts’ list that could be compromised by malicious apps 
available for free in the app stores.

• System information about the smartphone such as identity, location, and Wi-Fi MAC ad-
dress that could be disclosed without the user permission.

• Worms, which are programs that copy themselves to the various devices of a network and 
can compromise the security of the smartphone.

• Spyware and malware applications, which can monitor the users’ data without his/her 
knowledge and send the data to the attacker.

Other smartphones attacks discussed in [64] include “financial malware attacks, network 
spoofing attacks, phishing attacks, surveillance attacks and network congestion attacks” [64].

Authors in [64] divide security violation into five categories, which are the following: (1) “breach 
of confidentiality” when “an unauthorized person reads and gets access to the data” [64], (2) 
“breach of integrity” when “the attacker reads and modifies the data” [64], (3) “breach of avail-
ability” when “the attacker destroys and deletes the data” [64], (4) “denial of service” when “the 
attacker attacks the limited resources of the smartphone like filling its memory, draining its 
battery, etc. and therefore makes it unable to communicate with other IoT devices” [64], and (5) 
“theft of services” when “the resources are used by an unauthorized person” [64]. The five cat-
egories of attacks stated above have different effects on the smartphones as major IoT devices, 
for example, a Denial of Service attack of a smartphone will affect the IoT and the cellular 
network, a data leakage attack of a smartphone will disclose private data such as online trans-
actions, and a spamming attack will send messages to other smartphones and IoT devices [64].
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The study in [64] compares IoT devices and smartphones in terms of many features such as 
“computation capacity, storage, external storage, authentication, end-to-end communication, 
expansibility, battery exhaustion, etc.” [64]. The study shows that the smartphone has a lot of 
functionalities and has built-in sensors that allow it to perform most of IoT devices functions 
[64]. The study also shows the behavior of smartphones in the IoT environment concerning 
data sharing with other IoT machines, communication with IoT devices and the cloud, sup-
porting more computation in IoT than in the web, and the possibility of sending malicious 
data to other IoT machines [64].

A survey of more than 5000 consumers from the USA, UK, Canada, Austria, and Japan con-
ducted by Norton in 2016 revealed that some people understand that smartphones and IoT 
devices present risks and the rest do not care about their information being hacked [65]. As 
stated in [65] few research studies have focused on the risk of controlling IoT devices by the 
use of mobile apps installed in a user’s smartphone. An intruder can control or get access to 
the smartphone and therefore control the IoT devices from mobile applications such as con-
trol of home appliances and healthcare-sensitive sensors [65]. Mobile applications can send 
unencrypted sensitive information from a user’s phone such as location, call logs, browser 
history, and account details. Examples of vulnerabilities could be adding browser favorites, 
downloading and changing call logs, etc. Authors in [65] state the most important best prac-
tices that a user can adopt while using IoT devices, smartphones, and mobile apps, which are 
the following: (1) using a reputable mobile security app that identifies potential vulnerabilities 
before downloading an app, (2) downloading apps from an official app store, (3) being mindful of the 
app settings such as apps asking the user to disable security setting that protects installing apps 
from an unknown source, (4) keeping the IoT devices current by installing the latest updates, (5) 
protecting the device by choosing a strong and unique password, and (6) being stingy with the device 
such as protecting the communication between the device and network using an encrypted 
Wi-Fi connection or a hard-coded LAN connection if available [65].

10. Conclusion

The Internet of Things (IoT) and Internet of Everything (IoE) are rapidly finding their paths 
in our modern lives, allowing connecting and automating everything around us. This chapter 
gave an overview about these new trends, their enabling technologies, architecture, and appli-
cation fields such as smart homes and healthcare. In this chapter, we also talked about the dif-
ferent IoT and IoE enabling technologies available in the smartphone and examples of its use 
in IoT and IoE scenarios. We proposed a model for IoT implementation that uses the smart-
phone sensors to sense and transmit data to multiple backend applications using a middle-
ware layer. The applications could be running on a smartphone, which receive the data and 
present it to the end user, that is, the patient, hospital administration, or physician in the case 
of healthcare. These data could be stored in special databases or in the cloud and retrieved by 
the user later on upon need, using the smartphone dedicated application. We also covered the 
differences between IoT networks and mobile cellular networks in terms of requirements such 
as the need in IoT networks for long battery life, support for a massive number of devices, 
network scalability, low device and deployment costs, and extended coverage. Finally, future 
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opportunities and challenges of IoT and IoE have been addressed especially the security and 
privacy risks of using the smartphone in these networks and possible countermeasures. By 
addressing the extensive use of the smartphone in IoT and IoE applications in this chapter, we 
consider that the smartphone is the ultimate IoT and IoE device.
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Abstract

Smartphone technology is widespread both in the academy and in the commercial world. 
Almost every people have today a smartphone in their pocket, that are not only used to 
call other people but also to share their location on social networks  or to plan activi-
ties. Today with a smartphone we can compute our position using the sensors settled 
inside the device that may also include accelerometers, gyroscopes and magnetometers, 
teslameter, proximity sensors, barometer, and GPS/GNSS chipset. In this chapter we 
want to analyze the state-of-the-art of the positioning with smartphone technology, con-
sidering both outdoor and indoor scenarios. Particular attention will be paid to this last 
situation, where the accuracy can be improved fusing information coming from more 
than one sensor. In particular, we will investigate an innovative method of image recog-
nition based (IRB) technology, particularly useful in GNSS denied environment, taking 
into account the two main problems that arise when the IRB positioning methods are 
considered: the first one is the optimization of the battery, that implies the minimization 
of the frame rate, and secondly the latencies due to image processing for visual search 
solutions, required by the size of the database with the 3D environment images.

Keywords: positioning techniques, image navigation, GNSS, sensors, GPS

1. Introduction

Nowadays, thanks to new technologies, the information about our position is available in 
almost every moment and almost everywhere thanks to mobile devices, such as smartphones 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
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distribution, and reproduction in any medium, provided the original work is properly cited.



or tablets. These devices may include many sensors, such as global positioning system (GPS)/
global navigation satellite system (GNSS) chipset, inertial measurement unit (IMU) plat-
forms, barometer, altimeter, cameras, etc., that empower customers to plan their activities 
(e.g., to know the time that it is necessary to wait a train) or to share their location on social 
networks (e.g., Facebook) [13]. With these kind of sensors and to the rise of new positioning 
techniques, it is possible to obtain the position both in outdoor and in indoor scenarios. In the 
first case, GPS/GNSS are the most useful sensors for obtaining a fast position even if there are 
some problems, especially in harsh environment, due to multipath or satellite obstructions. 
In the second case, these sensors became useless because no satellites are visible: so, it is pos-
sible to perform positioning thanks to other sensors, such as IMUs and cameras, considering 
other techniques such as the image recognition-based (IRB) or the pedestrian dead reckoning 
(PDR) technology.

In this chapter, we will investigate the positioning performances and methodologies in 
outdoor and indoor scenarios considering smartphone technology. In particular, the goal 
of this work is to analyze the state-of-the-art of the precisions and accuracies that can 
be achieved with these instruments for positioning and navigation purposes, in both 
scenarios.

In Section 2, the analysis of the most common sensors installed into smartphones is given as 
well as the methodology for the determination of the smartphone’s reference system. We will 
discuss about the GNSS chipset (Section 2.1) available today and the positioning accuracy 
obtainable today with these sensors and with INS platforms (Section 2.2). Moreover a short 
description of cameras installed today into smartphones is done, in order to perform position-
ing using also images (Section 2.3).

Subsequently, in Section 3 a description of the positioning techniques obtainable today with 
smartphones is made and some practical examples are provided: the tests performed and the 
results obtained are presented, focusing the attention on outdoor (Section 3.1) and indoor 
(Section 3.2) scenarios.

Finally, some conclusions will be drawn in Section 4.

2. Sensors on smartphones

Many sensors are available today on smartphones: most of them are related to internal 
applications (proximity sensor, light sensors, etc.) while other ones (e.g., GNSS, INS, and 
cameras) allow to obtain a positioning. One of the biggest problems is represented by the 
operating system (OS) installed inside the smartphone: each OS has different ways to man-
age data that comes from internal sensors, not to mention the use of these data made by 
the apps.

While sensor availability varies from device to device, it can also vary between iOS and 
Android versions. The biggest changes were made in this last OS, due to several platform 
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releases: in Android 1.5 (API Level 3) many sensors have been introduced even if some of 
them were not employed and not accessible before Android 2.3 (API Level 9). Similarly, in 
Android 2.3 (API Level 9) and Android 4.0 (API Level 14) some other sensors have been intro-
duced and some others have been removed and replaced by newer ones.

Figure 1 shows the availability of each sensor on a platform-by-platform basis, considering 
the only four platforms that involved sensor changes.

In this chapter, we focus the attention only on sensors useful for positioning: GNSS and INS 
chipset and cameras for images. Hereinafter, a brief description of these sensors is provided.

2.1. GPS/GNSS chipsets

GPS/GNSS chipset is the most widespread sensor installed inside smartphones. There are 
many chipsets today available on the market, and very often each manufacturer installs few 
different versions of the same GNSS brand [2]. For example, Apple installs chips provided 
by Broadcom Corporation, while Samsung smartphones with Android OS have installed u-
blox AG chipsets. Since 2016, no GNSS raw data acquired by mobile platform such as smart-
phones or tables were available, but starting from 2016 it has been possible also to extract 

Figure 1. Availability of each sensor in different Android systems (available at: http://rowdysites.msudenver.
edu/∼gordona/cs390-mobile/lects/summer14_day07-touch+sensing/summer14_day07-sensors/summer14_day07-
sensors.html).
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pseudoranges and carrier-phase measurements from smartphones with Android 7.0 OS. The 
announcement came from Google during the I/O 2016, the 3-day developer conference which 
took place from 18 to 20 May. It is a very strong innovation, destined to bring a revolution in 
the field of survey and geo‐localization: with these kinds of sensors, accuracies of few centi-
meters will be obtainable even with mobile devices. Despite that, this kind of possibility will 
not be analyzed in this chapter.

2.2. INS

Inertial measurement unit platforms are increasingly being used integrated either with other 
instruments, typically GNSS, odometers, and magnetometers, or with storage units [34]. They 
then form an inertial navigation system (INS).

In general, INS instruments are comprised of three accelerometers, three gyroscopes, and 
three magnetometers. The characteristics of these sensors are briefly described.

Accelerometers are instruments that measure acceleration (the rate of change in velocity), and 
help the phone distinguish up from down.

All accelerometers have two fundamental parts:

1. A housing attachment to the object whose acceleration we want to measure.

2. A mass that, while tethered to the housing, can still move.

For example, let us assume a spring and a heavy ball. If you move the housing up, the ball lags 
behind stretching the spring. If we measure how much that spring stretches, we can calculate 
the force of gravity.

Gyroscopes are sensors that can provide orientation information as well, but with greater 
precision. Thanks to this particular sensor, Android’s Photo Sphere camera feature can tell 
how much a phone has been rotated and in which direction.

The digital compass is normally based on a sensor called magnetometer, which provides 
a simple orientation in relation to the Earth’s magnetic field. Consequently, every smart-
phone knows where is North so it can autorotate the digital maps depending on its physical 
orientation.

2.3. Cameras

Like GPS/GNSS chipset, camera sensors are mandatory components for any kind of mass-
market communication device and in particular for smartphones. CMOS image sensor (CIS) 
has always been one of the most important features in our phone, so that it was able to move 
the market to a new category of smartphones, the so-called camera phones. Google Pixel, 
Apple iPhone 7 Plus, Samsung Galaxy S7, Huawei P9, and Sony Xperia X are some of the best 
camera phones according to the international mobile industry congress like the International 
Consumer Electronics Show (CES) 2017 in Las Vegas and the Mobile World Congress (MWC) 
2017 in Barcelona.
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The mobile image sensing is the more direct way for the commercial user to represent the real-
ity, to share information, and to create social interactions. For these reasons, in the last years, 
the CIS market has put particular emphasis on the quality of the camera modules, reaching 
high resolution levels, and makes them usable as low cost tools for numerous applications. 
Jointly with the numerous embedded sensors, like gyroscope, accelerometer, proximity sen-
sor, GPS receiver, and Wi‐Fi connectivity, these new camera chipset have boost the effort in 
R&D for new kind of applications like 3D sensing technology, such as Google’s Tango, auto-
motive self-drive, drone product, and virtual and augmented reality. Numerous technological 
upgrades in chipset architecture, like backside illumination (BSI) and in-sensors setups, like 
the dual camera implementation, have moved the market in favor of company rather than 
another. Nowadays, production and technology leader of image chipsets is Sony, covering 
35% of the entire market. Sony’s sensors are mounted into numerous smartphones and tablets 
like the Samsung Galaxy S7, Huawei P9, Sony Xperia X, etc. After, there is Samsung (Samsung 
Galaxy S7, Lenovo Vibe Shot) and Omnivision (Huawei P8, Lenovo K3 Note) and, according 
to many CIS market research firms, all three together reach about the 70% of the world market.

CMOS stands for complementary metal-oxide semiconductor, and it uses the same manu-
facturing technologies of CCDs sensors, the dominated technology till now, but needs much 
less power and the production is less expensive. The main advantages of CMOS imagers are 
that they are compatible with mainstream silicon chip technology and this allows on-chip 
processing and consequently the miniaturization. With the technological development on the 
semiconductor industry, the gap between CCD and CMOS has narrowed and the quality of 
the obtained image is competitive.

A typical CMOS is an integrated circuit with an array of pixel sensors and has the following 
main part:

• Micro lenses

• Color filter

• Pixel array

• ADC (analog to digital converter)

• Digital controller

Looking at the best camera phone of 2017, it is possible to state the specification of the camera 
sensors and make an overview on the best characteristics. Table 1 resumes some smartphone 
camera specifications.

More details about cameras are available at the following hyperlinks:

• https://en.wikipedia.org/wiki/Exmor

• http://www.chipworks.com/sites/default/files/Apple_iPhone_6s_A1688_Smartphone_
Chipworks_Teardown_Report_BPT-1509-801_with_Commentary.pdf

• http://www.gsmarena.com/samsung_galaxy_s7_camera_sensors_compared_sony_vs_
samsung-news-17183.php
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CMOS imaging sensor characteristics

Smartphone Sensor name Size 
(diagonal) 
[mm]

dpix [µm] CMOS 
technology

Sensor 
dimensions 
[mm × mm]

Image 
dimension 
[pix × pix]

MP

Google 
Pixel/
BlackBerry 
Key One

Sony Exmor 
RS IMX378

7.81 1.55 BSI CMOS 6.25 × 4.69 4032 × 3024 12.2

Apple 
iPhone 6S

Sony Exmor 
RS IMX315

6.15 1.22 BSI CMOS 4.92 × 3.70 4032 × 3024 12.2

Apple 
iPhone 7

Sony Exmor 
RS IMX*

6.15 n/a n/a n/a n/a 12

Apple 
iPhone 7 
Plus

Sony Exmor 
RS IMX*

5 n/a n/a n/a n/a 12

Samsung 
Galaxy S6, 
S6 Edge(+)

Sony Exmor 
RS IMX240

6.83 1.12 BSI CMOS 5.95 × 3.35 5312 × 2988 15.9

Samsung 
Galaxy S7, 
S7 Edge

Sony Exmor 
RS IMX260

7.06 1.4 BSI CMOS 5.64 × 4.23 4032 × 3024 12.2

Samsung 
Isocell 
S5K2L1

7.06 1.4 ISOCELL 5.64 × 4.23 4033 × 3024 12.2

Huawei P9 Sony Exmor 
RS IMX286

6.2 1.25 BSI CMOS 4.96 × 3.72 3968 × 2976 11.8

OnePlus 
3T/LGV20/
Huawei 
Mate 8/Asus 
Zenfone 3

Sony Exmor 
RS IMX298

6.4 1.12 BSI CMOS 5.16 × 3.87 4608 × 3456 15.9

Sony Xperia 
XZ

Sony Exmor 
RS IMX300

7.87 1.08 BSI CMOS 6.46 × 4.47 5984 × 4140 24.8

5.96 × 4.47 5520 × 4140 
(4:3 mode)

22.8

6.46 × 3.64 5984 × 3366 
(16:9 mode)

20.1

Sony 
Xperia XZ 
Premium 
(coming 
soon)

Sony Exmor 
RS IMX400

7.73 1.22 BSI CMOS 6.17 × 4.63 5056 × 3792 19.2

LG G4 e G5 Sony Exmor 
RS IMX234

6.83 1.12 BSI CMOS 5.95 × 3.35 5312 × 2988 15.9

Table 1. CMOS image sensor characteristics for commercial camera phones.
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• https://en.wikipedia.org/wiki/Samsung_CMOS

• https://www.androidheadlines.com/2016/04/huawei-p9-p9-plus-feature-sonys-12mp-
imx286-sensors.html

3. Positioning with smartphones: outdoor and indoor scenarios

When outdoor scenarios are considered, smartphone technology can provide positions with 
a quite good level of accuracy, using the assisted GPS (A-GPS) system. Despite that, it is pos-
sible that the received GPS/GNSS signal is too noisy or not available at all, for example, if the 
user is in urban canyons or inside buildings: in these cases GNSS positioning is not possible.

Starting from that, many researchers have been investigating alternative solutions that con-
sider different sensors (such as INS and images) and other technologies (e.g., Wi‐Fi, pedes-
trian tracking system, Bluetooth) in order to improve position accuracy and availability. A 
brief overview about accuracies obtainable today with a generic smartphone (chosen as rep-
resentative) is made in the following subsections.

3.1. Outdoor scenarios

3.1.1. GPS/GNSS only

As said in Section 2.1, starting from the end of 2016, it is possible to acquire raw GNSS mea-
surements from smartphones: the main problem is that only Android Nougat OS allows to 
extract these information. Thus, in this section the attention is focused only on internal solu-
tions provided by software installed on smartphones. In order to analyze the precision obtain-
able today with GNSS internal chipset, some tests were performed.

The tests took place in the same places described in [11] considering two different scenarios: 
an open outdoor area to represent “ideal” conditions (Figure 2, left) and another area (one 
of the courts in Politecnico di Torino campus) with characteristics of urban canyon (Figure 2, 
right). The line in Figure 2 ‐ right shows a particular track where it is possible to find an area 
with a limited satellite visibility (similar to urban canyon conditions) and many windows that 
create multipath due to their high reflectivity.

Dynamic tests were performed in these areas by walking along the same path with the smart-
phones mounted on a special “two-hands” support as shown in Figure 3. The entire data 
collection system includes:

• a smartphone (a)

• a 360‐degree retro‐reflector (d)

• and allows to install also an external IMU platform (b) and an external GNSS antenna (c).

GNSS data positions were recorded during the surveys considering a one-second sample 
rate, using a dedicated app that stores the National Marine Electronics Association (NMEA) 
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GGA messages in an ASCII file. All results were compared with a “ground‐truth” obtained 
through the continuous tracking of the smartphone position with a total station, thanks to the 
retro‐reflector installed on the “two‐hands” support. In this way, a millimeter accuracy was 
obtained, considering and estimating the level‐arm offset between the instruments.

The NMEA sentences were analyzed and compared with the reference trajectories using soft-
ware written in MATLAB.

The horizontal positioning errors of the representative receiver are shown in Figure 4 for the 
urban canyon environment.

In order to have a more complete analysis from a statistical point of view, the most significant 
statistical parameters have been summarized in Table 2 for the urban canyon and open area 
test locations.

As expected, then, it is generally possible to affirm that some environmental characteristics, 
such as obstacles, multipath effects coupled with the number of trackable satellites, play a 
crucial role in the accuracy determination of the smartphone positioning.

Figure 2. Test site and track: an open sky area (left) and an urban canyon (right).

Figure 3. The two-hands support system developed at Politecnico di Torino.
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However, precision and accuracy improvements could be increased by computing a dif-
ferential positioning solution, considering the raw measurements obtainable from internal 
sensors.

Figure 4. 2D performances of internal GPS sensor.

Smartphone Mean (m) Standard deviation (m)

E N H E N H

Urban canyon 
environment

0.4 −7.3 −2.1 4.5 4.7 5.0

Open area 
environment

−0.5 1.6 −1.9 2.6 2.5 4.5

Table 2. Error statistics in urban canyon and open area environments.
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3.1.2. GNSS + INS

Very often in bibliography it is possible to find two different methods for GNSS + INS posi-
tioning: the loosely (LC) and the tightly (TC) coupled approaches(Figure 5).

In the first case (LC), the software integrates acceleration and angular velocities and updates 
all the state parameters. These include the positions and angular assets, but also the instru-
mental biases, using GNSS positions and IMU measurements.

In the latter one (TC method), the input parameters are the same, but both the GNSS (pseudo-
ranges, carrier‐phases, Doppler) and IMU observations enter into the extended Kalman filter, 
each with its own rate and precision, associated with their new biases [8], in order to provide 
an unique solution.

Although from a computing point of view, this is a heavier process and it takes into account 
the use even of one or a few visible GNSS satellites, which is a typical situation of urban can-
yons [13] 

It is important to underline that the only LC method is available today because this approach 
does not require the raw GNSS measurements, while for the TC is fundamental to have these 
observations.

Starting from this, in this subsection a brief analysis of results obtainable with GPS + INS 
instruments installed on smartphones is made, following the LC approach.

The tests were carried out in our campus in the same two different test sites described in the 
previous subsection, considering the same special support created in the Geomatics Lab at the 
Politecnico di Torino.

Considering the Inertial Explorer® software for postprocessing all data acquired on the field, 
it is possible to have an horizontal error loop equal to 4.21 m and a vertical error loop equal 
to 3.73 m, considering a 3‐min session duration. Obviously, the results are slightly different if 
different smartphones are considered but it is possible t o affirm that these values are repre-
sentative for the technology available today.

3.2. Indoor scenarios

The spread of smartphone devices with different embedded sensors, increased computa-
tional power and advance connectivity features, has led to the introduction into the market  

Figure 5. GNSS + INS processing approaches.
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of numerous application services, based on the awareness of the user position, which pro-
vides information and assistance for navigation in the environment, pose estimation, track-
ing, and any kind of service related to the spatial context. Many location-based services 
(LBS) are implemented as information systems that use as prior information the position of 
a mobile device [22]. The number of companies deploying LBS solution for commercial pur-
pose reveals that location‐based solutions are finally meeting markets’ needs and soon will 
be implemented on mass‐market application. The principal fields of application are medical 
care [15], ambient assisted living [40], environmental monitoring [33], transportation [38], and 
marketing [1] etc.

The major part of these services requires accurate localization for people, instruments, vehi-
cles, animals, and assets. As it is well known, the GNSS positioning provides good accuracies 
only in open-sky environments. Contrariwise, when an indoor space or in an urban canyon is 
considered, the GNSS positioning in not possible and it is mandatory to overcome this issue 
considering different techniques and sensors. In recent years, some indoor location‐based 
services (LBSs) have been developed integrating different technologies and measurements 
[22], such as cameras [27], infrared (Kinect), ultrasound [20], WLAN/Wi-Fi [6], RFID [23], 
mobile communication [10], and so forth are examples of the technologies that the scientific 
community has put at the service of indoor locations. Despite the ample panorama of solu-
tions, mass market applications for indoor positioning require the use of embedded sensors in 
commercial smartphone without supplementary physical components. For this reason, major 
modification to the devices is forbidden and the type of technology usable in these applica-
tions is reduced. Ref. [36] has made a summary on the user requirements for mass-market 
localization systems that is reported in Table 3.

All these indoor positioning systems have pros and cons that make them more useful in spe-
cific scenarios, compared to other options. One of the most useful but complex localization 
method is the inertial navigation system. This system is based on dead reckoning, which 
computes locations employing inertial measurements units installed inside the smartphone 
as accelerometers and gyroscope. The main advantages of a system using IMU (INS) is that 
nowadays, every kind of mobile device have it already implemented inside and no external 

Criteria Criteria description Value

Horizontal accuracy 2D position for the detection of a shelf in a 
supermarket

1 m

Vertical accuracy Selection of the correct floor and 
visualization

Floor detection

Update rate Minimum for navigation 1 Hz

Latency Delay with which position is available to 
the user

None

TTFF Time-To-First-Fix, latency after switching 
on the device

Without delay

Privacy Maintenance of the user privacy According to user-set policy

Table 3. Summary of requirements for mass-marked localization according to Wirola et al. [36].
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infrastructure is required. Moreover, with the inertial systems, the only input information 
that is needed is the staring position. Without any other external information required, this 
technology is not affected by adverse weather conditions or by security vulnerability or jam-
ming problems. However, these systems suffer from integration drift, making errors accu-
mulate and therefore must be corrected by some other system. The LBSs based on the camera 
sensor have strong advantages and do not need to install any network of chipsets in the envi-
ronment. All the primary sensors are already installed in the user device. In this case, the 
system could be considered low cost. Moreover, the positioning accuracy with these systems 
is usually more accurate in comparison to other systems. Furthermore, most of these systems 
based on triangulation, cannot determinate the orientation of the user, with important limita-
tions to support many useful applications like augmented reality.

It is evident now that providing a reliable and stable position information in a complex and 
changing environment is a very challenging task. Sensor fusion may be an option to com-
bine advantages of two or more different techniques (e.g., angle of arrival (AoA), time of 
flight (ToF), received signal straight indication (RSSI)), and technologies (e.g., GPS, Wi‐Fi, 
Bluetooth, camera sensors, ultrasound) and minimize the limitation. Some methods and 
technologies are ideal candidate to support or complete other navigation or localization sys-
tems in a multimodal approach in order to obtain an accuracy and reliability in the location 
information superior to that obtainable by each technique, technology, or system parameter 
without the use of diversity. Multimode solutions employing different sensor would not be 
feasible for low-end handsets unable to connect to more than one technology or without the 
hardware enhancements required to apply different techniques. For these reasons, the posi-
tioning solution with smartphone technologies exploits the already embedded sensors: INS, 
CMOS image sensor, and Wi-Fi.

In this chapter, we will focus on solution of image recognition-based (IRB) technology that 
uses CIS as the main sensor. In particular, after a general overview on existing methods, we 
will investigate an innovative method of IRB location based on the image retrieval of real-time 
acquired smartphone pictures with the corresponding synthetically generated 3D image or 
RGBD image extracted by a database. Then we will evaluate the integration of INS for a mul-
timodal solution of the previous method for indoor navigation and finally some consideration 
on system using Wi-Fi technology as the main positioning technology.

3.2.1. Cameras + INS

Indoor positioning and navigation by optical sensors is becoming one of the dominant tech-
niques, able to cover a large number of fields of application at all levels of accuracy. The 
success of these techniques is due to the improvements and miniaturization of the CMOS 
sensors. Simultaneously, there has been an increase in the data transfer speed and smart-
phone computational capabilities, as well as a remarkable development in the field of image 
processing.

As seen before, the LBSs based on the camera sensor have strong advantages. First, these sys-
tems do not need to install any network of chipsets in the environment as the primary sensor 
(CIS) is already installed in the user device. This allows to develop a low cost service without 
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design and implementation of onsite network. Moreover, the positioning accuracy with these 
systems is usually more accurate in comparison to other systems. In industrial process, for 
example, computer vision systems based on object detection algorithms are used in produc-
tion line to track object and check the quality. These kinds of systems have accuracy around 
few millimeters. Of course, applications of image-based positioning with smartphones can-
not reach these levels of accuracy but can perfectly match the requirements for navigation 
purpose.

There are many previous research studies on indoor image-based localization that pursue 
different goals and use different methods and technologies also in the function of the field of 
interest of the research groups. There are visual odometry approaches [19], simultaneous and 
location mapping (SLAM) [24], structure from motion, or investigating semantic features [29]. 
Some interesting work exploits the computer vision algorithm and in particular the neural 
network and transfer learning for visual indoor positioning and classification [35]. Some use 
RGB‐D images to perform object recognition [25]. On the use of a smartphone as a navigation 
device, some interesting research can be found in [27, 39].

As seen in bibliography, there are many LBS based on images, whose accuracies and cover-
age area is function of the application. Some accuracy ranges may be useful for applications 
in very large indoor spaces like museums or fairs, and others may require accuracies at sub-
room level, for example, in the field of logistics and optimization. When trying to make indoor 
positioning and navigation in more complex spaces with task of “search and rescue” or in 
construction sites, the coverage area decreases and higher accuracies are required.

A possible solution, considering all sensors which are installed into the smartphone device, is 
the image recognition-based approach, where the localization of our device is based on pho-
togrammetric principle [16]. Image recognition-based (IRB) positioning is a good technology 
for smartphone indoor localization. The aim of these procedures is to match a user-generated 
query image, via a mobile device, against an existing image database with position informa-
tion [41].

Some test has been carried out in our campus, following the methodologies presented in [9, 
28]. The use of IRB positioning in mobile applications is characterized by the availability of 
a single camera; under this constraint, in order to estimate the camera parameters (position 
and orientation), a prior knowledge of 3D environment has to be available, in the form of a 
database of images with associated spatial information. A Terrestrial LiDAR (Light Detection 
and Ranging) Survey (TLS) with an associated camera can be executed to acquire the 3D 
model of the environment used to generate the images database (RGB-D images) . Once the 
retrieval of the reference image is completed, it is possible to extract the 3D information of the 
selected features from the image to estimate the external parameters (position and attitude) of 
the query image according to the collinearity equations (Figure 6).

A priori information are necessary for these techniques, but nowadays, an accurate 3D model 
that could be always available for further upgrading and be usable for collateral tasks is 
obtainable, thanks to the integration of some geomatics techniques, such as photogrammetry, 
LiDAR, and mobile mapping systems.

Positioning Techniques with Smartphone Technology: Performances and Methodologies...
http://dx.doi.org/10.5772/intechopen.69679

175



Table 4 summarizes the accuracy results in terms of discrepancies from ground truth and 
estimated values, for indoor trial in case of good level of similarity between the query image 
and the reference one extracted out of the database.

It is important to state that the entire procedure could be executed in real time on a com-
mercial smartphone and could provide the device position in few seconds. This is true for 
one-spot positioning task, while, when it is needed to transpose the methodology for indoor 
navigation, it is necessary to take into account three fundamental problems: the energy con-
sumption, the latency of the image processing, and the Internet data consumption. Acquiring 
images at a given frame rate for navigation applications is a procedure that requires high 
wastage of energy, with a consequent problem of battery optimization. Furthermore, as each 
query image has to be sent to a server for image retrieval procedure, a certain amount of 
Internet traffic is needed. Finally, the rates of positioning information are subordinated to the 
latency of the entire IRB methodology.

To overcome the reduction of the frame rate and latencies compensation, inertial (INS) plat-
forms built with MEMS (micro electro-mechanical systems) technology can be integrated in 
the IRB positioning [12]. Fusing IRB position and attitude measurement with INS measure-
ments, accelerations, and angular velocity measurements are integrated to provide real-time 
relative position and relative attitude information, while inner INS variables (velocity at the 
starting point, accelerometer biases, and gyro drift) are estimated using absolute IRB position-
ing inputs (position and attitude).

Figure 6. The IRBL procedure.
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When MEMS technology is used together with IRB positioning, it is important to analyze 
the precisions and accuracies obtainable. The procedure was tested in our campus walking 
in a predefined path using two different smartphones (a) mounted on a special support, as 
described in Figure 3.

The procedure starts with the analysis of the raw data of inertial sensors (acceleration, angu-
lar velocity, and magnitude of magnetic field), directly registered from the smartphone. It is 
necessary to filter these data for estimating and removing the noise. After that, it is possible to 
use INS raw data in real time for positioning purposes considering a Kalman filter approach 
in order to reduce the number of frames that can be acquired for geo-localization. This means 
that it is possible to extend the time interval between two images from 2 s up to 5 s, depending 
on the requested accuracy.

In Table 5, we see the positioning results in terms of accuracies, considering an IBN approach. 
Considering an interval of 1 s between images, the mean planimetric error was 21.3 cm at 67% 
of reliability, while at 95% this error was 37 cm.

When the positioning obtained with an interval of 2 s between the images is analyzed, the 
mean planimetric error increases to 61 cm at 67% and 1.49 m at 95%.

IBN allows to reduce to 50% the final residuals and increase the outages up to 90 s, even 
improving the quality of the estimated angles. At the moment, the IBN requires a server with 
high performance in order to obtain the solution and a well‐defined images database (DB).

3.2.2. Wi‐Fi et al.

Over the last decade, wireless location estimation has been an active field of research, becom-
ing the most widespread approach for indoor localization in GNSS denied environment. A 
WLAN (Wireless Local Area Networks, IEEE 802.11 standard), otherwise known as Wi-Fi 

Param. ΔX [m] ΔY [m] ΔZ [m] Δω [rad] Δϕ [rad] Δk [rad]

|Max| 0.164 0.149 0.063 0.4646 0.5288 0.2396

Mean 0.018 0.010 0.015 0.0975 0.0544 0.0573

Dev. St. 0.084 0.086 0.020 0.1850 0.1689 0.1022

Table 4. Accuracy results in indoor trial for position (ΔX, ΔY, ΔZ) and attitude (Δω, Δϕ, Δk).

1 s 2 s 5 s

Mean Percentile Mean Percentile Mean Percentile

67% 95% 67% 95% 67% 95%

E 0.130 0.148 0.353 0.387 0.485 0.960 1.673 2.221 4.158

N 0.130 0.141 0.412 0.380 0.409 1.162 1.574 1.677 3.952

Table 5. Results obtained with drift estimation coming from images.
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(Wi-Fi is a trademark of the Wi-Fi Alliance), is a wireless network of devices that uses high 
frequency radio signal (2.4 GHz in ISM band) to transmit and receive data within a limited 
area. As the connection between nodes of the network maintains continuity, the communica-
tion is preserved even if one device is moving around in the limited area (50–100 m) [37]. This 
means that for these reasons, the WLAN technology could be used to estimate the location of 
a mobile device within this network. The positioning accuracy required to offer satisfactory 
LBSs is in the order of 1 m and a great effort is needed in R&D. The expansion of this field of 
research is expected to continue for years, beside numerous commercial applications, due to 
the fact that it is a low cost solution providing proper connectivity and high speed links. In 
fact, nowadays, the WLAN infrastructure is widespread in many indoor environments and it 
is already standardize for commercial smartphone communication.

Usually, an indoor environment is often complex, characterized by nonline-of-sight (NLOS) of 
target objects; in these situations, WLAN positioning technologies could be very helpful because 
they do not require the line of sight. Unfortunately, compared to IRBL procedure, WLAN posi-
tioning is affected by a large estimation error, proportional to the number, and position of nodes 
in the network. Others challenging issues are the power consumption and the signal attenuation.

Pros and cons of WLAN positioning are true in function of the techniques of positioning used. 
The most popular WLAN positioning method is based on the received signal straight indicator 
(RSSI) because it is easy to extract from any connected device in a Wi-Fi network [17]. The RSSI 
method is based on the received signal power and on the relation between the signal attenua-
tion and distance of the nodes. Knowing the strength of the emitted signal, the strength of the 
received signal, is possible to calculate its attenuation and consequently the distance between 
the emitter and the receiver. With these techniques, it is possible to combine different strategies 
for positioning, like propagation modeling, fingerprinting, cell of origin, and multilateration 
[30]. To obtain a most precise localization, it is necessary to combine the technique of finger-
printing [37] that consists an a priori analysis to map the observed signal strength of fixed rout-
ers in every place of the indoor environment. With this data it is possible to generate a database 
(i.e., a radio map). The limitation of this method is the necessity of a priori information, an effort 
that means an increased workload and a well-spread router network. The propagation model 
differs from the fingerprinting model because it tries to determinate the RSSI map analytically 
instead of empirically. Of course, the major issues are related with the right description and 
modeling of the environmental effects (moving objects, signal attenuation, multipath) [5].

Another way to locate a device in a Wi-Fi positioning system is the cell of origin (CoO) method, 
with which the receiver position is made to coincide with the coordinate of the access point 
(AP) generating the highest RSSI value. Due to the spatial distribution of the APs in an indoor 
environment, this type of techniques is able to reach location with errors around 10–20 m [14].

Finally, multilateration methods, like time of arrival, time difference of arrival, angle of 
arrival, and so forth, are less common for WLAN positioning due to computational complex-
ity of these kinds of measurements in mobile devices [26].

A literature review on WLAN systems for indoor positioning has been published by He et 
al. in 2016 [18]. There are many previous research studies on indoor Wi-Fi localization that 
pursue different goals and use different methods and technologies also in the function of 
the field of interest of the research groups. In particular, besides the numerous interesting 
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works on positioning and navigation on self-made mobile devices with sensor integration, 
there are some researches exploiting the embedded sensors in COTS (Commercial On-The-
Shelf) smartphone. Some interesting work exploits the integration of inertial sensor-based 
positioning with Wi-Fi capability of smartphones [7, 31]. For example, in [7] the authors 
propose a sensor fusion framework for combining Wi-Fi, pedestrian dead reckoning (PDR) 
and landmarks. The whole system runs on a smartphone and Android app is developed 
for real-time indoor localization and navigation. The established accuracy is 1 m. An inter-
esting multimodal approach of Wi-Fi navigation is described in [21], where PDR carried 
out with only low cost sensors and Wi-Fi smartphones are issued in a cooperative posi-
tioning operation made by a certain number of participants. The size of the error becomes 
smaller when the number of participants rises (5 m for 50 devices). Some use GPS integra-
tion for cloud-based LBSs [3], while other researchers introduce sensors fusion between 
Wi-Fi and CIS for accurate indoor positioning [32] or for augmented reality navigation [1].

A comprehensive and complete view on indoor positioning systems implemented today, 
with its applications and obtainable positioning accuracies, is described in [18].

4. Conclusion

In this chapter, the authors have tried to describe the positioning performances and method-
ologies in outdoor and indoor scenarios considering smartphone technology. In particular, 
the state-of-the-art of smartphone technology regarding the precisions and accuracies that 
can be achieved with these instruments for positioning and navigation purposes has been 
analyzed, in both scenarios.

Even if in outdoor scenarios the obtainable accuracy is less than 5 m under open-sky condi-
tions considering only the GNSS sensors, in indoor environment is possible to have accura-
cies of 10–50 cm if some sensors, such as INS, cameras, or Wi-Fi technology, are considered. 
Interesting results are obtained fusing IRB technique with MEMS technology: considering an 
interval of 2 s between images, the mean planimetric error is about 61 cm at 67% and 1.49 m 
at 95% of reliability. A possible interesting alternative for indoor positioning could be repre-
sented by the fusion of range camera and INS instruments.

This is not an exhaustive overview, also because the technology is evolving more quickly than 
the minds that are producing them: so this would be a starting point for future works regard-
ing these instruments for positioning and mapping application.
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Abstract

Smartphones allow users to carry a mobile phone, games console, music player, 
camera, calendar, and Internet browser all in one small handheld device, with their 
limitations governed only by the types of applications downloaded onto them. They 
have become an indispensable part of the daily life. While smartphones have made 
life more convenient with their advantages, they have also brought many side effects 
especially on the health. This chapter crosses literature data on the side effects of 
smartphone in terms of health, especially in children. Nonetheless, it may affect peo-
ple’s psychology, behavior, and health especially those of children. A mobile phone 
battery when heated explodes as a bomb. Awareness should be raised on the dangers 
of smartphones for children as telephone has become a real life partner in everything. 
Telephony companies as well as parents should join their effort, and measures should 
be taken to protect children and teenagers to ensure their welfare as they use smart-
phones. It is not enough to say that the humanity is in permanent danger. It is nec-
essary to prioritize the protection of health while we rejoice in these technological 
advances.

Keywords: smartphone, health, insecurity, trauma, children

1. Introduction

A smartphone is a category of mobile device that provides advanced capabilities software 
system that provides a standardized interface and platform for application developers. They 
allow users to carry a mobile phone, games console, music player, camera, and calendar and 
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Internet browser all in one small handheld device, with their limitations governed only by the 
types of applications downloaded onto them [1]. There are over 1.5 billion smartphone users 
around the world, and it was estimated that more than one billion smartphones will be sold in 
2016 [2]. Smartphones have become an indispensable part of the daily life. While smartphones 
have made life more convenient with their advantages [3–5], they have also brought many 
side effects [2, 6] especially on the health. This chapter aims to focus on the benefaction and 
disadvantages of smartphone on the health.

This study concerns children less than 15 years of both sexes. We cross literature data on the 
side effects of smartphone in terms of health, especially in children. Genesis of smartphone, 
advantages of smartphones, and potential danger of their mismanagement, measures to limit 
smartphones’ dangers would be studied. We will focus on differences between developed 
and developing countries.

2. Genesis of smartphone

A smartphone is a mobile phone that includes functions similar to those found on personal 
computers. They provide a one-stop solution for information management, mobile calls, 
emails sending, and Internet access [7].

It is of the large family of mobile phones and slightly larger than standard mobile telephones.

Mobile phone came into being by the end of 1940s with very limited functions. The very first 
mobile phone was heavy due to its size and is very expensive. Not everybody could afford 
it. There was no easy access to mobile phones and very few people could use them. Even if 
that phone was mobile, it was not easy to carry everywhere, and therefore it was used only 
in cars and some specific places. However, in 1982, the mobile phone of the first generation 
(1G) was created in the United States of America by the Bell Laboratories. It was a device 
with analogue voice. About a decade later, the mobile phone evolves to the second genera-
tion (2G). It became smaller, lighter, and cheaper. It functions on a Global System for Mobile 
Communication (GSM). Many people could afford a cellular then. It helped reducing the 
price of lines and promoted their integration into the business world since many conversa-
tions could be made simultaneously on a single channel. Communication became progres-
sively easier and less expensive [8].

3. Advantages of smartphones

3.1. Mobile phone purchased for prestige and power

However, in the developing and underdeveloped countries, it was almost impossible to 
afford a mobile phone and only some highly positioned people could. It was something of 
prestige and luxury in those countries. Many of those who acquired mobile telephones would 
not buy it because they needed it for business purposes. It was just to show their purchasing 
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power and their own level of riches. Many were suspicious vis-a-vis mobile phones. They had 
never seen it before and could not figure out its utility. Some even thought it was a trick from 
the white to control Africans. It took Africans quite a long time to get into the rhythm of the 
globalization of technology.

Making and receiving calls everywhere and at any time thanks to cell phones addressed some 
difficulties related to communication. Therefore, business started doing better for the difficul-
ties are being suppressed progressively. Technology on the whole is evolving to a level that 
it has never reached before. Computers and network use are widespread; local area network 
(LAN) and wide area network (WAN) connections connected to desktops and laptops were 
set. Men and women who enjoy all the technology advancement would not content to these 
services and would want more. Everything is moving at a dazzling speed.

Science helped human beings to destroy the world at the time of WWI and WWII. Technology 
has come to help them rebuild it, so there is no way to waste time, it is now or never. Therefore, 
companies would address needs for data transmission (multimedia), leading to what is 
known as the third generation (3G) mobile phones with the development of the Universal 
Mobile Telecommunication System (UMS). They are multitasks and are programmed to do 
things in a human way and even more.

Telephones would incorporate Internet connection helping the transmission of files. Reports 
and letters of meeting in companies can be sent through smartphones. Someone on a mission 
does no longer need to wait till the end of the mission before submitting the reports, minutes, 
or whatever administrative writings. Files can be sent to and fro everywhere in limitless time 
thanks to smartphones. What can’t the world do with a mobile phone now?

It is wonderful to notice the extent the world has come to when only a century and a half ago, 
a man could hardly imagine a world of this kind. Some centuries ago, human beings could 
not even communicate to their fellows at a mile away if one does not go to them. But today, 
thanks to smartphones, not only could we communicate with people at millions of miles away 
but we can also talk to them, feel every single of their breathing, and even see them and their 
immediate environment instantly as well. Photos, video camera, and games are among the 
services the smartphones offer.

Technology and science are offering comfort and simplifying the toils in life. Decisions can be 
made based on data release online. Meetings, conferences, and appointments are held at a dis-
tance simultaneously with many people in different places, countries, and on other continents 
thanks to the applications on smartphones.

Smartphones have upset down the world socially, politically, and even financially [9].

3.2. Smartphones at the core of the social life

Socially speaking, smartphones have become a socializing mean, physical meetings are no 
longer indispensable, unless for major cases. There is no necessity for young people to go to 
cyber café to connect to social networks, Facebook, Twitter, WhatsApp, to name but a few. 
Smartphones are equipped with WIFI apps to connect to local area network (LAN) and wide 
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area network (WAN). Journalists can report at real-time events from the other end of the 
planet with photos or videos for evidences. The power of the press has increased thanks to 
smartphones that make photos, shoot videos in secret without the police or the governments’ 
authorities censoring them.

Besides, anybody at all can send information with his/her smartphone online. Therefore, 
fewer secrets are being held and people are informed and they can mobilize for or against 
things they like or dislike. The very example of Tunisia and Egypt during the Arab Spring is 
an illustration [9].

Also, do smartphones help consolidate democracy in developed countries and contribute to 
build democracy in developing countries. For example, if the police is used to brutalize or 
prevent people from demonstrating pacifically by beating or firing on the crowd, those in the 
crowd who have smartphones can shoot video or take picture and share on social networks 
instantly, then journalists will relay the information on televisions, radios, and so on. This 
has helped reduce violence on the population in countries where the heads of states are cold-
blood dictators.

When the war in Syria started, the government would forbid journalists to tell the truth on 
what was going on. However, some independent journalists could report the killings perpe-
trated on the population on social networks anonymously, and this, thanks to their smart-
phones. Facing all these forces that smartphones offer, they are being needed and used more 
often.

Therefore, a ruthless war has exploded among telephony companies. Apple, Samsung, 
Microsoft, and new Chinese companies are fighting to offer a smartphone of the latest genera-
tion to their consumers, a strategic tool for the whole world in integrating applications that 
were used for laptops and desktops before. Moreover, they are struggling to make smart-
phone tools in every domain of human activities according to the demand.

Table 1 presents a list of some services or applications integrated to smartphones.

Medically, further studies and experimentations are being conducted to associate smart-
phones to remotely monitor outpatients with incisional wounds and collect postoperative 
symptom information [10]. Patients can take digital photos with their smartphones and send 
them to caregivers who are located far away. Likewise, they can also give information on their 
postoperative symptoms via smartphones. This practice of medicine is known as telemedi-
cine and is expanding nowadays. Telemedicine is remote diagnosis and treatment of various 
health problems. Therefore, making a follow up of non-hospitalized patients.

Farming robots are lastly created and equipped with a device to send a text message 
to the farmer after the robot finishes the work bestowed on it. This example shows that 
smartphones have brought a real revolution in the world and to its every single aspect. 
Smartphones are no longer tools for bureaucrats only but even on the field where land is 
cultivated.

Smartphone offers leisure and helps people who get bored during their spare times. Not 
only do video games, TV channels, radio stations incorporated in it occupy people, but 
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smart phones can also help to locate places and venues of events through engine researcher. 
The advantages that technology is offering to mankind nowadays are unfolding. Things 
are moving so fast. Many tasks of a man are being suppressed and replaced by technology. 
We can hardly think of life without technology today to the extent that it seems as if tech-
nology can substitute human beings in all their tasks. It is not imaginable to see somebody 
without telephone for 24 hours today. Telephones are at the core of life and we cannot 
do without them, not even for a single day. We have got used to their use that we hardly 
have time to think of the eventual dangers that could occur from them or to think of the 
negative impact they can generate on a person and the question is: “What are the limits of 
smartphones?”

4. Behavioral impacts of smartphones

Researches and studies have shown that the extensive use of smartphones can affect people’s 
behavior. Thus, according to Lepp, Barkley, and Karpinski, there is a negative correlation 
between cell phone use and academic performance [11]. They came out with a possible expla-
nation stipulating that the time spent on the phone or smartphone is missing in academic 
endeavors.

Applications/services Description

General Calculators, alarms, notepads, diaries

Geolocations Identification and position of devices (ships, stars). GPS techniques are used
There is a legal vacuum regarding individuals, so this service has not seen great 
development.

Sports Allow real-time values associated with sporting activities (walking, running, and 
swimming) to be recorded, such as heart rate. Recommends the training to be followed, 
route exercises.

Medicine World maps with information on informational epidemic in real time. Application for 
the control of blood alcohol levels, telerehabilitations, stimulation for disabled people, 
and control of medicine

Leisure Search engines for leisure and event venues, music players, videos, films, access to 
televisions and radio channels, and games

Business Presentations and video conferences, remote access to applications, online and 
offline statistics, maps of geographical results, markets analysis, inventory access, 
presentations of products to clients, and launchings of market campaigns. Direct-to-bill 
mobile payments, avoiding the used of credit cards for Internet transactions

Social News of general nature, magazines or newspapers, access to social networks (Twitter, 
Facebook), and messaging [WhatsApp, Spotbros]

Cloud Access to files stored in the clouds

Education Courses, language cooking, translators, books (novels, child education, media, 
university), and virtual universities

Table 1. Summary of services or applications integrated to smartphones.
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Besides, students craving for smartphones or cell phones happen to be multitasking [12]. 
Multitasking robs working memory’ capacity on the one hand, and on the other hand, when 
responding to emotionally gratifying distracters a task is approached in a more superficial 
way and it takes longer.

Moreover, empiric experiences showed that some people, especially young people, could no 
more depart from their telephones; not even for a second. They have become addicted to their 
telephones and probably for having pornographies on them or for entertaining some relation-
ships like making love online, connecting to other people all around the world on social net-
works or whatever. It takes them the whole day and the whole night. Some can even hardly 
sleep, eat, or do their assignments as they are students. Therefore, for passing sleepless nights 
and for not eating, people with excessive and abusive use of smartphones happen to become 
sick and thin. Moreover, smartphone can reveal to be a source of corporal danger as well.

4.1. A smartphone, a potential cause of crash?

According to the article, “The real reason you’re told you put your mobile in flight mode” 
published on the website Travel Truths, “Some more begrudgingly than others – as their sig-
nals interferes with navigation instruments, and could even cause a crash.” One thing that is 
true in this is that any smartphone or a mobile phone has flight-mode application.

In this article, Patrick Smith, a pilot and the author of Cockpit Confidential, answered “yes” to 
the assumption that smartphone can cause a crash although he added to his answer “techni-
cally” and “but it’s more an exercise of caution.”

He said: “Aircraft electronics are designed and shielded with interference in mind.” This state-
ment, though, it mitigates the fear of air crash related to the use of mobile phone on flights, con-
firms albeit the assumption of a smartphone being a source of explosion to cause fire. He even 
clearly added that cellular communication can disrupt cockpit equipment but in all likelihood no.

Moreover, France 24 reported on its website that Samsung Galaxy Note 7 was added to no-fly 
list of some flight companies and the Federal Aviation Agency called on travelers not to fly 
with this smartphone that is potentially explosive.

Many incidents, a total of 35, were reported relating to the explosion of the said telephone. On 
September 10, 2016, the phone exploded as a kid was watching a video on it [13]. He was seri-
ously burned and was taken to the hospital; he was afraid since then to touch a smartphone. 
On September 05, 2016, the explosion of another Samsung Galaxy Note 7 caused damages of 
an amount of Australian $1800 in a hotel in Australia [14]. The company accepted to refund 
the amount of money to the hotel. As we said before, there were 35 incidents related to the 
explosion caused by the Samsung Smartphone.
Samsung Galaxy Note 7 explosion reported by France 24 is not the only incident related to 
mobile explosion in general.

In Togo, Simlawo et al. reported a case on accident caused by a mobile phone [15]: “Eviscera
tion caused by the explosion of mobile phone battery: A rare form of domestic accident in 
a child”

A 7-year-old child in a second grade was admitted to the Emergency Room of the Regional 
Hospital Center (RHC) of Lomé Commune for abdominal open trauma with bowel evisceration 
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due to a domestic accident. The child was playing outside the house as the garbage was burning 
from about 5 m distant. Accidentally, there was an explosion of a mobile phone battery out of the 
burning garbage. The exploding battery hit the child on the left flank, which led to an abdominal 
open trauma with bowel evisceration. The bowels could be seen at about 50 cm in evisceration 
(Figure 1). The evisceration was made by an abdominal injury located on the left flank with bruised 
sides and oval of about 5 cm from the large axle. The injury was not hemorrhagic. The other part of 
the abdomen had no specific problem. The agent that caused the trauma was brought to the hos-
pital. It was a cubic metallic ball of 5 cm long and 3 cm thick. It was the battery of a mobile phone 
that exploded while it became overheated. Figure 2 shows the battery and its exploded portion.

Mobile phones in general use batteries made of lithium ion that is potentially explosive. In 
the developing countries, there is no particular policy of recycling that can help get rid of 
these batteries. Although mobile phones are very useful nowadays and almost every house-
hold possess one, the management of their damaged batteries must comply with physico-
chemical rules. It is also necessary to make a rational and strict management of household 
wastes in general and in particular, to recycle the mobile phone batteries that are out of use.

4.2. Lack of information on the dangerous aspect of smartphones

Many at times, notice is given on how to use smartphones but hardly a warning is given on 
the potential danger that can result from a mobile phone. Surprisingly, parents are unaware 
of dangers faced by children on smartphones [16].

Figure 1. Evisceration of the small intestine on the left edge.
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According to another study on people’s opinion about children using a telephone, as the issue 
is raised by the question, “Should kids use smartphones?” 60% say “yes” [17].

With all what that have been said and studied, children’s vulnerability vis à vis the use of 
smartphone is no more to prove. Controversially as we can notice, parents are little or not at all 
informed on the probable dangers of smartphones and worse again on the protective measures 
to take. This can’t help preserve children’s health both psychologically and physically. In the 
case of the case report on Evisceration due to the mobile phone battery explosion, if information 
was divulgated on the chemical component of the battery and warning on its potential explosive 
danger, it could have been avoided to throw the battery in the household garbage. The explosion 
could be prevented. Therefore, the child could have escaped this accident.

5. Taking measures to limit or eradicate smartphonerelated dangers

5.1. Mobile telephony companies

Dispositions should be taken to conceive nonflammable batteries for smartphones, for 
example, as we suggest working to reduce side effects of smartphones. In a high rate related 
to incidents that occurred, children are more exposed. Considering applications in smart-
phones, children and young people are also of high-rate users. Games, video games, car-
toons, social networks (Facebook, WhatsApp, twitter) to mention but a few attract and glue 
this range of population to smartphones. They are targeted by the dangers that may come 
from smartphones.

5.2. Parents and governments

Twenty percent of parents do not monitor their children’s use of smartphones [16]. This 
is a study conducted in Europe especially in England. It becomes more concerning when 
survey is made in African countries. No scientific study testifies but when we consider 
the educational rate of developing and underdeveloped countries in general, it does pass 

Figure 2. The mobile phone battery modified by the heat.
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40% (Wikipedia); however, the population rate of the consumers of smartphones passes 
70% and of course this rate is dominated by young people and teenagers in average. 
Therefore, the issue of monitoring children’s use of smartphone becomes more delicate. 
Actually, children master more smartphones than the parents except some parents of 
course. However, parents should discuss openly on undesirable things their children 
may come across on Internet. Prepare them on the eventual negative impact it may have 
on them.

Since parents can’t really control everything their children do with smartphones, a protec-
tive concept of children protection against smartphone should come from the government 
as well.

Government should insert in the educational system a program that will inform students and 
raise awareness on the dangers of smartphones. Government should also ask the companies 
to conceive smartphones for kids under 18 with restriction on applications. The authorities 
should control sellers and require from them not to sell smartphones without application 
restriction under 18.

6. Conclusion

Life has become much more livable with the technology and the creation of mobile phones. 
Nonetheless, it may affect people’s psychology, behavior, and health especially those of chil-
dren. Awareness should be raised on the dangers of smartphones not only for children but 
also for adults. Therefore, measures should be taken to protect children and teenagers to 
ensure their welfare as they use smartphones.

Telephony companies as well as parents should join their effort to figure out an adequate solu-
tion for this phenomenon. A mobile phone becomes dangerous when it heats because it can 
explode. Yet, awareness must be raised on the use of smartphones and mobile phones in gen-
eral for, as we said before, a telephone has become a real life partner in everything. Therefore, 
the humanity is in permanent danger.
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Abstract

The popularization of the use of mobile devices, such as smartphones and tablets, has 
accelerated in recent years, as these devices have experienced a reduction in cost together 
with an increase in functionality and services availability. In this context, due to its open-
ness and free availability, Android operating system (OS) has become not only a major 
stakeholder in the market of mobile devices but has also become an attractive target for 
cybercriminals. In this chapter, we advocate to present some current trends and results in 
the Android malware analysis and detection research area. We start by briefly describing 
the Android’s security model, followed by a discussion of the static and dynamic malware 
analysis techniques in order to provide a general view of the analysis and detection process 
to the reader. After that, a description of a particular set of software developments, which 
exemplify some of the discussed techniques, is presented accompanied by a set of practical 
results. Finally, we draw some conclusions about the future development of the Android 
malware analysis area. The main contribution of this chapter is a description of the realiza-
tion of static and dynamic malware analysis techniques and principles that can be auto-
mated and mapped to software system tools in order to simplify analyses. Moreover, some 
details about the use of machine learning algorithms for malware classifications and the 
use of the hooking software techniques for dynamic analysis execution are provided.

Keywords: malware analysis, android, mobile devices, threat detection, cybersecurity

1. Introduction

Nowadays, mobile devices such as smartphones and tablets have become very popular, due 
to a reduction in their cost and an increase in their functionalities and services availability. 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
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distribution, and reproduction in any medium, provided the original work is properly cited.



Moreover, the growing trend of implementing bring your own device (BYOD) policies in 
organizations has also contributed to the adoption of these technologies, not only for every-
day communication activities but to support enterprise systems, industrial applications, and 
commercial transactions, which raise new security issues. In this scenario, operating systems 
have also played an important role in the adoption and proliferation of mobile devices and 
applications, giving also space for the appearance of malicious software (malware). This is the 
case for the Android OS, which, due to its openness and free availability, has become not only 
a major stakeholder in the market of mobile devices but has also become an attractive target 
for cybercriminals.

Google, the Open Handset Alliance manufacturers, and the Android developers’ community 
have made many efforts in order to improve Android’s security. However, the emergence 
and evolution of new security threats continue being an important issue. Therefore, in this 
chapter, we advocate to present some current trends and results in the Android malware 
analysis and detection research area. We start by briefly describing the Android’s security 
model, followed by a discussion of some static and dynamic malware analysis techniques in 
order to provide a general view to the analysis and detection processes to the reader. After 
that, a description of a particular set of software developments, which exemplify some of the 
discussed techniques, is presented accompanied by a set of practical results. Finally, a set of 
conclusions about the future development of the ideas explored in this chapter are drawn.

2. Android security architecture

In a general sense, Android is not only an OS but a platform of three main building blocks: 
device hardware, Android OS, and the application runtime, see Figure 1.

First of all, the Android device hardware block refers to the wide range of hardware con-
figurations where Android can be run, including smartphones, tablets, watches, automobiles, 
smart TVs, OTT gaming boxes, and set top boxes. Android is processor-agnostic, but it does 
take advantage of some hardware-specific security capabilities such as ARM eXecute-Never. 
Secondly, the Android OS building block refers to the Android OS itself, which is built on 
top of the Linux kernel, thus all device resources are accessed through the operating sys-
tem. Thirdly, the Android application runtime block refers to the managed runtime used by 
applications and some system services on Android [2]. In this case, it must be taken into 
account that applications are written in the Java language and run in the Android runtime 
(ART). However, many applications, including core Android services and applications, are 
native applications or included native libraries. Both ART and native applications run with 
the same security environment, contained with the applications sandbox. Thus, applications 
get a dedicated part of the file system in which they can write private data, including database 
and raw files [1].

In this context, in terms of security, Android incorporates industry-leading security features 
and works with developers and device implementers to keep the Android platform and eco-
system safe. It was designed with multi-layered security that is flexible enough to support an 
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open platform while still protecting all users of the platform. Security controls were designed 
to reduce the burden on developers. In this way, security-experienced developers can easily 
work with and rely on flexible security controls and developers less familiar with security 
concepts will be protected by safe defaults [1].

Moreover, Android provides a set of key security features, which are: robust security at the OS 
level through the Linux kernel, mandatory application sandbox for all applications, secure inter-
process communication, application signing, and application-defined and user-granted permis-
sions [1]. In the first case, as shown in the Android software stack, see Figure 2, each component 
assumes that the components below are properly secured. In this scheme, with the exception of 
a small amount of Android OS code running as root, all code above the Linux kernel is restricted 
by the application sandbox [1]. It is important to notice that the Android kernel is slightly differ-
ent from a “regular” Linux kernel, the differences are due to a set of features originally added to 
support Android, and some of them are the low memory killer, wakelocks, anonymous shared 
memory, alarms, paranoid networking, and Binder. However, Android’s security model also 
takes advantage of the security features offered by the Linux kernel. In a Linux system, which is a 
multi-user operating system, the kernel can isolate user resources from one another, just as it iso-
lates processes. Consequently, one user cannot access another user’s file, unless explicitly granted 
permission, and each process runs with the identity of the user that started it. In a traditional 
system, a user ID (UID) is given either to a physical user that can log into the system and execute 
commands via the shell or to a system service (daemon) that executes in the background. At this 
point, it is also worth to notice that Android was originally designed without the need for register-
ing different physical users with the system, thus the physical user is implicit and UIDs are used 
to distinguish applications instead. This forms the basis of Android’s application sandboxing [3].

On top of the Linux kernel layer is the hardware abstraction layer (HAL). This layer pro-
vides a standard method for creating software hooks between the Android platform stack 

Figure 1. The main Android platform building blocks, adapted from [1].
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and the hardware. The HAL allows to implement functionality without affecting or modify-
ing the higher level system [4]. In the next layer, the libraries component acts as a translation 
layer between the kernel and the application framework. The native libraries in Android are 
written in C and C++, most of which are ported from Linux, but are exposed to developers 
through a Java API. At the same level, there are also components from the Android runtime 
and core libraries. The virtual machine is an important part of the Android operating system 
and executes system and third-party applications [4, 5].

At the next level, the Android framework layer provides a suite of services or systems that 
are useful when writing applications. Commonly referred to as the application programming 
interface (API) is one of the building blocks for the final system or end-user applications. 
Finally, at the top most layer, applications component of the Android OS is located, which is 
the layer closest to the end user. All finished developed products will execute in this space by 
using the API libraries and the runtime environment [5].

As mentioned before, Android apps are composed of different components and each app is 
sandboxed by executing it in a separate process with a distinct user ID and assigning it to a 
private data directory on the file system. The four basic Android application components are 
Activities, BroadcastReceivers, ContentProviders, and Services. All components can be intercon-
nected remotely across process boundaries by using different abstractions of Binder inter process 
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Applications that attempt to install without being signed will be rejected by either Google Play 
or the package installer on the Android device. Application signing ensures that one applica-
tion cannot access any other application except through well-defined IPC. Applications can 
be signed by a third-party or self-signed. It is also possible to declare security permissions at 
the Signature protection level, restricting access only to applications signed with the same key 
while maintaining distinct UIDs and application sandboxes. A shared application sandbox is 
allowed via the shared UID feature where two or more applications signed with same devel-
oper key can declare a shared UID in their manifest [8].

Android applications can access only their own files and any world-accessible resources on 
the devices due to the sandboxed nature of Android. However, Android can grant additional, 
fine-grained access rights to applications in order to allow for richer functionality. Those 
access rights are called permissions, and they can control access to hardware devices, Internet 
connectivity, data, or OS services. Applications can request permissions by defining them 
in the AndroidMAnifest.xml file. At the application install time, Android inspects the list of 
requested permissions and decides whether to grant them or not. Once granted, permissions 
cannot be revoked and they are available to the application without any additional confirma-
tion. For some features, explicit user confirmation is required for each accessed object, even if 
the requesting application has been granted the corresponding permission [3].

Additionally, Android also enforces security by providing preinstalled and user-installed 
applications. Pre-installed applications work as users applications and as providers of key 
devices’ capabilities that can be accessed by other applications. This application may be a part 
of the open source Android platform or they may be developed by a device manufacturer for 
a specific device. On the other hand, Google Play, Android’s application official store, offers 
users hundreds of thousands of applications, including many third-party applications [1].

Outside these security features, Android also provides a set of cloud-based services that are 
available to compatible Android devices with Google Mobile Services. These services are not 
part of the Android Open Source Project, but are included on many devices. See Figure 3.

Component Description

Stubs and 
proxies

The most basic level of abstraction of Binder IPC.
Implement remote procedure calls (RPC) via Binder IPC.
A proxy at the caller-side marshals the method parameters into primitive data types and transfers 
them via IPC to the recipient, where stub unmarshals the primitives into the original parameters 
and calls the actual method.

System services 
and managers

Managers are part of the SDK and encapsulate pre-compiled proxies for system apps and services 
like the location manager service that implement the Android application framework API.

Intents The highest level of abstraction is so-called intent messages.
An intent is a data structure used to provide an abstract description of an operation to be 
performed by its receiver(s).
Common usages of Intents include starting activity components or broadcasting notifications to apps.
Since the sender of an intent can both explicitly state the target component and implicitly define 
potential receivers through a description of the intended action, the actual target app(s) must be 
resolved at runtime.

Table 1. Inter-component communication (ICC) builds on top of Binder IPC.
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Briefly described, Google Play is a collection of services that allow users to discover, install, 
and purchase applications from their Android device or the web. It also provides commu-
nity review, application license verification, application security scanning, and other security 
services. The Android update service delivers new capabilities and security updates to selected 
Android devices, including updates through the web or over the air (OTA). The Application 
services term refers to a set of frameworks that allow Android applications to use cloud capa-
bilities such as (backing up) application data and settings and cloud-to-device messaging 
(C2DM) for push messaging. The Verify Apps service warns or automatically blocks the instal-
lation of harmful applications, and continually scan applications on the device, warning 
about or removing harmful apps. SafetyNet is a privacy preserving intrusion detection system 
to assists Google tracking and mitigating known security threats in addition to identify new 
security threats. The SafetyNet Attestation is a third-party API to determine whether a device is 
CTS compatible. Attestation can also assist to identify the Android application communicat-
ing with the application server. Finally, the Android device manager is a Web and Android 
application to locate lost or stolen devices [1].

As it can be observed from the previous description, Android has become a continuously 
evolving complex ecosystem composed of multiple subsystems and services that put together 
an enormous challenge in terms of security. In this context, in the following section, a brief 
discussion of some attempts to conceptualize and characterize the Android attack surface and 
key security challenges is presented prior to the later discussion of some of the main malware 
analysis and detection techniques, as an initial landmark from where techniques and research 
approaches presented later on may be better referred to or mapped to specific security aspects 
of the Android ecosystem.

Figure 3. The primary Google security services.
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3. The android attack surface

An attack surface is a term used to identify the characteristics of a target that makes it vulner-
able to attack. An attack vector generally refers to the means by which an attacker performs 
an attack. In other words, an attack surface refers to the code that an attacker can execute and 
therefore can attack. In contrast to an attack vector, an attack surface does not depend on the 
attackers’ actions or require a vulnerability to be present, it describes where in code vulner-
abilities might be waiting to be discovered. Generally, the size of a target’s attack surface is 
directly proportional to how much it interfaces with other system. Similar to attack vectors, 
attack surfaces can be discussed both in general and in increasingly specific terms. It is a 
common result that by studying one particular attack surface, additional attack surfaces are 
revealed [9].

By focusing on particular risky attack surfaces, a system can be attacked or secured more 
quickly. Several properties are important when identifying attack surfaces, some of them are: 
attack vectors, privileged gained, memory safety, and complexity. Because Android devices 
have such a large and complex set of attack surfaces, it is necessary to divide them [9]. Figure 4 
exemplifies some of the more general attack surfaces for Android devices together with some 
attack vectors and propagation mechanisms.

The remote attack surface is the largest and most attractive attack surface exposed by an 
Android device. This name, which is also an attack vector classification, aims to express the 
fact that the attacker does not need to be physically located near the victim. Instead, attacks 
are executed over a computer network, usually the Internet. Various properties further divide 
this surface into distinct groups, see Figure 4. The Remote attack surface address the various 
attack surfaces exposed to code that is already executing on a device. The privileges required 
to access these attack surfaces vary depending on how the various endpoints are secured. 
When an attacker has achieved arbitrary code execution on a device, the next logical step is to 
escalate privileges, either in the kernel space or under the root or system user. The physical 
attack surfaces give name to the attacks that require physically touching a device, in contrast 
to physical adjacency where the attacker only needs to be within a certain range of the target. 
Third-party modification attack surface relates to attack surfaces associated to the modifi-
cation of various parts of an Android device system, as many parties involved in creating 
Android devices tend to make extensive changes as a part of their integration process [9].

Unfortunately, on the top of this complexity, Android’s security analysis also requires to take 
into account a set of Android’s security challenges such as: fragmentation, malware, manage-
ment tool selection, user behavior, and compartmentalization [10]. Fragmentation challenge 
refers to the complexity associated to the wide range of Android-modified versions imple-
mented on different devices. Malware challenge advocates to the rapid increase of malicious 
applications development and sophistication targeting the Android OS. Management tool 
selection challenge relates to the selection of management tools, which can avoid overlapping 
or conflicting features, as well as to maximize IT productivity. The user behavior challenge 
refers to the need for encouraging users to comply with good security policies and practices. 
Lastly, compartmentalization describes the challenge of providing dual personal and mobile 
virtualization, which separates a single device into different personal environments [11].
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4. Android malware

Android malware can be characterized in different ways: in [12], a systematic character-
ization is proposed ranging from their installation, activation, to the carried malicious 
payloads. Thus, malware installation can be generalized into three main social engineer-
ing-based techniques: repackaging, update attack, and drive-by download. Repackaging 
is one of the most common techniques that malware authors use to piggyback malicious 
payloads into applications. In essence, malware authors get an application file, disassem-
ble them, enclose malicious payloads, reassemble, and submit the new application to an 
official or alternative market. Users could be vulnerable by being enticed to download and 

Figure 4. Android’s main attack surfaces, based on descriptions in [9].
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install these infected applications. In the case of the update attack, instead of enclosing the 
payload as a whole only an update component is included, which will fetch or download 
the malicious payloads at runtime. Because the malicious payload is in the “updated” 
application, not the original application itself, it is stealthier than the malware installa-
tion technique that directly includes the entire malicious payload in the first place. The 
third technique applies the traditional drive-by download attack to mobile space. Though 
they are not directly exploiting mobile browser vulnerabilities, they are essentially entic-
ing users to download “interesting” or “feature-rich” applications. This is only a set of 
common techniques, other threats include combinations of the previous techniques, as 
well as approaches such as “spyware,” which intend to be installed to victim’s phones on 
purpose; fake apps that masquerade as the legitimate applications but stealthily perform 
malicious actions, such as stealing users’ credential; applications that provide the func-
tionality they claimed, they are not fake ones, but that intentionally include malicious 
functionality, which is unknown to users. At last, a group of applications that rely on the 
root privilege to function well. The leverage known root exploits to escape from the built-
in security sandbox [12].

5. Trends of android malware detection

Malware detection as a discipline combines multiple techniques and principles; Zaki Mas'ud 
et al. [13] have proposed a general classification including four main categories, see Figure 5.

Detection techniques can be classified into three detection techniques: signature-based (SB), 
anomaly-based (AB), and specification-based (SPB) detection. Signature-based detection 
refers to the malware detection by comparing the application signature or pattern captured 
with a database of known attacks or threats. AB detection monitors regular activities in the 
devices and looks for any behavior that deviates from the normal pattern. Similar to AB detec-
tion, SPB detection also monitors for any deviation but rather than detecting the occurrence 
of specific attack patterns; it monitors for deviation of their behavior from the normal speci-
fication. The detection analysis category involves reverser engineering techniques aimed to 
obtain information about the behavior of a malware in its environment. On the one hand, in 
static analysis, detection is done through the source code, binary, or the API level without the 
execution of the Android malware. On the other hand, dynamic detection detects malware 
through the execution behavior of the malware. In this case, the detection is done through 
monitoring the execution of Android malware activity at runtime. The detection deployment 
platform category helps to identify whether the malware detection is deployed in the host or 
on a remote server. In host detection, all the activity of the device is monitored, analyzed, and 
processed in the device itself. Meanwhile remote deployment requires a remote server, which 
monitors the activity of the device on the device but performs the analysis and detection 
process on the remote server. Another important category is the audit data source monitored 
in the detection process. The data source collected in the Android malware detection can be 
traced within the five Android framework layers (i.e. application, application framework, 
Android runtime, libraries, and Linux kernel layers). In addition, network traffic data can also 
be monitored for any malicious communication activity through the network [13]. Multiple 
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researchers have analyzed different approaches; Figures 6 and 7 provide an overview, based 
on the descriptions presented in [14], of different features and algorithms utilized for static 
and dynamic malware analysis in different research works.

Nowadays, most detection techniques for Android malware use statically extracted data from 
the AndroidManifest.xml file or Android API function calls, as well as dynamically obtained 
information from network traffic and system call tracing [15]. Moreover, most current detec-
tion systems equipped with a database of regular expressions that specify byte or instruction 
sequences that are considered malicious are largely based on syntactic signatures and employ 
static analysis techniques. Unfortunately, static and signature-based analysis techniques can 
be evaded by malware applications using techniques, such as polymorphism, metamorphism, 
and dynamic code loading [16].

Dynamic analysis defines a set of rules for the application behavior, which are challenged 
for an application according to a possible attack. An event is simulated for each rule and the 
triggered behaviors are checked to detect malware applications. In some cases, modern mali-
cious applications are capable to evade dynamic analysis as they become aware of the analysis 
environment, or due to the inability of the malware sample to obtain some required external 
data or service [16].

As security threats evolve, static and dynamic analysis techniques are less capable to identify 
malware code by their own. Thus, hybrid approaches combine aspects of both static and dynamic 

Figure 5. Classification of Android malware detection approaches.
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analysis [17]. The implementation of hybrid solutions for malware analysis and detection is not 
a new approach in the PC anti-malware literature [18]. However, the particular characteristics 
and constraints of mobile devices have defined a new area for their own. In this sense, for exam-
ple, even when malware analysis and detection schemes can be deployed either on a local basis 
or offloaded to an external equipment, like a remote server, differences between the mobile and 
PC ecosystems imply a totally different approach to solve this challenge in both cases. In the 
particular case of mobiles devices, most current client side security solutions include anti-virus 
or anti-malware applications installed on the devices to protect them against known applica-
tions installed on the mobile devices based on known signatures of malicious applications [19]. 
On the other hand, cloud-based systems are mainly designed to offload a significant part of the 
operation to the cloud. Both approaches entail performance constraints and disadvantages. As 
an example, in applications installed on mobile devices aiming to provide real-time protection, 
there is an associated decrement in the device’s performance and battery life, while cloud-based 
approaches making use of high end resources cannot offer real-time protection by their own, as 
they can leave devices vulnerable when connectivity with the server is poor [20].

Figure 6. Some common static analysis features and algorithms that are used to process them for different research 
approaches, based on [14].
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Unlike hybrid detection and analysis schemes taking advantage of both static and dynamic 
analysis, as well as from local and remote combined implementation or execution, are gen-
erally common for PC equipment, these schemes are not common for mobile devices. Most 
solutions combine static and dynamic analysis methods or local and remote deployments but 
not both of them, as this would require too many compromises to be achieved with the cur-
rent technologies [18].

6. Conclusions

The continuous development and fast change of the smart devices market has promoted 
an increase in the number of services and applications offered. As these devices integrate 
to the users every day activities, they become very attractive targets for cyber criminals. 
In this sense, malicious software (malware) has become a main security issue in this area. 
Although malware is not a new problem in the IT industry, differences between PC and 
smart devices make smart devices security a different problem bounded to the particular 
features of mobile devices. Moreover, the big number of stakeholders ranging from device 
manufactures to communication service providers creates a highly heterogeneous environ-
ment where attack surfaces characterization becomes a very complex task. In this context, 
this chapter aimed to present an overview of the fundamental aspects for Android malware 
analysis and detection.

As it can be deduced from the information discussed above, generally speaking there is a 
core set of analysis techniques and resource data that have been utilized in multiple research 
approaches in order to identify and detect malicious software. This observation may be 
obvious as the identified features are core elements of the Android security architecture, 

Figure 7. Some common dynamic analysis features and algorithms that are used to process them for different research 
approaches, based on [14].

Smartphones from an Applied Research Perspective208



Unlike hybrid detection and analysis schemes taking advantage of both static and dynamic 
analysis, as well as from local and remote combined implementation or execution, are gen-
erally common for PC equipment, these schemes are not common for mobile devices. Most 
solutions combine static and dynamic analysis methods or local and remote deployments but 
not both of them, as this would require too many compromises to be achieved with the cur-
rent technologies [18].

6. Conclusions

The continuous development and fast change of the smart devices market has promoted 
an increase in the number of services and applications offered. As these devices integrate 
to the users every day activities, they become very attractive targets for cyber criminals. 
In this sense, malicious software (malware) has become a main security issue in this area. 
Although malware is not a new problem in the IT industry, differences between PC and 
smart devices make smart devices security a different problem bounded to the particular 
features of mobile devices. Moreover, the big number of stakeholders ranging from device 
manufactures to communication service providers creates a highly heterogeneous environ-
ment where attack surfaces characterization becomes a very complex task. In this context, 
this chapter aimed to present an overview of the fundamental aspects for Android malware 
analysis and detection.

As it can be deduced from the information discussed above, generally speaking there is a 
core set of analysis techniques and resource data that have been utilized in multiple research 
approaches in order to identify and detect malicious software. This observation may be 
obvious as the identified features are core elements of the Android security architecture, 

Figure 7. Some common dynamic analysis features and algorithms that are used to process them for different research 
approaches, based on [14].

Smartphones from an Applied Research Perspective208

although there is not full agreement in the best technique or procedures for effective mal-
ware detection. It is important to notice that machine learning has an important role in most 
of the discussed approaches and in the state of the art for malware analysis, and in some 
cases, reported results look highly promising, but there is always the problem of having a 
limited number of samples to test all possible threats. Additionally, with the current vast 
set of analysis and reverse engineering set of tools, which are implemented under different 
technologies and analysis approaches, integration seems a very difficult task to achieve. 
Moreover, different tools provide multiple and different levels of automation. However, a 
need for automating most of the process is still an important issue as most of the analysis in 
the identification of new threats continues to be a human task.

Finally, it is expected that the information presented in this chapter would help readers to 
obtain a general view of the Android malware analysis and detection area from where she or 
he can visualize new avenues of research.
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