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One of the most critical resources required for wireless communication is the radio 
spectrum. Traditionally, the administration of the spectrum rights tends to grant 

exclusive rights to some services in the major geographic regions. On the other hand, 
several studies have shown that the spectrum is actually underutilized and that new 

devices should use the underutilized spectrum in an opportunistic manner. Cognitive 
radio is a way to do that. The cognitive radio needs to collect cognition about the radio 
environment to operate efficiently. Such a radio needs to understand if the spectrum 

it intends to use is free or utilized by some primary user. By primary user we mean the 
licensed user of the band, and correspondingly the cognitive radios are often termed 
as secondary users. The goal of this book is to collect recent research about cognitive 

radio and provide an up-to-date review of the challenging topic.
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Preface

The subject of cognitive radio is a relatively new area of research. It was introduced in 1998 by
Joseph Mitola III and has since then attracted many researches around the word. Cognitive radio
stems from the concept of software-defined radio and is an intelligent adaptive radio that moni‐
tors its own performance continuously. It determines the radio environment and adjusts its set‐
tings to provide the required quality of service. Most importantly, the cognitive radio is able to
find the spectrum necessary for its work by itself. In this book, we present several new research
papers about cognitive radio written by people of around the word.

In the chapter ‘Reliable Broadcast over Cognitive Radio Networks: A Bipartite Graph-Based Al‐
gorithm’, Y. A. Al-Mathehaji, S. Boussakta and M. Johnston address the problem of reliable
broadcast in cognitive radio networks. The focus is on developing a cognitive system that does
not use a common control channel to enable control message exchange. They use graph theory,
more precisely bipartite graphs, to map the problem at hand to the problem of set cover. Then,
they develop an algorithm, which guarantees a distributed reliable selection of the broadcast
channel with a facilitative channel switching facility where primary user activity is detected
without the need for frequent reselection.

The chapter by M. Namdar and A. Basgumus ‘Outage Performance Analysis of Underlay Cogni‐
tive Radio Networks with Decode-and-Forward Relaying’ evaluates outage performance of re‐
laying over Rayleigh fading channels subject to the relay location for a secondary user. The
authors provide optimal location of the relay terminals in cognitive networks. The analysis pro‐
vides maximum transmission rates of the secondary user and the outage probabilities.

The chapter by J. R. G. Oya, M. Chavero and R. M. Clemente ‘Analog-to-Digital Conversion for
Cognitive Radio: Subsampling, Interleaving, and Compressive Sensing’ focuses on analog-to-
digital conversion techniques. The conversion is necessary if the source signal is in analog form
like speech or music. The chapter gives an overview of promising techniques like subsampling,
interleaving and compressive sensing and discusses solutions of integrating these techniques
into a unique analog-to-digital conversion process.

The chapter ‘Reconfigurable Antennas for UWB Cognitive Radio Communication Applications’
by Y. Li and Y. Wang concentrates on antennas for ultrawideband cognitive radio communica‐
tion applications. The chapter discusses the defected microstrip structure and uses the structure
to form antennas that can filter out interfering narrowband signals. After that, the authors focus
on creating notches in the antenna response.

It is hoped that the book is useful for researchers and engineers in both academia and industry
working on problems related to radio communications in general and cognitive radio in particular.

Tõnu Trump
Virgostell OÜ,

Tallinn, Estonia
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1. Cognitive radio challenge

One of the most critical resources required for wireless communication is the radio spectrum. 
One can see the radio spectrum as nonrenewable natural resource. If a part of spectrum has 
been used for some application, one cannot simultaneously reuse it at the same place for some 
other application. National and international laws and agreements regulate spectrum usage 
so that the services provided were free from interference caused by other users. Traditionally, 
the administration of the spectrum rights tends to grant exclusive rights to some services in 
the major geographic regions. For instance, in the United States and many other countries, 
the frequency band 535–1605 kHz is allocated for AM radio, 54–72 MHz for TV channels 2–4, 
88–108 MHz for FM radio, and so on. This static allocation has over the years led to many suc‐
cessful applications, but it has also resulted in a situation where almost all the available spec‐
trum has been assigned to specific applications and there is no room for emerging services.

On the other hand, several studies and measurement campaigns are showing that the spec‐
trum is actually underutilized. Spectrum utilization depends on frequency, geographical 
location and time. Fixed spectrum allocation, however, prevents the rarely used frequency 
bands being reused. These studies suggest that new devices should use the underutilized 
spectrum in an opportunistic manner. It leads to the core idea behind cognitive radio, i.e., 
the radio that is aware of the environment and can adapt the transmissions according to the 
interference it sees. In other words, the cognitive radio seeks the unutilized frequencies and 
uses them for its own transmissions in an adaptive manner. The concept of cognitive radio 
was first proposed by Joseph Mitola III in a seminar at the Royal Institute of Technology in 
Stockholm in 1998 and published in an article by Mitola and Maguire in 1999 [1]. Since then, 
there has been a lot of work on the concept some of which is printed in this volume.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Cognitive radio is an adaptive, intelligent radio, and network technology that can automati‐
cally detect available channels in a wireless spectrum and change transmission parameters, 
enabling more communications to be performed concurrently. Cognitive radio is based on 
software radio technology where the pieces of software have replaced traditional hardware 
components such as amplifiers, modulators, and mixers. This way it is easy to change the 
operation of the radio. All that is needed is reprogramming. It can also be considered to be an 
adaptive radio, which monitors and modifies its own performance.

The cognitive radio needs to collect cognition about the radio environment to operate effi‐
ciently. Such a radio needs to understand if the spectrum it intends to use is free or utilized 
by some primary user and redistribute the available spectrum dynamically. By primary user, 
we mean the licensed user of the band, and correspondingly, the cognitive radios are often 
termed as secondary users. This process is called spectrum sensing.

A secondary user may collect information about primary user activities alone or it may coop‐
erate with other secondary users to improve the detection and estimation results. Of course 
for the cooperation to be possible, several secondary users must be designed so that they 
allow it. If cooperation between the secondary users is possible, it results in more reliable 
detection. This is because cooperation allows overbridging the fading and shadowing effects 
that are present in real‐world radio propagation by the usage of spatial diversity, which in 
turn improves the results.

The first standard on cognitive radio was developed by IEEE (IEEE 802.22) and published in 
2011. The standard combines a database of licensed users of the area with spectrum sensing 
to locate the primary users. The standard was developed for usage of unused television chan‐
nels in the rural areas.

The chapters of this book discuss different aspects of cognitive radio, covering a large span of 
the problems that have to be solved in order to build reliable systems. This is the hope of the 
editor that the material published in this book is useful for people who design the cognitive 
radio systems and for the people who research the different aspects of the exiting subject.

Author details

Tõnu Trump

Address all correspondence to: tonu.trump@gmail.com

Virgostell OÜ, Tallinn, Estonia
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Abstract

Cognitive radio (CR) is a promising technology that aims to enhance the spectrum utilisation 
by enabling unlicenced users to opportunistically use the vacant spectrum bands assigned to 
licenced users. Broadcasting is considered as a fundamental operation in wireless networks, 
as well as in cognitive radio networks (CRNs). The operation of most network protocols in 
the ad hoc network depends on broadcasting control information from neighbouring nodes. 
In traditional single-channel or multichannel ad hoc networks, due to uniform channel avail-
ability, broadcasting is easily implemented as nodes are tuned to a single common channel. 
On the contrary, broadcasting in CR ad hoc networks is both a challenging and complex 
task. The complexity emerges from the fact that different CR users might acquire different 
channels at different times. Consequently, this partitions the network into different clusters. 
In this chapter, the problem of broadcasting in ad hoc CR networks is presented, current 
solutions for the problem are discussed and an intelligent solution for broadcasting based 
on graph theory to connect different local topologies is developed.

Keywords: reliable broadcast, cognitive radio, bipartite graph, network topology, data 
dissemination, ad hoc network

1. Introduction

The idea of an intelligent wireless communication framework cognitive radio (CR) network has 
been proposed as a solution to deal with the disparity between the increasing demand of wire-
less radio spectrum and the spectrum underutilisation by licenced users [1]. Unlike conven-
tional spectrum policy in which designated parts of the spectrum are allocated specifically for 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



exclusive use to licenced users (usually referred to as primary users), CR technology permits 
unlicenced users (usually referred to as CR users) to utilise idle bands as long as they do not 
cause harmful interference to primary users [2].

The operation of a CR network is more complicated than other wireless networks because the 
CR nodes dynamically access the available channels. Detecting the presence of primary users 
and further determining the availability of certain channels are regarded as a major technical 
challenge in CR networks [3]. Hence, spectrum sensing is considered as an important issue of 
CR networks that aim to find the vacant frequency bands in order to allow CR users access to 
licenced bands in an opportunistic manner [4].

According to the deployment scenario, CR networks can be classified into two basic types of 
networks: one is the infrastructure-based CR networks, and the second is the infrastructure-
less CR networks [5]. In the infrastructure-based CR networks, all CR nodes directly com-
municate with the central network entity, which is responsible for managing the network 
operations, for instance, spectrum sensing and spectrum assignment [6]. On the other hand, 
in the infrastructure-less CR networks, also known as CR ad hoc network, no central entity 
is present. Therefore, CR nodes have to rely on themselves for spectrum sensing, assignment 
and management. The application of CR technology in distributed scenarios remains under-
developed due to a lack empirical research [7].

Broadcasting is considered a fundamental operation in wireless and cognitive radio networks 
(CRNs). The operation of most network protocols in the ad hoc network depends on broad-
casting control information among neighbouring nodes, such as spectrum sensing and routing 
information.

In traditional single-channel or multichannel ad hoc networks, due to uniform channel 
availability, broadcasting is easily implemented as nodes are tuned to a single common 
channel. On the contrary, broadcasting in CR ad hoc networks is a challenging task and 
much more complicated. The complexity emerges from the fact that different CR users 
might acquire different channels at different times. Consequently, this partitions the 
network into different clusters. Cognitive radio (CR) ad hoc networks rely on extensive 
exchange of control messages among neighbouring nodes to coordinate critical network 
functions such as cooperative sensing, routing, medium access, etc. To reliably broadcast 
these messages, a preassigned common control channel is needed. However, assigning a 
static control channel contradicts the opportunistic access nature of cognitive radio  
networks (CRNs).

In this chapter, the problem of broadcast in ad hoc CR networks is discussed, current solu-
tions for the problem are reviewed and an intelligent solution for broadcasting based on 
graph theory to connect different local topologies is developed, which is a unique feature 
in CRNs. The remainder of this chapter is organised as follows: Section 2 describes the 
related work in this area. Then the broadcast problem is presented with the system model 
in Section 3. The proposed broadcast protocol for multi-hop CR ad hoc networks is pre-
sented in Section 4. Performance evaluation is conducted in Section 5, followed by conclu-
sions in Section 6.

Cognitive Radio8
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2. Related work for broadcasting in CR network

In the literature, several works have extensively studied the broadcasting issue in traditional 
ad hoc networks, Mobile Ad Hoc Networks (MANETs), Wireless Mesh Networks (WMNs), 
vehicular ad hoc networks (VANETs) and wireless sensor networks (WSNs). Nevertheless, 
there are a few studies that investigate the problem of broadcasting in CR ad hoc networks. 
These works propose numerous performance goals, for example, optimisation of throughput, 
delay and data delivery. However, most of these techniques cannot be used in practical sce-
narios due to their limitations and impractical assumptions.

In the recent literature, many protocols have been presented for exchanging messages in CR 
networks. One of the simplest suggestions is broadcasting over the unlicenced bands such 
as ultra-wide band (UWB) or industrial, scientific and medical (ISM) [8]. This proposal can-
not guarantee the reliability because these unlicenced bands are already overcrowded. Since 
many wireless devices communicate in the same band, harmful interference may significantly 
degrade the performance of broadcasting.

The authors in Ref. [9] propose a new strategy for broadcasting. They classify the channels 
based on the primary radio (PR) vacancy and CR occupancy. This strategy transmits on a sin-
gle channel; therefore, CR nodes within the transmission range of the sender may not be able 
to receive the transmitted data if they tune onto a different channel. In Ref. [10], the authors 
proposed that the secondary network composed of a set of single-antenna secondary receiv-
ers (SRs) and one multi-antenna secondary transmitter (ST). The main responsibility of ST is 
to broadcast the message to the SRs without interfering the primary communication. Since 
the secondary users use orthogonal beamforming techniques, they can access the licenced 
spectrum without causing an interference to primary transmission.

The use of a dedicated control channel has been proposed to enable control message exchang-
ing in multichannel networks [11, 12]. To transmit or receive messages, the CR node must 
tune onto the common control channel (CCC). In CR networks, it is very difficult to find an 
idle common channel for all nodes. Hence, this technique is not considered to be feasible. 
Different schemes have been proposed for establishing a local common control channel for 
exchanging messages [13, 14]. However, most of these schemes require prior information 
about the set of idle channels across all the CR nodes in the network.

In Ref. [15], the authors assume that the same idle channels between CR nodes are a must to 
successfully broadcast data. The proposed approaches in Ref. [16] assume that the CR node 
hops across the channels based on a random channel-hopping sequence to transmit broadcast 
data. This scheme cannot guarantee reliable dissemination even if there is a common channel 
between nodes. In Ref. [17], the authors study the issue of broadcasting using multiple trans-
ceivers. It is assumed that the number of transceivers of each CR node is equal to the number 
of channels. This will raise the operational cost and the complexity of the CR device; therefore 
it is considered an impractical choice.

Many algorithms assume prior knowledge of the channel availability information and the 
global network topology [18, 19]. A time-efficient broadcast algorithm is presented in Ref. [18],  

Reliable Broadcast over Cognitive Radio Networks: A Bipartite Graph-Based Algorithm
http://dx.doi.org/10.5772/intechopen.69216
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where a set of channels and nodes are selected to convey a message from the source node to 
its neighbours. The authors in Ref. [19] propose a simple heuristic algorithm to transmit the 
messages between CR nodes in CR ad hoc networks. In this work, CR nodes are assumed to 
be equipped with multiple transceivers to broadcast to multiple channels.

3. Broadcast problem and system model

In this section, the broadcast problem, the system model and the basic assumptions are presented.

3.1. Broadcast problem in CR networks

To further illustrate the challenges associated with broadcast in CR ad hoc networks, consider 
simple single-hop broadcast topology for traditional and CR network shown in Figures 1 and 2,  
respectively, where node A is the source node with N neighbours.

In traditional ad hoc networks, all nodes can tune to the same channel due to the uniformity 
of channel availability. Therefore, broadcasting a message can be easily implemented over a 
single common channel as all nodes receive messages from the same channel. As shown in 
Figure 1, node A only needs to broadcast over a single channel to deliver the broadcast mes-
sage to all its neighbouring nodes.

However, in CR ad hoc networks, the opportunity of a common channel available for all CR 
nodes may not exist. In addition, different CR users might acquire different channels at dif-
ferent times. Therefore, broadcasting in cognitive radio ad hoc networks is a much more chal-
lenging task. As shown in Figure 2, to deliver the broadcast message to all the neighbouring  

Figure 1. Single-hop broadcast topology for traditional network.
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nodes, node A needs to transmit the broadcast message to different channels. In the worst 
case, each neighbouring node may tune onto a different channel. Consequently, the source 
node has to broadcast over all the channels.

In fact, the reliable broadcasting in CR ad hoc networks depends on connecting different local 
topologies. Hence, the broadcast channel(s) should be carefully and dynamically allocated in 
order to secure a reliable communication in CR networks.

3.2. Network model

A CR ad hoc network with no centralised coordinator is considered. Hence, network environ-
ment tasks like channel selection, neighbour discovery and spectrum sensing are individually 
accomplished by the CR users.

We consider a set of N cognitive radio (CR) nodes {CR1, CR2, …, CRn} and a set of M primary 
radio (PR) nodes {PR1, PR2, …, PRm} in the same geographical area. Primary radio nodes are 
the licenced users, and they can access their respective licenced bands without any restriction. 
While CRs can access licenced bands opportunistically, i.e. they are allowed to use the idle 
licenced bands only if they do not interfere with ongoing PR transmissions.

Note that an idle state describes the temporal availability of a channel. To prevent interfer-
ence, CR users are capable of sensing spectrum opportunities using energy detectors, cyclo-
stationary feature extraction, pilot signals or cooperative sensing [5].

A set of K nonoverlapping orthogonal frequency channels (Cglobal = C1, C2, …, Ck) is considered, 
which may be freely occupied by the PR users. Each CR node knows the global channel set 
Cglobal and can operate on a subset Clocal of this global channel set depending on the local channel  

Figure 2. Single-hop broadcast topology for CR network.

Reliable Broadcast over Cognitive Radio Networks: A Bipartite Graph-Based Algorithm
http://dx.doi.org/10.5772/intechopen.69216
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availability at that node, where Clocal ⊆ Cglobal. For simplicity, it is assumed that all channels 
have the same capacity. However, the proposed protocol can be easily extended to channels 
of different capacities.

In this model, it is assumed that CR nodes are equipped with half-duplex transceivers that 
can either receive or transmit (not both) on a single channel at any given time. Each CR can 
swiftly hop between channels using software-defined radio (SDR) technology. The utilisation 
of a single transceiver reduces the operational cost of the CR device [6], as well as avoiding 
any potential interference between adjacent transceivers due to their close proximity [7].

Throughout this chapter, it is assumed that the channel availability is relatively stable (i.e. 
during a short period of time, channel status does not change). Therefore, the proposed proto-
col is more suited to the case of temporal underutilisation and spatial spectrum underutilisa-
tion when the activity of PR user is not very dynamic. The main notations used in the chapter 
are summarised in Table 1 for easy reference.

3.3. Sensing spectrum holes

Spectrum sensing aims to identify the available spectrum and prevent any harmful interfer-
ence to the primary users. It is assumed that CR nodes periodically perform spectrum sensing 
to ensure up-to-date information regarding the PR activity and identify the available channels.

In addition, it is assumed all CR nodes are synchronised and follow the same sensing cycles. 
In the sensing period, no transmission is allowed, and all CR nodes must be silent. Therefore, 
the time needed to deliver a packet in the network may be influenced when the CR nodes are 
banned from transmission due to the imposition of the silent duration.

The transmission time and the spectrum sensing for every CR user are Tt and Ts, respectively, 
where Tt is the effective duration of time for which transmission is allowed for any CR node 

Symbols Descriptions

N Set of CR nodes

Cglobal Total number of channels

Ci The available channel set of CRi

Ni Set of single-hop neighbours of CRi

Ts Spectrum sensing time for CR users

Tt Transmission time for CR users

Crr
PR Transmission range of PR users

Crr
CR Transmission range of CR users

G(X, Y, E) Bipartite graph

BCSi Broadcast channel set of CRi

TCi Tuning channel of CRi

Table 1. Symbols used for OBA description.
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on any choice of free spectrum, while Ts is the duration of time that all CR nodes must be 
silent for the purpose of sensing. Ts + Tt gives the frame time for each user when considered 
together.

3.4. Discovering CR neighbouring nodes

To successfully deliver the broadcast messages to all the CR nodes in each neighbourhood, CRs 
must discover the network topology and the common idle channels that can be used to commu-
nicate among neighbours; these tasks are typically undertaken during the neighbour discovery.

In the absence of a common control channel, discovering neighbours in CR Ad Hoc Network 
(CRAHN) is undoubtedly a challenging task; we propose a neighbour discovery mecha-
nism to address this issue. Initially, it is assumed that individual nodes are tuned to differ-
ent channels and have no prior knowledge of their neighbours and the network topology. 
Furthermore, each CR node maintains the local idle channel list based on the information 
received from the spectrum sensing.

At the beginning of constructing the network, every CR node has to beacon its information 
(node’s id and its available channels) onto all the locally available channels, one by one. As a 
result, all single-hop neighbours that are tuned to any idle channels are able to receive a copy of 
this message. Each CR node receives this beacon message and records the transmitter’s CR node 
information in its single-hop neighbours list Ni. After forming and configuring the network, the 
CR nodes do not have to beacon messages unless there is a change in their channel availability.

4. Intelligent broadcasting algorithm

In this section, we present optimal broadcasting algorithm (OBA), the proposed broadcast 
protocol for ad hoc CR networks. OBA mainly aims to maximise the reachability and increase 
the reliability of data dissemination in ad hoc CR networks. To guarantee successful broad-
cast operation, the OBA protocol adapts to current network characteristics. Hence, based 
on local measurements of the PR activities, each CR node independently classifies the set of 
available channels. This process of classification is refined by determining the minimum set 
of broadcast channels. The receiving channel of a given node is identified from this minimum 
set of channels. This tuning channel is selected from the set because it has no PR activity, thus 
being able to reach a higher number of CR neighbours.

To increase the network connectivity, the OBA aims to converge CRs that possess similar 
spectrum opportunities to the same channel. This in turn reduces the delay in packet dissemi-
nation and number of transmissions over multiple channels. This aim is motivated by two key 
factors. First, grouping CRs with similar available channels indirectly initiates hard-decision 
cooperative sensing [8, 20]. Second, it minimises the required number of channels in the set 
that are needed to connect all neighbouring nodes.

In order to guarantee conveying the broadcast message to all the neighbouring nodes in each 
transmission, the CR sender broadcasts the message over a minimum set of the available 
channels that are shared between the sender and its neighbouring nodes.
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CR nodes with no transmission requests refine the channels based on the same criterion to 
select the best channel for message reception. The use of similar refining techniques by all 
nodes in the network means it is highly probable that CR users in close geographic locations 
select the same channel set. It is probable that neighbouring CR nodes of the transmitter CR 
node sense the same primary activity. It is highly likely that channels at a CR node’s dispo-
sition are also free to its neighbours [11]. Therefore, the probability of creating a connected 
topology is increased by OBA. Once a message is received, the intermediate CR node carries 
out the procedure again and rebroadcasts in order to deliver the message to its neighbours.

The following characteristics were considered crucial in the development of OBA: (i) decen-
tralisation, distributed implementation of channel allocation; (ii) convergence, CR users with 
the same available channels individually converge to the same channel decisions; (iii) delay 
and communication efficiency, channel allocation is achieved with no exchange of messages; 
and (iv) adaptability, reallocation is required only in the case where there is a change in the 
network topology.

4.1. Primary radio activity model

The primary user activity on the licenced channels has a vital effect on the CR network per-
formance. Therefore, the realisation of CR protocols depends on the estimation of these activi-
ties. In the literature, many works have used the PR activity model [5, 9, 21], where the PR 
traffic is modelled as an alternating renewal process of idle (OFF) and busy (ON) periods. It 
is assumed that both OFF and ON periods of the PR activity are independent and identically 
distributed (i.i.d.). In addition, the alternating renewal process is represented by a two-state 
birth-death process with birth rate λon and death rate λoff [22].

Let 1/λon and 1/λoff be the average ON and OFF times of the kth channel.  The probability of the 
kth channel being occupied is given by

   P  busy  k   =   
 λ  off   ______  λ  on   +  λ  off  

   ,  (1)

where 1  ≤  k  ≤ K (the total number of channels). Therefore, the probability of utilising the 
kth channel (i.e. the channel being idle) without causing harmful interference to the primary 
users is

   P  idle  k   = 1 −  P  busy  k   =   
 λ  on   ______  λ  off   +  λ  on  

   .  (2)

Let the channel set that match the user requirements (i.e. probability of idle channels being 
greater or equal to a predefined threshold Pth), represented by Φ. From Eq. (2), the set of avail-
able channels Φ for each node can be obtained as follows:

   Φ  idle  k   =  P  th  , ∀ k ∈ Φ, 1 ≤ k ≤ K  (3)
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4.2. Bipartite graph representation

Different CR nodes may detect different available channel sets and neighbours due to the 
temporal and spatial distribution of the primary activity. To initiate communication with 
other nodes, each CR node must construct a local view of the network topology. This will 
include neighbouring nodes in the vicinity and their channels’ information. A bipartite graph 
jointly models the set of shared idle channels among neighbouring nodes and the CR network 
topology [23].

A graph G(V, E) is called a bipartite graph G(X, Y, E) if the set of vertices V can be divided 
into two disjoint sets X and Y with X ∪ Y = V, such that each edge in E has one endpoint in X 
and the other in Y.

Each CRi detects available channel set λk
i and acquires information from its single-hop neigh-

bours Ni on their available channels. To jointly represent the similarities between its own idle 
channels and those of its neighbours, it can construct an undirected bipartite graph. Each CRi 
constructs a bipartite graph Gi(Xi, Yi, Ei), where the single-hop neighbour Ni is represented by 
the set of vertices Xi, and while the set of channels λk

i is represented by the set of vertices Yi.

An edge (x, y) exists between vertex x ∈ Xi and a vertex y ∈ Yi if and only if y ∈ λk
i, i.e. channel 

y is in the idle channel set of both CRi and CRj. Note that CRi is connected to all vertices in Yi, 
since Yi = λk

i. The graph model is then used as the basis for computing the broadcast channel 
set.

Figure 3 shows the topology graph for a CRN with six nodes. Figure 4 shows the bipartite 
graph GA(XA, YA, EA) constructed by CRA. Figure 5 presents the bipartite graph GB(XB, YB, EB) 
constructed by CRB, for the same topology of Figure 3. Note that GA ≠ GB despite the fact that 
CRA and CRB are one-hop neighbours. This holds true because NA ≠ NB and with different 
physical locations, it is expected that λk

A ≠ λk
B.

4.3. Broadcast channel selection

Based on its own bipartite graph Gi(Xi, Yi, Ei), the CR determines the minimum broadcast 
channel set (BCS) and selects the finest channel as the tuning channel (TC). The problem of 
determining the minimum broadcasting channels set for a CR node can be modelled as the 
set cover problem.

The set cover problem is defined as follows: Given a set of n elements called the universe 
U = {U1, U2, …, Un} and a set of m subsets of U, S = {S1, S2, …, Sm}, find a minimum collection C 
of sets from S such that C covers all elements in U [24].

Finding the minimum and most effective BCS is the main goal of the OBA. Therefore, it rep-
resents the universe by the set of vertices X, the sets by the set of vertices Y and the inclusion 
of elements in sets as edges. Thus, Y has been transformed into a set of subsets of X. The aim 
is to identify the minimum cardinality subset of Y that covers all vertices of X. Finding the 
minimum set cover is an NP-complete problem [25].

Reliable Broadcast over Cognitive Radio Networks: A Bipartite Graph-Based Algorithm
http://dx.doi.org/10.5772/intechopen.69216

15



A comprehensive search may be possible for bipartite graphs of small size. However, the 
space of possible solutions grows exponentially with the cardinality of the vertex set. Hence, 
OBA has been introduced as it is a greedy heuristic algorithm for finding a cover set with a 
minimum number of channels.

OBA continually examines a single channel. In each round, OBA selects the channel which 
connects the greatest number of nodes that have not been covered yet. The indexes of channels 
that have already been chosen is represented by vector BCS, while the set of CRs that are not 
covered yet by the channels in the BCS is represented by U. Initially, BCS = 0, while U = Xi and 
S = Yi. In each round, a channel Si from S is chosen, which has the maximum overlap with U. 

Figure 4. Bipartite graph constructed by node A.

Figure 5. Bipartite graph constructed by node B.

Figure 3. Six-node CR network.
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Then, Si will be added to BCS, removed from S, and any CR users covered by Si will be dropped 
from U, and the operation will be repeated until U is empty.

Broadcast channels set BCS as the output. It is sorted in descending order based on the num-
ber of neighbours covered per channel. Prioritising channels in descending order is essential 
for two key reasons: (1) to guarantee the node picks the first channel in the list as the tuning 
channel TC enabling the maximum connectivity with its neighbouring nodes and (2) the node 
will ensure that the maximum number of neighbouring nodes are targeted during the first 
transmission, the second highest number of neighbours will be targeted during the second 
transmission and so on. Figure 6 explains the operation of the OBA algorithm.

5. Performance evaluation

The OBA protocol is implemented with the ns-2 simulator; we randomly deployed 100 CR 
nodes in a square region of sides 1000 m. The sensing and transmission times are set to Ts = 0.1 s 
and Tt = 0.6 s, respectively. To get accurate results, we repeated each group of simulations  

Figure 6. Flowchart for OBA.
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Figure 7. The effect on the PR users due to CR transmissions.

100 times. The transmission range of each CR user is set to CrCR = 150 m. Moreover, the PR 
user has a transmission range CrPR = 250 m.

The performance of the proposed OBA protocol is compared against three studies: (a) SURF 
strategy proposed in Ref. [9], (b) selective broadcasting (SB) presented in Ref. [19] and (c) 
random strategy (RS).

In SURF, the channels are classified based on the PR vacancy and CR occupancy. This scheme 
transmits on a single channel; therefore, CR nodes within the transmission range of the sender 
may not be able to receive the transmitted data if they tune onto a different channel.

Instead of broadcasting over a single channel, in SB CR nodes broadcast the information over 
a selected group of channels. This approach requires the node to tune to more than one chan-
nel. SB does not provide any synchronisation between transmitter and receiver nodes.

However, RS strategy has been chosen as it is the simplest, and no further information is 
required. In RS, CR nodes randomly pick channels for transmission and/or receiving, without 
any consideration of the ongoing CR and PR activity over these channels.

5.1. PR communication protection

In this section, probable interference ratio (PIR) is characterised. Due to an inappropriate chan-
nel decision from OBA, RS, SB and SURF, PIR is caused by CR nodes to PR nodes. Figure 7 
demonstrates that OBA allows less interference to PR nodes, compared to SURF, SB and RS. 
The proposed broadcasting protocol (OBA) tries to reduce the interference with the PR users’ 
communication. This is achieved by intelligently identifying the unutilised spectrum based 
on a real-time sensing.

In OBA, if there is no available channel at the time of broadcasting due to PR activity, the CR 
will not broadcast the message. Figure 4 illustrates a small PIR value for OBA, which demon-
strates the cases where potential interference would happen if no channel was available and 
the broadcasting continued.
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5.2. Packet delivery ratio

Table 2 and Figures 8 and 9 show the Packet Delivery Ratio (PDR) of OBA, SURF, SB and RS, 
when the total number of channels (Ch) is Ch = 5 and Ch = 10, respectively. Compared to other 
schemes, OBA performed very well and achieves a significant packet delivery ratio.

OBA ensures approximately a 70–80% successful delivery ratio when Ch = 5, while in the case of 
SURF, it is 32%, 21% in SB and 3% in RS. When Ch = 10, OBA guarantees almost an 80–90% suc-
cessful delivery ratio, compared to 29% for SURF, 17% for SB and almost 1% in the case of RS.

It is important to mention that the diversity of PR activity and channel availability lead to the 
formation of different clusters (network topologies) at each CR node. To overcome this prob-
lem, OBA creates communication links with other clusters by broadcasting over the minimum 
set of idle channels. This covers all CR users in the vicinity that increase the successful deliv-
ery of the broadcast messages.

RS does not ensure the broadcast channel is free from PR activity for its transmission. Therefore, 
this causes a severe reduction in the delivery ratio. Although broadcasting is performed using 
multiple channels, SB achieves less successful broadcast delivery compared to OBA.

In certain cases, because of the lack of transmitter/receiver synchronisation between nodes (i.e. 
the tuning channel is selected randomly), the transmitter may not have any effective receivers. 
SURF strategy transmits using a single channel. This means only CR nodes within the trans-
mission range of the source node and tuned to the same channel will be able to receive the 
broadcast message.

It is worth noting that the performance of OBA is slightly enhanced when the number of chan-
nels is increased. Since adding more channels automatically spreads nodes over more chan-
nels; thus, this result is not unreasonable. However, OBA achieves better results when more 
channels are available, when the proper metric is used and the same algorithm is employed 
at the sender and the receiver.

5.3. Channel set size

The number of channels utilised by a CR node to broadcast a message to its single-hop neigh-
bouring node is defined as the channel set size (CSS). In Figure 10, the CSS of OBA is com-
pared with the CSS of RS, SB and SURF in relation to the number of available channels. It is 
clear that SB utilises nearly all of the available channels.

Broadcast technique Packet delivery ratio when 
Ch = 5 (%)

Packet delivery ratio when 
Ch = 10 (%)

Optimal broadcasting algorithm (OBA) 76 83

SURF 32 29

Selective broadcasting (SB) 21 17

Random strategy (RS) 32% 3 1.2

Table 2. Successful packet delivery ratio.
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Figure 8. Successful packet delivery ratio, Ch = 5.

Figure 9. Successful packet delivery ratio, Ch = 10.

Figure 10. Average number of used channels for broadcast per node.

Cognitive Radio20



Figure 8. Successful packet delivery ratio, Ch = 5.

Figure 9. Successful packet delivery ratio, Ch = 10.

Figure 10. Average number of used channels for broadcast per node.

Cognitive Radio20

Moreover, the number of the utilised channels increases when there is more available chan-
nels. This can be explained by the fact that CR nodes are spread over more channels when the 
number of idle channels increases. Consequently, the CR user needs to broadcast over more 
channels. However, the CSS in the case of OBA is considerable.

Furthermore, the increase in the number of available channels does not significantly impact 
the number of used channels. This is achieved by OBA and by using proper metrics to prevent 
CR nodes from dispersing over all the available channels. In addition, OBA helps to merge the 
neighbouring CR nodes to the same channel selection. This in turn results in a considerable 
reduction in the CSS.

Irrespective of the number of available channels, RS and SURF use only a single channel for 
the transmission. It is difficult to use a single channel for broadcasting in CR networks. This 
is because of the nonuniform channel availability and the impossibility of a global common 
channel being available. In the case of OBA, most of the CR neighbouring nodes will success-
fully receive the broadcasting message. This is because OBA connects different local topolo-
gies, which results in a significant increase in the successful packet delivery.

6. Conclusion

In this chapter, the problem of reliable broadcast in ad hoc CRNs is addressed. Due to the spa-
tial variation in spectrum availability, different CR nodes might sense different idle channels, 
which can partition the network into different clusters. By jointly representing the spectrum 
availability and the network local topology as a bipartite graph, the problem of connecting 
different CR nodes can be mapped to the problem of set cover. An intelligent algorithm is 
developed, which guarantees a distributed reliable selection of the broadcast channel with 
a facilitative channel switching facility where primary user activity is detected without the 
need for frequent reselection. It has been shown through simulation results that the only way 
to provide a reliable broadcast that considers the spatial variation of spectrum availability is 
through connecting different local topologies in the absence of a common control channel.
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Abstract

In this chapter, we evaluate the outage performance of decode-and-forward relaying
in cognitive radio networks over Rayleigh fading channels, subject to the relay location
for a secondary user. In particular, we obtain the optimal relay location in wireless
communications systems for the cognitive radio networks, using differential evolution
optimization algorithm. Then, we investigate the optimal transmission rate of the sec-
ondary user. We present the numerical results to validate the proposed theoretical
analysis and to show the effects of the Rayleigh fading channel parameters for the whole
system performance.

Keywords: cognitive radio networks, decode-and-forward relaying, differential evolu-
tion optimization algorithm, optimal relay location, outage probability

1. Introduction

Cognitive radio (CR) is a new approach for wireless communication systems to utilize the
existing spectrum resources efficiently. Spectrum utilization can be increased by opportunisti-
cally allowing the unlicensed secondary user (SU) to utilize a licensed band in the absence of
the primary user (PU) [1–4]. The ability of providing awareness about the usage of the
frequency spectrum or the detection of the PU in a desired frequency band lets the SU access
the radio communication channel without causing harmful interference to the PU [5–8].

Cooperative wireless communications, which depend on cooperation among distributed single-
antenna wireless nodes, have emerged recently as an alternative to multi-antenna systems to
obtain spatial diversity [9–13]. In a wireless communication system, when the source terminal

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



does not have a good-enough link with the destination one, cooperative relaying can be utilized
to improve spectral efficiency, combat with the effects of the channel fading and to increase the
channel capacity. There are various cooperative relaying schemes and two of the most widely
studied in the literature are amplify-and-forward (AF) and decode-and-forward (DF) protocols.
Between them, the DF cooperation protocol is considered in this chapter, in which the relay
terminal decodes its received signal and then re-encodes it before transmission to the destina-
tion [14]. In order to achieve higher outage performance, we investigate the DF relaying in CR
networks over Rayleigh fading channels, subject to the relay location for a SU. Then, we obtain
the optimal relay location for the CR networks and optimal transmission rate of the SU using
the differential evolution (DE) optimization algorithm [15–17].

Most of the previous publications have studied the performance of cooperative communications
techniques over different fading channels and under different constraints [18–26]. In [18], the
authors derive the analytical error rate expressions to develop power allocation, relay selection
and placements with generic noise and interference in a cooperative diversity system employing
AF relaying under Rayleigh fading. Woong and Liuqing [19] address the resource allocation
problem in a differentially modulated relay network scenario. It is shown to achieve the optimal
energy distribution and to find optimal relay location while minimizing the average symbol
error rate. The effect of the relay position on the end-to-end bit error rate (BER) performance is
studied in [20]. Furthermore, Refs. [21–26] investigate the relay node placements minimizing
the outage probability where the performance improvement is quantified. Although cooperative
transmissions have greatly been considered in the above manuscripts, to the best of the our
knowledge, there has not been any notable research for the relay-assisted CR networks based on
the DE optimization algorithm. As far as we know, DE optimization algorithm has not been
applied for obtaining the optimal location of the relaying terminal in CR networks over Rayleigh
fading channels.

In summary, to fill the above-mentioned research gap, we here provide an optimization analysis
yielding the optimal location of the relaying terminal for the SU in CR networks. Furthermore,
we analyse the transmission rate for the SU over Rayleigh fading channels using DE optimiza-
tion algorithm. As far as we know, DE optimization algorithm has not been applied for obtaining
the optimal location of the relaying terminal and the transmission rate in CR networks over
Rayleigh fading channels.

The rest of the chapter is organized as follows: the system model and performance analysis
are described in Section 2 presenting the relay-assisted underlay cognitive radio networks. The
numerical results and simulations are discussed in Section 3 with the DE optimization approach.
Finally, Section 4 provides the concluding remarks.

2. System model and performance analysis

This section presents the system model for the CR networks with DF cooperative relaying
protocol shown in Figure 1. We consider the method developed in [27] that the transmission
links between the source-to-relay and relay-to-destination are subject to Rayleigh fading. In the
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system model for the cooperative relaying, we have both PU and SU, each with a source (PUs

and SUs) and destination (PUd and SUd) nodes. Besides, the relay rð Þ is located in the same line
between SUs and SUd. We assume that PUs only transmits to the PUd and SUs utilize a two-
phase cooperative transmission protocol causing interference to PU within a tolerable level. We
also assume that equal-time allocation is implemented in the relayed transmission. In the first
phase, SUs transmits the signal to r. In the second phase of this transmission, r decodes its
received signal and retransmits (forwards) it to the SUd [27]. We denote the distance between
the secondary source SUs and the relay r as dsr, the distance between the secondary source SUd

and the primary destination PUd as dsp, the distance between the secondary source SUs and the
secondary destination SUd as dsd and finally, the distance between the relay r and the primary
destination PUd as drp. We have

d2
rp ¼ d2

sp þ d2
sr � 2dspdsr cosθ ð1Þ

where the cosine theorem is used. Here, θ is the angle between the horizontal axis and the line
connecting the PUd and SUs nodes.

In a cognitive radio network, the transmission of a primary user has to be protected from the
interference caused by either a secondary user or a relay. The level of the interference induced on
the primary user P0ð Þ must be kept below a maximum tolerable level. On the other hand, when
the level of interference from the secondary user’s activity in the first phase or the relay trans-
mission in the second phase exceeds the prescribed limit of P0, this situation results in a corrup-
tion in the transmission of the primary user. Thus, the transmitting power levels of the primary
user and relay have to be controlled and must not exceed P0. Also, the outage probability of the
primary destination during the source and relay transmission phases must be equal to a certain
predetermined value such as εP. As the maximum transmitting power levels depends on the
location of the relay, SUs and εP, on the other hand, to maximize the data rate at the destination
subject to the outage probability constraints, εs is evaluated by the secondary user.

Destination
[Secondary 
User]

Source 
[Primary User]

sdd

sPU

rsSU dSU

dPU

Destination
[Primary User]

relay
srd

spd rpd

θ

Figure 1. System model for cooperative relaying in cognitive radio networks [27].
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Here, we consider the worst case channel conditions, namely, Rayleigh fading, might cause some
signal power loss between the SUs � r and r� SUd links, also assumingN0, power spectral density
for the background noise is similar in the whole environment for the presented systemmodel. In the
literature, the outage probabilities for the PUd during the source and the relay transmission phase

are respectively given by Pout;source ¼ exp �Po=Psd–α
sp

� �
and Pout;relay ¼ exp �Po=Prd–α

rp

� �
where Ps

is the transmit power of the SUs and Pr is the transmit power of the relay, r [27]. It is assumed that
these equations are equal to one another in order to maximize the transmission rate, and thus, the
transmit powers for the secondary user and the relay are given as

Ps¼
P0dα

sp

�ln εp
� � ð2Þ

Pr¼
P0dα

rp

�ln εp
� � ð3Þ

respectively [27]. Here, α is the path loss exponent, and ln :ð Þ is the natural logarithm operator.

In this study, it is aimed to minimize the outage probability of the secondary user for the DF
relaying scheme and to maximize the transmission rate, R subject to the outage constraints of
the primary user. The main objective of the proposed optimization algorithm is to find the
optimal relay location on the direct link between SUs and SUd terminals. The outage probabil-
ity of the secondary user for the DF relaying can be expressed as follows [27]:

Pout ¼ 1� exp � gðRÞ
2γsd

� �� �
1� exp � gðRÞ

γsr

� �� �

þ 1� γsd

γsd � γrd
exp � gðRÞ

γsd

� �
þ γrd

γrd � γsd
exp � gðRÞ

γrd

� �� �� �
exp � gðRÞ

γsr

� � ð4Þ

where R is the transmission rate for SUs and g Rð Þ ¼ 22 R � 1. We have

R ¼ 1
2
log2 1þ μ

ffiffiffiffiffi
εs

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

dsd

dsp

� ��α drd

drp

� ��α dsr

dsp

� ��α� �. drd

drp

� ��α

þ dsr

dsp

� ��α� �s !
: ð5Þ

Here, the outage probability for the secondary user is given by εs ¼ 1
γsr

þ 1
γrd

� �
1

2γsd
g Rð Þ2. The

average signal-to-noise ratios in the links PUs to PUd, SUs to r, and r to SUd are given by
γsd ¼ μ dsd=dsp

� ��α, γsr ¼ μ dsr=dsp
� ��α, and γrd ¼ μ drd=drp

� ��α. We have μ ¼ P0= �N0ln εp
� �� �

.

For the optimization problem, a function is employed to minimize the outage probability and
maximize the transmission rate for the DF relay-assisted CR system. DE optimization algo-
rithm results show that the system performance can be significantly improved for the optimal
value of the system parameters, seen in the following section.

Cognitive Radio28



Here, we consider the worst case channel conditions, namely, Rayleigh fading, might cause some
signal power loss between the SUs � r and r� SUd links, also assumingN0, power spectral density
for the background noise is similar in the whole environment for the presented systemmodel. In the
literature, the outage probabilities for the PUd during the source and the relay transmission phase

are respectively given by Pout;source ¼ exp �Po=Psd–α
sp

� �
and Pout;relay ¼ exp �Po=Prd–α

rp

� �
where Ps

is the transmit power of the SUs and Pr is the transmit power of the relay, r [27]. It is assumed that
these equations are equal to one another in order to maximize the transmission rate, and thus, the
transmit powers for the secondary user and the relay are given as

Ps¼
P0dα

sp

�ln εp
� � ð2Þ

Pr¼
P0dα

rp

�ln εp
� � ð3Þ

respectively [27]. Here, α is the path loss exponent, and ln :ð Þ is the natural logarithm operator.

In this study, it is aimed to minimize the outage probability of the secondary user for the DF
relaying scheme and to maximize the transmission rate, R subject to the outage constraints of
the primary user. The main objective of the proposed optimization algorithm is to find the
optimal relay location on the direct link between SUs and SUd terminals. The outage probabil-
ity of the secondary user for the DF relaying can be expressed as follows [27]:

Pout ¼ 1� exp � gðRÞ
2γsd

� �� �
1� exp � gðRÞ

γsr

� �� �

þ 1� γsd

γsd � γrd
exp � gðRÞ

γsd

� �
þ γrd

γrd � γsd
exp � gðRÞ

γrd

� �� �� �
exp � gðRÞ

γsr

� � ð4Þ

where R is the transmission rate for SUs and g Rð Þ ¼ 22 R � 1. We have

R ¼ 1
2
log2 1þ μ

ffiffiffiffiffi
εs

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

dsd

dsp

� ��α drd

drp

� ��α dsr

dsp

� ��α� �. drd

drp

� ��α

þ dsr

dsp

� ��α� �s !
: ð5Þ

Here, the outage probability for the secondary user is given by εs ¼ 1
γsr

þ 1
γrd

� �
1

2γsd
g Rð Þ2. The

average signal-to-noise ratios in the links PUs to PUd, SUs to r, and r to SUd are given by
γsd ¼ μ dsd=dsp

� ��α, γsr ¼ μ dsr=dsp
� ��α, and γrd ¼ μ drd=drp

� ��α. We have μ ¼ P0= �N0ln εp
� �� �

.

For the optimization problem, a function is employed to minimize the outage probability and
maximize the transmission rate for the DF relay-assisted CR system. DE optimization algo-
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value of the system parameters, seen in the following section.
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3. Numerical results and simulations

In this section, the numerical results are illustrated through the performance analysis curves of
the proposed underlay cognitive radio networks with DF relaying. The detailed optimization
results with the DE algorithm for DF relaying scheme are listed in Table 1. Here, the results for
the optimal transmission distances, between secondary user source to relay SUs � rð Þ, dsropt are
provided with different θ values, while dsp ¼ dsd, dsp ¼ 2 dsd and dsp ¼ 5 dsd. Besides, the
maximum transmission rate values Rmaxð Þ for the secondary user, SUs, are also illustrated in
the same table. The results demonstrate that maximum transmission rate performance of the
considered system increases while θ and dsp increases.

The outage probability Poutð Þ performance of the considered system is illustrated in Figure 2
with varying θ values when Po=N0ð Þ ¼ 10 dB, α ¼ 4, εS ¼ 0:1, εp ¼ 0:05, dsp ¼ 2 dsd and
dsr ¼ dsd=2. It can be observed from the simulation results in Figure 2 that the optimal θ angle
can be calculated, where the best minimum of Pout is achieved.

dsp ¼ dsd dsp ¼ 2dsd dsp ¼ 5dsd

θ �ð Þ dsropt Rmax θ �ð Þ dsropt Rmax θ �ð Þ dsropt Rmax

10 0.8830 0.5825 10 0.5295 2.7317 10 0.5042 5.4225

20 0.7606 0.6666 20 0.5276 2.7367 20 0.5039 5.4232

30 0.6819 0.7432 30 0.5246 2.7447 30 0.5037 5.4243

40 0.6261 0.8110 40 0.5206 2.7552 40 0.5030 5.4258

50 0.5835 0.8715 50 0.5160 2.7677 50 0.5024 5.4276

60 0.5497 0.9254 60 0.5109 2.7814 60 0.5017 5.4297

70 0.5222 0.9737 70 0.5055 2.7959 70 0.5009 5.4319

80 0.4995 1.0166 80 0.5001 2.8106 80 0.5000 5.4344

90 0.4807 1.0547 90 0.4949 2.8250 90 0.4992 5.4368

100 0.4651 1.0882 100 0.4899 2.8387 100 0.4983 5.4393

110 0.4521 1.1173 110 0.4853 2.8514 110 0.4975 5.4417

120 0.4414 1.1422 120 0.4812 2.8629 120 0,4967 5.4439

130 0.4328 1.1631 130 0.4777 2.8729 130 0.4960 5.4458

140 0.4259 1.1800 140 0.4747 2.8813 140 0.4954 5.4475

150 0.4207 1.1931 150 0.4724 2.8880 150 0.4950 5.4489

160 0.4171 1.2024 160 0.4707 2.8928 160 0.4946 5.4499

170 0.4149 1.2080 170 0.4697 2.8957 170 0.4944 5.4505

180 0.4142 1.2098 180 0.4694 2.8966 180 0.4943 5.4507

Table 1. Optimization results for DF relaying with different θ values for dsp ¼ dsd, dsp ¼ 2 dsd, and dsp ¼ 5 dsd.
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Figure 3 shows the transmission rate over Rayleigh fading channel versus Po=N0ð Þ when α ¼ 4,
εS ¼ 0:1, εp ¼ 0:05, θ ¼ π=2, dsp ¼ 2 dsd and dsr ¼ dsd=2. The results clearly show that R
increases with the increase of the Po=N0ð Þ.
The transmission rate Rð Þ of the considered system for the SUs � r link with the normalized dsd

distance is illustrated in Figure 4 when Po=N0ð Þ ¼ 10 dB, α ¼ 4, εS ¼ 0:1, εp ¼ 0:05, θ ¼ π=2
and dsp ¼ 2 dsd. Figure 4 indicates that the maximum transmission rate is achieved when the
optimal transmission distances are used.

Figure 2. Pout for the considered underlay CR network with DF relaying under different θ values.

Figure 3. R vs. Po=N0ð Þ.
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Figure 5 depicts the outage probability performance as a function of dsr=dsdð Þ. Here, Po=N0ð Þ ¼
10 dB, α ¼ 4, εS ¼ 0:1, εp ¼ 0:05, θ ¼ π=2 and dsp ¼ 2 dsd. The results obtained in Figure 4
closely match with the results in Figure 5. Therefore, it can be deduced that the optimal
placement of the relay terminal can be performed based on dsr=dsdð Þ ¼ 0:5, which leads to the
midpoint of the transmission link of SUs � SUd as the optimal position.

In Figure 6, the transmission rate for the PUd � SUs link is monitored for the normalized dsd

distance over Rayleigh fading channel while Po=N0ð Þ ¼ 10 dB, α ¼ 4, εS ¼ 0:1, εp ¼ 0:05,
θ ¼ π=2 and dsr ¼ dsd=2. In addition, Pout performance analysis is also studied for the trans-
mission link for PUd � SUs with the normalized distance of dsd and demonstrated in Figure 7
using the same parameters in Figure 6.

Figure 4. R vs. dsr=dsdð Þ for Po=N0ð Þ ¼ 10 dB.

Figure 5. Pout for varying dsr=dsdð Þ with Po=N0ð Þ ¼ 10 dB.
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Figure 6. R vs. dsp=dsd
� �

over Rayleigh fading channel while Po=N0ð Þ ¼ 10 dB.

Figure 8. dsr=dsdð Þ vs. R over Rayleigh fading channel with different θ values for Po=N0ð Þ ¼ 10 dB, dsp ¼ dsd, dsp ¼ 2 dsd
and dsp ¼ 5 dsd.

Figure 7. Pout performance with varying dsp=dsd
� �

while Po=N0ð Þ ¼ 10 dB.
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The normalized dsr distance varying with the transmission rate R over Rayleigh fading channel
for different θ values and transmission links, dsp ¼ dsd, dsp ¼ 2 dsd and dsp ¼ 5 dsd are shown
in Figure 8. Besides, in Figure 9, dsr=dsd normalized distances are calculated for the different θ
angles with varying dsp values. Here, both figures are plotted for the values of Po=N0ð Þ ¼ 10 dB,
α ¼ 4, εS ¼ 0:1 and εp ¼ 0:05.

The maximum transmission rate varying with different θ values for dsp ¼ dsd, dsp ¼ 2 dsd and
dsp ¼ 5 dsd, while Po=N0ð Þ ¼ 10 dB is depicted in Figure 10. The figure demonstrates the effect
of dsp with varying θ angles. The results show that the maximum transmission rate of the
considered system increases while θ and dsp increases.

Finally, the maximum transmission rate, varying with the normalized distance for different dsp

values, is depicted in Figure 11. It is seen that while the drp=dsd increases, the system perfor-
mance also increases when θ is in the interval of 0 � π½ �. In other words, these results also
prove that the R performance is directly related with the PUd � SUs transmission link. While
in case of dsp distance is increased, the maximum transmission is achieved.

Figure 9. dsr=dsdð Þ vs. θ values for dsp ¼ dsd, dsp ¼ 2 dsd and dsp ¼ 5 dsd while Po=N0ð Þ ¼ 10 dB.

Figure 10. Maximum transmission rate varying with different θ values for dsp ¼ dsd, dsp ¼ 2 dsd and dsp ¼ 5 dsd while
Po=N0ð Þ ¼ 10 dB.
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4. Conclusions

In this chapter, we present a comprehensive performance analysis of the outage probability Poutð Þ
and transmission rate Rð Þ of the underlay cognitive radio networks with decode-and-forward
relaying over Rayleigh fading channel. We provide a rigorous data for the optimal locations of the
relay terminal using differential evolution optimization algorithm. We investigate the maximum
transmission rate of the secondary user, and the outage probability subject to the distance of
dsp, dsr, drp, normalized with dsd between PUd � SUs, SUs � r and PUd � r transmission links,
respectively. We then present the effect of the θ angle, between PUd � SUs link and the horizontal
axis, on the Pout and R performance. The numerical results, validates the theoretical analysis,
show that dsp distance and θ angle, which is in the interval of 0� π½ �, have significant perfor-
mance improvement on the transmission rate and the outage probability.

Acknowledgements

This workwas supported in part by the Research Fund of Dumlupinar University under Scientific
Research Project BAP/2016-84.

Author details

Mustafa Namdar* and Arif Basgumus

*Address all correspondence to: mustafa.namdar@gmail.com

Department of Electrical and Electronics Engineering, Dumlupinar University, Kutahya,
Turkey

Figure 11. Maximum transmission rate varying with drp values normalized with dsd, for different PUd � SUs distance
while dsr ¼ dsd=2 and Po=N0ð Þ ¼ 10 dB.

Cognitive Radio34



4. Conclusions

In this chapter, we present a comprehensive performance analysis of the outage probability Poutð Þ
and transmission rate Rð Þ of the underlay cognitive radio networks with decode-and-forward
relaying over Rayleigh fading channel. We provide a rigorous data for the optimal locations of the
relay terminal using differential evolution optimization algorithm. We investigate the maximum
transmission rate of the secondary user, and the outage probability subject to the distance of
dsp, dsr, drp, normalized with dsd between PUd � SUs, SUs � r and PUd � r transmission links,
respectively. We then present the effect of the θ angle, between PUd � SUs link and the horizontal
axis, on the Pout and R performance. The numerical results, validates the theoretical analysis,
show that dsp distance and θ angle, which is in the interval of 0� π½ �, have significant perfor-
mance improvement on the transmission rate and the outage probability.

Acknowledgements

This workwas supported in part by the Research Fund of Dumlupinar University under Scientific
Research Project BAP/2016-84.

Author details

Mustafa Namdar* and Arif Basgumus

*Address all correspondence to: mustafa.namdar@gmail.com

Department of Electrical and Electronics Engineering, Dumlupinar University, Kutahya,
Turkey

Figure 11. Maximum transmission rate varying with drp values normalized with dsd, for different PUd � SUs distance
while dsr ¼ dsd=2 and Po=N0ð Þ ¼ 10 dB.

Cognitive Radio34

References

[1] Yucek T, Arslan H. A survey of spectrum sensing algorithms for cognitive radio applica-
tions. IEEE Communications Surveys & Tutorials. 2009;11(1):116–130. DOI: 10.1109/
SURV.2009.090109

[2] Ma J, Li GY, Juang BH. Signal processing in cognitive radio. Proceedings of the IEEE.
2009;97(5):805–823. DOI: 10.1109/JPROC.2009.2015707

[3] Letaief KB, ZhangW. Cooperative communications for cognitive radio networks. Proceedings
of the IEEE. 2009;97(5):878–893. DOI: 10.1109/JPROC.2009.2015716

[4] Akyildiz IF, Lee WY, Vuran MC, Mohanty S. NeXt generation/dynamic spectrum access/
cognitive radio wireless networks: A survey. Computer Networks. 2006;50(13):2127–2159.
DOI: 10.1016/j.comnet.2006.05.001

[5] Namdar M, Ilhan H, Durak-Ata L. Spectrum sensing for cognitive radio with selection
combining receiver antenna diversity. In: IEEE 21st Signal Processing and Communica-
tions Applications Conference, April 2013; Girne, Northern Cyprus. pp. 1–4

[6] Namdar M, Sahin B, Ilhan H, Durak-Ata L. Chirp-z transform based spectrum sensing
via energy detection. In: IEEE 20th Signal Processing and Communications Applications
Conference, April 2012; Mugla, Turkey. pp. 1–4

[7] Namdar M, Ilhan H, Durak-Ata L. Partial spectrum utilization for energy detection in
cognitive radio networks. In: IEEE International Congress on Ultra Modern Telecommu-
nications and Control Systems, October 2012; St. Petersburg, Russia. pp. 989–994

[8] Namdar M, Ilhan H, and Durak-Ata L. Dispersed chirp-z transform-based spectrum sens-
ing and utilization in cognitive radio networks. IET Signal Processing. 2014;8(4):320–329.
DOI: 10.1049/iet-spr.2013.0127

[9] Namdar M, Ilhan H, and Durak-Ata L. Optimal detection thresholds in spectrum sensing
with receiver diversity. Wireless Personal Communications, 2016;87(1):63–81. DOI:
10.1007/s11277-015-3026-6

[10] Sendonaris A, Erkip E, Aazhang B. User cooperation diversity—part I: System description. IEEE
Transactions on Communications. 2003;51(11):1927–1938. DOI: 10.1109/TCOMM.2003.818096

[11] Sendonaris A, Erkip E, Aazhang B. User cooperation diversity—part II: Implementation
aspects and performance analysis. IEEE Transactions on Communications. 2003;51
(11):1939–1948. DOI: 10.1109/TCOMM.2003.819238

[12] Laneman JN, Wornell GW. Distributed space-time-coded protocols for exploiting cooper-
ative diversity in wireless networks. IEEE Transactions on Information Theory. 2003;49
(10):2415–2425. DOI: 10.1109/TIT.2003.817829

[13] Laneman JN, Tse DNC, Wornell GW. Cooperative diversity in wireless networks: Effi-
cient protocols and outage behavior. IEEE Transactions on Information Theory. 2004;50
(12):3062–3080. DOI: 10.1109/TIT.2004.838089

Outage Performance Analysis of Underlay Cognitive Radio Networks with Decode‐and‐Forward Relaying
http://dx.doi.org/10.5772/intechopen.69244

35



[14] Ilhan H. Performance analysis of cooperative vehicular systems with co-channel interfer-
ence over cascaded Nakagami-m fading channels. Wireless Personal Communications.
2015;83:203–214. DOI: 10.1007/s11277-015-2389-z

[15] Basgumus A, Hicdurmaz B, Temurtas H, Namdar M, Altuncu A, Yilmaz G. Optimum
transmission distance for relay-assisted free-space optical communication systems.
Elsevier Optik. 2016;127(16):6490–6497. DOI: 10.1016/j.ijleo.2016.04.070

[16] Basgumus A, Namdar M, Yilmaz G, Altuncu A. Performance comparison of the differen-
tial evolution and particle swarm optimization algorithms in free-space optical commu-
nications systems. Advances in Electrical and Computer Engineering. 2015;15(2):17–22.
DOI: 10.4316/AECE.2015.02003

[17] Basgumus A, Namdar M, Yilmaz G, Altuncu A. Performance analysis of the differential
evolution and particle swarm optimization algorithms in cooperative wireless communi-
cations. In: Baskan O. editor. Optimization Algorithms-Methods and Applications.
Rijeka, Croatia: InTech. 2016. ISBN: 978-953-51-2593-8. DOI: 10.5772/62453

[18] Nasri A, Schober R, Blake IF. Performance and optimization of cooperative diversity
systems in generic noise and interference. In: IEEE International Communications Con-
ference. May 2010; Cape Town, South Africa. pp. 1132–1143

[19] Woong C, Liuqing Y. Optimum resource allocation for relay networks with differential
modulation. IEEE Transactions on Communicaitons. 2008;56(4):531–534. DOI: 10.1109/
TCOMM.2008.060104

[20] Mohammed H, Khalaf TA. Optimal positioning of relay node in wireless cooperative
communication networks. In: IEEE 9th International Computer Engineering Conference,
December 2013; pp. 122–127

[21] Lloyd E, Xue G. Relay node placement in wireless sensor networks. IEEE Transactions on
Computers. 2007;56(1):134–138. DOI: 10.1109/TC.2007.250629

[22] Han B, Li J, Su J. Optimal relay node placement for multi-pair cooperative communica-
tion in wireless networks. In: IEEE Wireless Communications and Networking Confer-
ence, April 2013; San Francisco, USA. pp. 4724–4729

[23] Yue H, Pan M, Fang Y. Glisic S. Spectrum and energy efficient relay station in placement
in cognitive radio networks. IEEE Journal on Selected Areas in Communications. 2013;31
(5):883–893. DOI: 10.1109/JSAC.2013.130507

[24] Palombara CL, Tralli V, Masini BM, Conti A. Relay-assisted diversity communications. IEEE
Transactions on Vehicular Technology. 2013;62(1):415–421. DOI: 10.1109/TVT.2012.2218841

[25] Ikki SS, Aissa S. Study of optimization problem for amplify-and-forward relaying over
Weibull fading channels. In: IEEE 72nd Vehicular Technology Conference Fall, September
2010; Ottowa, Canada. pp. 1–5

[26] Han L, Mu J, Wang W, Zhang B. Optimization of relay placement and power allocation
for decode-and-forward cooperative relaying over correlated shadowed fading channels.

Cognitive Radio36



[14] Ilhan H. Performance analysis of cooperative vehicular systems with co-channel interfer-
ence over cascaded Nakagami-m fading channels. Wireless Personal Communications.
2015;83:203–214. DOI: 10.1007/s11277-015-2389-z

[15] Basgumus A, Hicdurmaz B, Temurtas H, Namdar M, Altuncu A, Yilmaz G. Optimum
transmission distance for relay-assisted free-space optical communication systems.
Elsevier Optik. 2016;127(16):6490–6497. DOI: 10.1016/j.ijleo.2016.04.070

[16] Basgumus A, Namdar M, Yilmaz G, Altuncu A. Performance comparison of the differen-
tial evolution and particle swarm optimization algorithms in free-space optical commu-
nications systems. Advances in Electrical and Computer Engineering. 2015;15(2):17–22.
DOI: 10.4316/AECE.2015.02003

[17] Basgumus A, Namdar M, Yilmaz G, Altuncu A. Performance analysis of the differential
evolution and particle swarm optimization algorithms in cooperative wireless communi-
cations. In: Baskan O. editor. Optimization Algorithms-Methods and Applications.
Rijeka, Croatia: InTech. 2016. ISBN: 978-953-51-2593-8. DOI: 10.5772/62453

[18] Nasri A, Schober R, Blake IF. Performance and optimization of cooperative diversity
systems in generic noise and interference. In: IEEE International Communications Con-
ference. May 2010; Cape Town, South Africa. pp. 1132–1143

[19] Woong C, Liuqing Y. Optimum resource allocation for relay networks with differential
modulation. IEEE Transactions on Communicaitons. 2008;56(4):531–534. DOI: 10.1109/
TCOMM.2008.060104

[20] Mohammed H, Khalaf TA. Optimal positioning of relay node in wireless cooperative
communication networks. In: IEEE 9th International Computer Engineering Conference,
December 2013; pp. 122–127

[21] Lloyd E, Xue G. Relay node placement in wireless sensor networks. IEEE Transactions on
Computers. 2007;56(1):134–138. DOI: 10.1109/TC.2007.250629

[22] Han B, Li J, Su J. Optimal relay node placement for multi-pair cooperative communica-
tion in wireless networks. In: IEEE Wireless Communications and Networking Confer-
ence, April 2013; San Francisco, USA. pp. 4724–4729

[23] Yue H, Pan M, Fang Y. Glisic S. Spectrum and energy efficient relay station in placement
in cognitive radio networks. IEEE Journal on Selected Areas in Communications. 2013;31
(5):883–893. DOI: 10.1109/JSAC.2013.130507

[24] Palombara CL, Tralli V, Masini BM, Conti A. Relay-assisted diversity communications. IEEE
Transactions on Vehicular Technology. 2013;62(1):415–421. DOI: 10.1109/TVT.2012.2218841

[25] Ikki SS, Aissa S. Study of optimization problem for amplify-and-forward relaying over
Weibull fading channels. In: IEEE 72nd Vehicular Technology Conference Fall, September
2010; Ottowa, Canada. pp. 1–5

[26] Han L, Mu J, Wang W, Zhang B. Optimization of relay placement and power allocation
for decode-and-forward cooperative relaying over correlated shadowed fading channels.

Cognitive Radio36

EURASIP Journal on Wireless Communications and Networking. 2014;2014(41):1–7.
DOI: 10.1186/1687-1499-2014-41

[27] Zhu J, Huang J, Zhang W. Optimal one-dimensional relay placement in cognitive radio
networks. In: IEEE International Conference on Wireless Communications & Signal
Processing, October 2010; Suzhou, China. pp. 1–6

Outage Performance Analysis of Underlay Cognitive Radio Networks with Decode‐and‐Forward Relaying
http://dx.doi.org/10.5772/intechopen.69244

37





Section 3

Hardware Aspects





Chapter 4

Analog‐to‐Digital Conversion for Cognitive Radio:
Subsampling, Interleaving, and Compressive Sensing

José Ramón García Oya,
Fernando Muñoz Chavero and
Rubén Martín Clemente

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.69241

Abstract

This chapter explores different analog-to-digital conversion techniques that are suitable
to be implemented in cognitive radio receivers. This chapter details the fundamentals,
advantages, and drawbacks of three promising techniques: subsampling, interleaving,
and compressive sensing. Due to their major maturity, subsampling- and interleaving-
based systems are described in further detail, whereas compressive sensing-based systems
are described as a complement of the previous techniques for underutilized spectrum
applications. The feasibility of these techniques as part of software-defined radio,
multistandard, and spectrum sensing receivers is demonstrated by proposing different
architectures with reduced complexity at circuit level, depending on the application
requirements. Additionally, the chapter proposes different solutions to integrate the advan-
tages of these techniques in a unique analog-to-digital conversion process.

Keywords: analog-to-digital conversion, cognitive radio, compressive sensing, interleav-
ing, multistandard receivers, software-defined radio, spectrum sensing, subsampling

1. Introduction

Analog-to-digital conversion (ADC) stage is one of the main bottlenecks of the high-speed
telecommunications systems. This chapter presents a survey of different feasible analog-to-
digital conversion techniques that are suitable to overcome these difficulties and to get the
software-defined radio (SDR) paradigm [1], where most functionalities, instead of being
performed in the analog domain (i.e., filters and mixers), are performed in the digital domain.
In SDR, the analog-to-digital conversion is implemented immediately after the antenna, and
the radio frequency (RF) signal is directly converted to digital without any previous mixing

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



stage. Since it is not possible to approach this idea with traditional analog-to-digital conversion
from current commercial devices, this chapter describes some techniques that may be employed
instead. Although the proposed systems have more restrictive specifications, these solutions
reduce the final complexity, as will be detailed in this chapter. This work explores three different
promising techniques: subsampling, interleaving, and compressive sensing (CS).

The proposed techniques are an appealing solution to approach the cognitive radio (CR)
objectives [2, 3], which are conditioned by the physical implementation of the SDR receiver.
Due to the necessity of several wireless standards coexisting in the same device, a high
flexibility and programmability will be an important requirement for the proposed architec-
tures, with the objective of being employed in multistandard receivers.

With these objectives in mind, this chapter describes in detail three different approaches
for implementing the analog-to-digital conversion stage. The choice of one or other of these
approaches will depend on the environment, the properties of the received signals, and the
parameters that have to be optimized. For receivers where the main requirements are a high-
resolution and a high-analog bandwidth that covers a maximum number of communication
standards, we propose a system based on subsampling techniques. For applications where the
main requirement is to maximize the data acquisition rate, the proposed system is based on
interleaving techniques, that is, the interconnection of several analog-to-digital converters in
parallel. Finally, compressive sensing techniques will be preferred for scenarios where the
spectrum can be considered sparse, that is, for a wideband spectrum with a low spectral
occupancy, where it will be possible to recover the received signal and implement an estima-
tion of the radio channel by using a reduced number of samples from the ADC. This emerging
technology will be presented at architectural level, so that it will be studied from the point
of view of its integration with the two main techniques detailed in this chapter, that is,
subsampling and interleaving techniques, with the objective of exploiting their advantages
for sparse spectrum sensing applications.

2. Subsampling techniques

2.1. Overview of the subsampling concepts

2.1.1. Subsampling idea

Subsampling-based systems, whose conceptual diagram is illustrated in Figure 1, are a feasible
alternative to the classic mixing-based receiver architectures. The received signal is filtered by
an RF band-pass filter that can be a tunable filter or a bank of filters. The incoming band-pass
signal is sampled below the Nyquist rate [4, 5], being possible to avoid aliasing using some
sampling properties. This sampled signal is converted to digital using an ADC at intermediate
sampling rate. The main advantage of this scheme is its simplicity, because the number of
components is reduced, being possible to place the data conversion very close to the antenna.
As a consequence, many operations like filtering, frequency translation, and demodulation can
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be implemented in digital domain, taking advantage of low-cost digital very large-scale inte-
gration (VLSI) solutions, and leading to a high integration while eliminating problems such as
DC offset and 1/f noise.

In addition to system cost reduction, pushing these functions in digital domain eliminates
many of the sensitivities of analog solutions, such as device matching, environmental sensitiv-
ity, and performance variation over time. The flexibility and reconfigurability required by SDR
applications are also increased by moving the ADC into IF stage and, moreover, it is possible
to use this architecture for wideband and multistandard applications because of its large
analog bandwidth. In this architecture, a single ADC can sample multiple signal channels,
which are then separated and demodulated in parallel in digital domain.

In Figure 1, the Sample & Hold (S&H) after the low noise amplifier (LNA) downconverts the
RF signal to intermediate frequency. This enables us to relax the constraints on the S&H inside
the ADC: if the bandwidth of the ADC is required to include the RF carrier frequency, it may
not be possible to simultaneously fulfill the conditions on the required dynamic range and
resolution of the ADC using the current technologies. To mention other problems, subsampling
receivers have several noise sources, such as the jitter and thermal noise folded in the band of
interest, which will be detailed in the subsequent sections.

Finally, RF band-pass filtering is required when avoiding overlap between folded signals is
necessary. These BP filters, especially on-chip filters, are difficult to implement at high frequen-
cies. Although external filters, such as SAW filters, can be used, they are only available at
limited number of frequencies, so this is not a practical solution to design multistandard
receivers. Alternatively, increasing the sampling frequency can decrease the selectivity of the
filter. However, this solution has some drawbacks, such as the high technology and high cost
required by the ADC, whose resolution and dynamic range will be degraded as compared to
lower sample rate ADC alternatives. Also, power consumption increases with sample rate.
Therefore, the cost, performance and power consumption of other devices (such as ADC clock
sources or digital circuits after the ADC) also depend on the ADC sample rate. In this section,
we address the problem of planning the sampling frequencies with the objective of avoiding

Figure 1. Conceptual diagram of the subsampling receiver architecture.
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this overlapping between signals and reduce the complexity of the RF filtering. Note that we
do not consider additional adjacent interferers not overlapped with the desired signal since
they can be suppressed by additional channel filtering in digital domain.

2.1.2. Selecting the optimal sampling frequency

For an input signal with carrier frequency fc and analog bandwidth BW, the minimal sampling
frequency fs is established by the Nyquist theorem, fs> 2B, being B ¼ fcþ BW/2. However, if we
are processing band-pass signals, aliasing can be avoided with a lower fs when Eq. (1) is
satisfied [5]:

2f c � BW
m� 1

> f s >
2f c þ BW

m
ð1Þ

where m is an integer number representing the number of replicas of the original signal that
appears in the range [0, fc� BW/2]. Note also that fs has to be higher than two times BW. The
maximum number of copies needed to avoid aliasing is calculated by Eq. (2) [5]:

mmax ¼ f loorððf c þ BW=2Þ=BWÞ ð2Þ

A suitable value in the range given by Eq. (1) is the one that produces a copy on fs/4. This
frequency is given by Eq. (3) [5]:

f s ¼
4f c
modd

ð3Þ

where modd is an integer odd number greater than 1. Moreover, if this value is 5, 9, 13,…, there
is no spectral inversion. Sampling at 4fc/modd results in a larger subsampling frequency band-
width and relaxes the filtering requirements after the S&H.

2.1.3. Subsampling nonidealities

This section is centered in the main nonidealities of the S&H illustrated in Figure 1, which is
the most critical device in the subsampling-based systems, as it processes high-frequency
signals.

2.1.3.1. Jitter noise

Ideally, the time interval between samples is a constant value equal to 1/fs. Nevertheless, in
practice there are fluctuations due to jitter. This jitter produces an increment of the output total
noise, thus limiting the effective number of bits (ENOB). Jitter is produced by two different
sources: the phase noise associated to the oscillator and the aperture jitter of the S&H. At a first
approach, we can consider both sources of jitter as noncorrelated Gaussian stochastic pro-
cesses. When the input is a sinusoidal signal like y(t) ¼ Asin(2πfint), signal-to-noise ratio
(SNR) at the S&H output is determined by [6, 7]
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SNR ¼
A2

2

Nτ
¼

1
4π2f 2inσ2τ

: 2πf inστ << 1

1

2ð1� e�2π2f 2inσ2τÞ
: otherwise

8>>>>><
>>>>>:

ð4Þ

where Nτ is the average noise power and στ is the jitter standard deviation. Note that the SNR
is degraded when the input frequency increases.

2.1.3.2. Folded thermal noise

The S&H can bemodeled as illustrated in Figure 2a [6], where the switch introduces a thermal noise
with a power spectral density (PSD) equal to Sin(f)¼ 2kTRon, where k is the Boltzmann constant, T is
the temperature, and Ron is the on-resistance of the switch. This noise is AWGN (additive white
Gaussian noise) and is folded in the band of interest by the subsampling process (Figure 2b).

Ron and Cmodel a low-pass (LP) filter (Figure 2a) with transfer functionH(f)¼ 1/(1þ j2πfRonC),
whose 3-dB cutoff frequency is equal to f3dB ¼ 1/(2πRonC). The output PSD will be [7]

Soutðf Þ ¼ Sinðf ÞjHðf Þj2 ¼ 2kTRon
1

1þ 4π2f 2R2
onC

2 ð5Þ

Being the total noise power (by a two-sided representation):

Pout ¼
ð∞

�∞

Soutðf Þdf ¼ kT
C

ð6Þ

For modeling purposes, the output noise can be considered to be a Gaussian thermal noise filtered
by a brick-wall filter of bandwidth equal to Beff (i.e., the noise bandwidth in Figure 2c) [7]:

Beff ¼ 1
4RonC

¼ π
2
f 3dB ð7Þ

Figure 2. (a) S&H model, (b) noise folded in the band of interest, and (c) effective noise bandwidth.
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Therefore, the noise power can be rewritten as follows [7]:

Pout ¼ kT
C

¼ 2kTRon � ð2BeffÞ ð8Þ

On the other hand, the SNR in [�Beff, Beff] is defined as [6]

SNR ¼ Ps

Ni þ ðm� 1ÞNo
ð9Þ

where Ps is the signal power spectral density,m is the number of replicas, andNi andNo are the
in-band and the out-of-band noise power spectral densities, respectively. Setting 2Beff ¼ mfs,
when m ¼ 1 the Nyquist theorem is met and the SNR is not affected by the folded noise.
Otherwise, if m > 1, and assuming Ni ¼ No ¼ N:

SNR ¼ Ps

mN
¼ Ps

Nð2Beff=f sÞ
ð10Þ

Thereby, the out-of-band folded noise reduces the SNR by a factor 2Beff/fs. From Eq. (10), we can
observe that the SNR increases around 3 dB when the sampling frequency is doubled. Thus,
regarding the noise, it is convenient to select the largest sampling frequency among the set of
possible sampling frequencies defined by the digital signal processing block specifications.

2.2. Noise performance optimization: multiple clocking techniques

This section describes a method for improving the resolution that employs two consecutive
subsampling stages, with the objective to reduce the folded noise effect. The use of two sub-
sampling processes enables us to increase the sampling frequency of the first stage, resulting in
a lower contribution of the first S&H to the folded thermal noise.

Figure 3 illustrates two different alternatives to implement a subsampling-based receiver.
Figure 3a shows the scheme for a unique clock, whereas Figure 3b shows the scheme with
two different clocks. The scheme illustrated in Figure 3awas employed in Ref. [8] by using the
S&H Inphi 1821TH and the ADC E2V AT84AS001, with a maximum sampling frequency of
2 GHz and 500 MHz, respectively. Therefore, the unique sampling frequency for this architec-
ture is limited to 500 MHz. However, the sampling frequency of the first S&H in Figure 3b can
be selected up to 2 GHz, obtaining a band-limited signal at the output [9]. As the first sampling
frequency is very large, the folded thermal noise added by this stage is reduced. After filtering,
the resulting signal is sampled again by a second S&H at 400–500 MHz.

Figure 3 also illustrates the folded noise (dotted line) for the single clock (Figure 3a) and the
multiple clock (Figure 3b) cases, considering for both cases the same thermal noise level at the
input of the S&H (solid line) and from the ADC (dashed line). Since the effective noise
bandwidth of the S&H is typically much larger than that of the ADC, the improvement
achieved at the S&H in Figure 3b is usually dominant. In Figure 3b, a BP filter is necessary to
select a proper band and decrease the out-of-band noise folded by the second subsampling
process, while an LP filter with a cutoff frequency equal to fs/2 may be enough in Figure 3a.
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Assuming that the noises of both S&Hs in Figure 3 are uncorrelated, from Eq. (10), the output
power spectral density due to the S&Hs white noise in Figure 3a and b, respectively, is [9] as
follows:

PNðaÞ ¼ 2Beff1

f s
N1 þ 2Beff2

f s
N2 ; PNðbÞ ¼ 2Beff1

f s1
N1 þ 2Beff2

f s2
N2 ð11Þ

Where N1 and N2 are the noise power introduced by S&H1 and S&H2, respectively, and Beff1

and Beff2 their respective noise bandwidths. Note that there will not be folding ofN1 during the
second sampling process because the signal is filtered at IF in both cases using a BP filter.
Therefore, the SNR improvement obtained with this multiple clocking method is given by [9]

SNRðbÞ
SNRðaÞ

¼ Ps=NðbÞ
Ps=NðaÞ

¼ Beff1N1 þ Beff2N2

f s
f s1

Beff1N1 þ f s
f s2

Beff2N2

ð12Þ

As the first S&H processes high-frequency signals, Beff1>> Beff2. In addition, we can consider
the noise power spectral densities of both S&Hs with the same order of magnitude. Then,
Eq. (12) can be approximated by [9]

SNRðbÞ
SNRðaÞ

≈
1

f s
f s1

þ f s
f s2

Beff2

Beff1

ð13Þ

The most influential term in this improvement is fs1/fs, that is, a higher value of this ratio will
mean a better SNR improvement. The experimental results obtained for an analog input signal
bandwidth of 20 MHz are given in Figure 4, where it is possible to observe the improvement
over the ENOB by using the proposed technique.

2.3. Subsampling-based systems for cognitive radio applications (I): approach
for nonlinear and multi-band environments

2.3.1. Studied scenarios

The benefit of using a subsampling-based receiver for cognitive radio is, besides its simplicity and
reconfigurability, that the capability of hopping between different spectrum spans only requires

Figure 3. Folded noise effects using single clock (a) and multiple clock (b).
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adjusting the sampling frequencies and selecting the appropriate band-pass filters. However,
there is a challenge when using subsampling concurrently in a multi-signal environment and/or
nonlinear conditions, because the replicas of the generated harmonics are folded back in the band
of interest andmay overlap with the desired signals. This issue was addressed in Ref. [10] where a
universal formula for subsampling in nonlinear systems was developed for single-band applica-
tions. In dual-band receiver applications, the main problem of subsampling is the possible over-
lapping between the replicas of the two desired signals in the IF frequency band. This problem
was studied in Ref. [11] for multi-band linear and noninterfering environments.

As one example of application, a dual-band subsampling receiver has been proposed for use in
a feedback loop of a dual-band transmitter for linearization purposes using digital pre-
distortion [12]. In Ref. [13], a subsampling receiver for dual-band applications was proposed,
due its simplicity, to implement a cognitive radio sensing different bands and checking if they
are in use. In Ref. [13], the designed subsampling receiver does not consider any interferers,
harmonics, or intermodulation effects.

This section extends the above study [12, 13] by optimizing the SNR of concurrent dual-band
signals at the receiver in a multi-signal or nonlinear environment. The requirement of increas-
ing the analog bandwidth and reducing the effect of the folded noise leads to propose new
receiver topologies with the objective of improving these features for a larger number of
communication standards. Interferences and spurious signals in the received spectrum can be
treated as intermodulation products using the same optimization technique that will be
described later, so when these signals are subsampled the resulting aliasing components with
these unwanted and spurious signals do not overlap with the desired signal.

As an additional benefit, these extra conditions used in the sampling frequency selection can
lead to more relaxed RF filter requirements, since the known unwanted signals in the spectrum
will not affect the desired signal bandwidth at IF and, therefore, they will be filtered more
easily after being subsampled.

Figure 5 illustrates a basic scheme for a concurrent dual-band subsampling-based receiver. It
consists of LNA, S&H, ADC, and band-pass filters (located in different parts of the receiver
chain to filter out unwanted signals).

Figure 4. ENOB obtained using single clocking and multiple clocking techniques.
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In concurrent dual-band applications, the LNA may introduce intermodulation and cross-
modulation components at the receiver path right before the S&H block. Proper filtering at
the receiver may attenuate the level of unwanted intermodulation components, without
completely removing them all. In subsampling-based receivers, these intermodulation and
cross-modulation leakage signals could be a significant source of noise for the in-band
signals. In fact, it depends on the selected subsampling frequency, and proper and careful
subsampling frequency selection could avoid the overlapping between the desired in-band
signals and the unwanted intermodulation and cross-modulation signals leakage through
the band-pass filter. Figure 5 also illustrates the signal spectra at different points of the
receiver. The purpose of the first band-pass filter is to remove the out-band undesired
spectrum. Because of the nonlinear nature of the concurrent dual-band LNA, intermodula-
tion and cross-modulation components are generated in the receiver path. The second band-
pass filter attenuates these unwanted components as much as possible. The signals at the
input of S&H are the two desired signals plus those unwanted spurious components with a
signal level higher than the noise floor.

The signals produced by the LNA nonlinearity can be overlapped when subsampled by the
S&H. The architectures proposed in this work to avoid this overlapping are based on single
and multiple clock techniques, where the objective is to optimize the noise performance and
the flexibility of the system for its use in multistandard applications. The work presented in
this section encompasses an analysis of the multi-signal subsampling receiver from noise and
nonlinear distortion perspectives, and proposes optimized architectures to mitigate these
aspects and to improve the overall performance of the subsampling receiver in multi-signal
environment in terms of signal quality and subsampling speed, along with an experimental
validation.

2.3.2. Subsampling in nonlinear environments

When an input signal centered at f1 (Figure 6a) [10] drives a nonlinear system, the output
signal may produce multiple spectra, with different bandwidths, centered at integer multiples
of f1 (see Figure 6a). Let us consider any two intermodulation products at frequencies if1 and
jf1, with respective bandwidths Bi and Bj and j > i. It can be easily shown (see Ref. [10]) that the
range of the sampling frequencies that guarantees that those intermodulation products do not
overlap in the sampled output spectrum is given by

Figure 5. Subsampling receiver in multi-band nonlinear environment.
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kf 1 þW
nþ 1

< f s ≤
kf 1 �W

n
ð14Þ

where k ¼ j – i, W ¼ (Bi þ Bj)/2 and n ¼ floor((jf1�if1)/fs).

2.3.3. Subsampling for multi-band systems

An algorithm to find the range of valid subsampling frequencies for multi-band systems is
presented in Ref. [11]. For the particular case of a dual-band input spectrum (Figure 6b), the
subsampling frequency fs must be chosen to ensure that the two signals do not overlap in the
subsampled domain. From the general equations presented in Ref. [11] and considering a dual-
band case, it follows that fs satisfies the following equation:

n1 ¼ f L1
f s

� �
≤

f L1
2ððf U1 � f L1Þ þ ðf U2 � f L2ÞÞ
� �

ð15Þ

where fL1and fU1 are the lower and upper limits of the lower band and fL2 and fU2 are lower and
upper limits of the upper band, being n1 the maximum replica order of the lower band.
Denoting R1¼ f2/f1, we have that fs must also verify [11]:

⌊R1n1⌋ ≤n2 ≤ ⌊R1n1 þ R1⌋ ð16Þ

where n2 ¼ floor(f2/fs).

2.3.4. Subsampling for multi-band systems in nonlinear environments

This section describes the algorithm employed to integrate both scenarios previously described,
that is, multi-band and nonlinear systems which utilize subsampling techniques. The final
sampling ranges will be given by the following expression:

F ¼ Fdb ∩Fimd ∩Fcmd ∩Fhmd ð17Þ

where F is the intersection of all the valid ranges calculated from Eqs. (14)–(16), being Fdb, Fimd,
Fcmd, and Fhmd are the valid sampling frequency sets for the fundamental signals, intermodu-
lation, cross-modulation, and harmonic distortion, respectively.

Figure 6. Frequency locations for nonlinear (a) and dual-band (b) scenarios.
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In order to find F, an algorithm has been developed in MATLAB [14]. This algorithm calculates
these ranges and the location of the replicas, where the input parameters are the signal
frequencies, the signal bandwidths, and the number of harmonics (i.e., order of the nonlinear-
ity). Therefore, knowing the signal frequencies and the number of harmonics, it is possible to
calculate the location of the intermodulation and the cross-modulation products. An example
of the results obtained from this algorithm is illustrated in Table 1 [14], showing the three first
valid ranges immediately lower than 2 GHz for the input signals at 1.82 and 2.4 GHz, consid-
ering five harmonics and a signal bandwidth of 25 MHz. The subsampled spectrum is illus-
trated in Figure 7 [14] for a sampling frequency equal to 2 GHz, showing that there is no
overlapping between signals.

2.3.5. Optimization of dual-band receivers in nonlinear environments

An analysis focused on optimizing the noise performance is presented in this section. Inde-
pendent clocks for the S&H and ADC are proposed to limit the noise effects, and a bank of
band-pass filters is used to filter out most of the aliased nonlinear and interfering components.
Several different subsampling architectures and filter configurations are analyzed in theoreti-
cal and measurement environments.

Lower frequency bound (MHz) Upper frequency bound (MHz)

1995 2000

1837.5 1978.33

1801.67 1802.5

Table 1. Valid sampling frequencies below 2 GHz.

0 100 200 300 400 500 600 700 800 900 1000
Frequency (MHz)

f1 - 1820.00 MHz @ 180.00 MHz
f2 - 2400.00 MHz @ 400.00 MHz
(-1f1 + 1f2) - 580.00 MHz @ 580.00 MHz
(3f1 + -2f2) - 660.00 MHz @ 660.00 MHz
(-2f1 + 2f2) - 1160.00 MHz @ 840.00 MHz
(2f1 + -1f2) - 1240.00 MHz @ 760.00 MHz
(-1f1 + 2f2) - 2980.00 MHz @ 980.00 MHz
(3f1 + -1f2) - 3060.00 MHz @ 940.00 MHz
(-2f1 + 3f2) - 3560.00 MHz @ 440.00 MHz
(2f1 + 0f2) - 3640.00 MHz @ 360.00 MHz

Figure 7. Subsampled spectrum for 1.82 and 2.4 GHz input frequencies.
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2.3.5.1. Subsampling for concurrent dual-band and nonlinear systems using multiple clocking
techniques

This section is focused on an optimized concurrent dual-band subsampling receiver for noise
performance and versatility, in order to cover most wireless communication standards. The
optimization takes advantage of the flexibility of subsampling, as it is possible to study
different valid alternatives to clock the receiver in order to maximize its noise performance.

As described in Section 2.2, clocking the S&H and the ADC with the same clock limits the
maximum sampling frequency of the system to that of the ADC, which is usually significantly
lower than the maximum sampling frequency of the S&H. As a better alternative, employing an
additional higher frequency to clock the S&H it is possible to increase the SNR of the receiver.
Moreover, for this dual-band application, additional degrees of freedom can be obtained using a
multiple clock scheme, so that we can cover a higher number of dual-band combinations of
wireless communication standards. However, the BP filter used in Figure 3b might reduce the
flexibility of the receiver when it is used in multi-band applications and in a nonlinear environ-
ment. This section tries to find the optimal filter bandwidth that reduces the folded noise, while
avoiding a significant reduction in the number of valid sampling frequencies.

Figure 8 shows the effects of a third-order nonlinearity when a dual-band signal passes through
a nonlinear subsampling receiver. In the first scenario (Figure 8a), the S&H and the ADC are
clocked at the same rate. In the second scenario (Figure 8b), the clock rates of S&H and ADC are
different. Both carrier frequencies at 880 MHz and 1.82 GHz are sampled at 400MHz, where this
frequency has been calculated by the algorithm described in Section 2.3.4. Using this sampling
frequency, Figure 8a shows the different Nyquist bands along which the input signals and their
harmonics and intermodulation products are distributed at the S&H input. All of them are
folded to IF. After subsampling, the signal is filtered and converted to digital domain, where
the Nyquist theorem is met. Similarly, Figure 8b presents the scenario where the S&H and ADC
use different clock rates. In order to reduce the folded noise effect, the S&H sampling frequency
is increased to 2 GHz, while the input RF signal at the S&H is the same as in the case of Figure 8a.
The second sampling frequency is still 400 MHz. Both frequencies also satisfy the criteria
detailed in the previous sections, so that aliasing between the target signals and their harmonics
and intermodulation products is avoided. Finally, it is observed in Figure 8b that it is possible to
relax the specifications of the filters, as desired, because of a higher first-sampling frequency

Figure 8. Folded effects for harmonics and intermodulation products using a single clock (a) and multiple clock (b)
techniques.
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places the IF components more separately in the spectrum, while maintaining at the same time
the objective of removing the maximum number of the undesired components.

2.3.5.2. Experimental results

An experimental validation using realistic wireless communication scenarios is presented
below to demonstrate the robustness and appropriateness of proposed technique in multi-
standard environments. The seven input frequencies chosen to study the selective combina-
tions for different dual-band applications correspond to the standards studied in Ref. [14]; the
grouping for two given bands is shown in Table 2.

The experimental setup is illustrated in Figure 9 [15]. The dual-band signals are continuous
wave signals to demonstrate the peak SNR that can be achieved, and each signal band is
generated by independent Agilent PSG E8257D signal generators. A power combiner com-
bines both signal sources into a dual-band signal is amplified using a LNA ZX60-6013 from
Minicircuits, and subsampled by an S&H Inphi 1821TH, and a ADS5474 ADC from Texas
Instruments. The signal generators used as clock sources for the S&H and the ADC are the
Agilent E8663D and the Rohde & Schwarz SMIQ. The implemented receiver architecture’s
design is shown in Table 3.

Dual-band signal scenarios

Standard 1 2 3 4 5 6 7 8 9 10 11 12

WCDMA (V) 880 MHz x x x x x x

GSM-DCS 1.82 GHz x x x x x x

WCDMA (I) 2.12 GHz x x x

Bluetooth 4 GHz x x x

WiMAX 3.5 GHz x x

802.11a 5.2 GHz x x

WiMAX 5.8 GHz x x

Table 2. Dual-band signal construction table.

Figure 9. Experimental setup for dual-band subsampling receiver.
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The simulated subsampled spectra for RF signals at 2.12 and 2.4 GHz (dual-band scenario 12,
Receiver Design 4) are shown in Figure 10, where the expected bandwidth of each dual-band
signal is 5 MHz, and we assume a fifth nonlinearity order. The S&H subsampling frequency was
set to 1900 MHz, and the ADC subsampling frequency was set to 400 MHz. Figure 11 shows the

Receiver design (RD) Receiver’s architecture

2 fs1 ¼ fs2 < 400 MHz, without bank of filters

4 fs1 < 2 GHz, fs2 < 400 MHz, without bank of filters

5 fs1 < 2 GHz, fs2 < 400 MHz, with a bank of two filters in [0–400] and [400–800] MHz

6 fs1 < 2 GHz, fs2 < 400 MHz, with a filter fixed in [0–400] MHz

7 fs1 < 2 GHz, fs2 < 400 MHz, with a filter fixed in [0–400] MHz

8 fs1 < 2 GHz, fs2 < 400 MHz, with a filter fixed in [0–200] MHz

Table 3. Subsampling receiver’s architectures.

Figure 10. Simulated spectra after two-stage subsampling process.

Figure 11. Experimental spectra after two-stage subsampling process.
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Figure 11. Experimental spectra after two-stage subsampling process.
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captured output spectrum using the experimental setup. Observe that, after the first S&H, the RF
signals have been down-converted to 220 and 500 MHz. After the second S&H, they are trans-
lated to 180 and 100 MHz, respectively. The subsampled signals, their harmonics, and intermod-
ulation products are located as predicted by the simulation illustrated in Figure 10.

Finally, Figure 12 shows the measured SNR for 12 different dual-band signal scenarios [15].

Using a multiplexed bank of filters (RD 5) presents more advantages and leads to better signal
quality than receiver designs that use fixed filters (RD 6/7). The pros for these filter architec-
tures (either fixed or multiplexed) are the elimination of a higher number of nonlinear compo-
nents and the reduction of the out-of-band noise in the input ADC. However, when the carrier
RF separation for the two bands is relatively small, it is difficult to find a large sampling
frequency that folds both bands into one band-pass filter and, therefore, the effect of folded
noise increases. It is possible to observe this problem in some dual-band scenarios using RD 8.
Taking into account all these considerations, dual filter band-pass architecture seems to be an
effective solution that offers reasonable performance without a sharp increase in the complex-
ity (number of filters) for well-frequency-spaced dual-band wireless applications.

2.4. Subsampling-based systems for cognitive radio applications (II): integration with
compressive sensing techniques

2.4.1. Fundamentals of compressive sensing

Compressive sensing is an emerging alternative to Nyquist sampling for the acquisition of
sparse signals [16]. The general idea is that the spectral information of a signal is not necessar-
ily as large as its bandwidth occupation. This paradigm has been also named analog-to-
information (AI) conversion [17], since the receiver is designed considering the mathematical
structure of the signals rather than their bandwidth. The AI converter output is not the

Figure 12. Experimental SNR for the proposed architectures.
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received waveform, but the minimum number of data to encode the information of interest,
that is, its compressed version.

By using CS principles, it is possible to implement a reliable reconstruction of the signal of
interest (SOI) from a reduced number of samples. Instead of taking periodic samples, CS
measures products with M properly chosen measurement vectors, where M is much smaller
than the number of Nyquist rate samples. Mathematically, let X ¼ [x1, x2,…, xN] be the input
signal, where xi are its individual samples and N is the number of samples. The CS measure-
ments yk are the projections of X onto a measurement vector ϕk. Formally, yk¼ (X, ϕk) for k ¼ 1,
2, …, M, where M is the number of measurements [18]. For this technique to be useful, the
signal has to be sparse in the basis {ϕk}, that is, the signal is expected to have a limited number
of nonzero components when they are represented or projected in that basis. Although real-
world signals are not totally sparse, as they cannot be completely band-limited and there is
always noise embedded in the bandwidth, in many cases it is possible to obtain accurate
approximations. In the end, CS enables us to reduce the requirements at the receiver and
operate at a low data rate. However, CS also has two important challenges: (1) to select the
appropriate number M of sub-Nyquist samples and measurement vectors, and (2) the need to
carry out computationally expensive algorithms to recover the signal from its projections.
Note, however, that we do not need to implement these algorithms with analog circuitry;
rather, they can be performed in the digital domain.

2.4.2. Optimization of compressive sensing architectures: integration with subsampling-based
systems for scanning of wideband spectrum application

Due to the underutilization of the radio spectrum, its occupancy can be usually considered sparse.
Under this assumption, CS technique is a feasible alternative to many cognitive radio applica-
tions, where a reaction in real time is necessary, such as dynamic spectrum sensing [19, 20],
interferer’s mitigation [21], power spectrum estimation [22], or sparsity order estimation [23]. All
these applications are focused on identifying spectrum opportunities over a wideband spectrum
rapidly and accurately, so that we can share and exploit these limited radio resources in real time.

Although the computational burden is pretty high for CS techniques, there are many research
works that aim to reduce this complexity, mainly at signal processing level. As an alternative,
in this section, we address some ideas to reduce the complexity at circuit level, proposing the
integration of compressive sensing with the subsampling algorithms proposed in the previous
sections. The final objective is to integrate the advantages of both techniques, that is, a few
number of samples for each SOI by using a cost-effective and flexible alternative receiver and
avoiding the use of high-speed ADC circuitry.

Originally, the basic considered options to implement the CS receiver architectures for spec-
trum sensing applications have been homodyne and heterodyne receivers. A homodyne
receiver with a wideband front end is able to implement rapid detections, but it implies the
use of high-speed ADCs, which make these solutions impractical. A heterodyne receiver,
where the signal channels are selected individually for downconversion to baseband, can be
implemented by using a lower data-rate ADC, but they are impractical for spectrum sensing
applications because the time to detect idle channels is higher than the homodyne case [19],
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due to the fact that heterodyne receivers consume time for switching to a new channel, apart
from the time required by the detection algorithm, once the channel is selected. As a compro-
mise solution, subsampling-based receivers enable us to use a low-cost ADC and provide a
fast spectrum scanning [19].

Previously to the idea of using subsampling-based systems for CS applications, several receiver
architectures have been proposed, which can be classified into two classes: nonuniform sam-
plers and random (or pseudo-random) pre-integrators (Figure 13) [17, 24]. However, the
performance of these sub-Nyquist schemes depends on the sparsity level, that is, the employed
reconstruction algorithms will only work accurately if most of the channels in the spectrum are
idle, leading in many cases to higher computational complexity and longer signal-processing
times. Furthermore, although the ADCs in Figure 13work at a sub-Nyquist rate fs, the detector
requires analog components capable to work at Nyquist rate: for the nonuniform sampler, a
Nyquist rate clock is required for the shifters (ϕi in Figure 13a); for the random pre-integrator,
a Nyquist rate random generator (pi(t) in Figure 13b before the integrator h(t)) is required as
well [19]. Besides the high-rate requirement for high bandwidth, a higher frequency of the
digital parts in a mixed-signal system involves a higher injected noise into the analog parts.
Consequently, subsampling-based systems emerge as a feasible alternative to implement CS
receivers that avoid the operation at Nyquist rates.

In Ref. [19], a subsampling-based receiver is proposed to overcome the constraints detailed
before, by sampling under Nyquist the input signal with a multiple branch architecture
(Figure 14a), where there is a compromise between the number of branches and the scanning
time. Although the results presented in Ref. [19] constitute a middle solution in terms of low-
complex circuitry and fast detection, the proposed architecture improves the efficiency when
searching idle slots. To this end, the methodology described in Section 2.3.3 for multi-band
scenarios can be used with two main objectives:

1. Minimization of the number of branches in Figure 14a. As described in Section 2.3.5,
applying the methods proposed in Ref. [15], it is possible to find the optimal band-pass
filtering architecture, by searching the valid set of sampling frequencies in order to avoid
aliasing with the interferers (Figure 14b), and also attending to requirements of folded
noise reduction by using the principles of multiple clocking techniques (Section 2.2).
Therefore, a similar scheme integrated in Figure 14a couldminimize the number of branches,
since the possibilities of aliasing in multi-band scenarios are reduced.

Figure 13. Nonuniform samplers (a) and random pre-integrator (b) architectures.
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2. From the predefinition of these sets of valid frequencies, it would be possible to reduce the
scanning times of idle slots, improving the efficiency of the architecture proposed in [19].

Finally, this approach is extensible to more realistic scenarios, by introducing the equations for
nonlinear environments described in Section 2.3.4.

3. Interleaving techniques

3.1. Overview of the time-interleaved ADCs concepts

Time-interleaved ADCs (TI-ADC) are an effective approach for achieving very high sampling
rates. A TI-ADC time-multiplexes M parallel ADCs with slightly delayed sampling instants,
which is equivalent to a single ADC operating at a much higher sampling rate. The concept is
illustrated in Figure 15. Ideally, the ith ADC, i ¼ 0,…, M – 1, samples periodically the input
signal at time instants ti, tiþM, tiþ2M,…with sample rate fs/M, where tm¼ mTs and Ts¼ 1/fs is the
sampling period of the TI-ADC. The final output is created by multiplexing all the individual
ADC outputs in the proper order (e.g., ADC0, ADC1, …, ADCM – 1, ADC0, ADC1, etc.).
Thereby, the final effect is as if the input signals were sampled once every Ts seconds, that is,
with sample rate fs. This approach has been widely adopted in many communication systems
for wideband spectrum applications, since the converters can work at lower speeds without
sacrificing the overall system performance. However, it should be noted that each individual
ADC deals with the entire analog input signal, and, therefore, its S&H circuit must be able to
preserve the full input signal bandwidth.

Figure 14. Subsampling architecture proposed in Ref. [19] (a) and Ref. [15] (b).

Figure 15. Architecture of a TI-ADC.
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3.2. Analysis of time-interleaved ADCs: mismatch errors and calibration techniques

3.2.1. Mismatch errors in interleaving-based systems

Let x(t) be an analog signal with Fourier transform Xa(ω) and consider that the TI-ADC pro-
duces the sequence:

x t0ð Þ, x t1ð Þ, x t2ð Þ,…, x tmð Þ,…, x tMð Þ, x tMþ1ð Þ,… ð18Þ

The discrete-time Fourier transform is defined by1

X ωð Þ ¼
X

x tkð Þexp �jωtkð Þ ð19Þ

Ideally, the samples are spaced Tsseconds apart. Then, it can be shown that

X ωð Þ ¼ f s
X

Xa ω� k2πf s
� � ð20Þ

which is the well-known spectrum representation of a uniformly sampled signal. It results in a
periodic spectrum with a period equal to the sampling rate [25]. In practice, however, there are
deviations from the ideal behavior that are caused by the mismatches between the individual
ADCs. There are three main possible sources of error in TI-ADCs: clock timing errors, gain errors,
and offset errors. A brief review of all of them is included in the subsequent sections.

3.2.1.1. Clock timing errors

Clock timing errors occur when the digitization clocks of the individual ADCs are not appro-
priately synchronized. As a result, the input signal x(t) is sampled in such a way that the
sampling time instances are not necessarily uniformly spaced in time. Errors may be system-
atic (skew) or random (jitter). Taking this factor into account, Eq. (20) becomes [25]

X ωð Þ ¼ f s
X

Hk ωð ÞXa ω� k2πf s=M
� � ð21Þ

where

Hk ωð Þ ¼ 1
M

X
exp �j ω� k 2π=MTsð Þ½ � rmTsð Þexp �jkm 2π=Mð Þð Þ ð22Þ

where rm¼ (tm-mTs)/Ts is a ratio that measures the timing errors (ideally, tm¼ mTs). It can be
noticed that, in contrast with the ideal case, the spectrum is repeated in Eq. (21) every integer
multiple of the frequency fs/M (not fs). In other words, spurious replica spectra (called image
spurs) will appear at

1In the literature, it is a common notational practice to replace ωtkwith a single variable ω0=ωtk, called normalized frequency.
Since ω represents ordinary frequency (radians per second), ω0 is expressed in units of radians (per sample). Recall also
that by sampling the discrete-time Fourier transform, we obtain the discrete Fourier transform (DFT).
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f imagspurs ¼ �f i þ k
f s
M

, k ¼ �1;� 2;� 3;… ð23Þ

These replicas hamper the interpretation of the spectrum of the input signal, as they may be
confounded with true signal’s frequency components. In addition, even if the image spurs are
eliminated, we find that the spectrum of the signal reconstructed from the given samples is
equal to H0(ω)Xa(ω). This is equivalent to passing the original input signal through a filter of
transfer function H0(ω), which introduces distortion and must be corrected by an equalizer.
Assuming that the input signal is a pure tone of frequency fi, and that fi is a Gaussian variable
with zero-mean and variance σ2 for all m, the signal-to-noise and distortion ratio (SNDR) is
approximately found to be [25]

SNDR ¼ 20log
f s

2πf i

� �
� 10log 1� 1

M

� �
: ð24Þ

3.2.1.2. Gain errors

The gains of each ADC may be different, implying that, for example, even for a DC input each
ADC may produce different output codes. The analysis is similar as for timing errors. Gain
errors also produce image spurs at

f imagspurs ¼ �f i þ k
f s
M

, k ¼ �1;� 2;� 3;… ð25Þ

where fi is the input frequency. A formula for the SNDR, taking into account the contribution
of gain and offset errors, will be given a few lines below.

3.2.1.3. Offset errors

The offsets of each ADCmay be also different and then, as with the gain mismatch case, even a
DC input may produce different outputs. Offset errors cause noise peaks (offset spurs) at

f offspurs ¼ k
f s
M

, k ¼ 0; 1; 2; 3;… ð26Þ

Assuming that the gain and offset errors are Gaussian distributed, with respective variances
σ2

g and fi, and that the input signal is a sinusoid with amplitude A, the SNDR equals to [26]

SNDR ¼ 10log
A2

A2σ2a þ 2σ2b

 !
ð27Þ

which is independent of the degree of interleaving M. The image and offset spurs are illus-
trated by the example shown in Figure 16. The input signal is a sinusoid at a frequency of
2.3 GHz that is sampled at fs¼ 6 GHz, and the TI-ADC has three channels (i.e., three individual
ADCs in parallel). In practice, clock timing errors are the most critical (gains and offsets can be
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calibrated more easily). Several approaches have been proposed to deal with mismatches
between individual ADCs. Some of the most relevant are presented in the subsequent section.

3.2.2. Calibration techniques

The mismatch errors described in the last section need to be corrected in order to maximize
the benefits of interleaving systems and increase the ADC resolution, avoiding the degradation
of the SNDR of the analog-to-digital system. To implement interleaving systems, several ap-
proaches, which differ in the calibration method and in the intended application, are possible.
This section begins with a brief summary of the most prevalent calibration methods,
discussing their advantages and disadvantages. Then, a review of several approaches for
designing SDR, ultra wideband (UWB), and multistandard systems will be presented.

In Ref. [27], where an ADC system for UWB is described, two basic (nonexclusive) options to
calibrate the system are presented: (1) controlling the ADCmismatches in the integrated circuit
fabrication process and (2) using digital preprocessing or postprocessing techniques to miti-
gate the impact of image and offset spurs. The first one consists of reducing the electrical and
physical differences between the channels. The gain is typically controlled using a common
reference voltage and carefully designing the layouts. Phase matching is achieved by ensuring
that all the clock paths are as similar in length as possible. Nevertheless, unlike approaches
based on digital processing, these techniques are not well suited for implementations based on
COTS (Commercial Off The Shelf), which is very convenient for SDR designs due to its
flexibility and ease of programming.

Digital processing techniques have several advantages, including technology scaling, flexibil-
ity, the ease of portability to the next technologies generation, a low power consumption, and
the possibility of being implemented through a cheap CMOS process. Moreover, digital tech-
niques are more efficient for the compensation of timing skews than analog techniques, due to

Figure 16. Output spectrum of a three-channel TI-ADC.
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the fact that they are more stable with the temperature and the wide bandwidths used in SDR
applications. Digital processing techniques are also easier to implement, can be designed with
more precision, and take advantage of the last advances in high-speed and configurable digital
hardware platforms (DSPs, FPGAs, CPLDs, and ASICs) [28].

In spite of the previously stated digital processing advantages, analog calibration techniques
have benefits as well. For example, one advantage of analog offset calibration is that the
correction values do not suffer from quantization [29]. Thus, the ADC offset can be corrected
to less than one LSB without adding the extra bits needed when the offset correction is
performed in the digital domain [30]. Furthermore, analog gain correction can be implemented
by simply adjusting the reference voltage (so that using high-speed multi-bit digital multipliers
to scale the ADC outputs becomes unnecessary).

Calibration techniques can be also classified into “background” and “foreground” tech-
niques [31–33]. Sometimes, they are also named as, respectively, “online” and “offline” cali-
brations. Offline calibration requires less circuitry, but interrupts the normal operation of the
ADC. It is usually applied when the parameters of the circuit do not vary much with environ-
mental parameters (e.g., voltage or temperature). On the other hand, background techniques
enable continuous calibration, with the ADC running in normal operation, and are suitable to
be used when disconnecting the ADC is not an option [34].

A particularly appealing background approach is the one based on randomization [32]. In this
approach, the ADC channel is selected randomly for each sampling instant. This can be
performed using a digital circuit (thus avoiding the need for new analog circuitry), which
constitutes the main benefit of this approach. Considering M þ X individual ADCs, we can
choose at each time instant among X þ 1 channels without violating the sampling rate of each
individual ADC. This is illustrated in Figure 17a and b. In Figure 17a [35], a 3-ADCs system is
presented withM ¼ 3 and X ¼ 0: noting that each ADC samples every 3 Ts seconds, where Ts is
the sampling period of the total system, the only possible outputs are A B C A B C A B C… or A
C B A C B A C B… For example, considering the first case, after the three channels (A, B, C)
have taken a sample we can only choose A without violating our sampling constraint. Next,
only B can be selected and so on. Therefore, to enable the randomization process, one or more
extra ADCs (i.e., X > 0) must be employed [35]. In this way, there always exist at least two
available ADCs at each sampling time. This case is illustrated in Figure 17b, which considers
the caseM ¼ 2 and X ¼ 1: after the first two channels have been selected, for example, A and B,
we can decide between A and C and so forth.

Figure 17. (a) 3-ADCs (ABC) for three times sampling rate and (b) 3-ADCs (ABC) for a double sampling rate.
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An example of this architecture is illustrated in Figure 18a, where ΔM extra ADCs have been
added.

Although this structure implies an additional hardware cost, Dyer et al. [35] demonstrates that
as X tends to zero (in order to reduce the cost), noise becomes non-white (it is not flat).
Therefore, a trade-off between the value of X and the cost of having nonactivated ADCs (note
that it is not convenient to have largely underutilized ADCs, which occurs when X is much
larger than M) is necessary. A clock diagram for M ¼ 4 and X ¼ 1 is shown in Figure 18b [35].
The sequence of randomly chosen ADCs is shown at the top of the figure.

Apart from the use in randomization techniques, an extra ADC might be employed in other
background approaches. Doris et al. [33] use an additional ADC to implement an analog
background circuit which calibrates the gain and offset mismatch. The basic idea of this
technique is to use M þ 1 ADCs so that M ADCs are always active while the remaining one is
being calibrated. When the calibration cycle is finished, another ADC is selected for calibration,
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Figure 18. (a) Example of a structure with extra ADCs and (b) random clock for 5 ADCs.
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evaluation, via software, achieving the compensation from the study of the output spectrum [38].
An additional benefit of this technique is to take the advantage of the repetition and symmetry
properties of the FFT [39].

On the other hand, clock skew errors are difficult to correct and lead to more stringent
limitations on interleaved architectures [40], especially for SDR and UWB applications as
explained in Ref. [27]. Unlike static errors, dynamic errors depend on the input frequency and
can be theoretically characterized from the aperture jitter and aperture delay of the internal
S&H of each ADC. Although the aperture jitter affects high-frequency systems, its value (less
than 1 ps) is usually much lower than the delay jitter (a few nanoseconds) and, therefore, it
may be ignored in many interleaving-based systems. Moreover, the aperture delay strongly
depends on the temperature. As a consequence, there are many unknown factors affecting
these timing mismatches that make the estimation of the spurious component level even
harder.

Some traditional ideas for correcting the skew errors are to add programmable delay lines or to
implement a signal postprocessing. Dyer et al. [35] propose this method to reduce the spurious
level though additional hardware is required. Another specific technique for timing errors
correction is the one based on polyphase digital filter blocks [41], which can be easily
implemented using an FPGA and, therefore, results highly suitable for SDR applications based
on COTS. An example of this structure is illustrated in Figure 19, where the FPGA includes, as
well as the filter implementation, a precision voltage reference, a low jitter clock distribution
circuit, and a digital sensor to control the effect of temperature on the skew [28].

The filter structures used to calibrate these dynamic errors are designed as a function of the
number of channels (i.e., number of ADCs). Reference [41] gives the ratio (R) between the
number of channels (M) and the number of necessary filters (N), this ratio being lower when
the number of channels is increased. For instance, in this workN¼ 3 forM¼ 2 (R¼ 0.75),N¼ 5
forM¼ 3 (R¼ 0.556), andN¼ 27 forM¼ 8 (R¼ 0.422). As a consequence, for a high number of
ADCs this method is not efficient. Another inconvenience is that this technique is limited to a

Figure 19. Functional diagram using digital filters blocks.
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single-frequency input signal, and the filter coefficients would have to be frequently recal-
culated, thus increasing the calibration process complexity [42]. Lastly, an additional drawback
of this method is that conventional filters do not have enough resolution to tune the group
delay in the highest frequency systems, where the calibration precisely has to be more accu-
rate [43]. Thus, designing these filters is an important challenge in their own.

3.3. Interleaving for cognitive radio applications: implemented systems and integration
with subsampling and compressive sensing techniques

Placing the ADC interface as close to the antenna as possible in the signal path enables direct
sampling of broadband multi-carrier signals of different standards with complex modulation
schemes. Interleaving-based ADCs are a feasible alternative in order to achieve these objectives
of cognitive radio, mainly for the base-station receivers, where the whole bandwidth has to be
converted.

Many research works have been published in order to implement receivers and ADC systems
based on interleaving techniques, most of them with application in SDR. Some of these
systems are implemented in IC, whereas others are implemented with COTS, leading to some
benefits for SDR applications, such as significant time and cost savings compared with devel-
oping an integrated circuit.

A very relevant time-interleaving system based on COTS is presented in Ref. [27]. In this
system, eight ADCs MAX104 sampled at 1 GSPS are connected to obtain a total sampling
frequency equal to 8 GHz, although, since the digital processing is implemented on a FPGA,
the final frequency is equal to 6.4 GHz, due to speed restrictions of the device. Even though
this is an inconvenience for high-speed circuits, the FPGA provides the necessary flexibility for
SDR and UWB applications. Moreover, this solution means a reasonable tradeoff between cost
and complexity. The proposed system presented in Ref. [27] employs a digital calibration
scheme based on filters, obtaining an SNR around 30–35 dB (i.e., around 5–6 bits) at the
maximum operation frequency.

Other systems based on interleaving techniques are not implemented by COTS but integrating
all the system, including the calibration part (calibration on-chip). This solution is more conve-
nient for analog or DAC-based calibration, reducing the power consumption [32, 44]. In [32],
four ADCs are connected to obtain an SNDR around 48 dB for a total sampling frequency of
2.6 GHz. In Ref. [44], two ADCs are combined to achieve an SNDR higher than 54 dB for a
sampling at 1 GHz.

There are other TI-ADCswhich combine analog and digital calibration. For instance, Tamba et al.
[34] use DACs to correct offset errors in the analog domain and background digital calibration to
reduce the clock-skew effects. Using both methods, this work implements an 8-ADCs array to
obtain a resolution of 5 bits at 12 GS/s operation rate. A similar work with cognitive radio
applications is described in [45], where a resolution of 5.1 bits is obtained with 8 TI-ADCs
operating at 10.3 GS/s.

Finally, there are some TI-ADCs that have applied successfully background digital calibration
for dynamic and static errors compensation, as [46], which obtains 6 bits at 16 GS/s for eight

Analog‐to‐Digital Conversion for Cognitive Radio: Subsampling, Interleaving, and Compressive Sensing
http://dx.doi.org/10.5772/intechopen.69241

65



different channels, and [47] that presents a wide-band analog-to-digital system for cognitive
radio applications as well.

On the other hand, an important issue about the implementation of TI-ADCs is the connection
between the S&Hs and ADCs. There are two possible structures, which are illustrated in
Figure 20 [40]. One of them uses only one S&H connected to several ADCs (Figure 20a). In
this case, the main inconvenience is that the number of ADCs connected to the S&H is limited
and, therefore, since this number of ADCs is directly proportional to the total sampling rate,
the scalability will be limited as well. When each TI-ADC is preceded by its own S&H
(Figure 20b), the scalability is theoretically increased because this architecture is not limited by
a maximum number of ADCs connected to the S&H. However, the clock skew effect between
the different S&Hs will degrade the final SNDR and, therefore, the final number of TI-ADCs
will also be limited in this case, as it is shown in Eq. (24).

With the objective of reducing the number of S&Hs, Gupta et al. [40] propose a structure based
on double sampling (Figure 21). Since using this solution the loading of the S&H is not directly
dependent on the number of TI-ADCs, the scalability is increased with respect to the structure
shown in Figure 20a. Besides, the mismatch errors and the power consumption are reduced
with respect to the scheme shown in Figure 20b.

Additionally, interleaving techniques can be integrated with the previously detailed sub-
sampling techniques with the objective of implementing SDR receivers that exploit the advan-
tages of both technologies. For example, a high-resolution and high-analog bandwidth
multiple clock subsampling-based system can improve its folded noise performance (Section
2.2) by using TI-ADCs to increase the second sampling rate fs2. This solution would allow a
higher intermediate frequency, which is folded by a higher first-sampling rate fs1, reducing the
thermal noise effect.

Integration of both techniques also can be used with other objectives. Louwsma et al. [48]
propose a time-interleaved multichannel track and hold for a subsampling-based SDR
receiver, with 48 dB of SNDR at 1.35 GS/s. This technique can be used to increase the total
sampling rate as well. In this case, Louwsma et al. [48] propose to apply subsampling directly
at the first track and hold. Furthermore, digital calibration techniques are usually employed
only for band-limited signals in the first Nyquist band, so that they cannot be directly applied
for band-pass-sampling schemes. Therefore, some research works are dedicated to calibration
algorithms focused on undersampled signals. An example is Ref. [49], which validates the

Figure 20. Architectures based on (a) one S&H and (b) several sub-S&H.
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precision and convergence of its proposed digital background calibration method for clock-
skew calibration of a two-channel subsampled TI-ADC. More recently, Duc et al. [50] has
presented a novel digital background calibration for clock skew, by using a polyphase-filtering
technique, which is applied to a four-subsampled channel TI-ADC. The system is clocked at
2.7 GHz, achieving an 11-bit resolution in a 5.3-GHz analog bandwidth, that is, the proposed
calibration method is extended to the fourth Nyquist band. Since these receiver architectures
are designed for SDR applications, the calibration efforts are usually focused on clock skew
errors, since they increase with the input frequency and overshadow the effect of other mis-
matches for broadband inputs.

Finally, it is also remarkable that interleaving techniques have been recently incorporated to
the compressive sensing systems described in Section 2.4.1, with the main objective of
implementing fast spectrum sensing for cognitive radio applications. For example, Moon et al.
[51] present some novel reconstruction algorithms for a 2-TI-ADC wideband sparse-based
receiver, without requiring an accurate clock skew calibration and reducing the number of
detection channels. However, other works are focused on calibration techniques, such as Ref.
[52], where a clock skew adjustment method is proposed for sparse spectrum applications, or
Ref. [53], which studied the influence of the mismatch errors, described in Section 3.2.1, in the
quality of the reconstructed signal.

4. Conclusions

This chapter reviews several methods for implementing the analog-to-digital conversion stage to
achieve the objectives of SDR and CR paradigms, becoming efficient alternatives to conventional
receivers. In a first part, we describe how a subsampling-based system is an appealing option in
order to implement tunable and cost-effective multistandard receivers for dynamic spectrum

Figure 21. Architecture based on double sampling.
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access applications, detailing a multiple clocking technique in order to reduce the folded noise
effect. We extend this idea to nonlinear and multi-band environments for spectrum sensing
applications, proposing an algorithm to find the optimal sampling frequency in order to avoid
the nondesired interferences. As a second cognitive radio application, we introduce techniques
based on compressive sensing for the cases when the occupancy of the spectrum is very low,
meeting the sparsity property. We propose the integration with subsampling architectures to
implement a compressive sensing-based receiver and reduce the complexity of the receiver.
Therefore, with the objective of addressing the spectral underutilization problem, we apply the
algorithms proposed for nonlinear and multi-band scenarios to reduce the computational bur-
den and the searching time of idle channels for spectrum sensing and spectrum sharing applica-
tions. The second part of the chapter is dedicated to interleaving techniques, which are based on
several ADCs connected in parallel with the objective of maximizing the sampling frequency.
Although the resolution is decreased by using these techniques, due to the generated mismatch
errors, their effects can be minimized implementing calibration techniques such as those pro-
posed in this chapter. Finally, we describe the benefits of integrating interleaving-based systems
with architectures based on subsampling and compressive sensing, with the objective to combine
the advantages of these techniques in a unique analog-to-digital system.
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Abstract

In this chapter, reconfigurable antennas are reviewed for ultra-wideband (UWB) cogni-
tive radio communication applications. The defected microstrip structure (DMS) has
been reviewed and integrated into the UWB antennas to form the desired filtering
antennas which can filter out unexpected narrowband signal interferences. Then,
switches are incorporated into the filtering UWB antennas to construct the cognitive
radio UWB (CR-UWB) antenna to make the antenna switch between the UWB antenna
and band-notched UWB antenna. In these CR-UWB antennas, the DMSs are to give the
desired notches while the switches are used for realizing the switchable characteristics.
Several reconfigurable antennas and CR-UWB antennas are created and investigated.
The results show that the designed CR-UWB antenna can switch between different
modes, making it amazing for UWB, band-notched UWB, and multiband communica-
tion system applications.

Keywords: reconfigurable UWB antenna, cognitive radio, switchable antennas, fre-
quency rejection antennas, filtering antennas

1. Introduction

With the development of the modern wireless communications, the demand for high data
transmission rate and wide bandwidth has attracted much more attention in both academic
and industrial fields [1–4]. Specially, a ultra-wideband (UWB) communication system covering
a wide bandwidth, which ranges from 3.1 to 10.6 GHz, has been released by Federal Commu-
nications Commission (FCC) in 2002 for commercial UWB communications [5]. In sequel, a
great number of UWB studies have been presented to build a practical communication system
since the UWB system can provide high data rate and good resistance for multipath and
jamming [6, 7]. To transmit and receive wireless signal, antennas are important and should be

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



integrated into a wireless communication device. Then, UWB antenna designs have been
widely investigated because a UWB antenna is one of the important components to create a
UWB communication system.

Many UWB antennas have been put forward to carry out wide bandwidth in the past few
years, which includes uniplanar and planar antennas [8–12]. In sequel, planar microstrip
antennas have been extensively developed because of their low cost and easy fabrication.
Then, a lot of UWB antennas have been presented with different structures and various
feedings [11–13], such as coaxial feed, microstrip feed, and coplanar waveguide (CPW) feeds.
Many UWB antennas are realized by using microstrip feeds which can provide a wide band-
width. However, some of these antennas are complex in structure and others are still
embarrassed in narrow bandwidth. Then, many bandwidth enhancement techniques have
been reported to expand the bandwidth of the existing antennas [14, 15]. Furthermore, UWB
antennas with CPW feedings have been widely studied to achieve wide bandwidths and good
omnidirectional radiation patterns. Although these UWB antennas can well cover the entire
UWB bandwidth, they may be interfered by the existing narrowband wireless communication
systems such as wireless local area network (WLAN) and worldwide interoperability for
microwave access (WiMAX) [16–19]. After that a great number of UWB antennas with band
notched functions have been reported to give resistance to these potential interferences by
using various notch techniques [16–19], including U-slot, C-slot, L-slot, and E-shaped slots.
These etched slots on the ground plane or radiation patches might leaky electromagnetic
waves which may affect the electromagnetic compatibility designs of wireless communication
systems [16]. Then, some improved band-notched UWB antennas with stubs and resonators
have been presented to overcome the drawbacks which are caused by the leaky electromag-
netic waves [12, 20–24]. These band-notched UWB antennas can well filter out the unwanted
narrowband interferences. However, it cannot provide a good service when an entire banded
UWB antenna is desired for sensing demands. Thus, a multimode antenna is desired to fulfill
the mentioned communication requirements. A reconfigurable antenna is a good candidate for
providing multiple modes. In fact, the reconfigurable antennas have been widely studied and
used in various communications [25–32], such as cognitive radio systems. Moreover, the
reconfigurable techniques can also be used for designing a cognitive radio antenna by
implementing the UWB operating mode, band-notched UWB mode, and multiple band
mode [25–32].

Recently, the reconfigurable UWB antennas have been developed for cognitive radio (CR)
communications [25–32]. In the CR communication systems, unlicensed users (secondary
users) can access spectrum bands licensed to primary users at a spectrum underlay mode or
spectrum overlay mode, which is illustrated in Figure 1 [28]. In the underlay mode, the
secondary users are limited under a very low transmission power which is less than
41.3 dBm/MHz for UWB users [26]. This approach can be realized by using impulse radio (IR)
based UWB (IR-UWB) technology [26]. For the overlay mode, the secondary users detect the
existing narrowband (NB) signals, such as those signals from WLAN and radio frequency
identification (RFID), and provide immunity to the NB systems. This can be implemented by
turning off corresponding subcarriers in orthogonal frequency division multiplexing UWB
(OFDM-UWB), depending on whether any primary users exist or not in a special band [26–28].
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In other words, the transmission spectrum of UWB radios can be sculpted in accordance with the
presence of the primary users in the respective frequency bands [25–32]. Therefore, in CR-UWB
systems, a CR antenna should cover the entire UWB band from 3.1to 10.6GHz with no notch
bands for underlay applications and for detecting the licensed primary users and providing
immunity to these users using band-notched technologies [25–32].

This chapter reviews the recent development of the CR-UWB antenna designs, including the
defected microstrip structure (DMS)-based stop-band filter, band-notched UWB antenna and
reconfigurable UWB antenna. First, DMS stop-band filter is briefly reviewed to give a discus-
sion of the filtering UWB antenna designs. Second, the band-notched UWB antennas with
stop-band filters are presented. Third, reconfigurable UWB antennas with multimodes are
discussed to give an explanation to illustrate multiband and CR antenna designs. Finally, an
example for developing CR-UWB antenna with wide bandwidth and multimode is introduced
for multiband and CR communications.

2. Advances of UWB antenna designs

To provide a good service for CR-UWB communication system, a CR-UWB antenna is required
to transmit and receive the desired signals [25–32]. The UWB communication system overlaps
with the existing narrowband communication systems, such as WLAN, WiMAX, C-band, radio
frequency identification (RFID), and X-band [16–19]. These communication systems occupy
almost all the spectrum resources under the 10 GHz. Sometimes, we need to change the
operation modes to meet multimode wireless communication and cognitive radio applica-
tions [25–32]. Thus, UWB antenna requires a signal selection scheme that can detect the pres-
ence of narrowband interferences [16–19, 25–32]. Then, the UWB antenna can provide effective
notches to reject these potential interferences. One of the effective methods is to utilize CR-UWB
technique. To construct a CR-UWB communication system, a CR-UWB antenna is desired to
transmit and receive electromagnetic signals. Then, several CR-UWB antennas have been
reported to meet the CR-UWB communication requirements [25–32]. However, the proposed
CR antennas (CRAs) are complex in structure for dual port antennas [27, 29]. For the single
UWB CRAs, the previous CRAs cannot be designed flexibly. Most of proposed single port
cognitive antennas are designed using split-ring resonators (SRRs) in the radiation patch [26],
which might leak electromagnetic wave that deteriorates the radiation patterns. Next, we will
introduce a CR-UWB antenna design based on the band-stop filter techniques step by step.

Figure 1. CR-UWB spectrum sharing modes. (a) Underlay. (b) Overlay.
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2.1. Defected microstrip structure (DMS) band-stop filter

The DMSs have small size and can effectively give resistance to electromagnetic interferences
(EMIs), which are carried out by etching various slots in the microstrip lines [33]. The DMSs
can be used to filter out unwanted electromagnetic signals in a special frequency. Furthermore,
the DMS is easy to fabricate and integrate into a microwave system and it can be effectively
analyzed by using circuit theory [34]. A typical DMS, which is realized by etching a meander
line slot on a 50-Ohmmicrostrip line, is shown in Figure 2(a) and its equivalent circuit model is
given in Figure 2(b). The performance of the DMS band-stop filter is shown in Figure 3. It is
found that a stop band near 3.5 GHz is achieved, which can be used for filtering out the
unexpected narrowband signals from the WiMAX communication system [34].

Figure 2. A typical DMS band-stop filter and its equivalent circuit. (a) DMS band-stop filter. (b) Equivalent circuits.

Figure 3. Performance of the DMS band-stop filter.
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Then, another meander line slot is etched on the DMS filter given in Figure 1 to create the
second stop band. The configuration of the stop-band filter with two stop bands is illustrated
in Figure 4. Two meander line slots with different dimensions are used to generate the desired
stop bands [34], respectively. The larger meander line slot is to produce the lower stop band,
while the smaller meander line slot can provide the upper stop band. The performance of the
filter with two stop band is described in Figure 5. Another stop band is obtained around
5.25 GHz to reject the unwanted signal from the WLAN band. The two stop bands are given
by using different DMS cells and they are controlled independently. Thus, we can embed
different DMSs into the 50-Ohm microstrip line to construct multiple stop bands.

From the above discussions, it is observed that the DMS can be used for designing various stop
bands. Thus, DMS-based stop-band filter can be used in a wireless system to reject the narrow-
band signals. However, it will increase the complexity and the size of the wireless device since

Figure 4. Configuration of the filter with two stop bands.

Figure 5. Behavior of the stop-band filter with two meander line slots.
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it is usually added at the end of the antenna. Thus, band-notched UWB antenna can be realized
by combining the stop-band filter and UWB antenna together to build a filtering UWB antenna.

2.2. Filtering UWB antenna

Here, the DMS stop-band filters are integrated into the microstrip feeding signal strip line to
form filtering UWB antenna [34]. An example of the UWB antenna is shown in Figure 6(a). The
UWB antenna, which is printed on a substrate with a relative permittivity of 2.65, constants of a
tapper patch, a ground plane, and a microstrip feeding signal strip line. The antenna can cover
the entire UWB band ranging from 3.1 to 10.6 GHz with a voltage standing wave ratio (VSWR)
<2 or a reflection coefficient <�10 dB. To prevent the potential interference from the WiMAX
communication system at 3.5 GHz, a DMS cell is incorporated into the microstrip feeding
signal line to create the filtering UWB antenna given in Figure 6(b). In comparison with the
UWB antenna shown in Figure 6(a), there is an extra DMS cell in the feed transmission line.

The impedance characteristics of the UWB antenna and the filtering UWB antenna are demon-
strated in Figure 7. Figure 7(a) shows the reflection coefficient (S11) and VSWR of the UWB

Figure 6. UWB antenna and filtering UWB antenna. (a) UWB antenna. (b) Filtering UWB antenna.

Figure 7. Impedance bandwidth of the UWB antenna and filtering UWB antenna. (a) Impedance of the UWB antenna.
(b) Impedance of the filtering UWB antenna.
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antenna, while Figure 7(b) presents the S11 and VSWR of the filtering UWB antenna. It can be
seen from Figure 7(a) that the UWB antenna has a bandwidth of 147.5%, which covers the
entire UWB band released by FCC. By incorporating a meander line slot into the transmission
signal line of the UWB antenna, a notch is produced within the UWB band. The notch can well
filter out the interferences from the 3.5 GHz WiMAX band. Also, the notch depth and band-
width can be adjusted by changing the dimensions of the meander line slot. In this case, the
stop-band filter and the UWB antenna are integrated together, which may reduce the size of
the devices.

Then, another meander line slot is used for generating the second notch to filter out another
narrowband interferences [26]. To better understand the independence of the notch bands,
a UWB antenna with two meander line slots is created and its configuration is given in
Figure 8(a). These meander line slots are sequentially integrated into the feeding signal line.
The VSWR and S11 are illustrated in Figure 8(b). It is observed that a notch at 5.2 GHz is
obtained by using the second meander line slot. Therefore, the two notch bands can be
controlled by the meander line slots. As we know, these UWB antennas can well filter out the
unwanted narrowband signal interferences. However, a new UWB antenna should be
designed if the narrowband communication is necessary. Thus, a reconfigurable UWB antenna
might be useful to switch between the UWB communication and band-notched UWB commu-
nication systems.

2.3. Reconfigurable UWB antenna

Since the CR-UWB antenna may change the modes between the band-notched UWB and UWB
communication systems, a reconfigurable UWB antenna with a bandwidth of 2.38–7 GHz is
presented to provide the desired switchable characteristics. Three switches, namely, switch-1
(SW1), switch-2 (SW2) and switch-3 (SW3), are incorporated into the band-notched UWB
antenna to make the antenna reconfigurable. The reconfigurable antenna is shown in Figure 9(a)
and its performance is given in Figure 9(b). It is found that three switches are integrated into
the meander line slot to control its resonance. By switching the switches ON and OFF, the
resonance of the meander line slot can be well controlled. In this simulation, the presence of a

Figure 8. Dual-notch band UWB antenna and its performance. (a) Dual-notch UWB antenna. (b) Performance of the dual-
notch UWB antenna.
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metal bridge represents the ON state, while its absence represents the OFF state [26–30]. From
Figure 9(b), the antenna is a band-notched UWB antenna when all the switches are ON. A notch
at 4.2 GHz is generated by the meander line slot. Moreover, the antenna is also a dual-band
antenna. When all the switches are turned OFF, the antenna is changed to be a UWB antenna
which has a bandwidth of 49.2%. Thus, the antenna can operate at least two modes for meeting
the UWB and band-notched UWB communication requirements.

3. CR-UWB antenna

Based on the UWB antenna, band-notched UWB antenna, DMS stop-band filter design, switch
techniques, and reconfigurable antenna design concept, CR-UWB antenna design will be
introduced in detail. To obtain much more operation modes, three meander line slots are used
for constructing the CR-UWB antenna. In this design, three meander line slots are etched in the
microstrip transmission signal line, which is a DMS-based stop-band filter. Then, switches are
integrated into these meander line slots to control their resonances. Here, the CR-UWB
antenna design and analysis are given step by step.

To create a multiple mode CR-UWB antenna, a triple band DMS stop-band filter is designed. It
is realized by etching three DMS cells in a 50-Ohmmicrostrip line, which is shown in Figure 10.
It is observed that the three DMS cells are all meander line slots with different dimensions.
Furthermore, these DMS cells can also be obtained by using spur slots, T-shaped slots, or their
combinations. The performance of the triple stop-band filter is demonstrated in Figure 11. We
can see that there are three stop bands operating at 3.3, 5.25, and 6.8 GHz, which can be used
for preventing the potential interferences from 3.3 GHzWiMAX, 5.25 GHzWLAN, and 6.8 GHz
RFID systems. Furthermore, the center frequencies of the three stop bands can be adjusted

Figure 9. Reconfigurable UWB antenna. (a) Reconfigurable UWB antenna. (b) Behavior of the antenna.
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by selecting the dimensions of these meander line slots, which are given in Figure 12. X1, X3,
and X5 control the length of the DMS resonators. With the increment of the X1, the center
frequency of the lowest stop-band shifts from high frequency to low frequency because the
increased X1 expands the resonance length of the right DMS cell. In this case, the center
frequency of the middle stop band keeps constant. However, the center frequency of the
highest stop band has a little shift when X1 is 7.4 mm. Similarly, parameters X3 and X5 can well
control the center frequencies of the middle and highest stop bands, respectively. However, X3

and X5 have slight effects on the other stop bands. Thus, the stop band can be adjusted by
properly selecting the dimensions of these meander line slots.

The tri-band stop-band filter can be analyzed based on Butterworth low-pass filter theory
which can calculate the circuit parameters of the DMS-based filters. The equivalent circuit
model of the low-pass filter and the DMS cell is given in Figure 13. Here, g0, g1 and g2 are
normalized values, and g0 is internal resistance, and g1 and g2 can be found from a Table 1.

Figure 10. Geometry of the tri-band stop-band filter.

Figure 11. Performance of the tri-band stop-band filter.
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Z0 is characteristic impedance. Then, the reactance of the Butterworth low-pass filter and the
DMS-based filter can be obtained Refs. [33, 34]

XL ¼ ω0Z0g1 ð1Þ

XLC ¼ ω0C
ω0

ω

� �
þ ω
ω0

� ��1

, ð2Þ

Figure 12. Parameter effects on the behavior of the tri-band stop-band filter. (a) X1. (b) X3. (a) X5. (b) X3 and X4.

Figure 13. Equivalent circuit of the Butterworth low-pass filter and DMS filter.

Cognitive Radio82



Z0 is characteristic impedance. Then, the reactance of the Butterworth low-pass filter and the
DMS-based filter can be obtained Refs. [33, 34]

XL ¼ ω0Z0g1 ð1Þ

XLC ¼ ω0C
ω0

ω

� �
þ ω
ω0

� ��1

, ð2Þ

Figure 12. Parameter effects on the behavior of the tri-band stop-band filter. (a) X1. (b) X3. (a) X5. (b) X3 and X4.

Figure 13. Equivalent circuit of the Butterworth low-pass filter and DMS filter.

Cognitive Radio82

where ω0 is normalized angle frequency, ω0 is the resonance frequency of the DMS cell and it is
obtained from

ω0 ¼ 1=
ffiffiffiffiffiffi
LC

p
ð3Þ

Based on the circuit theory and the equivalent theory, we have

XLC=ω¼ωC ¼ XL=ω0 ¼1 ð4Þ

From Eqs. (1) and (4), we get Refs. [33, 34]

C ¼ ωC

Z0g1

� �
1

ω0
2 � ωC

2 , ð5Þ

L ¼ 1
4π2f 02C

ð6Þ

where f0 and fc are the pole frequency and�3dB cut-off frequency. Since the tri-band stop-band
filter is realized based on three cascaded DMS filters with different dimensions, the transmis-
sion network, including the capacitance and inductances, can be obtained

CPi ¼ � 1
2πf TiXðiþ1Þ, i

, i ¼ 1, 2, ð7Þ

LSi ¼
Xii � Xðiþ1Þ, i

2πf Ti
þ Li
ðf Ti=f 0iÞ2 � 1

, i ¼ 1, 2, 3, 4, ð8Þ

where f0i is the i-th pole frequency, fTi is the transmission poles between the pole frequencies, X
is the imaginary part at fTi. Based on the theory above, the equivalent circuit model of the tri-
band stop-band filter is obtained and is given in Figure 14. The values of the parameters are
L1 = 0.297 nH, C1 = 7.839 pF, L2 = 0.265 nH, C2 = 3.541 pF, L3 = 0.183 nH, C3 = 3.003 pF,
Ls1 = 0.434 nH, Ls2 = 0.01 nH, Cp1 = 0.417pF, Ls3 = 0.852 nH, Ls4 = �0.085 nH, Cp2 = �0.08 pF.

Modes SG1 SG2 SG3 Highest notch Middle notch Lowest notch

1 OFF OFF OFF – – –

2 OFF ON OFF – 4 GHz –

3 OFF OFF ON – – 3.3 GHz

4 OFF ON ON – 4 GHz 3.3 GHz

5 ON OFF OFF 5.5 GHz – –

6 ON ON OFF 6 GHz 4.5 GHz –

7 ON OFF ON 5.5 GHz – 3 GHz

8 ON ON ON 2.4 GHz 4 GHz 5.5 GHz

Table 1. Modes of the CR-UWB antenna.
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The result of the circuit simulation is described in Figure 15. It is found that the circuit
simulation agrees well with the EM simulation. Thus, the tri-band stop-band filter can be
calculated based on circuit theory, which render it easy to understand and design. There is
some fluctuation between the EM and circuit simulations, which can be corrected by carefully
adjusting the values of the equivalent circuit.

Then, we use the designed tri-band stop-band filter to construct a triple band-notched UWB
antenna. The stop-band filter is directly integrated into the feeding signal strip line to generate
the desired three notches by properly choosing the dimensions of the DMS cells. The configu-
ration of the band-notched UWB antenna with triple notches is shown in Figure 16(a). It is
observed that three DMS cells are sequentially etched on the transmission signal line and
tapered structures are used to enhance the bandwidth of the UWB antenna. The impedance
bandwidth of the tri-band band-notched UWB antenna is depicted in Figure 16(b). The
antenna has three notches at 2.8, 4, and 5.25 GHz to give resistance to the unwanted narrow-
band signals. To further under the performance of the tri-band band-notched UWB antenna,

Figure 14. Equivalent circuit model of the tri-band stop-band filter.

Figure 15. Comparisons of the tri-band stop-band filter.
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the parameters of the meander line slots are investigated. Figure 17(a) shows the design
process of the tri-band band-notched UWB antenna. It is found that the antenna without any
DMS cells is a UWB antenna which can provide a wide bandwidth. The antenna has a notch at
3.5 GHz when only DMS1 is integrated into the transmission signal line. As both DMS1 and
DMS2 are incorporated into the feeding signal strip line, the antenna can generate two notches
at 3.5 and 5.25 GHz, respectively. When the MDS1, DMS2, and DMS3 are used in the UWB
antenna, the antenna has three notches at 2.8, 4, and 5.25 GHz. Since the size of the antenna
and the feeding transmission signal line are limited, the coupling of these DMS cells might
affect the resonance center frequencies. Thus, the lowest notch moves to low frequency. How-
ever, these notches are produced by independent DMS cells. Figure 17(b) shows the effects of
S0 on the impedance of the tri-band band-notched UWB antenna. It is observed that the lowest
notch shifts from high frequency to low frequency when S0 increases from 6.7 to 7.1 mm
because the resonance length is expanded by the increased S0. However, the center frequencies
of the middle and the highest notches are also affected since the cascaded DMSs produce some
couplings which may affect the circuit parameters. Similarly, the effects of the parameters S3
and S5 are discussed in Figure 17(c) and (d), respectively. By properly selecting the S3 and S5,
the center frequencies of the corresponding notches can be well adjusted to meet the practical
engineering applications. Thus, these notches can be controlled by choosing the dimensions of
the DMS1, DMS2, and DMS3.

To better understand the triple band-notched UWB antenna, the equivalent circuit model is
extracted and given in Figure 18(a). The parameter values are R1 = 1.0 Ohm, L1 = 58.804 nH,
C1 = 0.05 pF, R2 = 59.0 Ohm, L2 = 0.01 nH, C2 = 1.509 pF, R3 = 141.25 Ohm, L3 = 0.5 nH and
C3 = 5.25 pF. The results are shown in Figure 18(b). It is found that the circuit simulation is
same as the EM simulation which helps to verify the effectiveness. There is some difference
between the EM and circuit results which can be corrected by properly choosing the values of
the circuit parameters.

Figure 16. Tri-band band-notched UWB antenna. (a) Geometry. (b) Impedance bandwidth of the antenna.
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Figure 17. Tri-band band-notched UWB antenna. (a) Design process of the antenna. (b) S0. (c) S5. (d) S7.

Figure 18. Equivalent circuit and the results of the triple band-notched UWB antenna. (a) Equivalent circuit model.
(b) Impedance characteristics of the antenna.
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Finally, nine switches are incorporated into the triple band-notched UWB antenna to carry out
a CR-UWB antenna. The configuration of the CR-UWB antenna is shown in Figure 19. We can
see that nine switches, namely, switch-1 (SW1), switch-2 (SW2), switch-3 (SW3), switch-4
(SW4), switch-5 (SW5), switch-6 (SW6), switch-7 (SW7), switch-8 (SW8), and switch-9 (SW9),
are used for realizing the CR-UWB antenna. In the design, the SW1, SW2 and SW3 are named
as switch group 1 (SG1), and the SW4, SW5 and SW6 are denoted as switch group 2 (SG2), and
the SW7, SW8 and SW9 are formed to be switch group 3 (SG3). All the switches in each group
are turned ON or turned OFF instantaneously.

The operating modes of the CR-UWB antenna are shown in Figure 20. It is found that there are
8 operating modes by using the three group switches. In the simulation, the presence of a metal

Figure 19. Configuration of the CR-UWB antenna.

Figure 20. Operating modes of the CR-UWB antenna.
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bridge represents the ON state, while its absence represent OFF state. The operating modes are
given in Table 1. When the CR-UWB antenna works in mode 1, it is a UWB antenna which can
be used in underlay mode in a very low power. In this case, the IR-UWB technology can be
used to transmit and receive desired signals. Furthermore, it can also be used as a sensing
antenna in CR communication systems. As the CR-UWB antenna operates at mode 2 to mode
8, it is a UWB antenna with different notches. In these cases, the CR-UWB system can be
implemented by using OFDM-UWB technology to switch ON/OFF the different carries to
make the antenna to prevent the unwanted narrowband signals. Thus, the designed antenna
can be used for various CR-UWB communication systems to sense and to prevent interfer-
ences. It can also switch between the overlay and underlay modes by change the antenna
operating modes. In addition, the CR-UWB antenna can be used for UWB, band-notched
UWB and multiband communication systems.

The radiation patterns of CR-UWB antenna in mode 4 and mode 5 are shown in Figure 21. It is
found that the CR-UWB antenna has omnidirectional radiation patterns in the H-plane and it

Figure 21. Radiation patterns of the CR-UWB antenna. (a) E-plane of mode 4. (b) H-plane of mode 4. (c) E-plane of mode
5. (d) H-plane of mode 5.
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can provide eight-like radiation patterns in its E-plane, which render the CR-UWB antenna
suitable for multiple mode communication requirements. The radiation patterns in other
modes are similar as the mode 4 and mode 5.

4. Conclusion

In this chapter, UWB antennas for CR communication have been reviewed. The DMS-based
stop-band filter, UWB antenna, band-notched UWB antenna and reconfigurable UWB antenna
have been discussed to construct a CR-UWB antenna. The CR-UWB antenna has been realized
by integrating desired DMS-based stop-band filters and radio frequency switches into a UWB
antenna. The DMS-based filters were used to create the notches to filter out the unwanted
narrowband interference signals, while the switches control the reconfigurable modes of the
antenna. The antenna is designed step by step and it is analyzed in detail. The results showed
that the CR-UWB antenna can be used to switch between different modes and it can be used as
UWB antenna, band-notched UWB antenna and multiband communication systems.
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