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Preface

This book presents recent studies of acoustic wave propagation through different media in-
cluding the atmosphere, Earth’s subsurface, complex dusty plasmas, porous materials, and
flexible structures. Mathematical models of the underlying physical phenomena are intro-
duced and studied in detail. With its seven chapters, the book brings together important
contributions from renowned international researchers to provide an excellent survey of re-
cent computational and experimental studies of acoustic waves. The first section consists of
four chapters that focus on computational studies, while the next section is composed of
three chapters that center on experimental studies.

This book is divided into two sections that are focused on the recent studies of acoustic
waves. The first section consists of four chapters that focus on applications of computational
techniques. Chapter 1 emphasizes application of finite difference (FD) methods to the acous-
tic wave equation, considering both the first-order velocity-stress acoustic equation and sec-
ond-order wave equation. To mitigate the effects of grid dispersion, the chapter introduces a
new staggered grid FD scheme that improves computational efficiency while preserving
high accuracy. The effectiveness of this method is demonstrated via numerical simulations
of seismic waves. Chapter 2 is devoted to acoustic analysis of a rectangular acoustic cavity.
A unified structural-acoustic coupling analysis framework is introduced for the cavity and
its coupled panel structure. The Fourier series with supplementary terms are constructed as
the admissible functions, which are smoothed in the whole solution domain including the
elastic structural and/or impedance acoustic boundary and coupling interface. All the un-
known coefficients and higher-order variables are determined via a Rayleigh-Ritz procedure
and differential operation. Numerical examples are then presented to demonstrate the valid-
ity and effectiveness of the proposed model. Chapter 3 evaluates wave properties of strong-
ly coupled complex dusty (SCCD) plasmas using a new equilibrium molecular dynamics
(EMD) simulation technique. It presents several interesting simulation results, which show
that the fluctuation of waves increases with increasing Coulomb coupling parameter and
decreases with increasing screening strength. The new results obtained through the EMD
method introduced in the chapter for complex dusty plasma are discussed and compared
with earlier simulation results based on other numerical methods. It is demonstrated that
the proposed model constitutes a highly feasible tool for estimating the behavior of waves in
strongly coupled complex dusty plasmas over a range of parameters. Chapter 4 studies the
problem of modeling a seismic field acoustic approximation in a layered medium with in-
clusions of a hierarchical structure, where the inclusion density of each rank differs from the
density of the enclosing medium and the elastic parameters coincide with the elastic param-
eters of the enclosing layer. The chapter also considers the case when the inclusion density
of each rank coincides with the density of the host medium and the elastic parameters of the
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inclusion of each rank differ from the elastic parameters of the enclosing layer.An iterative
process of solving the theoretical inverse problem for the case of determining configurations
of 2D hierarchical inclusions is developed.

The second section of the book is composed of three chapters that center on experimental
studies.

Chapter 5 presents the design and implementation of in-fiber acousto-optic (AO) devices
based on acoustic flexural waves. The AO interaction is demonstrated to be an efficient
mechanism for the development of AO tunable filters and modulators. The implementation
of tapered optical fibers is proposed to shape the spectral response of in-fiber AO devices.
Experimental results demonstrate that the geometry of the tapered fiber can be regarded as
an extra degree of freedom for the design of AO tunable attenuation filters. It is shown that
such filters operate as an amplitude modulator when acoustic reflection is induced. As a
particular case, an in-fiber AO modulator composed of a double-ended tapered fiber is re-
ported. Chapter 6 explores wave propagation in porous materials. Acoustic propagation in
porous media involves a large number of physical parameters when the structure is elastic.
This number is reduced when the structure is rigid because the mechanical part does not
intervene with the wave propagation. The study of high and low frequencies separately sol-
ves the inverse problem and characterizes the porous materials in the domain of influence of
the physical parameters. The proposed methods are simple and effective and allow an
acoustic characterization of porous materials using transmitted or reflected experimental
waves. Finally, Chapter 7 introduces a new method of inducing atmospheric refractivity
fluctuations using coherent acoustic waves. The distribution of the artificial atmospheric re-
fractive index is quantitatively calculated, and the feasibility of purposefully affecting radio
wave propagation is demonstrated via experiments. The potential applications of syntheti-
cally controlling the radio wave propagation by the artificial refractivity fluctuation struc-
ture are explained, and future research directions are summarized.

Mahmut Reyhanoglu, PhD

University of North Carolina Asheville,
Mechatronics Engineering Laboratory,
Asheville, North Carolina,

USA
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Chapter 1

Optimized Finite Difference Methods for Seismic
Acoustic Wave Modeling

Yanfei Wang and Wenquan Liang

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.7 1647

Abstract

The finite difference (FD) methods are widely used for approximating the partial deriva-
tives in the acoustic/elastic wave equation. Grid dispersion is one of the key numerical
problems and will directly influence the accuracy of the result because of the discretization
of the partial derivatives in the wave equation. Therefore, it is of great importance to
suppress the grid dispersion by optimizing the FD coefficient. Various optimized methods
are introduced in this chapter to determine the FD coefficient. Usually, the identical sta-
ggered grid finite difference operator is used for all of the first-order spatial derivatives in
the first-order wave equation. In this chapter, we introduce a new staggered grid FD
scheme which can improve the efficiency while still preserving high accuracy for the first-
order acoustic/elastic wave equation modeling. It uses different staggered grid FD opera-
tors for different spatial derivatives in the first-order wave equation. The staggered grid FD
coefficients of the new FD scheme can be obtained with a linear method. At last, numerical
experiments were done to demonstrate the effectiveness of the introduced method.

Keywords: finite difference scheme, optimized finite difference coefficient, staggered
grid, regularization, wave equation

1. Introduction

The propagation of seismic waves through the Earth’s subsurface is described by the wave
equation, one of the partial differential equations (PDEs), which describe many of the funda-
mental natural laws. When the subsurface earth structure is complex, it is difficult to obtain the
analytic results. The finite difference (FD) method is one of most widely used numerical
methods for wave equation modeling because of its high efficiency, smaller memory require-
ment, and easy implementation [1-7].

The first application of the FD method to wave equation modeling can be possibly traced back
to Alterman and Karal [1]. Alford et al. took the grid dispersion analysis for the second-order

I m EC H © 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
open science | open minds distribution, and reproduction in any medium, provided the original work is properly cited. [{cc) ExgIN
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and fourth-order FD operators and stated that it is necessary to use high-order FD operators
[8]. Kelly et al. further illustrated the grid dispersion, absorbing boundary condition, and other
implementation aspects of the FD method [9].

Madariaga developed a staggered grid FD scheme to solve a rupture propagation problem
[10]. Virieux adapted this scheme to elastic SH waves and P-SV waves in a 2D Cartesian system
[2, 3]. Levander introduced a fourth-order staggered grid FD operator in the space domain to
improve accuracy [11].

Grid dispersion is one of the key numerical problems affecting practical usage when utilizing
the FD method. Since the traditional FD coefficient obtained in the space domain with the
Taylor expansion method is only accurate for a very limited wavenumber range [4], many
efforts are paid to reducing the grid dispersion with optimized FD coefficient. Yang et al.
proposed the nearly analytic discrete method for wave equation and later improved this
method [12, 13]. Chen proposed high-order time discretization method to reduce the disper-
sion caused by the temporal discretization [14, 15]. The Fourier FD was introduced by Song
and Fomel with the combination of fast Fourier transform and finite difference operators [16].
Chu and Stoffa improved the FD methods with a scaled binomial windowed FD scheme that
leads to more precise discrete operators [17]. Fomel et al. introduced low-rank approximation
of the wave propagator matrix to reduce the cost of wave extrapolation [18].

Generally, the FD coefficients of the spatial derivative are determined only in the spatial
domain. However, wave equations are solved in the temporal and spatial domains simulta-
neously. Finkelstein and Kastner propose a systematic design methodology for obtaining FD
coefficients to reduce dispersion, which allows the exact phase velocity or (and) group velocity
dispersion relationship to be satisfied at some designated frequencies in the temporal-spatial
domain [19, 20]. Etgen proposed minimizing the phase velocity error using the least squares
(LS) method [21]. Liu and Sen propose a new time-space domain method to determine the
higher order FD coefficients for 1D, 2D, and 3D wave equations [22], and then they use this
method to get the staggered grid FD coefficients [23]. Zhang and Yao proposed the use of the
simulated annealing algorithm and gave an error limitation for determining the FD coefficients
in the space or the time-space domain [24]. Liang et al. proposed utilizing the linear method to
determine the FD coefficient in the time-space domain [25]. Ren and Liu developed a novel
optimal time-space domain staggered grid FD scheme and used least squares method to get
the FD coefficients [26]. Wang et al. proposed the regularized optimization method to get the
staggered grid FD coefficient in the time-space domain [27]. Chen et al. used K space operator-
based high-order staggered grid FD method to improve accuracy [28]. Yong et al. proposed
using the optimized equivalent staggered grid FD method with three sets of FD coefficients to
improve the simulation accuracy [29]. Compared with the traditional high-order staggered
grid FD coefficient obtained by the Taylor expansion method, these methods greatly improved
the accuracy with the optimized FD coefficient.

Another way to improve the accuracy and efficiency of the FD methods is using new FD
stencil. Liu and Sen studied the rhombus stencil and found that it can reach high-order
accuracy along all directions [30]. Liu et al. formulated an explicit time evolution scheme with
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high temporal accuracy by using a new FD stencil for the second-order wave equation [31].
Tan and Huang propose a staggered grid FD stencil with added points in the diagonal direc-
tion for the first-order wave equation [32, 33]. Compared with the traditional staggered grid
FD stencil, these methods improved the efficiency by using a larger time step while still pre-
serving high accuracy.

2. Acoustic/elastic wave equations

The first-order velocity-stress acoustic wave equation can be described as

oP 5, (0v; 00,
0vy oP
5 o )
ov, oP
DA @)

where P is the acoustic pressure fluctuation, v is the wave propagation speed, and v, and v, are
the particle velocities.

Substituting Egs. (2) and (3) into Eq. (1), the second-order acoustic wave equation can be
written as
Pp Fp 1%

N2 02 2ol @)

The first-order elastic wave equations in 2D heterogeneous media are [3]

R K
LRk ©
6;;:( _ az% (2 —28) % )
agf - a2% + (o® = 26%) aa%, ®
ag:z _p <aaiz aaix> ©

where (v,, v) is the velocity vector,(Tyy, T2z Tx2) is the stress vector, and «a and f are the P- and S
wave propagation speeds, respectively.

5
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Substituting Egs. (7)—(9) into Egs. (5)-(6), the second-order elastic wave equation can be written as

) ) ) 2
0%, 5 00y 5y 070, > 00y

J— 2 —
R G b (10)
%v, ’ d%v, 5 %0, 0y d%v,
T = el B =l e b

3. Finite difference operators

The commonly used staggered grid FD scheme for the first-order acoustic wave equation is as
follows:

o - [ M,
a = T Z Cm (Uzo,m—l/z - Z]Zo,—mﬂ/z) + Z Cm (vxm—l/z,o - Z;J‘fm+l/2,0) 4 (12)
m=1 m=1
o, -1k ( 0 0
T =2 an(Phoino = Puiio)s (13)
o h m; / +1/
ov
atz =7 Zcm( 0,m—1/2 — Po m+1/2> (14)
"’l—
Q’fn] Q(x +mh,z+jh,t +nt); Q = vy, v, P (15)

where M; and M, are the length of the FD operators, c,, is the staggered grid FD coefficients,
and h is the spatial grid interval.

The second-order FD operator is usually used for the first-order time derivative:

oP 1(

ot At Pg 0) (16)

where At is the time step.

The commonly used staggered grid FD scheme for the first-order elastic wave equation is as
follows:

M M
0w, 1 1
_1 o _ 0 1 o 0
o0 h Z Cm {Txxnm/z,o Txx—rrl+]/2,0i| + h Z Cm [szo, m-1/2 TxZO,—rrx+]/21| (17)
m=1 m=1
M M
0, 1 1
_1 o _ .0 1 o _ 0
o h Z Cm {szm—l/Z,O sz—m+1/2,[]i| + h Z Cin |:TZZO,m71/2 TZZO,—m+1/2i| (18)
m=1 m=1

2 M,

aTxx_a_z :C UO —Z)O a 72[3 c 0 (19)
of  h ML 12,0 X om1/2,0 Z m Zo m-12 Zo —m1/2
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2 2 M 2 My
o, a”—2f ZC .0 _ .0 +0‘_ZC .0 _ 0.0 20)
oF h MLY% 15,0~ OX a0 h M 2o mr2 TR0, w2
m=1 m=1
M 2 My
Oy P2 B
_p 0 0 b~ o _ 0
o  h Cm{ Zm-1/2,0 vzfmu/z,o} + h Zcm {vxn,mq/z vx0,7111+1/2i| (21)
m=1 m=1
Z”» = Q(x+mh,z+ jh,t +n7); Q = Uy, Vs, Tax, Taz, Taz (22)

where M, and M, are the length of the FD operators, c,, is the staggered grid FD coefficient to
be determined, and / is the spatial grid interval.

4. Optimizing finite difference operators

4.1. Optimizing finite difference operators for the acoustic wave equation

Using the plane wave theory, let

P{n,n _ ei[kx(x+mh)+kz(z+jh)7m(t+m)]. (23)
The following dispersion relation can be obtained by substituting Eqs. (13)—(14) into Eq. (12)
[23, 26, 27]:

2 2

i ey sin ((m — 0.5)kh)| =

m=1

1

M
Z Cm sin ((m — 0.5)kyh) 2

m=1

+ [1 — cos (kvt)]. (24)

where r=vAt/h, M; = M; = M, and(k,, k.)=k(cosO, sin0). It can be observed from Eq. (24)
that the dispersion relation is complex and optimized methods are needed to address this
problem.

Let ¢ be the vector form of the FD coefficients, and denote the left side of Eq. 24 by [27]:

o M 2 M 2
Fo) =Y 4[> cusin((m—05)kd)| + e sin ((m — 0.5)k;h) (25)
6=0 | Lm=1 m=1
and the right side of Eq. 24 by
2n 1
d= Hgoz—rz [1 — cos (kvt)]. (26)

The aim is to minimize the dispersion error for a fixed range of wavenumbers:
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K
D(c) = > [F(c) —d)* — min 27)
k=0

The upper limit of the wavenumber range used for calculating the FD coefficients is based on
the source frequency, the space grid interval, and the wave propagation speed [25]:

_ 27Tfmax/v _ fmax

Ratio = = = .
Ktotul ﬂ/h 0/2]’1

(28)

The direct minimization of the objective function @ for the FD coefficient may lead to unstable
results. Therefore, regularizing technique was applied to restore stability. The regularization
model is established as

F'(e) = @(e) + yalIDelf, )

where a > 0 is a user-defined regularization parameter and D is a scale operator. The new task
is the minimization of [(c), and then the regularized optimization staggered grid FD coefficient
can be obtained.

Another way to improve the efficiency and accuracy of the staggered grid FD methods is the
utilization of the new staggered grid FD scheme. Different with the previous staggered grid
FD scheme, the simplest centered second-order staggered grid FD operator can be used for the
spatial derivatives in Egs. (2) and (3), for example,

o v (X M
a - T Z Cm (UZO,,,H/Z - vZO,fmvl/Z) + Z Cm <Uxm—l/2,0 - UanJrl/z,o) 4 (30)

m=1 m=1

vy _(P?/z,o - Pgl/z,o)

e p , (31)
o, _(Pg,l/z - Pg,—l/z) 3
ot h ' ¢2)

The staggered grid FD scheme in Egs. (30)—(32) can be seen as a new staggered grid FD scheme
for the first-order acoustic wave equation. The new staggered grid FD scheme is exactly the
same as the traditional staggered grid FD scheme except if the staggered grid FD operator
length is shorter for Eqgs. (31) and (32). By carefully comparing Eqs. (12) and (14) with Egs. (30)
and (32), we find that the new staggered grid FD scheme is more efficient and can save about
45% of simulation time when M equals 7. It looks like the particle velocities v, and v, in Eqgs. (31)
and (32) are inaccurate since only the second-order staggered grid FD operators are used.
However, this is not true since the staggered grid FD coefficient in Eq. (30) is optimized with
Egs. (31) and (32) in consideration. In the following, the huge advantage of the new staggered
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grid FD scheme will be demonstrated because it can reduce the simulation time while still
preserving high accuracy compared with the traditional staggered grid FD scheme.

To get the staggered grid FD coefficient in Eq. (30), we substitute Eqs. (31) and (32) into Eq. (30),
using the plane wave theory. Then we get

M
( ok _ e#k,_’g) Z Cn < ok (m=2) _ e—ikz(m—%)h)

m=1
2 h o M . 1 - 1 h2 E’iw’[ + €7iw’[ -2 (33)
+(€lkx7 _ e*lk,é) Z Cm <ezkx(mf§)h _ e*lkx (mfz)h) — ﬁT
m=1

From Eq. (33), the following dispersion relation can be obtained in the frequency-wavenumber
domain (it is a special case of Eq. (24)):

kBN kR o
—2sin 77’; Cm(sin (m — 0.5)k;h) — 2 sin TZC’"( sin (m — 0.5)kyh) = r~“[cos (wt) — 1]. (34)

m=1
Using the basic trigonometric function

—[cos (a+ ) — cos (a — B)]

sinasinff = > , (35)
we obtain Eq. (36) from Eq. (34):
M
Zcm[cos (mkh) — cos ((m — 1)kyh) 4 cos (mk.h) — cos ((m — 1)k;h)] = r~2[cos (wT) — 1].
m=1
(36)

Similarly, the new dispersion relation for the 3D first-order acoustic wave equation in the
frequency-wavenumber domain is

icm [ cos (mk.h) — cos ((m — 1)keh) + cos (mk,h) — cos ((m — 1)kyh) + cos (mk-h) — cos ((m — 1)k:h)]
m=1
=1"2[cos (wT) — 1]
(37)

where (ky,ky,k.) = k(sin6 cos ¢, sinOsin¢, cos0).

Compared with the traditional dispersion relation in Eq. (24), the new dispersion relation in
Egs. (36) and (37) is linear and much simpler.

We assume that there are M equally distributed wavenumber points satisfying the dispersion
relation within the wavenumber range specified by Eq. (28). Then, we establish the linear equation
from Eq. (37) for the 3D case [25]:
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h h h h h h
Ty 1 T 0 1 T B 1 EE 0 VS Vil Y| c1
2n 2m
$=0 6=0
h h h h h h
Bt t 1 Ty o Ty oM T By M T By M M (38)
cos (kjot) — 1
2 27
1
=3
™ 9=0 6=0

cos (kyot) — 1

where aZ}/m = cos (mkih) — cos ((m — 1)kih), the ith component of k/(I=x, y, z) is represented as
ki i, ky=kcos 6 cos @, k,=kcosOsin¢, k,=ksin 6, and k(i) for each i = 1,2,..,M + 1 is equally
distributed between 0 and Ratio x 7 / h, where Ratio is determined by Eq. (28). In the following,
we will demonstrate that the new staggered grid FD scheme in Egs. (30)~(32) has similar
accuracy compared with the computational intensive traditional staggered grid FD scheme in
Egs. (12)—(14).

The 2D dispersion error 6 of the new staggered grid FD scheme is defined as

_um_ 1
d=—"=— arccos(1 + 7q,). (39)
where
M
g, = Zcm[cos (mkyh) — cos ((m — 1)kyh) + cos (mk.h) — cos ((m — 1)k;h)] (40)

m=1

The difference between the FD propagation time and the exact propagation time through one
grid is defined as [23]
E_L_ﬁ_ﬁ(i_1>_ﬁ(1_1) 1)
Urp U U \UrD v \0

Figures 1 and 2 show the dispersion error curves of the traditional and the new staggered grid
FD schemes for the homogeneous acoustic model in 2D. All the FD coefficients are determined
in the time-space domain with M =7. From Figures 1 and 2, we get the conclusion that the new
staggered grid FD scheme can also preserve the dispersion relation in a pretty wider range
compared with the traditional staggered grid FD methods. For example, with r = 0.0075 in the
2D case, both of them can preserve the dispersion error under 10> within 80% of ki range.
However, the new staggered grid FD scheme saves wave equation simulation time because
Egs. (31) and (32) are much simpler than Egs. (13) and (14).

Let the left part of Eq. (36) as.
M

g= Zcm[cos (mkyh) — cos ((m — 1)kch) + cos (mk.h) — cos ((m — 1)kh)]. (42)

m=1
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Figure 1. Dispersion error curves of the traditional staggered grid FD schemes. (a) r = 0.075 and (b) r = 0.225.
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Figure 2. Dispersion error curves of the new staggered grid FD schemes. (a) = 0.075 and (b) r = 0.225.
From dispersion relation Eq. (36), it is obvious that.
g<0; rzgz - 2. (43)

Then, the stability condition of the new staggered grid FD scheme is (from Eq. (36) with kh =71).
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(44)

TS 1/ -2 S 72/M = —
8 24‘:’”(71)111

m=1

Figure 3 shows the stability condition of the traditional and the new staggered grid FD scheme
in 2D. We can see that the stability condition becomes stricter with the increase of the FD
operator length. It also shows that the new staggered grid FD scheme’s stability condition is a
little bit better than the previous staggered grid FD scheme. For example, the stability condi-
tions are r < 0.54 and r < 0.57, respectively, for the traditional and the new staggered grid FD
scheme with M =7.

4.2. Optimizing finite difference operators for the elastic wave equation

Egs. (10) and (11) can be written as [11].

0‘2Dxx + 2Dzz -D a2 - B D‘cz
zﬁ . 2ﬁ )P (0> =0. (45)
(a2 - ﬁ )DXZ aZDzz +ﬁ Dxx - Dtt Uz

The two roots give the following dispersion relation [11]:

Dtt = (az + ﬁz)(Dxx + Dzz) i% (az - ﬁz) \/(Dxx + Dzz)2 - 4(DXXDZZ - szDXZ)' (46)

N[ —

Suppose DD, = Dy,Dy,, then two equations can be obtained from Eq. (46):
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Figure 3. Stability condition in 2D. (a) The traditional staggered grid FD scheme and (b) the new staggered grid FD
scheme.
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a’Dy, + a’D,, — Dy = 0. (47)

B*Dyy + B?D., — Dyt = 0. (48)

Usually, Eq. (48) is used to determine the FD coefficient. For the first-order staggered grid FD
scheme, the following dispersion relation can be obtained from Eq. (48):

2 2

+ i cmsin ((m — 0.5)k.h) | =

m=1

1

2 [1— cos (kvt)]. (49)

M
Z Cm sin ((m — 0.5)k.h)

m=1

where r=BAt/h, M; = M, = M, and (k,, k;)=k(cos0, sin0). It can be observed from Eq. (49) that
the dispersion relation is nonlinear and regularized optimized methods can address this
problem similarly.

Different with previous staggered grid FD scheme for the first-order elastic wave equation, the
simplest centered second-order staggered grid FD operator can be used for the spatial deriva-
tives in Egs. (7)—(9):

M;

M

0w, 1

Yy & 0 o 0 - 0 o 0

o h Zl Cm {Txxum/z,o Txxfmu/z,o} + h Z Cm [szo, m-1/2 szO,—m+‘l/2i| (50)
p—

m=1

—_

% - hzcm{ Xm0 m+1/2 U} hzcm[ Zo,mo1/2 (?,,,,,H/z} (51)

0Ty a? 0 0 a? — Zﬁ 0
ot = 7 {U’ﬁ/z,o - Ux71/z,oi| + h {020,1/2 - UZO,—1/2:| (52)
Oer - 26 0 a1 g 0
ot - h {le/z 0o v"fl/z,o} + ? |:UZO,1/2 - 020,71/2} (53)
0Ty, ﬁ 0 32 0
ﬁ - ﬁ [UZW o UZ*W'U} F { o122 Uxo,q/J (54)

The staggered grid FD scheme in Eqs. (52)-(54) is more efficient than the staggered grid FD
scheme in Egs. (19)—(21). It will be demonstrated later that the staggered grid FD scheme in
Egs. (52)-(54) is accurate for the stress vector (Tyy T.. Tx;) €ven when only second-order
staggered grid FD operator is used.

Then, the new dispersion relation can be obtained from Eq. (49) in the frequency-wavenumber
domain:

%cm[cos (mkyh) — cos ((m — 1)keh) + cos (mk,h) — cos ((m — 1)k;h)] = r~2[cos (wT) — 1].
m=1

(55)

The staggered grid FD coefficient can be obtained similarly using the linear method.

13
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5. Experiments

5.1. Acoustic wave equation
5.1.1. Numerical modeling in the layered velocity model

We first consider a layered velocity model. The velocity is 1500 m/s for the first layer and
2500 m/s for the second layer as shown in Figure 4. The sponge boundary code in CREWES
Toolbox is used to reduce artificial reflection waves [34]. A Ricker wavelet with the main
frequency as 14.3 Hz was used as the seismic source. The seismic source position is denoted
as a asterisk, and the receivers A and B are denoted as a circle and a diamond from top to
bottom, respectively. The space grid interval is 20m, the FD operator length M is 7 and the time
step is 1.5 ms. The staggered grid FD coefficients used in Figure 4 are shown in Table 1.

The seismograms recorded at positions A and B by different methods are presented in Figure 5.
Figure 5(a) is obtained with the traditional staggered grid FD scheme with the FD coefficient
obtained in the space domain by Taylor expansion method [17]. The grid dispersion is obvious.
Figure 5(b) is obtained with the traditional staggered grid FD scheme with the coefficient
obtained in the space domain by the least squares method [35]. The staggered grid FD

m/s

2500
2400
50 2300
12200
100 12100
S 42000

N
150 -1900
1800
200 1700
1600
250 1500

50 100 150 200 250
x/dx

Figure 4. Velocity model.
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1 C C3 Cq Cs Ce C7
122861 —0.102384  0.0204768 —0.00417893  0.000689454  —0.0000769225  0.00000423651
1.25438  —0.1235307 0.03467231  —0.01192915  0.00405709 —0.001191005  0.0002263204
v=1500m/s 157866 —0.296598  0.0949307 —0.0344762  0.0120067 —0.00344529 0.000605554

Table 1. Staggered grid FD coefficient used to obtain the seismograms in Figure 4 with the space grid interval equals
20 m, and the time step equals 1.5 ms. In the first row is the traditional staggered grid FD coefficient obtained from Table 3 of
Chu and Stoffa [17]; in the second row is the least squares staggered grid FD coefficient obtained from Table 3 of Liu [35];
and in the last rows are the staggered grid FD coefficients used for Eq. (30). Egs. (31) and (32) use the simplest second-order

staggered grid FD operator.
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Figure 5. Seismograms recorded by different simulation methods. (a) The traditional staggered grid FD scheme with FD
coefficients determined in the space domain by Taylor expansion method, (b) the traditional staggered grid FD scheme
with FD coefficients determined in the space domain by least squares method, (c) the new staggered grid FD scheme with
FD coefficients determined in the time-space domain by the linear method, and (d) the pseudo-spectrum method.
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coefficient provided by Liu is one of the best staggered grid FD coefficient provided in recent
years [35]. Figure 5(c) is obtained with the new staggered grid FD scheme with the coefficient
determined in the time-space domain by the linear method. Figure 5(d) is obtained with the
pseudo-spectrum method with the second-order acoustic wave equation. We observe that the
grid dispersion in Figure 5(b) and (c) is similar to each other and is close to the nearly analytic
results obtained with the pseudo-spectrum method in Figure 5(d). However, the required
simulation time is reduced by using the new staggered grid FD scheme because Egs. (31) and
(32) are much simpler than Egs. (13) and (14).

5.1.2. Numerical modeling in the salt model

Figure 6 shows the salt model from Society of Exploration of geophysicists with variations of
velocities from 1486 to 4790 m/s. The seismic source function is the same as the previous
example. The spatial sampling interval is 20 m, temporal step is 1 ms, and M =7 for the staggered
grid FD operators in Figure 7(a) and (b). In Figure 7(c), the parameters are M = 7 for the spatial
derivatives in Eq. (1), and M =1 for the spatial derivatives in Eqgs. (2) and (3). The pseudo-
spectrum method is used for the second-order acoustic wave equation as shown Figure 7(d).

Figure 7(a) is obtained the with the traditional staggered grid FD scheme with the coefficient
obtained in the space domain by Taylor expansion method. The grid dispersion is obvious.
Figure 7(b) is obtained with the traditional staggered grid FD scheme with the coefficient
obtained in the time-space domain by the least squares method [27]. Most of the grid

mss
& 1 4500
100 4 4000
150
4 3500
n 200
©
e | 3000
250 b g 4
300 ¢ 3 2500
350 4
2000
400 E
1 1 1 1 1 i ] 1 1500

100 200 300 400 500 600 700
x/dx

Figure 6. SEG BP salt model.
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Figure 7. Seismic records obtained with different methods. (a) The traditional staggered grid FD scheme with FD
coefficients determined in the space domain by Taylor expansion method, (b) the traditional staggered grid FD scheme
with FD coefficients determined in the time-space domain by least squares method, (c) the new staggered grid FD scheme
with FD coefficients determined in the time-space domain by the linear method, and (d) the pseudo-spectrum method.

dispersion is suppressed. Figure 7(c) is obtained the with the new staggered grid FD scheme
with the coefficient obtained in the time-space domain by the linear method. The grid disper-
sion in Figure 7(c) is very similar to the grid dispersion in Figure 7(b). However, the simulation
time to get Figure 7(c) is reduced compared with the simulation time to get Figure 7(b). Both

17
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seismic records in Figure 7(b) and (c) are close to seismic record in Figure 7(d). We want to
mention that the linear method is faster than the LS method to determine the FD coefficients.

Figure 8 Further compares the seismograms in Figure 7 at position x/dx =400. It is also observed
that with the coefficient obtained in the space domain by Taylor expansion method, the grid
dispersion is serious in the simulation result. The simulation results are almost overlapped for
the traditional staggered grid FD scheme and new staggered grid FD scheme with optimized FD
coefficient. However, the required simulation time is reduced by using the new staggered grid
FD scheme because Egs. (31) and (32) are much simpler than Eqs. (13) and (14).

Figure 9 compares snapshots of particle velocity v, with the different staggered grid FD
schemes at 2500 ms. it is also observed that with the coefficient obtained in the space domain
by Taylor expansion method, the grid dispersion is most serious. The grid dispersion in
Figure 9(c) is very similar to the grid dispersion in Figure 9(b). It demonstrated that the new
staggered grid FD scheme is accurate for the particle velocities in Egs. (32) and (33) even when
only second-order staggered grid FD operator is used.

5.2. Elastic wave equation
5.2.1. Numerical modeling in the homogeneous media
We first consider a homogeneous model. The P wave propagation speed is 2598 m/s, and the S

wave velocity is 1500 m/s. The seismic source position is at the center of the model. The grid
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Figure 8. Seismograms at x/dx = 400 from Figure 4(a)—(d).
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Figure 9. Particle velocity snapshots v, obtained with different methods. (a) The traditional staggered grid FD scheme
with the traditional FD coefficients, (b) the traditional staggered grid FD scheme with FD coefficients determined in the
time-space domain by the least squares method, and (c) the new staggered grid FD scheme with FD coefficients
determined in the time-space domain by the linear method.

space interval is 20 m, the time step is 1 ms, and the operator length M is 7. A Ricker wavelet
with the main frequency as 14.3 Hz was used as the seismic source.

The snapshots of the horizontal component obtained by different staggered grid FD methods
are presented in Figure 10(a)-(c). Figure 10(a) is obtained with the traditional staggered grid
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Figure 10. Snapshots and slices of snapshots of the horizontal component at 698 ms obtained by different simulation
methods. (a) The traditional staggered gird FD scheme with traditional FD coefficient, (b) the traditional staggered gird
FD scheme with new FD coefficient, (c) the new staggered grid FD scheme with new FD coefficient, and (d) slices of
snapshots at x/dx = 125.

FD scheme with the traditional FD coefficient. The grid dispersion is obvious. Figure 10(b) is
obtained with the traditional staggered grid FD scheme with the new FD coefficient. Com-
pared with Figure 10(a), the grid dispersion is suppressed. Figure 10(c) is obtained with the
new staggered grid FD scheme. The grid dispersion curves in Figure 10(b) and (c) are very



Optimized Finite Difference Methods for Seismic Acoustic Wave Modeling
http://dx.doi.org/10.5772/intechopen.71647

similar, which is further demonstrated in Figure 10(d). However, with the new staggered grid
FD scheme, we can save about 45% of the modeling time.

5.2.2. Numerical modeling in the homogeneous media

Figure 11 shows the salt model from Society of Exploration of geophysicists. The S wave velocity
is obtained from the P wave velocity. The seismic source function is plotted as a red asterisk. The
spatial sampling interval is 12.5 m, the temporal step is 1 ms, and M = 7 for staggered grid FD
operators.

Figure 12 displays the seismic records of the horizontal component obtained by different
staggered grid FD methods. Figure 12(a) is obtained with the traditional FD scheme with the
traditional staggered grid FD coefficient. The grid dispersion is severe. Figure 12(b) is obtained
with the traditional FD scheme with the staggered grid FD coefficient obtained by the least
squares method. Figure 12(c) is obtained the with the new FD scheme with the staggered
grid FD coefficient obtained by the linear method. It is observed that the grid dispersion in
Figure 12(b) and 12(c) is smaller than the grid dispersion in Figure 12(a). Figure 12(d) is
seismograms obtained from Figure 12(a)-(c). It further demonstrated that the grid dispersion
in Figure 12(b) and (c) is similar to each other and smaller than the grid dispersion in Figure 12(a).
However, with the new FD scheme, the simulation time is reduced about 45%. In our simulation,
there are 525 grids in the z direction and 850 grids in the x direction. With the traditional

(a)

Figure 11. SEG BP salt model. (a) P wave velocity and (b) S wave velocity.
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Figure 12. Seismic records of the horizontal component obtained with different staggered grid FD methods. (a) Seismic
records obtained by traditional FD scheme with traditional staggered grid FD coefficient, (b) seismic records obtained by
the traditional FD scheme with new staggered grid FD coefficient, (c) seismic records obtained by the new FD scheme
with new staggered grid FD coefficient, and (d) seismograms obtained from (a) to (c) at position x/dx = 355.

FD scheme, the simulation time is 920 seconds. With the new staggered FD grid scheme, the
simulation time is 530 seconds. The huge reduction in simulation time is due to using the shorter
staggered FD operator for the spatial derivatives in Egs. (7)-(9). Figure 13 is the seismic records of
the vertical component obtained by different FD methods. The same pattern can be observed from
Figure 13(a)-(d).
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Figure 13. Seismic records of the vertical component obtained with different staggered grid FD methods. (a) The
traditional FD scheme with traditional staggered grid FD coefficient, (b) the traditional FD scheme with new staggered
grid FD coefficient, (c) the new FD scheme with new staggered grid FD coefficient, and (d) seismograms obtained from (a)
to (c) at position x/dx = 200.

6. Discussion and conclusion

The FD method is the most commonly used numerical method for wave equation modeling.
Suppressing the grid dispersion is an important research area. Optimization method is usually
used to determine the FD coefficients which could preserve the dispersion relation in a wider
range of wavenumber (Zhang and Yao [24]; Ren and Liu [26]; Tan and Huang [32, 33]). We
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introduced the regularized optimization method to determine the FD coefficient which would
be more robust for extreme conditions. The other way to suppress the grid dispersion is the
utilization of the new FD scheme for the spatial derivatives. We introduce to use different FD
operators for different spatial derivatives in the first-order wave equation. With the new
staggered grid FD scheme, the wave equation modeling speed was accelerated while still
preserving high accuracy. Through numerical modeling, we conclude that the introduced
methods are more efficient while still preserving high accuracy for the first-order acoustic/
elastic wave equation modeling. As a result, the introduced methods can be a substitute for the
traditional FD methods used in acoustic/elastic wave equation modeling, which are essential in
forward seismic wave modeling and reverse-time migration.
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Abstract

Combustion instability is often encountered in various power systems, a good under-
standing on the sound field in acoustic cavity as well as its coupling with boundary
flexible structure will be of great help for the reliability design of such combustion
system. An improved Fourier series method is presented for the acoustic/vibro-acoustic
modelling of acoustic cavity as well as the panel-cavity coupling system. The structural-
acoustic coupling system is described in a unified pattern using the energy principle.
With the aim to construct the admissible functions sufficiently smooth for the enclosed
sound space as well as the flexible boundary structure, the boundary-smoothed auxil-
iary functions are introduced to the standard multi-dimensional Fourier series. All the
unknown coefficients and higher order variables are determined in conjunction with
Rayleigh-Ritz procedure and differential operation term by term. Numerical examples
are then presented to show the correctness and effectiveness of the current model. The
model is verified through the comparison with those from analytic solution and other
approaches. Based on the model established, the influence of boundary conditions on
the acoustic and/or vibro-acoustic characteristics of the structural-acoustic coupling
system is addressed and investigated.

Keywords: enclosed sound space, acoustics analysis, structural-acoustic coupling,
flexible boundary structure

1. Introduction

Combustion instability is often encountered in various power systems, which will further
cause the combustion noise or even the dynamic damage of combustion chamber structure [1].
A good understanding on the vibro-acoustic coupling between the bounded flexible structure
and the thermo-driven acoustic oscillation will be of great significance for the correct design of
combustion system of various power plants. As an important part of such whole thermos-acoustic

I m EC H © 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
open science | open minds distribution, and reproduction in any medium, provided the original work is properly cited. [{(cc) ExgIN
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coupling system, the acoustics in cavity and its coupling with its flexible boundary also plays
an important role. For many years, a lot of research effort has been devoted to the coupled
structural-acoustic system.

The acoustic analysis in enclosed space is a classical research topic in acoustics community, and
the rectangular cavity is widely used as the theoretical model. Morse and Bolt [2] first intro-
duced the normal modes theory into room acoustics, and developed a non-linear transcenden-
tal characteristic equation through combining the assumed sound pressure modes with
complex impedance boundary conditions on the walls. Maa [3] derived the transcendental
equation for a rectangular room with non-uniform acoustical boundaries which took the same
form as that of a uniform acoustic admittance case, while the impedance term was conse-
quently non-uniform on certain wall. Recent studies have been mainly focused on developing
more effective root searching algorithms for finding eigensolutions. For instance, Bistafa and
Morrissey [4] compared two different numerical procedures: one is the Newton’s method and
the other is referred to as the homotopic continuation technique based on the numerical
integration of differential equations. The roots are searched for the cases from soft walls to the
terminal impedance with small increments. They found that the latter procedure is much faster
in finding all the possible roots. Naka et al. [5] utilized an interval Newton/generalized
bisection (IN/GB) method to find the roots of the non-linear characteristic equation within
any given interval for the modal analysis of rectangular room with arbitrary wall impedances.

In many occasions, the acoustic cavity is bounded by the flexible structure, and the interaction
between the structural vibration and the acoustic cavity should be taken into account simulta-
neously for the determination of acoustic field characteristics. Among the existing studies, the
most popular modelling approach is the so-called modal coupling theory [6] in which the
structural modes in vacuo and the acoustic cavity modes with rigid walls need to be deter-
mined a priori. The two sets of modes are then combined together, via spatial coupling coeffi-
cients, to find the response of the coupled system. However, as pointed out by Pan et al. [7, 8],
there are two main limitations with the modal coupling theory. One is that such an approach is
only suitable for weak coupling and will be inadequate in dealing with strong coupling
conditions as in the cases where a very thin plate, a shallow cavity depth or a heavy medium
is involved. The other one is related to the use of the rigidly walled cavity modes since then the
particle vibrational velocity on contacting surface cannot be determined from the pressure
gradient, causing the discontinuity of velocity from the cavity to the vibrational panel. In other
words, the basic requirement of velocity continuity on the panel-cavity coupling interface
cannot be satisfied by the modal coupling theory. Then, this approach may be problematic
when the energy transmission is needed for the analysis, since it will be difficult to calculate
the high-order variable using the acoustic mode with rigid wall.

In this chapter, a unified structural-acoustic coupling analysis framework will be introduced
for the representative rectangular cavity and its coupled panel structure. The fully coupling
system is described in the framework of energy. The Fourier series with supplementary terms
is constructed as the admissible functions, which are smoothed in the whole solving domain
including the elastic structural and/or impedance acoustic boundary and coupling interface.
All the unknown coefficients are solved in conjunction with Rayleigh-Ritz procedure. Since the
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field functions are sufficiently smooth, the corresponding high-order variables can be calcu-
lated straightforwardly.

2. Theoretical formulations

2.1. Acoustic cavity with impedance boundary condition

A rectangular acoustical cavity of dimensions L, x L, x L, and the associated coordinate
system are sketched in Figure 1. In this study, it is assumed that an arbitrary impedance
boundary condition is specified on each of the cavity surfaces, that is,

.pC
P ik )

where j = v —1, p is the sound pressure, n denotes the outgoing normal of the surface, p and ¢
are respectively the mass density and the sound speed in the acoustic medium, k (= w/c) is the
wavenumber with w being angular frequency, and Z; represents the acoustic impedance on the
ith surface.

2.2. Improved Fourier series representation of admissible function

It is well known that the modal functions for rigid-walled rectangular cavity are simply the
products of cosine functions in three dimensions. Based on the modal superposition principle,
the corresponding sound pressure field inside the cavity can be generally expressed as a 3-D
Fourier cosine series. However, such a Fourier series representation will become problematic
when an impedance boundary condition is specified on one or more of the interior walls. This
assertion is evident from Eq. (1) because the left side of the equation is identically equal to zero
regardless of the actual value of the right side. This problem is mathematically related to the
inability to converge of the traditional Fourier series on the boundaries of a domain under
general boundary conditions. To overcome this difficulty, in this study, a 3-D version of an

it 3

Le X

Figure 1. A rectangular cavity with general impedance boundary conditions.
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improved Fourier series representation previously developed for the in-plane vibrations of
elastically restrained plates will be used to expand the sound pressure inside the cavity [9].

p(x,y,z) = E Z ZAmxmymz COS Ay, X COS Ay, Yy COS Ay, 2
my=0 my=0 m,=0

+ 3 &L @) amm, + Eor(2)bm,m, | €08 A, X COS Ay y
=0 my=0 L z=0 z=L,
| @)
+ 30, W)emam. + Ear, (¥)dmm, | 08 Ay, X COS Az
my=0 m,=0
' L =0 y=Ly
+ 303 &G ®emm, + &, (Xf . | €08 A,y 08 Ay 2
my=0 m,=0 [~ —_——
L x=0 x=L,
where A, = m,mt/L,, (s = x, y or z), and the supplemental functions are defined as
&i1.(5) = LG(G = 1), & (s) = LT — 1), (G =s/Ls) 3)
It is easy to verify that
E11,(0) = & (L) = &, (L) =0, &, (0) =1 @
£21.(0) = &1, (Ls) = £,(0) = 0, &y (L) =1 5)

In light of Egs. (3)—(5), one can understand that the 2-D Fourier series expansions in Eq. (2)
mathematically represent the possible non-zero (normal) derivatives of the acoustic pressure
on each of the cavity walls, and the 3-D Fourier series a residual pressure field as if the
impedance boundary conditions on the cavity walls were modified to being infinite rigid.
Mathematically, it can be proved that the modified series solution converges faster and uni-
formly over the entire solution domain including the boundary walls [10, 11].

Since the pressure solution is constructed sufficiently smooth in the current formulation, the
unknown expansion coefficients can be solved in a strong form by letting the series solution
simultaneously satisfy both the governing differential equation (Helmholtz equation) inside
the cavity and the boundary conditions, on the cavity walls on a point-wise basis. In such a
case, because of the boundary conditions, the expansion coefficients for the 2-D series are not
fully independent of those for the 3-D series. While such a procedure may be preferred in the
context of ‘exact’ solution, an alternative procedure for obtaining a weak form of solution will
be employed here because of its potential benefits in modelling complex acoustic systems
consisting of many cavities. The corresponding Lagrangian for the rectangular cavity with
arbitrary impedance boundary conditions can be written as
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L=V -T—-W. (6)

where V denotes the total acoustic potential energy stored in the enclosed volume, T represents
the total kinetic energy and W,,, represents all the work done by the applied sources which
include the energy dissipation on the wall surfaces in the current case. These terms can be
explicitly expressed as [12].

The total potential energy Vis

1 ) 1 Ly Ly (L:
Jp av J J J pZ(x,y,z)dxdydz (7)

zﬂoCoV 2poc5 Jo Jo Jo

where g is the speed of sound, and p, is the mass density of the medium in the cavity.

The total kinetic energy T is given as

1
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where grad p means the gradient of sound pressure.

(grad p)*dv

av 8)

By using the relationship between the sound pressure and the particle velocity on impedance
surface, the dissipated acoustic energy can be calculated from

_ g 1p?
Wwall = - E JS ];zds = — 5 JS ]BYdS (9)

where Z is the complex acoustic impedance of the wall surface, and Y is the complex acoustic
admittance which is defined as the inverse of impedance, namely, Y =1/Z. For the non-uniform
distributed on a wall surface to account for practical complications, for example, the acoustic
admittance on wall z = 0 can be generally described as Y.(x, y) = Ya X h.o(x, y) where Y, is the
complex amplitude and h.(x, y) is a strength distribution function. In this study, to unify the
formulations and simplify the subsequent calculations, any specified admittance distribution,
such as Y,o(x, y), will be expanded into double Fourier series as

Yoy, z) = Z Z ?Zgnz cos A,y cos Ay z (10)
1, =0 n,=0

where A,s = n,1t/L;, (s = y or z). In actual numerical calculations, all such Fourier series
expansions will be truncated to n, = N,, and n, = N.. The non-uniform impedance distributions
on other wall surfaces can be treated in the same way.
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The work done by a sound source inside cavity can be represented as

_ 1
W = ZJijdU 11)

where Q is the distribution function of a sound source. For a point source located at (x,, y., z)
inside the cavity, we have

Q = Quo(x — x)6(y — ,)0(z — 2) (12)

where Q) is the volume velocity amplitude of the sound source, and 0 is Dirac delta function.

Substituting Egs. (7)-(12) into the acoustic Lagrangian, Eq. (6), and applying the Rayleigh-Ritz
procedure against each of the unknown Fourier series coefficient, a system of linear algebra
equations can be derived as

(K+wZ +o*M)E=Q (13)

where K and M are the stiffness and mass matrixes of the acoustic system, respectively; Z is the
damping matrix due to the dissipative effect of the impedance boundary conditions over the
cavity walls and Q is the external load vector.

In order to determine the modal characteristics of the acoustic cavity, one needs to solve the
characteristic equation by setting the external load vector Q (on the right side of Eq. (14)) to
zero. Since the resulting equation will involve the first-order and second-order terms of oscil-
lation frequency, it is usually rewritten in state space form [13]

R-wS)G =0 (14)
whereR:—{[g Iﬂ,sz holf L‘:H,G:{E}andhwﬁ

2.3. Vibro-acoustic coupling of panel-cavity system

The above formulation is mainly about the modelling of pure acoustic cavity, in many situa-
tions, the cavity is bounded by the flexible structure, such as the combustion chamber. For such
structural-acoustic coupling system, the vibration of flexible boundary structure and the
acoustic filed will couple together. As a classical example, the rectangular panel-cavity is often
used as the analysis example for the structural-acoustic coupling study.

As shown in Figure 2, an elastically restrained plate is one of the surfaces enclosing a rectan-
gular acoustical cavity (other five surfaces are assumed to be perfectly rigid for simplicity).
Suppose that the plate is excited by a normal concentrated force F. The vibration of the plate
will cause sound waves radiated into the cavity, and the cavity will in turn affect the panel
vibration by applying sound pressure to the fluid-structure interface. While the phenomenon
is described as causal event, it actually defines a coupled structure-acoustical system in which
the two different physical processes affect each other and have to be determined simulta-
neously by considering the coupling conditions at the interface.
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Figure 2. A rectangular acoustic cavity bounded by a flexible panel with general boundary conditions.

Although such structural-acoustic coupling system can be analysed by solving the governing
equation and boundary conditions, simultaneously. Similar to the above acoustic analysis of
enclosed sound space, the energy principle can also give the sufficiently accurate prediction of
vibro-acoustic behaviour, when the admissible functions are constructed smooth enough. For
the transverse vibration of a rectangular plate with general elastic boundary supports, its
displacement function will be invariantly expanded into an improved Fourier series as [14].

w(x, y) = i
m=0

oo

4 o -
Al oS AL x oS AL ny + Z <C1Ly (y)Zcfn CoS Apmx + Gy, (x)ZdL cos /\Lyny>
0 =1 m=0 n=0

(15)

where Ay, = mn/Ly, Ar,, = nm/L, and the superscript p with A,,, means the Fourier coefficients
for the panel displacement. The supplementary functions C;;(x) and Cy,(y) are introduced to
account for all the possible discontinuities with the first and third partial derivatives (with
respect to x or y) of the displacement function along each edge of the plate.

For the panel cavity considered here, the main attention will be paid to the structural-acoustic
continuity, with the other walls kept as rigid. The acoustic pressure filed function is constructed
as [15]

p(x,y,z) = Z Z Z Al iy, €08 A, X COS Ay, Y O Ay, Z
. (16)
+éun () Y. By, €O Ay, X €OS Ay y

my=0 my,=0

where m,, m, and m. are all integers, describing the spatial characteristic of a particular mode,
Amym,m; is the complex modal amplitude corresponding to the (m,, m,, m.) mode, and A,
=mgn/Ls (s =x, y or z).
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The Lagrangian for the plate structure can be expressed as

Lpanel = upunel - Tpanel - Wpanel + Wa&p (17)
where U, is the total potential energy associated with the transverse deformation of the panel
and the potential energy stored in the restraining springs; T}, denotes the total kinetic energy of

the plate; W, is the work done by the external force F; and W, represents the work done by
the sound pressure acting on the structural-acoustic interface which is calculated from

Ly Ly
Wagp = prdS = J J wpdxdy (18)
0 Jo
S

The total potential and kinetic energy for the elastic plate can be explicitly expressed as

D (& (L w\ 2 Rw\ > %w RPw RPw\’
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2 2
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and
1 Ly Ly dw 2 1 e Ly )
Tpane = 7J J ph| — | dxdy = - phw J J wdxdy (20)

where p and & are the mass density and thickness of the plate structure, respectively.

The Lagrangian for the acoustic cavity is

Lcavity = ucuvity - Tcavity - Wp&u (21)

where U, is the total potential energy for the acoustic cavity, T, is the total kinetic energy
of the particle vibrations inside the cavity and W,g, denotes the work due to the panel
vibration. The (pressure and velocity) continuity conditions the solid-fluid interface implies a
reciprocity relationship, that is, W,g, = We,.

Substituting Eqgs. (15) and (16) into Egs. (17) and (21) and minimizing them against the
unknown Fourier coefficients, one is able to obtain the final system in matrix form as
K, C M 0 w F

P a&p _ a)Z ; [ :| — { P} (22)
0 K. —Ca&P M, P 0
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Once the Fourier coefficient vectors W and P are solved from Eq. (22), the structural displace-
ment on the plate and the sound pressure in the cavity can be readily determined by using
Egs. (15) and (18). If one is only interested in the modal parameters of the coupled structural-
acoustic system, they can be simply obtained from solving a standard matrix characteristic
equation by setting to zero the loading vector on right hand side of Eq. (22), instead of
searching the singularities (the poles) of the modal coefficients or extracting the resonant peaks
from the frequency response functions of the coupled system. It should be noted that although
only one of cavity surfaces is considered movable in the above discussion, the present method
can be readily extended to an acoustic cavity bounded by multiple plate structures.

3. Numerical examples and discussion

In this section, numerical examples will be presented to demonstrate the effectiveness and
reliability of the proposed method, then based on model established, the vibro-acoustic behav-
iour of the cavity as well as its coupling system with the flexible panel will be studied. The first
example involves a rectangular cavity with each of its walls being perfectly rigid. The related
parameters are as follows: the dimensions are L, x L, xL,;=07x0.6 x05 m?, the air density
is puy = 1.21 l<g/m3 and the speed of sound is ¢yp.= 340 m/s. For a non-dissipative wall, its
acoustic impedance is described only by an imaginary part.

Table 1 shows a comparison of the first six natural frequencies using the familiar analytic
solution and from the current method. It should be mentioned that the current results were
calculated by truncating the series expansions in Eq. (2) to M, = M, = M. = 3. The “perfect’
match between the current results and the exact solution partially indicates the excellent
mathematical characteristic of the proposed series solution in terms of its convergence and
accuracy. Although only the first six modes were compared in Table 1, a nice agreement for
other higher order modes is also evident from the acoustic response curves presented in
Figure 3. In the subsequent calculations, all the Fourier series expansions will be truncated to
M =3 in each direction unless otherwise specified.

Now, place a point source of strength Qy=2 x 10> m?/s into the acoustic cavity at position (L,/10,
L,/10 and L./10). To account for the air absorption, a modal damping ratio 7 = 0.01 is assumed
for each acoustic mode. For a relatively small acoustic damping ratio, the dissipative effect can
be accounted for simply through introducing a complex wavenumber k' = k(1 — j&) [16]. In this

Natural frequency (Hz)

1 2 3 4 5 6
Current 0.00 242.86 283.33 340.00 373.17 417.83
Analytical 0.00 242.86 283.33 340.00 373.17 417.83

Table 1. The six lowest natural frequencies for a cavity with perfectly rigid walls.
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Figure 3. Sound pressure responses inside the cavity at: (a) (3L,/10, 4Ly/10, 5L./10) and (b) (9L,/10, 9Ly/10, 9L./10).

method, a complex sound speed ¢ = ¢(1 — jn) is used instead. Since k' = w/¢ (or, w/[c(1 — jn)]
=k(1 — j&)), it is easy to see that n = —&/(1 — j&). The sound pressure levels at two observation
points, (3L./10, 4Ly/10, 5L,/10) and (9L,/10, 9Ly/10, 9L./10), are plotted in Figure 3 in the
frequency range of 0-500 Hz. For comparison, the results obtained based on the superposi-
tion of 245 analytical modes are also presented. An excellent comparison between the two
predictions is seen over the entire frequency range [16].

Another extreme case of the non-dissipative boundary conditions is the so-called pressure
release (or zero-pressure), which is described by infinitely small pure imaginary impedance
on surface (j10~” in the actual calculations). Suppose that a cavity of 2.12 x 6.06 x 2.12 m’ has a
pressure-release condition at surface y = L, (= 6.06 m), and the rest walls are perfectly rigid. A
point source with strength as Qy =2 x 10~° m’/s is placed at (1.86, 0.26 and 0.26 m). To account
for the larger dimension in the y direction, more expansion terms are retained accordingly, that
is, M, =7 as compared with M .= M, = 3.

The sound pressure at (0.1, 5.96 and 2.02 m) is plotted in Figure 4 as a function of frequency.
This problem was previously solved by using an equivalent source technique, and the result
was also shown in Figure 4 as a reference. It is seen that the two predictions are in a good
agreement. However, slight separation between them can be noticed as frequency increases.
This is probably caused by the possible loss of the accuracy of the equivalent source technique
due to the use of an insufficient number of equivalent sources at higher frequencies. Plotted in
Figure 5 are sound pressure fields inside the cavity at 14 and 42 Hz, respectively. Since two
frequencies are very close to the first two resonance frequencies (refer to Figure 4), the distri-
butions essentially resemble the first and second acoustic mode shapes. It is observed from
Figure 5 that the sound pressure decreases rapidly in approaching to (and eventually vanishes
on) the wall of y = L,. The pressure fields are basically uniform on the cross-section perpendic-
ular to y-axis. These two pressure patterns may be considered to evolve the familiar (1, 0, 0)
and (2, 0, 0) modes for the cavity with each wall being perfectly rigid. The existence of the zero-
pressure wall at y = L, causes the nodal surfaces to shift towards it.
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Figure 4. Sound pressure at (0.1, 5.96 and 2.02 m) inside the cavity with pressure release boundary specified on the wally =L,
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Figure 5. Sound pressure fields with a pressure release described by an infinitely small impedance on the surface (710~ in
the actual calculations) on surface y = L, (=6.06m) at: (a) 14 Hz and (b) 42 Hz.

To better understand the effect of impedance boundary conditions on the acoustical character-
istic of an enclosed space, the frequency responses at the observing point (0.1, 5.96 and 2.02 m)
are plotted in Figure 6 for a wide range of impedance values from j10~° to j10° specified on
surface y = L, (= 6.06 m), while the other walls are kept acoustically rigid. For small imped-
ances, Z; < j10%, both the resonance frequencies and response amplitudes show a strong
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Figure 6. Effect of varying impedance boundary condition on the sound pressure response at observing position (0.1, 5.96
and 2.02 m), in which the impedance variation is specified on surface y = L, (=6.06 m) while the other walls are kept
acoustically rigid.

dependence on the specified impedance value. However, when the wall becomes sufficiently
rigid, Z; > j10*, a further increase of the impedance will have little effect on the pressure field.

In the aforementioned examples, the results are mainly on the acoustic cavity analysis, as
demonstrated in the above formulations, the current modelling framework can be used for
the treatment of vibro-acoustics analysis of panel-cavity system by simply including the
vibrational energy in the whole description. The model will be first valeted, and then, the main
emphasis will be put on the model validation and the influence of structural boundary condi-
tion on the coupling characteristics of such panel-cavity system.

For the model verification on the modal parameter prediction, consider a problem previously
studied in Ref. [17] where an acoustic cavity (L, x L, x L, =0.2032 m x 0.4064 m x 0.6096 m) is
coupled to a simply supported rectangular plate (L, x L, =0.2032 m x 0.4064 m) of thickness
1.524 mm. The other five walls of the cavity are considered as acoustically rigid. The material
properties of the plate are specified as: Poisson’s ratio p = 0.3, Young’s modulus E =71 x 10’ Pa
and mass density ppaue = 2700 kg/mS. The density of and sound speed in the air cavity are p,;
= 1.21 kg/m® and ¢y = 344 m/s, respectively. In the current solution method, the simply
supported boundary condition can be easily realized by respectively setting the stiffnesses of
the rotational and translational springs to zero and infinity which is actually represented by a
very large number, 5 x 10°, in the numerical calculations.

Table 2 shows the first 20 natural frequencies of the coupled panel-cavity system. The data
from Ref. [17] were also listed there for comparison. A nice agreement can be observed
between these two sets of results with the largest difference being less than 0.35%. In this
example, the Fourier series is truncated to M, = N, = 12 for plate displacement and to M,, =
M, = M., =3 for the cavity pressure.
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Mode order Ref. [17] (Hz) Current (Hz) Difference (%)
1 113.91 114.06 0.13
2 177.48 178.04 0.32
3 280.71 281.02 0.11
4 295.97 296.62 0.22
5 379.77 379.71 0.02
6 423.05 423.11 0.01
7 447.32 447.96 0.14
8 448.06 449.21 0.26
9 511.5 511.52 0.00
10 559.9 561.49 0.28
11 565.89 565.9 0.00
12 650.43 652.6 0.33
13 706.59 706.6 0.00
14 717 41 719.91 0.35
15 829.09 826.97 0.26
16 846.99 847 0.00
17 847.03 847.04 0.00
18 850.95 850.59 0.04
19 892.84 892.92 0.01
20 893.4 893.39 0.00

Table 2. The first 20 modal frequencies for the coupled panel-cavity system.

Next, we will examine the effect of cavity depth on the modal parameters. As in Ref. [18], the
cavity dimensions are chosen as: L, x L, x L,=0.2m x 0.2 m X Hg,y. The cavity is enclosed at
z = L, by a simply supported copper panel, and its remaining five walls are assumed to be
perfectly rigid. The panel thickness is 0.9144 mm, and its material properties are mass density
ps = 8440 kg/m?, Poisson’s ratio u = 0.35 and Young’s modulus E = 105 x 10° Pa. The acoustic
medium is air having the same properties as in the first example. Table 2 gives the first six
modal frequencies of the coupled system with a good comparison with the results previously
presented in Ref. [18].

From the standpoint of structural vibration, the acoustic cavity may be approximately viewed
as Winkler springs with a probably non-uniform stiffness distribution over the area of the
panel, depending upon frequency. To understand its significance, the effects of varying edge
restraining stiffnesses on the fundamental frequency of the coupled system are studied for a
range of cavity depths. In this analysis, the copper panel is assumed to be uniformly supported
along all four edges. Shown in Figure 7(a) are the results for a configuration in which, by
keeping the rotational stiffness to zero, the stiffness for the translational spring is increased
from zero (completely free) to infinity (simply supported). It is evident that reducing the cavity
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Figure 7. Effect of the boundary restraining stiffness on the first modal frequency of the coupled system: (a) varying the
stiffness of the translational springs; (b) varying the rotational stiffness.

depth is equivalent to increasing the stiffness of the Winker springs. For small restraining
stiffness, k < 10°, the first mode is manifested in a piston-like motion, and the fundamental
frequency is primarily determined by the edge restraints. However, as the edge springs
become sufficiently strong, k > 107, the air cavity starts to take over as a dominating factor in
affecting the value of the fundamental frequency. For intermediate values, 10* < k < 10°, the
fundamental frequency tends to show a strong dependence on the stiffness of the edge
restraints.

By letting the translational springs be infinitely rigid, we now add rotational restraints to the
edges. The fundamental frequency curves are plotted in Figure 7(b) for various combinations
of cavity depths and spring stiffnesses. Again, it is seen that the decreasing the cavity depth is
equivalent to increasing the stiffness of the Winkler springs and hence the fundamental fre-
quency of the panel wall. The above results also indicate that there tends to exist stronger
structural acoustic coupling for a thinner air gap. This statement may have a meaningful
implication to the design of double-walled sound isolation.

We will now direct our attention to the vibro-acoustic responses of the coupled system. For
validation, the cavity dimensions will be modified to: L, x L, x L;=1.5m x 0.3 m x 0.4 m. The
top surface of the cavity is a simply supported plate of thickness 1 = 5 mm. Other relevant
material properties are given as: pa; = 2770 kg/m®, Young’s modulus E = 71 x 10° Pa, Poisson’s
ratio p = 0.33, air density p,;; = 1.21 kg/m® and speed of sound v = 340 m/s. The damping ratio & =
0.01 is used for both the plate and air cavities. A unit force is applied to the plate at point
(13L,/30, L,/2). This model was studied before by Kim and Brennan [19] using an impedance
and mobility approach which is essentially the same as the modal coupling theory. Figure 8
shows the velocity responses at two separate locations, (13L,/30, L,/2) and (16L,/30, L,/3).
Plotted in Figure 9 are the sound pressures inside the cavity at (4L,/10, Ly/Z, L,/2) and (L./2,
Ly/Z, L,/2). The reference values in the dB scales are 10~ m/s for velocity and 2 x 107> Pa for
sound pressure. It is seen that both the resonant peaks (namely, natural frequencies of the
coupled system) and magnitude of the calculated vibrational and acoustic responses match
very well with the analytical predictions from the impedance and mobility approach [19],
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Figure 9. Sound pressure responses at: (a) (4L,/10, L,/2, L./2) and (b) (Ly/2, L,/2, L./2).

which are plotted as the dotted curves in Figures 8 and 9. In this analysis, the Fourier series is
truncated to M,, = N,, = 12 for the plate displacement and to M,, =5, M, = M, = 3 for the cavity
pressure.

As mentioned earlier, the conventional modal coupling theory suffers a velocity discontinuity
problem at the fluid-structure interface, that is, the particle velocity on/near the interface
cannot correctly calculated from the pressure gradient. However, this velocity continuity
requirement is faithfully enforced in the current method. To illustrate this point, Figure 10(a)
shows the velocity response at (3L,/10, L,/4, L;) on the panel. Because of the relatively large
length-to-width ratio (L./L, = 1.5/0.3 = 5), it is reasonable to include more x-related terms in the
Fourier series for the cavity pressure to better capture the faster variation of pressure gradient
in the x-direction. It is seen that setting the truncation number to M, = 10 has effectively
ensured the velocity continuity on the interface. The direct and indirect velocities are also
compared in Figure 10(b) at a different point, (L./4, L,/4, L.), on the interface. Plotted in
Figure 11 are the comparisons of the velocity responses at (3L,/10, 4L,/5, z) predicted by the
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current method and modal coupling theory for different z-values: z = 0.85L,, 0.90L., 0.95L, and
0.99L.. It is observed that the particle velocity can be better estimated by using the current
method, particularly for the cases very close to the panel-cavity interface. Once the reliable
prediction has been made for the particle velocity, other variables of interest such as sound
intensity can be calculated. Figure 12 presents the calculated sound intensity near the interface
at (3L,/10, 4Ly/5, 0.99L,). Since sound intensity is a vector, the negative value indicates that its
direction is opposite to the z-axis. It can be found that the acoustic energy is not always
transmitted from the vibrating panel into acoustical cavity in the whole frequency range at
this observing point. The calculated results using modal coupling theory are also shown there;
obviously, such an approach cannot be correctly used to predict sound intensity due to its poor

accuracy with predicting particle velocity from pressure gradient in the vicinity of the vibrat-
ing boundary structure.

4. Conclusions

An improved Fourier series method is presented for the acoustic/vibro-acoustic modelling of
acoustic cavity as well as its coupling with flexible boundary structure. The coupled system is
described in a unified pattern by using the energy description. With the aim to construct the
structural-acoustic admissible functions smooth sulfficiently in the whole solving domain,
boundary-smoothed auxiliary functions are introduced to the standard multi-dimensional Fou-
rier series on the system boundary as well as the coupling interface. In conjunction with
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Rayleigh-Ritz procedure, all the unknown coefficients can be easily derived, and the relevant
higher order acoustic variables, such as energy power flow, can be determined straightforwardly.

The theoretical formulation is implemented in the Matlab environment. Numerical results are
presented to illustrate the effectiveness and efficiency of the proposed model. The correctness
and reliability is then verified by comparing with those from other method or numerical
solution. Based on the model established, influence of boundary condition on the acoustic or
structural-acoustic coupling characteristics is addressed and investigated in details. This work
can present an efficient analysis tool for the acoustic or structural-acoustic analysis of the
enclosed sound space and flexible structure. This work shows that the desired modal charac-
teristics of coupling system can be obtained by adjusting boundary conditions properly.
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Abstract

Wave properties of strongly coupled complex dusty (SCCD) plasmas evaluated using the
equilibrium molecular dynamics (EMD) simulation technique. In this work, the plasma
normalized longitudinal current correlation function C, (k,t) and transverse current C, (k,t)
are calculated for a large range of plasma parameters of Coulomb coupling parameter
(I') and screening strength (k) with varying wave’s number (k). In EMD simulations, we
have analysed different modes of wave propagation in SCCD plasmas with increasing
and decreasing sequences of different combinations of plasmas parameters (i, I') at vary-
ing simulation time step (At). Our simulation results show that the fluctuation of waves
increases with an increase of I and decreases with increasing k. Additional test shows
that the presented results for waves are slightly dependent on number of particles (N).
The amplitude and time period of C, (k,t) and C,(kt) also depend on different influenced
parameters of k, I', k and N. The new results obtained through the presented EMD method
for complex dusty plasma discussed and compared with earlier simulation results based
on different numerical methods. It is demonstrated that the presented model is the best
tool for estimating the behaviour of waves in strongly coupled complex system (dusty
plasmas) over a suitable range of parameters.

Keywords: wave properties, plasma parameter, current correlation function, dynamic
structure factor, strongly coupled complex (dusty) plasmas, equilibrium molecular
dynamics

1. Introduction

Transport properties of complex dusty plasma have been very actively investigated in the
laboratory and by computer simulations, and wave properties have played a dominated role
in both system monitoring and optimization. Waves in complex system have a dynamical
role for understanding the behaviours of individual particles in different applications, for

I m EC H © 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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example, instabilities and wave propagation during flow. The subject of complex liquids or
dusty plasmas containing micron-size charged condensed particles has recently been actively
investigated in the physics and chemistry of plasmas, ionized gases, and the space environ-
ment, environmental sciences, semiconductor plasma processing industries, nuclear energy
generation and materials research. Dust in atmosphere and in the entire universe is in differ-
ent shapes and sizes. Mostly, it is in solid form and also in liquid and gaseous forms. Dust
particle coexists with plasma and then forms dusty (complex) plasma. In the plasma when an
electron is displaced from their equilibrium position, the electrostatic forces due to ions pull
the electron back. Due to small mass of electron, overshoot the ions and oscillation in plasma
is started.

1.1. Plasma

There are four states of matter: liquid, solid, gas and plasma. The Irving Langmuir, an American
physicist, defines plasma first time as “plasma is a quasi-neutral gas of the charged particles
that show collective behaviors.” He received Noble prize in 1927 first time using the term
“plasma” [1]. The quasi neutral means “when the number of ions is equal to the number of elec-
trons then gas becomes electrically neutral (ni = ne)”. Collective behaviour means that charged
particle collides with each other due to electric field and coulomb potential. Applications of
plasma in industries, science and technology and in our daily life are very significant [2, 3].

1.1.1. History of plasma

In 1922, the term plasma is used and defined by an American scientist Irving Langmuir. In
1930, a few isolated researchers, each motivated by some specific practical problems, began
the study of what is now called plasma physics. In 1940, Hanes Alfven developed theory
of hydrodynamic waves and gives the future prospectus of waves in astrophysical plasma
(now called Alfven’s waves). In 1950, research on magnetic fusion energy was started based
on plasma physics in the USA, Soviet and Britain. The end decade of 1960 Russian Tokomak
configuration empirically developed and created plasma with different parameters. In 1970
and 1980, the performance of tokomak was improved at the end of twentieth century and
fusion break-even nearly achieved in tokomak. In the 1980s, many new applications of plasma
in different fields of science and technology appeared. In the 1990s, study on dusty plasma
was started (when the dust particles are immersed in plasma, they change the properties of
plasma, which is known as dusty plasma) [4, 5].

1.1.2. Types of plasma

Plasma classified on the basis of temperature of electrons, ions and degree of ionization as
well as density.

1.1.3. Cold plasma

T, T, and T, are the temperatures of ions, electron and gas respectively, if the plasmas satisfy
T,>>T,>>T, condition is called cold plasma. The pressure of the cold plasma is low than
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collisions between electrons, ions and gases molecule that are not frequent. In this plasma,
non-thermal symmetry between energies of gas molecules and electrons are not existed.
Temperature of electrons is higher than ions and has greater energy than ions. Similarly, ions
have greater energy than gas molecules. In this type of plasma, the effect of magnetic field
is very weak and also can be ignored; only charge particles are affected by electric field. It is
created in the laboratory on positive column of the glow discharge tube. Applications of cold
plasma in food processing, sterilization of tooth, hand and self-decontaminating filter. It is
used as a convenient descriptor to distinguish one-atmosphere. Examples of cold plasma are
fluorescent lamps and neon signs [6].

1.1.4. Ultracold plasma

If the plasma having very low temperature approximately 100 mK to 10 pK, density 2x10°cm?,
interaction between particles is strong and the thermal energy of the particles is low com-
pared with Coulomb energy between interacting particles known as ultracold plasma. It is
created by pulsed lasers, laser-cooled atoms and photo ionization [7].

1.1.5. Hot plasma

If the plasmas have very high temperature, the collision between interacting particles is very
frequent also thermal equilibrium obtains, if plasma satisfies T, =T, this condition is known
as hot plasma or thermal plasma. It is created in laboratory with high gas pressure in the dis-
charge tube. Hot plasma acquired local thermodynamic equilibrium (LTE). Examples of hot
plasma are atmospheric arcs, sparks and flame. In the hot plasma, the thermal equilibrium
occurs between the gas molecules and electrons when electron collides with the gas molecules
at a high pressure in the discharge tube.

1.1.6. Ideal plasma

Itis defined by a plasma parameter which is known as Coulomb coupling and denoted by T = £-£.
Whenever, I'<1, then that plasma is called ideal plasma. In ideal plasma, the kinetic energy (KE) of
the plasma is greater than potential energy (PE) at low density and high temperature. In the ideal
plasma, the value of Coulomb coupling is negligible. Due to low density, the collisions between
particles are less, and ideal plasma does not have a specific structure [8, 9].

1.1.7. Non-ideal complex (dusty) plasma

When dust particles are immersed in the plasma, then the properties of plasma become com-
plex known as complex (dusty) plasma. The dust particles are charged and much larger than
electrons, ions and neutral atoms, and their size varies from millimetre to nanometre. The
properties of dust particles are investigated in different fields of research such as plasma
physics, plasma chemistry, ionized gases, material research and astrophysics and also in
space physics. Dust particle changes different properties of plasma dominate in current car-
rier, form liquid and crystalline states. Comets, exposed dusty surfaces, planetary rings and
zodiacal dust cloud are the examples of dusty plasma [10-12].
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1.2. Dust particle in plasma

Dust in atmosphere and in the entire universe is in different shapes and sizes. Mostly, it is
in solid form and also presents in liquid and gaseous forms. If dust particle coexists with
plasma, it forms dusty (complex) plasma. Dust particle acquires charge and is affected by
electric and magnetic fields. Temperature on the dust particle is approximately 10 K, and
electric potential varies from 1 to 10 V is mostly negatively potential. Charge on dust particle
depends on the flow of electrons and ions. It can be grown or inserted in low-temperature
plasma at low degree of ionization in the laboratory. It becomes a dominant component of
dusty plasma for transports of energy, momentum and mass. In these days, dusty plasma
becomes more significant in the field of research of science and technology by investigating
its transport properties in the laboratory. Currently, complex plasma becomes more interest-
ing field of research. The major ratio of plasma in the universe is dusty plasma. It is a huge
occurrence in magneto and ionosphere of earth, atmosphere of stars, sun, solar wind, galaxies
cosmic radiations, planetary rings comet tails and nebulae. Dusty plasma also known as com-
plex plasma has electrons, ions, neutral and dust particles components [12].

1.2.1. Charge on dust particle

Dust particles in plasma gain the electric charge, which they obtained in the plasma. The
charge on dust particle can range from zero to hundreds of thousands of electrons depending
on the size and shape of the dust particle. When a dust grain immersed in an ionized medium,
soon it gains a charge when its surface is contact with plasma. This is valid for small floating
objects like dust particles, also for electrode surfaces and macroscopic objects inserted into
the discharge tube. This charge determines by balancing positive ion and the electron current.
These currents must be equal in a steady state. Due to high mobility of the electrons as com-
pared to ions, the surface collects negative charges, which attracts positive ions and repel the
electrons until an immobile state is reached. Therefore, by equating fluxes between electrons
and ions, the charge on particle can be obtained. This charge is responsible for confinement
and long lifetimes of particles in plasmas. Due to interactions between these particles, waves,
instabilities and other collective phenomena are produced.

1.2.2. Size of dust particle

Dust particles are much larger than electrons and ions, and its size varies from 10° m to
107 m. A typically used particle may have a diameter of 3.50+0.05 um and a mass ~3x10™"" kg.
Such particles are named mono disperse. It has any shape, mostly spherical, and also easily
observed in laboratory without any microscope. It is made by conducting or dielectric mate-
rial [12, 13].

1.2.3. Nature of dust particle

Dust particles that collect the plasma particles such as electrons and ions on their surface
become an interacting particle. In the dusty plasma energy, momentum and mass are trans-
ferred through dust particle. Dust particle may be in liquid, solid and gaseous forms.



Sound Waves in Complex (Dusty) Plasmas
http://dx.doi.org/10.5772/intechopen.71203

1.3. Application of plasma in daily life

Plasma is widely used in the field of science, technology and in our daily life. Plasma science
also affects human life in different fields and ways. It plays a very important role in the steril-
izing of medical instruments, laser, developments of fusion energy, intense particle beams,
plasma processing, lightening, development fusion energy controlling, high-power energy
sources, high-power radiations sources and water purification plant [3]. X-ray and ultraviolet
electron beams and radiations, which are emitted by plasma-centered sources, have a diver-
sity of applications in different fields.

1.3.1. Application of plasma in textiles

In textile industries, plasma used for surface treatment shows a large number of advan-
tages. Different plasma treatments were used to modify the surface of fabrics, such as cold
plasma treatments, which modify the large and reliable systems in fabrics. Three effects
are found on the textile surfaces during plasma treatments: (1) cleaning effect, (2) increase
of micro roughness and (3) produce deliquescent surfaces. The plasma polymerization
is a process in which solid polymeric materials are deposited on textile substrate with
required properties; currently, this technique is under development, and in this technique
only upper surface is modified. This treatment also has optimistic effects on printing and
dying of wool and has proved to be successful in shrink-resist. Improvement of surface
wetting technique in artificial polymers is done with treatment in oxygen-, air- and NH,
plasma. Hydrophilic treatment used as a dirt-repellent and antistatic finish [Sparavigna,
2008]. Plasma treatment is environmental friendly in which only upper layer of surface is
modified without changing its bulk properties. Vacuum plasma is used on a small scale
as is used in reel-to-reel machinery at the industrial scale; it plays a vital role to enhance
a number of properties, including liquid repellency, the specific surface functionality and
improved wet ability.

1.3.2. Application of plasma in industry

The surfaces of optics and contact lenses can be cleaned by plasma treatment. In this pro-
cess, thin layer of the organic impurity is removed almost from all surfaces. Plasmas are
used for the manufacturing of semiconductor chips in discharge tube, and the dust particles
are essentially formed from the reactive gases used for the creation of plasmas. These dust
particles are used for the manufacturing of semiconductor chips and give the significant
results for the conduction of electric current. In the aerospace industries, plasma treatment
of composite and polymer materials are commonly used. This treatment has advantages in
adhesive and cleaning bonding of the dissimilar materials. In the automotive industries,
adhesion of the exterior and interior parts is increased by the plasma treatment appara-
tus and plasma treatment procedures without any heat effect that commonly facing with
flames. The Henniker is well known as a great leader in this field because he controlled
plasma systems with low cost for almost in every common automotive development mis-
sion [2, 3, 11].
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1.4. Waves in plasma
1.4.1. Plasma oscillation

In the plasma, when an electron is displaced from their equilibrium position, the electrostatic
forces due to ions pull the electron back. Due to small mass of electron, overshoot the ions and
oscillation in plasma are started. The plasma oscillation leads to plasma frequency which is
denoted by w . When the amplitude of oscillation is small, then oscillation forms a sinusoidal
waveform. Mathematically, oscillation is represented as:

n = aexplilk.r-wb)] )

where 1 is the density, 7 is the constant that tells about the amplitude of waves and k is propa-
gation constant that describes the direction of waves and ¢ is the time. The propagation con-
stant in Cartesian coordinates

k.r=kx+ky+ky (2)

The phase velocity is & = % = v, that gives the direction of waves negatively or positively.

ar =
Sometimes the phase velocity in plasma exceeds the velocity of light c. The group velocity is

v = % and plasma frequency isw = (%)i that depends upon the density of plasma and does

not depend on k.

1.4.2. Classification of waves in plasma

In this chapter, we classified plasma waves with respect to direction of motion of charge par-
ticles (electron, ion), which are perpendicular or parallel to the direction of propagation. The
longitudinal waves consist of electrostatic (ion and electron) waves and transverse wave con-
sists of electromagnetic (ion and electron) waves, mostly transverse component and sometime
longitudinal component also.

1.5. Electron waves (electrostatic)
1.5.1. Plasma oscillation

Plasma oscillation, also known as Irving Langmuir waves, is discovered by American sci-
entists Irving Langmuir and Lewi Tonks in 1920, and the frequency of plasma oscillation
is high due to low electron density in the conducting materials such as metal and plasma.
It is found in interstellar gas clouds and earth atmosphere. Mathematically, it is written as

3
2 = 242722
w? = w+5k v,

1.5.2. Upper hybrid oscillation

The upper hybrid oscillation is a resonance phenomenon in plasma which the electric field
perpendicular to the magnetic field and waves propagates across the static magnetic field:

w? = W+ w? = wl
v 3 h
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1.6. Ions waves (electrostatic)
1.6.1. Acoustic waves

It is a type of longitudinal waves in magnetized plasma that propagates due to compression
mode and its direction along the magnetic field lines. The particle velocity, sound pressure,
sound intensity and particle displacement are the important quantities of acoustic waves. It
exhibits the interference, diffraction and reflection phenomenon. In general, ion acoustic wave

: N s L]
formula is [1, 14], o* = ¥*v? = 53—

2. EMD model for correlation relations and numerical technique

In this section, we introduce the molecular dynamic simulation technique and its theoretical
background that was needed in this work. We introduced a system of mathematical model
that used and applied in the computer simulations and also explained steps for molecu-
lar dynamics simulation codes. In addition, it also explains the simulation parameters and
techniques. Yukawa potential was first time proposed by a scientist Hideki Yukawa in 1930.
Through this potential, charged particles do interact, which is defined as

2 -
e

PN = g T ®

where () is the charge on dust particle interacts with other charge particle, ¢, is the permit-
tivity of free space, r is the distance of interacting particle and A is Debye screening length.

2.1. Current correlation functions

The particle current or momentum current for single atomic (molecule) species in MD unit is
given as:

ni(r, ) = §vj6(r—r],(t)) “4)

where v, and r, are the velocity and position of jth particle. By using the Fourier transforma-
tion, Eq. (4) should be written as:

ﬂ(k, t) = ; U}. e—ik.ry(l) (5)
The correlation function of the current vector component is defined as:

C k) = §,—< (k) -k, 0) ©)

m

For the isotropic fluid under the consideration of symmetry, Eq. (6) can be expressed in terms
of longitudinal current correlation and transverse current correlation in the relative direction
of k, where k is the wave vector.

ka kﬁ kuﬁ
Caﬂ(k’ i’) = = CL(k, t) + (60’/} - F) CT(k, t) (7)
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By setting k = k%, we obtain longitudinal and transverse current functions in X, Y and Z direc-
tion relative to the k and —k.

2.2. Normalized longitudinal current correlation function C, (k1)
Eq. (7) split into longitudinal current and transverse current by using the Fourier transformation as:
kZ
Gk 1) = (b ) (-, 0) (8)
Inserting the value of 7_in Eq. (8), we have

Ck t) = 4-{Zv,e50(k, DT, e (K, 1)) 9)

m

Longitudinal current correlation function explains the direction of propagates along Z-axis in
the positive and negative directions of Z-axis with wave number. This equation also specifies
about longitudinal motion of charge particle.

2.3. Time-dependent normalized transverse current correlation C_(k,t)

Using the Fourier transformation for Eq. (7), the transverse current correlation is defined as:

Cyll 1) = o (7 (k) 7, (=k, 0) + 7 (k, ) (~ K, 1) (10)

where
n(k,t) = §vje‘ik-x,v(') (11)
ny(k, t) = %Jv].e‘ik%(” (12)

Eq. (12) states about the directions of propagation of electromagnetic waves with respect to
wave number along the positive and negative X- and Y-axes. The transverse current correla-
tions also describe us about transverse motion of charge particle in complex system or com-
plex (dusty) plasma [15-17].

2.4. Parameters and simulation techniques

In this section, we select a system of choice having number of particles N = 500-4000: these
existing particles in a cube volume (V) interact with each other by pairwise Yukawa potential
givenin Eq. (3). In this chapter, the EMD simulation technique has been used to investigate the
longitudinal current correlation and transverse current correlation that are given in Egs. (9)
and (10), respectively. The dimensions of simulation box are chosen as L, L, L,. The periodic
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boundary condition is used to minimize the surface size effect and applied to the simulation
box. In our case, the main calculations are performed for N =500 particles at k =1.4, 2, 3 and 4
with plasma coupling parameters I' (temperature of the Yukawa system) varies from 1 to 300
and waves numbers k =0, 1, 2 and 3. The simulation time step is taken as At = 0.005/a)p that
allows to compute the important data for sufficient long simulation run. The EMD method
is reported for the current correlation of SCCD plasma over reasonable domain of plasma
parameters of Debye screening (1 <« <4) and Coulomb coupling (1 <I'<300). Particle veloc-
ity thermostat is used to control the temperature of systems. The reported simulations are
performed between 5.0 x 10°/w_ and 2.0 x 10°/w,, time units in the series of data recording of
correlation functions [16, 17].

3. EMD simulation results

3.1. Time-dependent longitudinal current correlation function C, (k,#), at x =1.4
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Figure 1. Variation of C, (kt) as a function of simulation time step (At) of strongly coupled complex plasma at « =1.4,
N =500, waves number k=0, 1, 2 and 3 for (a) I' =1, (b) I =2, (c) I' =50 and (d) I" =100.
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3.2. Time-dependent longitudinal current correlation function C, (k) at x =2
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Figure 2. Variation of C (k1) as a function of simulation time step (At) of strongly coupled complex plasma at x =2,
N =500, waves number k=0, 1, 2 and 3 for (a) I =1, (b) I' =2, (c) I' =50 and (d) I' =100.

3.3. Time-dependent longitudinal current correlation function C, (k) at x =3
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Figure 3. Variation of C (k1) as a function of simulation time step (At) of strongly coupled complex plasma at x =3,
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To illustrate the behaviour of correlation function of SCCD plasma using EMDS, the
time-dependent normalized longitudinal current correlation (C, (kt) from Eq. (9) spectra
is plotted against simulation time step (At), as shown in Figures 1-3, for waves number
(k=10,1, 2 and 3), plasma parameter (Coulomb coupling) I' = 1, 2, 50 and 100 and for
screening parameter (x = 1.4, 2 and 3), respectively. It is observed from four panels of
Figure 1 that the wavelength decreases and amplitude of longitudinal current increases
with increasing waves numbers (k), as C,_ 0.2875, 0.9220, 2.5143 and 3.7139 for waves
numbers k =0, 1, 2 and 3, respectively, at same values of I' =1 and x =1.4. It has been
shown that the value of C, (kt) decreases with increasing of I' as C, (k,t) = 0.2875 (0.9220),
0.1179 (0.4369), 0.0044 (0.0148) and 0.0020 (0.0148) for I' =1, 2, 50 and 100, respectively, at
k=0 (1) and for x =1.4. In case of wave number k = 2(3), the value of C, is 2.5142(3.7139),
1.0661(2.0954), 0.0591(0.1020) and 0.0271(0.0463), respectively. The fluctuation of sound
waves in SCCD plasma is observed from Figures 1-3 that increases with decreasing the
plasma temperature, and it is noted that the amplitude, fluctuation and wavelength for
simulation time step (At) of longitudinal current correlation in SCCD plasma gradually
decrease with increasing of k. We have noted from simulation results that the propagation
of sound waves in dusty plasma is frequently propagated at higher value of I' =50 and 100
and at lower value of ¥ =1.4 and 2.

3.4. Time-dependent transverse current correlation function C (k 1), x =1.4
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3.5. Time-dependent transverse current correlation function C (k,1), x = 2

T E‘I‘

il
anf
us
L 1]
EEY
e
18
(1] 3
(L]
R
A

" PR R .
€5 08 16 18 28 38 3B A8 40 4% 48

4

Tearmserss Currend Cormelston Cpiliy
k

Trwsvere Cimenn Covelathon Cpilli}

A3 08 1@ 18 XD OFS XD 33 40 43 AB

Sirsalation Time g, AT St T i, 88

O == e e e ol - . . . .

p— i et ——— i e

T A - wl e | e
() 4

AP

= <
- -
Ly Ly
LE] 3
Ll
R
Wi
g ooe E am b
L] L = oA
F
E P amp
E AW p
= B d 3 =
L P S S S S S A M M
R RS 'R 18 X0 2% 2R BB 4G 48 A9 ] 1 2 3 a4 L ]
Bl T Saep A Simsalatn Timme S, Al

Figure 5. Variation of C (k) as a function of simulation time step (At) of strongly coupled complex plasma at x =2,
N =500, waves number k=0, 1, 2 and 3 for (a) I =1, (b) I =2, (c) I' =50 and (d) I =100.

3.6. Time-dependent transverse current correlation function C_(k#), k=4
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Figures 4-6 demonstrate that the simulation results are obtained for C,(k,t) of SCCD plasma
using EMD simulation at k=0, 1,2 and 3, I'=1, 2, 50 and 100 and « =1.4, 2 and 4, respectively,
at N = 500. The presented simulation results of C_(k,t) spectra are compared with increas-
ing and decreasing sequence of T, x and k. It is noted that the fluctuation, wavelength and
amplitude of C (k) (transverse or shear waves) in complex (dusty) plasma immediately
depend on plasma temperature, Coulomb coupling and system size. We have observed
from simulation results of transverse waves in dusty plasma that wavelength of these
waves decreases with increasing wave number, plasma parameters, Coulomb coupling and
number of particles. The amplitude of C (kt) increases with increasing wave number as
C, =0.2655, 0.9679, 2.0914 and 3.8960 for k =0, 1, 2, and 3, respectively, at k¥ =1.4 shown in
Figure 4(a) and decreases with increasing I' as for k=0(1), C,=0.2655(0.9679), 0.1395(0.5607),
0.0074(0.0197) and 0.0040(0.0081) and for the case k =2(3), C,=2.0914(3.8960), 1.0590(1.8826),
0.0537(0.0929) and 0.0259(0.0366) at I' =1, 2, 50 and 100, respectively, shown in four panels
of Figures 4 at ¥ =1.4 and N = 500. We have observed from 12 simulated results, which are
displayed in Figures 4-6, that fluctuations in C_(kt) increase with decreasing plasma tem-
perature and decrease with increasing x, N. We have concluded from 24 simulated results
that amplitude and wavelength of transverse waves in SCCD plasma are directly propor-
tional to the plasma temperature and inversely proportional to the screening strength.
Shear waves are frequently propagated at higher value of T'.

4. Summary

The EMD simulation method is used to investigate the C, (k,t) and C.(kt) for SCCD plasma
over a wide range of plasma parameters «k, I', N and k (wave number). The first involve-
ment of presented simulation is that it delivers and understands the propagation of waves
in SCCD plasma. In general, the amplitude and frequency of waves with different modes
are analysed. The presented simulation specifies that the waves are frequently propagated
at intermediate and high value of I'. These investigations show that the values of frequency
and amplitude depend on I', ¥, N and k. The EMD simulation investigation shows the
plasma wave behaviors that are observed at low and intermediate values of I' and does not
show at higher value of I and at lower value of x =1.4. It has been shown that the presented
EMD method and earlier EMD techniques have comparable performance over the wide
range of plasma points, both yielding reasonable results for correlation parameters. New
simulations yield more reliable and excellent data for the C, (k,t) and C(kt) for a wider
range of x (=1, 4) and I' (=1, 100), respectively. The existing simulation delivers more reli-
able data for the existence of waves and dynamical structure in SCCD plasma. These simu-
lation results show that in the absence of structure in dusty plasma, the shear wave does
not support. The sound wave frequently propagates at medium and higher values of I' in
SCCD plasma. It is suggested that the presented EMD technique based on the Ewald sum-
mation described here can be used to explore other ionic and dipolar materials. It is very
interesting to note what other types of interaction potentials support correction parameters
of strongly coupled plasmas and how its strengths depend on the range of new interaction
potentials.
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Abstract

The geological environment is an open system, on which external and internal factors
act. They lead it to an unstable state, which, as a rule, manifests itself locally in the form
of zones, called dynamically active elements, which are indicators of potential cata-
strophic sources. These objects differ from the host geological environment by structural
forms, which are often forming of a hierarchical type. The process of their activation can
be observed using monitoring with wave fields, for mathematical support of which new
modeling algorithms have been developed using the method of integral and integral-
differential equations. A new approach to the interpretation of wave fields has been
developed, to determine contours or surfaces of locally stressed hierarchical objects. An
iterative process of solving the theoretical inverse problem for the case of determining
configurations of 2D hierarchical inclusions of the k-th rank is developed. When
interpreting monitoring results, it is necessary to use data from such monitoring systems
that are tuned to study the hierarchical structure of the environment.

Keywords: hierarchical structures, acoustic wave fields monitoring, anomaly density,
stressed, plastic, fluid saturated hierarchic inclusions, equation of theoretical inverse
problem

1. Introduction

It is known that the geological environment is an open dynamic system that is influenced by
natural and artificial effects at various scale levels that change its state, resulting to a complex
multi-ranked hierarchical evolution. That is one of the subjects of geosynergetic study [1], see
the bibliography. Using the synergetic approach, it is necessary to clear distinguish the scale of
natural phenomena. The paradigm of physical mesomechanics introduced by academician

I m EC H © 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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Panin V. and his school, which includes the synergetic approach, is a constructive tool for
studying and changing the state of heterogeneous materials.

Determining the state and its dynamics of the massif is a more complex problem than mapping
its structure. Individual parts of the massif can be in a different stress state, and the corresponding
deformations can be either elastic or plastic. The medium can be multiphase. A sharp change
of the state of the blocks can lead to loss of stability of the whole massif and to a rock shock. The
change of the state is determined both by natural and technogenic influence on the massif
and manifests itself by the formation of man-made cavities and pumping by mechanical energy
during mass explosions provided for mining technologies. The phenomenon of non-stationary
state of the rock massif for today is a well-known fact [2, 3]. Manifestations of it can be from
insignificant ones in the form of increase in permeability due to increase in fracturing of rocks,
which are already registered in the form of shocks, micro-impacts, rock impacts, mountain-
tectonic impacts [4]. The latter refer already to catastrophic phenomena, which are initiated by
both internal and external technogenic causes. In our studies of the non-stationary geological
environment in the framework of natural experiments in real rock massive under strong man-
made influence, it was shown that the dynamics of the state can be detected using synergetic
effect in hierarchical environments. An important role for the study of the state of dynamic
geological systems consists on a combination of active and passive geophysical monitoring,
which can be carried out using electromagnetic and seismic fields. The change of the system state
on the investigated spatial bases and times is manifested in parameters related to the structural
features of the medium of the second and higher ranks. Thus, the study of the state dynamics, its
structure and the phenomenon of self-organization of the massif should be studied by geophys-
ical methods tuned to the multi-rank hierarchical nonstationary model of the environment.

In the work [1] the results of the method of studying synergetic manifestations of a geological
environment under active external influence were generalized using the method of phase
portraits for researching the problem of reflecting the synergetic properties of a geological
medium in the data of active electromagnetic and seismic monitoring. The results, obtained
from the analysis of the detailed seismological catalog from the point of view of the mathe-
matical foundations of synergetics and open dynamical systems possessing the properties of
nonlinearity and dissipativity lead us to the necessity of formulating a new mathematical
modeling problem different from the one previously performed [5, 6].

The processes of development of oil and gas fields are associated with the motion of multi-
phase multicomponent media that are characterized by no equilibrium and non-linear rheo-
logical properties. The real behavior of reservoir systems is determined by the complexity of
the rheology of moving fluids and the morphological structure of the porous medium, as well
as by the variety of processes of interaction between the liquid and the porous medium [7].
Accounting for these factors is necessary for a meaningful description of filtration processes
due to nonlinearity, non-equilibrium and in homogeneity inherent in real systems. In this case,
new synergetic effects are revealed (loss of stability with the appearance of oscillations, the
formation of ordered structures). This allows us to propose new methods for monitoring and
managing complex natural systems that are tuned to account for these phenomena. Thus, the
reservoir system from which to extract oil is a complex dynamic hierarchical system.
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A major result of studies of the last century was the conclusion about the fundamental role of
the block-hierarchical structure of rocks and massive for explaining the existence of a wide
range of nonlinear geomechanical effects and the emergence of complex self-organizing
geosystems in the analysis of the formation of large and super-large deposits. The hierarchical
structure is characteristic for many systems, especially for the Earth’s lithosphere, where more
than 30 hierarchical levels from tectonic plates with a length of thousands of kilometers to
individual mineral grains of millimeter size were identified by geophysical studies. Thus, the
Earth’s crust is a continuous medium that includes a discrete block system and, like any
synergetic discrete ensemble, has hierarchical and self-similar properties. This must be taken
into account when creating new complex geophysical systems for studying the Earth’s litho-
sphere. Iterative algorithms of 2-D modeling for sound diffraction and a linearly polarized
transverse elastic wave on inclusion with a hierarchical elastic structure located in the J-th layer
of the N-layer elastic medium are constructed.

In the present chapter we consider the case where the inclusion density of each rank differs
from the density of the enclosing medium, and the elastic parameters coincide with the elastic
parameters of the enclosing layer. We consider also the case when the inclusion density of each
rank coincides with the density of the host medium, and the elastic parameters of the inclusion
of each rank differ from the elastic parameters of the enclosing layer. We used the method
of integral and integral-differential equations for the spatial-frequency representation of
the distribution of wave fields. It follows from the constructed theory that when combin-
ing acoustic, geomechanical and gravitational fields, it is necessary to use such data that are
obtained within the framework of observation systems that are tuned to the study of the
hierarchical structure of the medium. The use of density values obtained from the correlation
between the values of the longitudinal wave velocity determined from the kinematic interpre-
tation of seismic data and the density to construct a density model for gravity data may lead to
a mismatch between this model and the real composition of the geological medium studied.
The use of values of elastic parameters without taking into account density anomalies can lead
to a discrepancy between the geomechanical model and the acting stresses in the geological
environment.

The algorithm developed in [8] is based on Hooke’s law [9]. Equations of motion are obtained
by equating the elastic forces of the products of masses with accelerations, and the action of the
other forces is not assumed. This assumption is completely justified for small deformations
and quite often agrees well with the experimental data. However, if vibrations occur in the
medium, then part of the elastic energy passes into heat due to internal friction. At the present
time, the theory of internal friction in solids is developing [9]. There are several indirect
methods of determining internal friction that arise in the samples, which are associated with
the assumption that the restoring forces are proportional to the amplitude of the oscillation,
and the dissipative forces are proportional to the velocity.

The present work is devoted to the developing an algorithm for the propagation of the seismic
field in the acoustic approximation in a layer-block elastic medium with a hierarchical plastic
inclusion (the case of taking into account internal friction in viscoelastic inclusion), with
anomaly density, anomaly stressed and fluid-saturated hierarchical inclusion.
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2. Algorithms of mathematical modeling of acoustic wave distribution in
block layered hierarchical structure with different physical properties

2.1. Modeling of sound diffraction on 2D plastic hierarchic heterogeneity, located in N-
layered elastic medium

In the book [9], considering the motion equation:
P = ME +né + E¢ (1)

for oscillating body it was made an assumption, that the elastic reducing force E is propor-
tional to the displacement &, and the dissipative force is proportional to the velocity &, by that E
in (1) depends from the elastic constants, and 1 depends from the dissipative forces, the nature
of these in [9] did not been discussed. Let us consider the Voigt model [9] for an elastic-viscous
environment that in contrary of the Hookers model introduces in the relations for the elastic
constants of Lame such expressions:

A+ Ny i+ p @ @)

In the paper [10] it is described the algorithm of sound diffraction modeling on elastic 2D
homogeneous inclusion, located in the J-th layer of the N-layered medium.

Gsp,j(M,MO) — a source function of seismic field, the boundary problem of it is formulated in
the paper [10], k%ﬁ = w?(0ji/Aji) — wave number for the longitudinal wave, in the cited expres-
sions index ji identifies the medium properties inside the inclusion, ja — outside the inclusion,
A — constant of Lame, ¢ — medium density, @ — cycle frequency, u= gradp — displacement
vector, ¢ — potential of the normal seismic field inside the layered medium without the

inclusion: ¢ = ¢}

T~
%
|
=
~—
N S—

Oja
J(P(M)GSp,f(M»MO)dTM + Giﬁ(PO (M%)

(9ja — i) 0o
~opn VOmig, o= p(M’) M'ES.

a(M°)2m ”@(M)GSM(M7MO)‘1TM +¢" (M)~
Sc

Ojg — Oji 0

TG e ),

Let us use the expression (2), k%ﬁ = w? (aji / ()\ji + /\;,.a)u,')), where w # wyj; and Aj; # A'j;, that

identifies the influence of the inner friction in the inclusion in the Voigt model. If the inclusion
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has a structure of the l-th rank then according to Ref. [10] and (2) the system (3) can be
rewritten as follows:

kz‘il — K i
(1]271”)” (P](M)GSp,j(Mv MO)dTM + %@?-1 (MO)*
jil

Scl

(0ja — 0ji) 09, 0\ a0
_ 70]‘1'1277 SGSP] Lde = ?, (M ) M’ eSS,

Oiil( 1jil 1j)
“o(M2n ” @ (M)Gsy, (M, M°)dtng + ] (M?) —

Scl

Ojg — 0jjl fs)
( EMO) ! )?gGSm a(P[ dc = @, (MO) M5,

where Gsp,j(M,Mo) — source function of the seismic field, it coincides with the function of the
expressions (3), k%ﬁ = w? (aﬁ / (/\ﬁ + /\}i a)lji)) — wave number for the longitudinal wave, ji and ja
coincides with expressions from (3), [ = 1...L — number of the hierarchic level, I][ = gradg, (p? -

potential of the normal seismic field in the layered medium by absent of heterogeneity of previous
rank, if [ =2...L @) = @, ,,if =1, ¢? = ¢, that coincides with the corresponding case (3).

If by transition on the next hierarchic level the axis of two-dimensionality does not change and
only the geometry of the sections of included structures change, then similarly (4) we can
develop the iteration process of seismic field modeling (the case of distribution only longitudi-
nal wave). The iteration process relates to modeling of displacement vector by transition from
previous (rank) level to a next (rank). Inside each hierarchic rank the integral-differential
equation and the integral-differential expression is calculated using the algorithm (4). If on
some hierarchical rank the structure of the local heterogeneity divides on some heterogeneities,
then the integrals in the expression (4) are calculated over all heterogeneities. In that algorithm
we consider the case when the physical properties for one and the same rank are equal, the
boundaries cab be only different.

It must be noted, that the structure of the integral-differential equations remain the same also

for the case of elastic inclusion, but the vector u; = gradg, now depends from two additional
parameters for each rank: A';;, sy, that can lead the system to a resonant state.

2.2. Modeling of elastic transversal wave diffraction on 2D plastic hierarchic heterogeneity
located in the N-layered medium

Similarly to (4) it can be developed the same process for modeling an elastic transversal wave
in N-layered medium with 2D hierarchic structure with arbitrary section morphology with use
the integral equations from the paper [10] and (2), where 1, = pj; + Wiy @3jil-
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KB — K, '
) ” (M) G, (M, M)+ 224 (M) +
o ) Hip

(yja - xujil) 5GSS,]‘ . 0 0
+‘uﬁ172nguxl(M) o de = ”xl(M )/M € 5S¢
Hiit (kgjil - kgj)

[J(Zwo)zrcsg MXZ(M)GSS,j(M7 MO)dTM + ”g(l—l) (MO)+
I

(:uja - xujil) ngsj 0 0
-~ buy(M)—dc =uy(M"),M" €S
+ y(MO)Zﬂ guz( ) n ¢ uvl( ) Shle]

where Gg;, ]-(M,MO ) — source function of the seismic field for the considering problem, it coin-
cides with the Green function formulated in the paper [10] for the appropriate problem,

kgjﬂ = o ((7]','1 / [uﬁ,> — wave number of the transversal wave, f;; = fty | i @b, 1 — constant

of Lame, u,; — component of the displacement vector of the rank 1,, [ = 1...L — number of the
hierarchic rank, u%, — component of the displacement vector of the previous rank in the
layered medium when the heterogeneity of the previous rank is absent, if [ = 2...L,
Ul = uy_1), if 1=1, u2; = u?, that coincides with the corresponding expression for the normal
field in the paper [10].

Thus the iteration processes (4) and (5) allow to define by given modules of elasticity inside the
layered medium that include the hierarchic heterogeneity with additional plastic parameters
which depend from the frequency of inner oscillations of the medium inclusion the space
frequency distribution of the components of the acoustic field on each hierarchic level. Then,
using the known formula of the book [11], for each hierarchic level we can define the distribu-
tion of the components of the deformation tensor and stress tensor using the distribution of the
components of the displacement vector, that depends not only from the influenced frequency,
but from the frequency that is defined by the inner friction. On each hierarchic level it can be
itself. Interacting with the influenced frequency medium creep state or resonant excitations can
be occurred. That information plays a significant role for estimation of medium state,
depending from the hierarchic structure and degree of its change.

2.3. Modeling sound diffraction on 2D anomaly dense hierarchical heterogeneity, located in
a N-layered elastic medium

In the paper [6] it was described the algorithm of modeling of sound diffraction on elastic
hierarchic inclusion, located in the J-th layer of the N-layered medium. Gg, (M,M°) - is a
source function of the seismic field, for which is formulated the boundary problem in the

paper [6], k%]-i = w?(0ji/Aji) — wave number for the longitudinal wave, indexes ji and ja, A, o,
w, u= gradp, ¢°, (p]QI- = ‘Pg; are the same, that are described in the paragraph 1. Let us consider

that the elastic parameters of the hierarchic inclusion for all ranks and the layer, where it is
located are equal, but the density of the hierarchic inclusion for all ranks differs from the
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density of the layer where the inclusion is located. Then the system of equations [6] can be
rewritten as follows:

(k%ji - k%j)

.
o J(PI(M)GSp,j(M’MO)dTM + aijj(p?‘l (MO)*

Scl

(Gia_(’jil) op 0\ 240
_(WTyS.GSp']&dC_@(M ),M € 5S¢

U]’ 1]zl
MO o JJ M)Gp,i (M, M)dty + ] (M®) —
Scl

Ojg — Ojil
( EMO)] )fGSPJ a(P dc = (Pz(MO) M’¢Sa,

where Gs, j(M,M") - a source function of seismic field, the boundary problem of it is formu-
lated in the paper [6], k%]-il = w? (O']'i] / (/\ﬁl) ; Al = Aj; —wave number for the longitudinal wave,
[ =1...L — number of the hierarchical level, (p? — potential of the acoustic field in the layered
medium when the inclusion of the previous rank is absent, if [ = 2...L, (p? =@, ifl=1

@) = ¢, that coincides with the corresponding expression (3).

If by transition on the next hierarchic level the axis of two-dimensionality does not change and
only the geometry of the sections of included structures change, then similarly (4) we can
develop the iteration process of seismic field modeling (the case of distribution only longitudi-
nal wave). The iteration process relates to modeling of displacement vector by transition from
previous (rank) level to a next (rank). Inside each hierarchic rank the integral-differential
equation and the integral-differential expression is calculated using the algorithm (6). If on
some hierarchical rank the structure of the local heterogeneity divides on some heterogeneities,
then the integrals in the expression (6) are calculated over all heterogeneities. In that algorithm
we consider the case when the physical properties for one and the same rank are equal; the
boundaries can be only different.

2.4. Modeling of elastic transversal wave diffraction on 2D anomaly dense hierarchical
heterogeneity, located in a N-layered elastic medium

Similarly to (6) it can be developed the same process for modeling distribution elastic trans-
versal wave in N-layered medium with 2D hierarchic structure with arbitrary section mor-
phology with use the integral equations from the paper [6].

M 11 (M) Gss, j (M, M) dtpg + 1y (M°) = uu(M°), M* €S
m xl Ss, j ; M x(1-1) xl ’ Cl
SCI,
’ )
M JJ 11 (M) Gss (M, M%) dtag + u2_p) (M°) = ua(M°), M&Sy
u(M°) 2 ! o

SCly

69



70 Computational and Experimental Studies of Acoustic Waves

where Gg, (M, M") - source function of the seismic field for the considering problem, it coin-
cides with the Green function formulated in the paper [6] for the appropriate problem,
i s o {eF g ! f1:) — wave number of the transversal wave, pji={, p — constant of Lame,
Uyl — compc.)nent"of the displacement vector of the rank 1, I = 1...L — number of the hierarchic

rank, uf:! — component of the displacement vector of the previous rank in the layered medium
0

x

when the heterogeneity of the previous rank is absent, if [ =2...L, u?_, =, if1=1, ug, =u

that coincides with the corresponding expression for the normal field in the paper [10].

It must be noted that the structure of the system (6) coincides with the general case, when the
hierarchical heterogeneity had not only density parameters that differ from the density of its
included layer, but also the elastic parameters for all ranks differ from the elastic parameters of
the included layer. The difference of the system (6) consists only in the values of the wave
number. Thus more sensitive to the hierarchical inclusions of anomaly density in the massif is
the medium response, linked with the longitudinal wave that is also sensitive to the form of the
hierarchical inclusion, than the transversal wave. That must be taken into account by mapping
and monitoring such complicated geological medium.

2.5. Modeling sound diffraction on 2D anomaly stressed hierarchical heterogeneity, located
in an N-layered elastic medium

In the paper [6] was described the algorithm of modeling of sound diffraction on elastic
hierarchic inclusion, located in the J-th layer of the N-layered medium. Gsp,j(M,MO) — source
function of the seismic field, for which is formulated the boundary problem in the paper [6],

2 2 I . . . .. .
k i =0 (rrﬂ / /Lﬂ) - wave number for the longitudinal wave, indexes ji and ja, A, o0, o,
0

il = gradp, (po, qo?!. =, are the same, that are described in the paragraph 1. Let us consider
that the density parameters of the hierarchic inclusion for all ranks and the layer, where it is
located are equal, but the elastic parameters in the hierarchic inclusion for all ranks differ from
the elastic parameters of the layer where the inclusion is located. Then the system of equations
[6] can be rewritten as follows:

(k%jil - k%]) . . . o
TJJ({)z(M)Gsp,]'<M,M Ydtum + @) | (M°) = ¢, (M"), M’ €S¢y

Scl o
0jil (k%jil - k%]) . . . o )
G(M%_(JJ(PI(M)GSP,]'(M,M )dTM +¢ 4 (M ) — (PI(M ),M ¢Sc

Scl

The designations in (8) are the same as for the system of equations (6).

2.6. Modeling of elastic transversal wave diffraction on 2D anomaly stressed hierarchical
heterogeneity, located in an N-layered elastic medium

Similarly to (4) it can be developed the same process for modeling distribution elastic trans-
versal wave in N-layered medium with 2D hierarchic structure with arbitrary section mor-
phology with use the integral equations from the paper [6].
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where Gg;, j(M,MO) — source function of the seismic field for the considering problem, it coin-
cides with the Green function formulated in the paper [6] for the appropriate problem,

kgﬁl = @? (oj,-l / yﬁl) - wave number of the transversal wave, (j# o, 0ji=0js, i — constant of
Lame, u,; — component of the displacement vector of the rank 1, [ = 1...L — number of the
hierarchic rank, u%, — component of the displacement vector of the previous rank in the layered

medium when the heterogeneity of the previous rank is absent, if [ =2...L, ”21 = Uyq-1y, ifI=1,

uY, = u?, that coincides with the corresponding expression for the normal field in the paper [6].

It must be noted that the structure of the system (9) coincides with the general case, when the
hierarchical heterogeneity had not only density parameters that differ from the density of its
included layer, but also the elastic parameters for all ranks differ from the elastic parameters of
the included layer. The difference of the system (9) consists only in the values of the wave
number. Thus more sensitive to the hierarchical inclusions of anomaly density in the massif is
the medium response, linked with the transversal wave. That must be taken into account by
mapping and monitoring such complicated geological medium.

2.7. Algorithm of modeling the distribution of the longitudinal wave in the layered medium
with fluid saturated hierarchic inclusions

The idea, written in the paper [6] for solution of the direct problem for 2D case of longitudinal
wave distribution through the local elastic heterogeneity with hierarchic structure, located in
the J-the layer of N-layered medium, let us spread on the case when on the L-th hierarchic layer
a fluid saturated porous inclusion will occur. Gg, (M, MP) — source function of the seismic field,

it coincides with the function from the paper [6]. ki;; = @?(0ji/Aju) — wave number for the
. . .. . - 0 0o_ 0

longitudinal wave. Indexes ji and ja, A, 0, w, u=grad ¢, ¢, ¢;; = ¢;; are the same, that are

described in the paragraph 1. =1...L-1 — number of the hierarchic level.

If by transition on the next hierarchic level the axis of two-dimensionality does not change and

only the geometry of the sections of included structures change, then similarly (4) we can

develop the iteration process of seismic field modeling (the case of distribution only longitudi-
nal wave). The iteration process relates to modeling of displacement vector by transition from
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previous (rank) level to a next (rank). Inside each hierarchic rank the integral-differential
equation and the integral-differential expression is calculated using the algorithm (4). If on
some hierarchical rank the structure of the local heterogeneity divides on some heterogeneities,
then the integrals in the expression (4) are calculated over all heterogeneities. In that algorithm
we consider the case when the physical properties for one and the same rank are equal; the
boundaries can be only different. If =L, inside these hierarchic level the porous fluid saturated
inclusion occurred. Then the system (4) with account [12] will be rewritten:

Kijn — ki oj
<12—RJ)JJ PAM) Gy (M. M) + g (M)~
jil
Scl

o= gn) g Py (M) + ap,), M* € S,

Oj2m oy 7 on ©2)
a
MJJ@ (M)Gsy 1 (M, M) dtag + 91y (M°) ~
o(M)2r 2 : " -
(0ja — gjit) op,
Wﬁ i tde = (M), M°gSa,

wherea=1-x - KLO,K=A — module of all-around compression, x — porosity, K, — true modu-
lus of phase compressibility, pore hydrostatic pressure p,. If [ = L + 1 and on the next level the
hierarchic heterogeneity is again elastic, for continuing the iteration process we can use again
the equations (4).

3. Defining of the 2-D surface of the anomaly stressed hierarchical
object, located in the layered blocked geological medium using the
data of acoustic monitoring

In Ref. [13], the concept of a step-by-step interpretation of a variable electromagnetic field was
proposed. At the first stage, the parameters of the normal section, or the parameters of the
enclosing one-dimensional non-magnetic medium, are anomalous conductive or magnetic
inclusions. In the second stage, an anomalous alternating electromagnetic field is selected by
a system of singular sources placed in a horizontally layered medium with geoelectrical
parameters determined at the first stage. At the third stage, the theoretical inverse problem is
solved, i.e. At given geoelectrical parameters of the host environment for a set of parameters of
non-homogeneities, the contours of this heterogeneity are determined. We obtain explicit
integral-differential equations of the theoretical inverse scattering problem for two-dimensional
and three-dimensional alternating and three-dimensional stationary electromagnetic fields in
the framework of models: a conductive or a magnetic body in the v-th layer of a conductive
N-layered half-space.

In this chapter, using the approach presented [14, 15], an algorithm is developed for obtaining
the equation of the theoretical inverse problem for an acoustic field (transverse acoustic wave)
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for the elastic anomaly stressed hierarchical heterogeneity of the k-th rank, whose density
coincides with the density of the host medium for all hierarchical ranks, located in the v-th
layer of the elastic N-layered half-space.

Let a simply connected domain D of the Euclidean space R?, bounded by a continuously
differentiable closed curve is located in the v-th layer of the N-layered half-space. Suppose that
this domain contains inside K simply connected hierarchical inclusions, bounded by continu-
ously differentiable closed curves 0Dy and extending parallel to the axis OX. The boundaries /;
of the layers P; (j =1, ..., N) are parallel to the OY axis of the XOY plane of the Cartesian
coordinate system. The axis OZ is directed vertically downward. We place the origin of the
coordinate system on the upper boundary of the surface of the first layer and match it with the
point that is the projection onto OY of the point, with respect to which the domain D is stellar.
Let U (y, z) be complex-valued twice continuously differentiable function that satisfy the two-
dimensional scalar Helmholtz equation:

AU + (MU = —f(M), (10)

2 2
where A = %—l—g’?;

_J¢;Mell/D(j=0,...n)
(M) { cis MED(k=1,..K) ° (1D
Let the function Ul(y, z) satisfies the equation:

AU + p(MU" = —f(M), (12)

_ Cj}MEHj/B(fZO,...Tl) 1
M) { i MeD(k=1,..K) " 13

Let us first consider the case, when k= 1. For M€ R* D(j = 0, ...N).We shall define:

ut(M) = um) — u'(m) (14)

Function U'(M) satisfies the Eq. (10). On the boundaries l; of the layers P; the following
boundary conditions are fulfilled:

UL: u]‘tr]; '
u] :u]+1,M€l](]=1,,1’l—1), (15)
1 1 .
U] = UjJrll
ou; oUjq , OU; UL au} GU}H .

bi— =10, ;b =b; bi——=bi 1 ——; L, 1
! dn MY o " 7 on 1 Mej, (16)

b; are complex coefficients (j=0, ...,N) and in general case:b;#b;.; on the contour 0Dy: for k =1:
u, =u +u. (17)

Function U, satisfies the equation:
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AU, + ¢,(M)U, = —f(M). (18)

U —is a function U in the layer P, ¢ D; U, —is a function U" in the layer P, &D; in the domain
Dfork=1:

U, = U +U;MeD; AU, + c¢,U, = 0. (19)

Boundary conditions on 0D (k = 1):

ou aut aul
+ + a _ v v _
ur=ul, b, S5 bV( 5+ an> 0, (20)

By M— the functions U(M), U (M), U" (M) satisfy the radiation condition [16]. The algorithm
of calculation of function U" for the electromagnetic case is written [13].

Let us introduce the function G(M, M), that satisfies the following equation:
AG+p(M)G = —6(M, M), (21)

and the boundary conditions (15, 16), by M—-e the function G satisfies the radiation condition
[16], by M— M, the function G has a singularity as: In1/p(M, Mo):

(M. Mo) = \/(y — y,)* + (2 — z0)2. 22)

Algorithm of calculation of function G for the case, when the domain D is located in the v — th
layer, is written [13]. Let us introduce the function G, that coincides with the fundamental
solution of the Eq. (11) for k = 1. Let us use the Green formula [16] for two functions
u',G; (M €R? \D, My ePi) in each layer Pyj=0,...,N). Let us fulfill the procedure similarly
[17]: let us multiply the defined expressions for each layer on b; reciprocally, j=0, ..., N and add
them term by term with account (11-14), (16) and (17). As a result we receive:

i
2rU* (M) = ~(0./b) | (u: (o) M) _ G, ) O >;M el Moell,  (23)

oD

In the domain D let us use the Greens formula for the two functions U,(M), G*(M,M,). As a
result we receive:

- G (MMy) o,
0= J (Uu(M)an ~ GY(M,Mo) )dl. (24)

Let us add expressions (23) and (24), taking into account (20) and (21), and also the expression (13):

dG(M, My) ou’ —

= (—b 1 A 0) v g . )

0 ( /h,) J (UV(M) 5 G(M, My) =+ | di; M€ D; Mo 11,. (25)
oD
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Then we shall receive:

2rtr (o) = [ ((ut; )+ o) (PG (g, ) QL)

on
out aaL[I)1 )
_bv( an +6—1;) ((1/w)G" (M, Mo) — (1/2)G(M, My)) )dl.

Eq. (26) is the explicit equation of the theoretical inverse problem for the two-dimensional
scalar Helmholtz equation in a layered medium with homogeneous inclusion for given values
of the boundary conditions [13-15]. As a result of the solution of the integral-differential
equation (26) related to the function r (@), that describes the contour of the sought homoge-
neous object, it is possible to determine it for known values of the physical parameters of the
host medium and the desired object, and also for given values of the functions.

According to [5, 8], the problem of diffraction of a linear polarized elastic transverse wave by a
two-dimensional elastic heterogeneity of a hierarchical type located in a layer of an N-layer
medium within the framework of the described model reduces to solving a similar problem
with the following changes. The equation of the theoretical inverse problem (26) for the scalar
Helmholtz equation, to which our problem reduces, remains valid by that:

by =E&,bi=&;ba =&y (27)

&v 1,80, Py, Pis Pa — the values of the parameter Lame and the density in the v -th layer, in the
layer where the point M, is located and inside the heterogeneity at k = 1. An important
difference between the present problem and the one considered above is that p,=p, for all k,
physically, this means that the anomaly in the acoustic field is created by an anomaly of the
stressed state of the medium and can be associated with a focus of either a rock shock or
earthquakes.

+ _ gyt — o 1
u _ux'uv _uxv/ uv_uxv'

(28)

where u, is the component of the displacement vector, different from zero for the selected
model.

G(M, My) = Gss(M, My); G"(M, M) = G5(M, My); 0D, dI,
K2 :wz&;kg — 2P (29)
‘ & &y
The algorithm for calculating the Green’s function Ggg(M, My) was written in Ref. [18]. Thus,
the equation of the theoretical inverse problem for k =1 is written in the form:
0G5 (M, M, 0Gss(M, M
2mef (Mo) = [ ((u;,(M> + 14, (M) (y - ( %) M) -
n : on
aD1 (30)

+ 1
-&, (65,;‘ + aau—n> ((1/e)GEs (M. Mo) — (1/5)Gss(M, Mo)) )dl.
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Let k =2, that is the sought object is a hierarchic inclusion with elastic parameter Lame &; and
density p,, 0D; — contour of the external inclusion and with elastic parameter Lame &,, density
Py, 0Dy — contour of the inner inclusion. The inclusions are uncoordinated. It is needed to
define the two contours. For solution of our problem in the expression (27) we substitute
&.=&1, and in the expression (29):

OD = 0Dy; dl = dly; Gis = Gi; & (Gis) = & (Gs)i K, = % = w? £=.

Solving Eq. (30) related to the function r1(¢), that describes the contour 0D;, we calculate the
functions: u; u;; ul by the algorithm for solving the direct problem (9), (31) and (32) inside and
outside the heterogeneity placed in a layered medium, u! the elastic field component in a
layered medium in the absence of a heterogeneity.

Evl

Ux (MO ) E

1(Mp) + % ” 11 (M) Gss (M, M)dS; +
S1

J (M) 5 a1 My e 5,

31
év_éu ( )

T one,

oD,

éﬂ (kgu - k%v)

uX(MO) = quc(MO) + 27_[ E(M0>

” 1 (M) Gss (M, Mo)dS: +

(& — &) oG . 32
v a SS
Zné(Mo)al (M) =5, =

dl; MyS;.

This completes the first iteration cycle, and we proceed to the second iterative cycle k = 2. The
calculated function u,(M;) (32) is denoted as: u,lc(kfl) (33), in the expression (27) £,=&,, in the
expression (29):

)

d
0D = dDy;dl = dly; Gis = Gi; 5~ (Gis) =

o (CR): R =B = £ (33)

The Eq. (30) can be rewritten as following:

2y (Mo) = J ((“MM) +upl 1)(M)) (W - < év/éx) W) _

oD2 (3 4)

ur ol
—¢ on on ((1/%2)GSS(M»M0) - (V%)Gss(M,MO)))dlz;

We solve the Eq. (34) relatively the function r,(¢) that describes the contour 0D,.If K = 2, then
the problem is solved, if k > 2, k =k + 1, the iteration process is continued.

We solve the functions:

ukfl; u+(k71), (35)
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using the algorithm of the direct problem inside and outside the hierarchical heterogeneity of
the rank k — 1, located into the layered medium (the physical parameters of the layered
medium are not changed) (9), (36) and (37).

— 5 - kza —1) — kzv _
1(Mp) :vau}f" 2 (Mo) +% ” 1 (M) Gss (M, Mo)dS 1)+
S(k-1) (36)
& — Catk—1) J 0Gss
oy el M) B g Mye s
2n5a(k—l) X ( ) a k-1 0 (k=1),
AD(k-1),

W (M) = 1D (M) + —‘5;("2 e ";v) ” W (M) G (M, Mo)dS; +
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dD(k-1),

The calculated function u%~1(My) (28) we denote as:

Y (38)

In the expression (27) £,=&, in the expression (29):

0D = dDy; dl = dly; Gis = Gi; 5, (Gs) = 5 (G56): ka =l = @ £

Eq. (30) is rewritten as following:

oD
ouf duilkD .
B Cr vt ((1/2)Ges(M, My) — (1/2)Gss(M, My)))dly; (39)

We solve the Eq. (39) relatively the function () that describes the contour oD. k = k + 1.
Iteration process (35-39) continues up to k = K.

4. Conclusions

The chapter considers the problem of modeling a seismic field acoustic approximation in a
layered medium with inclusions of a hierarchical structure. Algorithms of modeling in the
seismic case in the acoustic approximation for 2-D plastic heterogeneity are constructed.

Comparing expressions (6) and (7), (8) and (9), we can draw the following conclusions. When
constructing a complex seismic gravity model without taking into account the anomalous
effect of a stress—strain state inside the inclusion, an analysis of the anomalous acoustic effect
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using data on the propagation of a longitudinal wave shows that it is more sensitive also to the
inclusion form, in comparison with the acoustic effect of the propagation of a transverse wave.
However, it follows from these expressions that elastic parameters in the seismic model cannot
be neglected in the massif, and they influence the interpretation of the values of the unknown
anomalous densities. If these values are used in the construction of a density gravitational
model, then these density values will not reflect the material composition of the analyzed
medium. In the construction of an anomalously stressed geomechanical model without taking
into account the anomalous effect of density heterogeneities within the inclusion, an analysis
of the anomalous acoustic effect using data on the propagation of a transverse wave shows
that it is more sensitive also to the inclusion form, in comparison with the acoustic effect of the
propagation of a longitudinal wave. However, it follows from these expressions that the
influence of density parameters in the massif in the seismic model cannot be neglected, and
they influence the interpretation of the values of the unknown anomalous elastic parameters
that cause the anomalous stress state. If these values are used in the construction of a
geomechanical model, these values of the elastic parameters will not reflect the stress state of
the analyzed medium.

The proposed simulation algorithm, the mapping and monitoring method for a heteroge-
neous, complex two-phase medium, can be used to control the production of viscous oil in
mine conditions and light oil in sub horizontal wells. The requirements of efficient for the most
economic indicators and the most complete extraction of hydrocarbons in the fields dictate the
need for the creation of new geotechnology for the development of oil and gas fields based on
fundamental advances in geophysics and geomechanics [19].

Additionally it is of interest with the use of the obtained algorithms to investigate the question
of studying the connection between the strain and strain tensors at each hierarchical level and
the possible deviation from the generalized Hooke’s law.

In the third part of our chapter we considered the problem of constructing an algorithm for
solving the inverse problem using the equation of the theoretical inverse problem for the 2-D
Helmholtz equation. An explicit equation is obtained for the theoretical inverse problem for the
scattering of a linearly polarized elastic wave in a layered elastic medium with a hierarchical
elastic anomal stressed inclusion, whose density for all ranks is equal to the density of the
enclosing layer. An iterative algorithm for determining the contours of non-axial inclusions of
the k-th rank in a hierarchical structure with successive use of the solution of the direct problem
of calculating the elastic field of k-1 rank is constructed. With the increase in the degree of
hierarchy of the structure of the medium, the degree of spatial nonlinearity of the distribution
of the components of the acoustic field increases, which involves the elimination of methods for
linearizing the problem when creating interpretation methods. This problem is inextricably
linked with the solution of the inverse problem for the propagation of the acoustic field in such
complex media using explicit equations of the theoretical inverse problem. For the first time an
equation for determining the surface of anomalously stressed inclusion in a hierarchical lay-
ered block environment was derived from the data of acoustic monitoring. In practice, using
this algorithm, we can localize from the acoustic monitoring data the area of a potential hotbed
or a forthcoming earthquake and estimate the degree of anomalous elastic stresses.
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Abstract

The design and implementation of in-fiber acousto-optic (AO) devices based on acoustic
flexural waves are presented. The AO interaction is demonstrated to be an efficient mech-
anism for the development of AO tunable filters and modulators. The implementation of
tapered optical fibers is proposed to shape the spectral response of in-fiber AO devices.
Experimental results demonstrate that the geometry of the tapered fiber can be regarded
as an extra degree of freedom for the design of AO tunable attenuation filters (AOTAFs).
In addition, with the objective of expanding the application of AOTAFs to operate as an
amplitude modulator, acoustic reflection was intentionally induced. Hence, a standing
acoustic wave is generated which produces an amplitude modulation at twice the acoustic
frequency. As a particular case, an in-fiber AO modulator composed of a double-ended
tapered fiber was reported. The fiber taper was prepared using a standard fusion and
pulling technique, and it was tapered down to a fiber diameter of 70 um. The device
exhibits an amplitude modulation at 2.313 MHz, which is two times the acoustic frequency
used (1.1565 MHz); a maximum modulation depth of 60%, 1.3 dB of insertion loss, and
40 nm of modulation bandwidth were obtained. These results are within the best results
reported in the framework of in-fiber AO modulators.

Keywords: acousto-optic interaction, acousto-optic filter, acousto-optic modulator
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1. Introduction

The acousto-optic (AO) effect based on flexural acoustic waves in optical fibers has received a
great deal of attention for the development of many practical AO devices such as frequency
shifters, attenuators, and tunable filters [1-3]. In recent years, novel AO devices have been
proposed and developed to explore applications of in-fiber AO interaction in a different way,
for example, by implementing standing flexural acoustic waves [4, 5] or by the use acoustic
waves in short packets [6]. All these approaches offer the advantages of being dynamic devices
with tunable amplitude and spectral responses. Its operation principle relies on the intermodal
coupling induced by flexural acoustic waves along the fiber. The propagation of the acoustic
field produces a periodic perturbation of the refractive index that leads to an intermodal
resonant coupling between the fundamental core mode and some asymmetric cladding modes
of the fiber [1-3]. This AO effect produces a similar response to that obtained with a conven-
tional long-period grating (LPG), but in this case, the transmission response can be controlled
dynamically by the amplitude and frequency of the acoustic wave.

In the framework of all-fiber modulators that exploit the dynamic properties of AO interaction,
several alternatives have been proposed and demonstrated [4, 6-15]. Among them, we have
proposed a modulation technique based on the intermodal coupling induced by standing
flexural acoustic waves in a standard optical fiber [4, 15]. This novel type of modulator pro-
vides a stable amplitude modulation that can be used to realize mode-locking operation in a
fiber laser system [4, 15]. However, its major shortcoming is the reduced modulation band-
width (~1.5 nm), which could be a detrimental factor for systems that require broader optical
bandwidths. In this chapter we report an improved version of the AO modulator by
implementing tapered optical fibers as the mechanism to optimize the spectral response. The
results demonstrate that the geometry of the tapered fiber can be regarded as an extra degree
of freedom to the design of AO tunable modulators. For the particular case of 70 pm fiber
modulator, high modulation depth of 60%, low insertion loss of 1.3 dB, and 40 nm of modula-
tion bandwidth are achieved. If we compare this result with conventional non-tapered modu-
lators [4, 15], we can appreciate the improvement achieved with the present scheme.

In Section 2, we start with the numerical modeling of acoustically induced LPG formed in a
tapered structure. Then, in Section 3, we describe the experimental results and compare with
numerical simulations to obtain insight into the effect of including tapered optical fiber in the
AO device. Finally, our conclusions are summarized in Section 4.

2. Numerical modeling of the acousto-optic interaction in optical fibers

From the mechanical point of view, optical fibers are homogeneous cylinders immersed in air
that have the ability to guide acoustic waves. These acoustic waves, depending on the dis-
placement of their particles, are classified as flexural, longitudinal, or torsional waves. For
the case of the flexural waves, a vibration is generated in one of the transverse directions
of the fiber, which produces an asymmetric perturbation of the refractive index. In this section,
the numerical technique to simulate the spectral response of the acoustically induced LPG is
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presented. Following the theory developed by Birks et al. in Ref. [3], the transmission matrix to
numerically simulate the intermodal coupling between the core and cladding forward-
propagating modes is reported.

The perturbation of the refractive index, An(x,y), is described in terms of the acoustic wave as
follows:

An(x,y) = Ang sin (Qt — Kz), 1)
Ang =no(1-x) K> upy, 2)

where x, y, and z are the Cartesian coordinates. z represents the direction of propagation along
the fiber for both the light and the acoustic wave, K is the acoustic wave number, Q is the
acoustic wave angular frequency, and Any is the perturbation amplitude (defined in Eq. (2))
with n being the refractive index of the fiber glass, x is the photoelastic coefficient (x = 0.22 for
silica), and uy is the amplitude of vibration of the flexural acoustic wave, which is assumed to
vibrate in the direction of the y-axis. The coupling coefficient (k) between the fundamental
mode and a cladding mode is evaluated with the expression

W

K
2c

U AngEg Epy dx dy (3)
A

where w is the optical angular frequency, c is the speed of light, and E,,, is the normalized
amplitude of the electric field of a fiber mode, being [ = 0 and m =1 the fundamental mode
where * denotes the complex conjugate.

The fact that the perturbation has an explicit dependence on the transverse coordinate y implies a
sinusoidal dependence with the azimuthal coordinate ¢, y = r sin¢, which leads to an antisym-
metric distribution of the perturbation in the cross section A of the fiber. Because the field
distribution of the fundamental mode (LPy) is symmetrical, to prevent the coupling coefficient
from being null, the energy coupling is restricted to the cladding modes with asymmetric
distribution. The modes that feature this asymmetric distribution feature are the LP;,, modes.
Thus, there will be an intermodal coupling between the mode LPy; and the asymmetric modes of
the family LP,,,. The total optical field is a superposition of two modes, which correspond to the
core and cladding forward-propagating modes with local amplitudes A(z) and B(z), respectively.
These amplitudes satisfy the following pair of coupled-mode equations:

dﬁiz) = —j xB(z) e &2 4)
dﬁ(zz) = —jKk Az) e ¥ e H” 5)

where j = (71)1/ 25= (1/2)(Bo1: Pim): (1t/A) is the phase mismatch parameter; f; and fy,, are the
propagation constants for the fundamental core mode and a high-order cladding mode,
respectively; and A is the wavelength of the acoustic wave (K = 2t/ /). In the regime of low
frequencies, /A can be expressed as
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A= e 6

where 7 is the radius of the fiber, c,,; is the extensional velocity (5760 m/s for silica), and fis the
acoustic frequency.

The mode amplitudes, and hence the electric fields, can be readily solved from Egs. (4) and (5)
in terms of a matrix F [16]:

- (cos(vz)—j%sin(w))ei@*mz (—geﬂKzsmwz))ej(mx)z .

($ e sin (YZ)> e i(B-2)7 ( cos (yz) +j 3 sin (yz)) e I(P-5)z

where y = (62 + KZ)]/2 and B =1 (By; + By)-

A tapered structure is modeled assuming an acoustically induced LPG composed of N cas-
caded of uniforms LPGs with different fiber diameters and lengths L;, as depicted in Figure 1.

In each section, since both the velocity (v) and the amplitude of the flexural wave depend on
the fiber radius, the acoustic wavelength (/) and propagation constant (8) will have to be
computed for each section of fiber. The velocity and amplitude of the acoustic are expressed
in function of the fiber radius as

U = /TtRCext £, )

u()(R) = %MQ(R()), (10)

where R, is the original radius of the fiber previous to tapering and where we have assumed
that the acoustic power remains constant along the fiber.

L
i . —
Acoustic Wave —» ; E
avavvly N
—;— i1, A(Rs) et Pz, .f'!.{Rﬂ-z_}l—
B, A(R4) Pz, A(R:) Br-1, A(Rwa) By, A(RN)

Figure 1. Simulation model for the tapered fiber structure.
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The output from the ith section becomes the input to the (i + 1)th section of the fiber. The
output from the Nth section is therefore given by

{A&)

B(L) 50 }

B(0) (11)

} = FN"'F2F1[

where F; is the F-matrix for the ith section, as defined by Eq. (8) with z = L;, and L = XL, is the
total length of the composite tapered fiber. The length L; is chosen small enough to insure
convergence of the numerical simulations.

Finally, the transmission response of the tapered AO device is modeled assuming that only the
fundamental mode is launched into the fiber, i.e., Eg;(0) # 0 and E;,,(0) = 0. Thus, the spectral
dependence of the core mode is obtained computing | Eq;(L)1%/1 Ey;(0)1? for each optical wave-
length. Previously, the specific cladding mode involved in the experiment will be identified
after the theoretical analysis of the phase matching conditions of different cladding modes at
the frequency of the acoustic wave.

3. Acousto-optic devices based on flexural waves

In this section we present experimental results on three different types of AO devices based on
acoustic flexural waves. The first device is a conventional acousto-optic tunable attenuation
filter, whose transmission characteristics are modeled with the previous transfer matrix analy-
sis. Next, the spectral response of the attenuation filter is improved by the use of tapered
optical fibers. The results demonstrate, as it will be shown in Section 3.2, that the geometry of
the taper transitions can be regarded as an extra degree of freedom for the design of AO
devices. A significant improvement in the spectral bandwidth could be achieved by the proper
selection of the fiber transition. Finally, and with the objective of expanding the application of
the AO tunable attenuation filters (AOTAF) to an amplitude modulator, acoustic reflection was
intentionally induced. Thus, a standing acoustic wave is generated which produces an ampli-
tude modulation at twice the acoustic frequency. Our approach permits the implementation of
broad modulation bandwidth (40 nm), high modulation depth (60%), and low optical loss
(1.3 dB) in a 70-um configuration, operating in the MHz frequency range. These experimental
results are within the best results reported in the framework of in-fiber AO modulators.

3.1. The acousto-optic tunable attenuation filter

A schematic view of the experimental setup to investigate the acousto-optic interaction in
optical fibers is depicted in Figure 2. The AO device consists of a radio frequency (RF) source,
a piezoelectric disk (PD), an aluminum concentrator horn, and an uncoated optical fiber. The
PD is excited by the RF source with a sinusoidal waveform to produce an acoustic wave that is
transmitted into the fiber through the aluminum horn. To prevent attenuation of the acoustic
wave, the fiber is stripped of the outer polymer jacket; and to avoid unwanted acoustic
reflections, the acoustic wave is damped at both ends of the uncoated fiber. The length (L) of
the uncoated optical fiber was selected to be 24 cm. At this length, it is relatively easy to obtain
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flexural wave

coating AVAVAVAWAYAWEN- "

Aluminum horn
RF signal

Figure 2. Acousto-optic attenuation filter.

a maximum transfer of energy between the core mode and some specific cladding mode of the
fiber. Commercially available corning LEAF fiber was used in the experiments to implement
AQO devices.

Initial experiments were prepared to obtain the flexural wave frequencies that satisfy phase-
matching condition between the LPy; mode and some specific higher-order cladding mode
LPim. The objective is to identify the AO resonances in the experiments to ensure good
agreement between numerical simulations and the observed AO interaction. The AO reso-
nances and the spectral response were measured with a superluminescent diode light source
(SLD) coupled to the optical fiber that provides an optical spectrum from 1450 to 1650 nm, and
the transmission signal is monitored and recorded by an optical spectrum analyzer (OSA).
Experimental results of the AO resonances are shown in Figure 2 for a range of optical wave-
lengths between 1450 and 1650 nm. Working in the frequency range from 1.6 to 2.8 MHz,
LPg;-LPyq, LPp1-LP1p, and LPg;-LPy5 intermodal couplings were observed. The dotted line in
Figure 3(a) indicates the acoustic frequency of 2.33 MHz, at which three AO resonances were
observed with resonant optical wavelengths of 1473, 1537, and 1618 nm, respectively; see
Figure 3(b). The voltage applied to the piezoelectric disk (Vpp) was 33 V (whenever we refer to
voltages, it is a peak-to-peak measurement). Beyond this voltage the response of the piezoelectric
disk degrades due to an excessive heating. Most of our experiments were carried out using
voltages around 30 V, where a stable and linear response of the PD was observed.

The strongest mode coupling was found at the acoustic frequency of 2.005 MHz, corresponding
to the LPy;-LP;, intermodal coupling. The spectral dependence of the transmission is shown in
Figure 4, where experimental (scatter points) and simulation (solid line) results are included. The
AOQ resonance exhibits a maximum rejection efficiency of 15 dB at the optical resonant wave-
length of 1596 nm and a 3-dB stopband bandwidth of 1.9 nm. The spectral dependence is
calculated using Eq. (8), after computing the modal indexes of the fundamental and high-order
cladding modes using a standard boundary-value method, applied to a step index fiber. Material
dispersion was estimated assuming a binary silica optical fiber. Experimental results were found
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Figure 3. Acousto-optic resonances. (a) Acoustic frequency versus resonant optical wavelengths. (b) Transmission
response of the AOTAF at the applied frequency of 2.33 MHZ.
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Figure 4. Transmittance spectrum at the acoustic frequency of 2.005 Mhz. Scatter points indicate the experimental results,
and solid line indicates the simulated transmission.

to be in agreement with simulations by using Sellmeier coefficients for a silica glass doped with
GeO; in the core and pure silica glass in the cladding [17, 18]. Experimental results were best
fitted with a GeO, concentration of around 3.1%, maintaining constant the core radius at 9.3 um.
Simulation parameters were calculated to be closest to the LEAF fiber datasheet.

3.2. The acousto-optic tunable attenuation filter with a double-ended tapered fiber

In this section our purpose is to report an improved scheme of AO tunable attenuation filter
based on the implementation of thin optical fibers. The proposed configuration combines
the advantages of intermodal coupling in a double-ended tapered fiber. The fiber taper was
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prepared using a standard fusion and pulling technique, and it was stripped of the outer
polymer jacket to prevent the attenuation of the acoustic wave.

In resonance, the resonant wavelength (Ag) is directly proportional to the root square of the
fiber radius R, expressed by the following relation:

ﬂngtR
f 4

AR = (nco - ”cl) (12)

where 1., and n,; represent the effective indexes of the fundamental core mode and the cladding
mode, respectively. From Eq. (12) it is clear that a small variation in R produces a shift in
the resonant wavelength Ag. Hence, by imposing a gradual reduction in the fiber diameter,
via the tapered fiber, a gradual shift of the resonant wavelength is expected, contributing to
enrich the spectral response of the AO device. Furthermore, since the AO effect takes place into a
thinner optical fiber, it produces a strong acousto-optic interaction that leads into a more efficient
intermodal coupling [19, 20]. Experiments were realized with the same scheme to that shown in
Figure 2 but including a tapered fiber. The fiber was tapered down to a fiber diameter of 80 um.
The length of the tapered fiber is 23.7 cm long, and it was fabricated maintaining relatively long
decaying exponential transition profiles. The tapered fiber was composed of 12.5-cm-long uni-
form taper waist and 5.6-cm-long exponential transitions. Figure 5 shows the spectral response
of the AO interaction. For comparison purposes, and to illustrate the improvement in the spectral
response, the transmission spectra for a non-tapered optical fiber are included. In both cases, the
acoustic frequency was selected to produce the maximum transfer of energy at a resonant
wavelength around 1530 nm. Acoustic frequencies were fixed at 1.23 and 2.49 MHz for the
tapered and non-tapered fiber, respectively.

—
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Figure 5. Transmission response of an 80-um tapered fiber (black line). The blue line indicates the transmission response
for a non-tapered optical fiber. The acoustic frequencies were fixed to 1.23 and 2.49 MHz, respectively.
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The spectral response of the 80-um tapered fiber exhibits a 3-dB optical bandwidth of 11.68 nm with
aminimum transmittance of —16 dB at the resonant optical wavelength of 1531.2 nm. If we compare
this result with the spectral response of the non-tapered fiber (12 dB of attenuation and 1.5 nm
of optical bandwidth), the improvement achieved by implementing tapered optical fibers is clear.

In order to illustrate how the geometry of the tapered fiber can be used as an extra degree of
freedom in the enhancement of the spectral response, we focus our attention on the effects of
large tapered transitions as a mechanism to shape the transmission spectrum. The fibers were
tapered down to fiber diameters of 80, 70, and 65 um, respectively. All of them fabricated with
long decaying exponential profiles and uniform waists of around ~10 cm in length. The dimen-
sions of the tapered fibers were selected to produce a spectral response that is dependent on the
taper transition. Table 1 shows the parameters of the tapered fibers used in the experiments.

The transmission response of the AO interaction is shown in Figure 6 for the three tapered fibers.
The acoustic frequency was selected to produce a maximum attenuation resonance around
1550 nm, and that corresponded to 0.540, 1.194, and 1.207 MHz for the three tapers of 80, 70,
and 65 um, respectively. The rejection efficiency produced by these tapers was measured as 18,
6.2, and 4 dB, respectively. The red solid line in Figure 6 indicates the simulated spectral response.

In these experiments, the notch bandwidth undergoes an improved spectral response that is
dependent on the fiber diameter. For example, the bandwidth increases from 9 to 45 nm when the
waist diameter is reduced from 80 to 70 um, respectively, and then, the bandwidth reduces to
34 nm for the device with 65-pum waist diameter. This variation in the optical bandwidth can be
associated to the spectral contributions of the taper waist and the taper transitions, as it will be

Waist diameter (um) Transition length (cm) Waist length (cm)
80 5.06 11

70 5.90 10

65 5.98 9

Table 1. Parameters of the tapered fibers used in the experiments.

0 o 0

— 2 nny- — 1
@

%- & ;%-f'z!" I|."l II"'. 45 nm = 2
§ s (VK g,
[} I m -
-E -12 '{1{[ .E 4 .k:..; ﬁ' .E d
: i ' ‘W :
= o )| ~ -8 w) | =% (c)

1560 1570 180 1580 1600 1500 1535 1550 1575 9800 1825 1475 1500 1525 1850 1575 TEOC
Wavelength nm) Wavelength (nm) Wavelength (nm)

Figure 6. Transmission spectra for three different tapered fibers at different acoustic frequencies: (a) 80 um, (b) 70 pum,
and (c) 65 um waist diameters. In all cases: simulations (solid curve) and experimental values (scatter points). Arrows
indicate the spectral bandwidth at —3 dB.
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shown below. By comparing these results with a non-tapered single-mode fiber, 1.5 nm of 3-dB
optical bandwidth (see Figure 5), we observe a 6x to a 30x improvement in the optical bandwidth.

From these results (Figure 6) we conclude that our numerical simulations are realistic. There-
fore, numeric simulation can be used to gain insight into the AO effect along the tapered
optical fiber. For this purpose we have computed the contributions of isolated taper transitions
and taper waist. Numerical simulations for the waist and the two taper transitions are shown
in Figure 7 for the three tapered fibers used in the experiments. For the device with 80-um
diameter in Figure 7(a), the greatest contribution comes from the waist region of the device.
Then, for the device with 70-um waist diameter in Figure 7(b), we can observe that the
broadening of the notch is enhanced simultaneously by the contribution of both the taper
waist and the taper transitions. Finally, for the device with 65-um waist diameter, Figure 7(c),
the role of the taper transitions is the dominant to produce the spectral broadening.

Numerical results demonstrate that tapered transitions can play an important role to improve
the optical bandwidth of AO devices. In order to obtain the greatest contribution, the response
of taper transitions must be similar to the resonant wavelength of the taper waist. In this way,
both elements contribute simultaneously to shape the spectral response of the device. We
should also comment that the final transmission of the device is not the simple addition of
isolated transmission sections, since a proper concatenation of the taper sections takes into
account the amount of power already coupled in the previous sections and the phase accumu-
lated in the each mode.

3.3. The acousto-optic amplitude modulator

An important characteristic of the acousto-optic effect occurs when acoustic reflection is
induced. Under the effect of a standing flexural wave, the AOTAF can be operated as an
amplitude modulator. With the objective of expanding the application of the filter to a
broad bandwidth acousto-optic modulator (AOM), we take advantage of the improvements
achieved in the spectral response by implementing tapered optical fibers. By firmly
clamping one end of the fiber, opposite to the aluminum horn, a standing flexural acoustic
wave is generated, and the transmission of the filter can be converted into an amplitude
modulation. Figure 8 illustrates the conversion of the filter into a modulator by the effect of
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Figure 7. Numerical simulations of the spectral response considering the taper transitions and the taper waist as
independent parts in the tapered fibers of (a) 80 um, (b) 70 um, and (c) 65 pm, respectively.
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the standing wave. In this case, the device exhibits a transmission which oscillates in time
as a result of the instantaneous perturbation generated by the standing flexural wave.
Hence, the transmission is amplitude modulated at a frequency two times the frequency of
the acoustic wave.

The AO modulator consists of a 24-cm-long tapered optical fiber, which is composed of two
transition sections of 6.38 cm and a uniform waist of 70 pm with 11 cm in length. Figure 9(a)
shows the spectral dependence including the maximum and minimum transmission for a RF
signal applied to the piezoelectric disk of 1.1565 MHz and 10.2 V. From this result we observe a
maximum attenuation of 9 dB at the resonant optical wavelength of 1541 nm. At this wave-
length the intermodal coupling produces the maximum transfer of energy between the core
and cladding modes and consequently the maximum amplitude modulation. The measure-
ments in Figure 9 were performed with a tunable laser diode (1520-1570 nm) by tuning the
wavelength around the resonant wavelength and detecting the transmitted light in a standard
oscilloscope. Figure 9(b) shows the transmitted light as a function of time at the resonant
optical wavelength, for the same conditions described in Figure 9(a). This result demonstrate
an amplitude modulation at 2.313 MHz, which is two times the acoustic frequency used
in the experiments (1.1565 MHz). The fact that the reflection coefficient for the acoustic wave
is not 1 makes the maximum transmission to be slightly below the reference level, i.e., the

standing flexural wave

acoustic reflector

Figure 8. Acousto-optic amplitude modulator.
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Figure 9. Transmission response of the AO modulator. (a) Maximum (solid points) and minimum (open points) trans-
mission as a function of wavelength around the resonance located at 1541 nm. (b) Oscilloscope trace of transmitted light at
the resonant optical wavelength; the reference level is the 0 dB line. In both cases f=1.1565 MHz and Vpp = 10.2 V.
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transmission of the fiber when no acoustic wave propagates. Therefore, the maximum transmis-
sion determines the insertion loss of the AOM at a given wavelength, RF frequency, and voltage.
The difference between the maximum transmission and the minimum determines the modula-
tion depth. From the results presented in Figure 9, we emphasize a strong modulation depth
(60.5%), together with a low insertion loss (1.3 dB) and a broad operation bandwidth (~ 40 nm).
By comparing the optical bandwidth with a non-tapered AOM [15] (1.5 nm bandwidth), a
26.67x improvement is achieved just by a small amount of reduction in the fiber diameter.

For practical applications, the modulator has a number of specific characteristics that require to be
properly analyzed. First, we measured the modulation depth as a function of the optical wave-
length, when both the acoustic frequency and the RF voltage were fixed. Figure 10(a) shows the
modulation dependence around the resonant wavelength of 1541 nm when f = 1.1565 MHz and
Vpp = 102 V are fixed. At the resonant wavelength, the modulation depth is maximal, and
symmetrically decreases for longer and shorter wavelengths. The measured 3-dB bandwidth of
the AO modulator is estimated as 40 nm, with a maximum modulation depth of 60.5%. On the
other hand, since an acoustic resonator is also formed, Figure 10(b) shows the modulation depth
versus the detuning frequency Af when A and Vpp are maintained at 1545 nm and Vpp=10.2V,
respectively. The center frequency in Figure 10(b) corresponds to 1.1565 MHz. At this frequency the
modulation depth is maximal, and it drops gradually to values close to zero around frequencies of
+2 kHz. For longer and shorter frequencies, the transmission oscillates and decays to values near to
zero for frequencies around +6 kHz. Therefore, the proper operation of the AOM is determined by
the acoustic frequency f, which is selected to achieve the maximum modulation depth.

From a practical point of view, the AOM may find practical applications as active mode locker
in all-fiber laser for ultrashort pulse generation. As the results demonstrate, the modulation
bandwidth could be as broad as the Erbium band emission (~40 nm), and it could be operated
with modulation depths higher that 50%. Beside these benefits, the low insertion losses (<2 dB)
and the inherent advantages of being an all-fiber device should be mentioned. Further
improvements in efficiency and interaction length could be possible by properly selecting the
geometry of the tapered optical fiber in the modulator.
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Figure 10. Characteristics of the AO modulation. (a) Modulation depth around the resonant wavelength of 1541 nm
when f=1.1565 MHz and Vpp =10.2 V are fixed. (b) Modulation depth versus the detuning frequency Af when A and Vpp
are maintained at 1541 nm and Vpp =10.2 V, respectively. The central acoustic frequency in (b) is 1.1565 MHz.
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4. Conclusions

This chapter demonstrated the potential of in-fiber acousto-optic interaction based on flex-
ural acoustic waves for the design of all-fiber AO devices such as tunable attenuation filters
and modulators. Based on the basic theory of AO interaction, the transmission matrix for
simulating the acousto-optic response is developed. Numerical results demonstrate good
agreement with experimental results. Thus, we can conclude that our numerical simulations
are realistic, so we can use the simulation tool to gain insight into the AO interaction along
the device. From experimental results, it is demonstrated that the geometry of the taper
transitions can be regarded as an extra degree of freedom to the design of AO devices.
Optical bandwidths of up to 45 nm are reported in a tapered fiber with a gradual reduction
of the fiber. Additionally, under the effect of a standing flexural wave, conventional AO
tunable attenuation filters can be operated as an amplitude modulator. As a particular case,
an in-fiber AO modulator composed of a double-ended tapered fiber was reported. The fiber
taper was prepared using a standard fusion and pulling technique, and it was tapered down
to a fiber diameter of 70 pm. The device exhibits an amplitude modulation at 2.313 MHz,
which is two times the acoustic frequency used (1.1565 MHz), a maximum modulation depth
of 60.5%, 1.3 dB of insertion loss, and 40 nm of modulation bandwidth. From the point of
view of implementation, the AOM is well suited for active mode locking in the ultrashort
pulse regime.
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Abstract

This chapter provides different models for the acoustic wave propagation in porous
materials having a rigid and an elastic frames. The direct problem of reflection and
transmission of acoustic waves by a slab of porous material is studied. The inverse
problem is solved using experimental reflected and transmitted signals. Both high- and
low-frequency domains are studied. Different acoustic methods are proposed for mea-
suring physical parameters describing the acoustic propagation as porosity, tortuosity,
viscous and thermal characteristic length, and flow resistivity. Some advantages and
perspectives of this method are discussed.

Keywords: acoustic porous materials, porosity, tortuosity, viscous and thermal
charactertistic lengths, fractional derivatives

1. Introduction

More than 50 years ago, Biot [1, 2] proposed a semi-phenomenological theory which provides
a rigorous description of the propagation of acoustic waves in porous media saturated by a
compressible viscous fluid. Due to its very general and rather fundamental character, it has
been applied in various fields of acoustics such as geophysics, underwater acoustics, seismol-
ogy, ultrasonic characterization of bones, etc. Biot’s theory describes the motion of the solid
and the fluid, as well as the coupling between the two phases. The loss of acoustic energy is
due mainly to the viscosity of the fluid and the relative fluid-structure movement. The model
predicts that the acoustic attenuation, as well as the speed of sound, depends on the frequency
and elastic constants of the porous material, as well as porosity, tortuosity, permeability, etc.
The theory predicts two compressional waves: a fast wave, where the fluid and solid move in
phase, and a slow wave where fluid and solid move out of phase. Johnson et al. [3] introduced

I m EC H © 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
open science | open minds distribution, and reproduction in any medium, provided the original work is properly cited. [{(cc) ExgIN
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the concept of tortuosity or dynamic permeability which has better described the viscous
losses between fluid and structure in both high and low frequencies.

Air-saturated porous materials such as plastic foams or fibrous materials are widely used in
passive control and noise reduction. These materials have interesting acoustic properties for
sound absorption, and their use is quite common in the building trade and automotive and
aeronautical fields. The determination of the physical parameters of the medium from reflected
and transmitted experimental data is a classical inverse scattering problem.

Pulse propagation in porous media is usually modeled by synthesizing the signal via a Fourier
transform of the continuous wave results. On the other hand, experimental measurements are
usually carried out using pulses of finite bandwidth. Therefore, direct modeling in the time domain
is highly desirable [4-10]. The temporal and frequency approaches are complementary for study-
ing the propagation of acoustic signals. For transient signals, the temporal approach is the most

Figure 1. Air-saturated plastic foam.

Figure 2. Human cancellous bone sample.
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appropriate because it is closer to the experimental reality and the finite duration of the signal.
However, for monochromatic harmonic signals, the frequency approach is the most suitable [11].

Fractional calculus has been used in the past by many authors as an empirical method to
describe the viscoelastic properties of materials (e.g., see Caputo [12] and Bagley and
Torvik [13]). The fact that acoustic attenuation, stiffness, and damping in porous materials
are proportional to the fractional powers of frequency [4, 5, 7, 9, 10] suggests that
fractional-order time derivatives could describe the propagation of acoustic waves in these
materials.

In this chapter, acoustic wave propagation in porous media is studied in the high- and the low-
frequency range. The direct and inverse scattering problems are solved for the mechanical
characterization of the medium. The general Biot model applied to porous materials having
elastic structure is treated, and also the equivalent fluid model, used for air-saturated porous
materials (Figures 1 and 2).

2. Porous materials with elastic frame

In porous media, the equations of motion of the frame and fluid are given by the Euler
equations applied to the Lagrangian density. Here, u and U are the displacements of the solid
and fluid phases. The equations of motion are given by [1, 2]

o U
pnaftl;JrPuy:PV.(Vu.) +QV(V.U) = NVA(VAu), 1)
du U

where P, Q, and R are the generalized elastic constants, ¢ is the porosity, K is the bulk
modulus of the pore fluid, K, is the bulk modulus of the elastic solid, and K} is the bulk
modulus of the porous skeletal frame. N is the shear modulus of the composite as well as that
of the skeletal frame. The equations which explicitly relate P, Q, and R to ¢, Ky, K, Ky, and N
are given by

(1—(¢))(1—¢)—%)Ks+(¢7§—;Kb+éN

(1-0-F)ox. #K,
K K 3V R=
1_¢_K+¢K_f

P =

Q=—"F%"%" — % K
1—¢—g+o5 1—¢—g+o5

Pun is the “mass coefficients” which are related to the densities of solid (p;) and fluid (py)
phases by

putpn=(1-9¢)p, P12+ P = Ppy- ®)

The Young modulus and the Poisson ratio of the solid E; and v, and of the skeletal frame E,
and v, depend on the generalized elastic constant P, Q, and R via the relations:
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The mass coupling parameter p;, between the fluid and solid phases is always negative:

P12 = —¢Pf(0f°° -1, ©)

where a.. is the tortuosity of the medium. The damping of the acoustic wave in porous
material is essentially due to the viscous exchanges between the fluid and the structure. To
express the viscous losses, the dynamic tortuosity is introduced [3] a(w) given by

/ WO -
(W) = Qoo 1—,l 1 —A—/Ijx where x:—pf and M:8k0—az. (6)
jx 2 o OA

where / = —1, @ is the angular frequency, o is the fluid resistivity, ko is the viscous permeabil-
ity, and A is the viscous characteristic length given by Johnson et al. [3]. The ratio of the sizes of

the pores to the viscous skin depth thickness § = (217/wp,)"/? gives an estimation of the parts of
the fluid affected by the viscous exchanges. In this domain of the fluid, the velocity distribution
is perturbed by the frictional forces at the interface between the viscous fluid and the motion-
less structure. At high frequencies, the viscous skin thickness is very thin near the radius of the
pore r. The viscous exchanges are concentrated in a small volume near the surface of the frame
0/r <« 1. The expression of the dynamic tortuosity a(w) is given by [3]

5 1/2
M@:%G+AQL>)’ )

The range of frequencies such that viscous skin thickness 6 = (21/ wpy)"* is much larger than
the radius of the pores r

0
> 1 (8)

is called the low-frequency range. For these frequencies, the viscous forces are important
everywhere in the fluid. When w — 0, the expression of the dynamic tortuosity becomes

awp%G+m?>, )

jwaopfko

o is the low-frequency approximation of the tortuosity introduced by Lafarge in [14] and
Norris [15]:
<v(r)? >

My = ————>
07 ()2

(10)
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where v(r) is the microscopic velocity. The angle brackets represent the average of the random
variable over the sample of material. In the time domain, and in the high-frequency domain,
the dynamic tortuosity (Eq. 7) a(w) acts as the operator, and its expression is given by [8]

1/2
a(t) = e (6(1%) +% (ﬂjy) t1/2), (11)

12 with a function is

6(t) is the Dirac function. In this model the time convolution of ¢~
interpreted as a semi-derivative operator according to the definition of the fractional derivative

of order v given by Samko et al. [16]:

DV[x()] = ﬁjo (t— 1) x(u)du, (12)

where 0<v < 1 and T'(x) is the gamma function. A fractional derivative acts as a convolution
integral operator and no longer represents the local variations of the function. The properties
of fractional derivatives and fractional calculus are given by Samko et al. [16].

The introduction of the tortuosity operator a(t) (Eq. 11) in Biot’s Egs. (1) and (2) to describe the
inertial and viscous interactions between fluid and structure will express the propagation
equations in the time domain. When &(t) is used instead of a.. in Egs. (1) and (2), the equations
of motion (1) and (2) will be written as [17]

Jt put—1t) alj') + r pp(t—1) azu(zt/) dt = P.V(V.a(t)) + QV(V.u(t)) — NVA(VAu()),
0 ot 0 ot

Lﬁlz(t —t) %2(” + Joﬁzz(t —t) 0 ;ﬁ” dt = QV(V.u(t)) + RV(V.U(t)). (13)

In these equations, the temporal operators p; (t), p1,(t), and p, (t) represent the mass coupling
operators between the fluid and solid phases and are given by

)= (=)o +dp () =1, pult) = —9p,(a()-1),  pnlt) = pp,a(t),

where &(t) is given by Eq. (11).

The wave equations of dilatational and rotational waves can be obtained using scalar and
vector displacement potentials, respectively. Two scalar potentials for the frame and the fluid,
®; and @, are defined for compressional waves giving

¥ /2 ¥ 63/2
— ~ PA INZ:
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2¢p;ae.
A

where A = %, A is the Laplacian, and g:T//ZZ represents the fractional derivative following
the definition given by Eq. (12).

Two distinct longitudinal modes called fast and slow waves are obtained by the resolution of
the eigenvalue problem of the matrix of Biot (Eq. (14)). On a basis of fast and slow waves @ (¢)

and @, (), one can have
Qi) [ Ai(t) © Dy (t)
A<q’2(f))_(0 izu))(@z(t))’ 1)

where A1(t) and A,(t) are the “eigenvalue operators” of the Biot matrix (Eq. (14)). Their
expressions are given by
¥ i d

Ai(t) = Ci— + Di—5 + Gi, =12 1
Ai(t) C6t2+ at3/2+G6t i (16)
Their corresponding eigenvectors are
z B )
i(t) = Ai + , i=1,2, 17

where

i T1T2 — 2T4
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4 VT 4t 2(7f —43) / 217
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Bi = 4—2 Ty — 2"[6 + (—1)lw 2T7 + (Tl — 2"[5 — T% — 4T3> .2T6 , i= 1, 2,
7 \/ T2 — 41

Gi = (-1)\

and
71 =Rp; +Ppy —2Qp;,, 1a=AP +R +2Q), 1= (P/R/ - Q’z) (P11p2 — PT),
bry = A(P,R, - le) (P11 + P2 —201), T5=(Rpy —Qp1a), 76 =AR+Q),
77 = (R'ppp — Q'pna)-

Coefficients R, P, and Q' are given by

R P
R=—"—"0, Q/:Lz, and P'=—.
PR-Q PR-Q PR-Q

The fast and slow waves ®; and ®, are obeying to the following propagation equations along
the x axis:
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X0;(x,t) 1 0°D;(x, ¢ 2D, (x, t oD, (x, t
(f)—i- ity 3%)—d 5D o o1 (18)
ox v; of? o3/ ot

where the coefficients v;, h; (i = 1,2), and d are constants, respectively, given by
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and
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where Eq. (18) is a fractional propagation equations [17] in time domain of the fast and slow
waves, respectively. These equations describe the attenuation and the spreading of the temporal
signal propagating inside the porous material. These fractional propagation equations have been
solved and well-studied in the case of rigid porous materials using the equivalent fluid model.

d=—

3. Porous materials with rigid frame

In the acoustics of porous media, two situations can be distinguished: elastic and rigid frame
materials. In the first case, the Biot [1, 2] theory is best suited. In the second case, the acoustic
wave cannot vibrate the structure. The equivalent fluid model is then used, in which the
acoustic wave propagates inside the saturating fluid [8, 11]. The equations for the acoustics in
the equivalent fluid model are given by

QU;
P

=-Vp, p=-KV.U. (19)

In these relations, p is the acoustic pressure. The first equation is the Euler equation, and the
second one is a constitutive equation obtained from the equation of mass conservation associ-
ated with the behavior (or adiabatic) equation. These equations can be obtained from the Biot
Egs. (1, 2) by canceling the solid displacement. Assuming that the porous medium studied is
homogeneous and has a linear elasticity, we obtain easily the following wave equation (prop-
agation along the x axis) for the acoustic pressure in a lossless porous material:

Op(x,t) p\Op(x,t)
Fe <K_a) 32 =0. (20)

In Eq. (20), the viscous and thermal losses that contribute to the sound damping in acoustic
materials are not described. The thermal exchanges are generally negligible near viscous
effects in the porous materials obeying to the Biot theory, this is not the case for air-saturated
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porous materials using the equivalent fluid model. To take into account the fluid-structure
exchanges, the density and compressibility of the fluid are “renormalized” by the dynamic
tortuosity a(w) and the dynamic compressibility f(w) via the relations p — pa(w) and
Kf — K¢/p(w), giving the following wave equation in frequency domain (Helmholtz equation)
for a lossy porous material:

GZZE:;, f) 1P (pa((‘l)gf((‘)))p(x’ t) =0. (21)

The thermal exchanges to the fluid compressions-dilatations are produced by the wave
motion. The parts of the fluid affected by the thermal exchanges can be estimated by the ratio

of a microscopic characteristic length of thermal skin depth thickness &' = (21/ wpP,)'? (nis
the fluid viscosity; P, is the Prandtl number).

The expression of the dynamic compressibility is given by

! a)pka)P,

1 M
w)=y—(y=1)/{1=—=1/1—=—jx'| where ¥’ = an )

where y is the adiabatic constant, the magnitude k;, introduced by Lafarge [14] called thermal
permeability by analogy to the viscous permeability, and A’ is the thermal characteristic
length. The low-frequency approximation of f(w) [14] is given by

(V - 1)Pfk0/Pr

T

, when w — 0. (23)

where kj, which has the same size (area) that of Darcy’s permeability of ky, is a parameter
analogous to the parameter ko but is adapted to the thermal problem.

In a high-frequency limit, Allard and Champoux [18] showed the following behavior of f(w):

1/2 12
2= 1 1 -
=TTy (P rPf) (,E) SR @

Replacing a(w) and p(w) given by Egs (18) in Eq. (21), we obtain the following lossy equation
for porous materials in the high-frequency domain:

Fp.f)  pa T[22y - 1) Dy — 1\ p(x. 1) _
- (Bt (B0 e

In the time domain (using the convention 0/0t — —jw), we obtain the following fractional
propagation equation:
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Pp(t) (pa\ Fplrt) 2aypm (2 2y =1\ plxt) _ (26)
» \K/) of Ko \A" AVPr) o827

3/2
In this equation, the term 2 at’;ﬂf“ is interpreted as a semi-derivative operator following the

definition of the fractional derivative of order v, given by Samko and coll. [16]. The solution of
the wave Eq. (26) with suitable initial and boundary conditions is by using the Laplace
transform. F is the medium’s Green function [9] given by

0 if  0<t<k
F(t,k) = (27)
E() +A [T &)dE if £k

with

(11

Vo ok bK
(t) = ar— P (‘ 16(t — k))’ (28)
where h(1, &) has the following form:

h(g’f[) — 1 1 LJ exp <_ M) (X(,“a 175) _ 1) &, (29)

N e 2 T
2
it ,8) = <Ay\/(f TR R4 5)) /851 — BEVF,

and A = b'°.

Let us consider a homogeneous porous material which occupies the region 0<x <L; the expres-
sions of the reflection and transmission coefficients in the frequency domain are given by
(1 — D?)sinh (k(w)L)

M) = Y (wheoth (K@)D) + (1 1 Y2 (@))sinh (K@)L)’ -

_ 2Y()
Tw) = 2Y(w)coth (k(w)L) + (1 + Y? (w))sinh (k(w)L)" 6D

where

Y=o BD and k)=o)

These expressions are simplified by taking into account the reflections at the interfaces x = 0 and
x = L; the expressions of the reflection and transmission operators are given in time domain by
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. T 4¢ /o (\/am — L
mﬂ—ﬂz—gmo¢1§gf;prcéa, (32)

7op - VA LL
T@—X¢+W£VFQ+C%>. (33)

where 6(t) is the Dirac function and F is the Green function of the medium given by Eq. (27). In
the next sections, we will use the reflected and transmitted waves for solving the inverse
problem in order to characterize the porous materials.

3.1. Ultrasonic measurement of porosity, tortuosity, and viscous and thermal characteristic
lengths via transmitted waves

The experimental setup consists of two transducers broadband Ultran NCT202 with a central
frequency of 190 kHz in air and a bandwidth of 6 dB extending from 150 to 230 kHz [19]. A
pulser/receiver 5058PR Panametrics sends pulses of 400 V. The high-frequency noise is avoided
by filtering the received signals above 1 MHz. Electronic interference is eliminated by 1000
acquisition averages. The experimental setup is shown in Figure 3. The inverse problem is to
find the parameters a.., ¢, A, and A’ which minimize numerically the discrepancy function

: 2
U(aw, ¢, A N) = S0 (ptexp (x,8) — pt(x, ti)) , wherein p', (¥, ),y , _, is the discrete set of

values of the experimental transmitted signal and p'(x, t),_; , _, is the discrete set of values of

the simulated transmitted signal predicted from Eq. (33). The least squares method is used for
solving the inverse problem using the simplex search method (Nelder-Mead) [20] which does
not require numerical or analytic gradients.

Transducers
pulse generator High frequency filtering
Pre-amplifier
Sample ‘ Digital oscilloscope ‘
Triggering

‘ Computer ‘

Figure 3. Experimental setup of the ultrasonic measurements.



Wave Propagation in Porous Materials
http://dx.doi.org/10.5772/intechopen.72215

Consider a sample of plastic foam M1, of thicknesses 0.8 & 0.01 cm. Sample M1 was character-
ized using classic methods [21-31] and gave the following physical parameters ¢ = 0.85 & 0.05,
o = 1.45+0.05, A = (30 = 1) um, and A" = (60 + 3) um. Figure 4 shows the experimental inci-
dent signal (dashed line) generated by the transducer and the experimental transmitted signal
(solid line). After solving the inverse problem simultaneously for the porosity ¢, tortuosity a..,
and viscous and thermal characteristic lengths A and A, we find the following optimized values:
¢ =0.87+£0.01, a. = 1.45+0.01, A = (32.6 £ 0.5) um, and A’ = (60 + 0.5) ym. The values of
the inverted parameters are close to those obtained by conventional methods [21-31]. We present
in Figures 5 and 6 the variation of the minimization function U with the porosity, tortuosity,
viscous characteristic length, and the ratio between A" and A. In Figure 7, we show a comparison
between an experimental transmitted signal and simulated transmitted signal for the optimized
values of ¢, a..,, A, and A. The difference between the two curves is small, which leads us to
conclude that the optimized values of the physical parameters are correct.

RN

o

Amplitude (a.u.)

|
-

38 3.9 4 41
Time (s) x 107

Figure 4. Experimental incident signal (solid line) and experimental transmitted signal (dashed line).
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-
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0.5
Ot - ) i
1.45 1.5 1.55
Tortuosity

Figure 5. Variation of the minimization function U with porosity and tortuosity.
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Figure 6. Variation of the cost function U with the viscous characteristic length A and the ratio A’/A.
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Figure 7. Comparison between the experimental transmitted signal (black dashed line) and the simulated transmitted
signals (black line) using the reconstructed values of ¢, a.., A, and A’.

3.2. Measuring flow resistivity of porous material via acoustic reflected waves at low-
frequency domain

In the low-frequency domain, the viscous forces are important everywhere in all the fluid saturat-
ing the porous material. The thermal exchanges between fluid and structure are favored by the
slowness of the cycle of expansion and compression in the material. The temperature of the frame
is practically unchanged by the passage of the sound wave because of the high value of its specific
heat: the frame acts as a thermostat; the isothermal compressibility is directly applicable. In this

domain, the viscous skin thickness & = (217/wp,)"/? is much larger than the radius of the pores r

g >1. (34)
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We consider the low-frequency approximations of the response factor a(w) and f(w). When
w — 0, Egs. (22) and (6), respectively, become

a(w) = %, (35)
Blw) =y. (36)

For a wave traveling along the direction ox, the generalized forms of the basic Egs. (19) in the
time domain are now

d d
U¢V:—£ and Klaa—’::—& (37)

where the Euler equation is reduced to Darcy’s law which defines the static flow resistivity
o = 1n/ko. The wave equation in time domain is given by

6 ody bp
"2 -I— ( ) 3 =0 (38)

The fields which are varying in time, the pressure, the acoustic velocity, etc. follow a diffusion
equation with the diffusion constant:
K;

D = .
opy

(39)

The diffusion constant D is connected to Darcy’s constant k (called also the viscous permeabil-
ity) by the relation

 Kiko
ney’

(40)

where 1) is the fluid viscosity.

The expression of the reflection coefficient R(z) in Laplace domain (put z = jw for obtaining the
frequency domain of R(w)), is given by [32]

(1 — B*z)sinh (Lv/Dz)

R = 2Bz cosh (LVDz) + (1 + B%)sinh (LVDz)”

(41)

The development of these expressions in exponential series leads to the reflection coefficient:

1 1§§Z G 4__ gé) : (exp (—ZnL\/ﬁi> —exp (—Z(n + 1)L\/D—i)>. (42)

The multiple reflections in the material are taken into account in these expressions. As the
attenuation is high in the porous materials, the multiple reflection effects are negligible. Let us
consider the reflections at the interfaces x =0 and x = L

11
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_1-BVE(,  4BVE -
R(Z)1+B\/E(1 7(14_3\/2)2 p( 2L\/D_)>

_1-BVE 4BVE(1-BVE) -
C1+Bvz  (1+Byz) P ( ZL\/D_)

(43)

The reflection scattering operator is calculated by taking the inverse Laplace transform of the
reflection coefficient.

We infer [32] that

“loresl - b

B\/_t Bzz exp (t/B?) erf (\/—/B)

(44)
= —5(t) +

where erf is the error function. By putting

Bz—1 1 z-1/B

8 = by B (1/B+2)
we obtain
- o Lp| 2B |1 b (—
Elk&ﬂ—ﬂﬂ—yﬁl(uB+ﬂ3—Bﬁtf@@ep(ﬁm-

Using the relation

2 2

-~ u\ (u
| Vas (V] =5 | exe () (5~ 1
1 1 (™ u?\ (u? u? u
N 2ﬁ32t37jo P <_ 4_t> <2_t - 1) (” - E)e"p (-5
which with the variable change u/B = y, yields
CNELNES) B Y ' I R FO
1+Bvz’ | Byl "P\ T a)\2 V\v—5)oF ( B)d”’

2B 1 B2\ [y*B?
= ﬁtﬁjo exp <— 4—}:) (% - 1) (v = *)exp (—y)dy

= k(t)

£—1

The reflection scattering operator is then given by

R(t) = (f(t) + k(£))*g(t) (45)
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3.2.1. Acoustic parameter sensitivity

Consider a sample of porous material having a physical parameters that correspond to quite
common acoustic materials, as follows: thickness L = 4cm, porosity ¢ = 0.9, flow resistivity
0 = 30000N m~*s, and radius of the pore r = 70 um. Let us study the sensitivity of the main
parameters using numerical simulations of waves reflected by a porous material. Fifty percent
variation is applied to the physical parameters (flow resistivity o and porosity ¢).

To obtain the simulated reflected waves, we use the incident signal given in Figure 8 (dashed
line). The result (reflected wave) is the wave given in the same figure (Figure 8) in solid line.
The spectra of the two waves (incident and reflected) are given in Figure 9. From Figure 8,
we can see that there is just an attenuation of the reflected wave without dispersion, since the
two waves have the same spectral bandwidth (Figure 9). Figure 8 shows the results obtained
after reducing flow resistivity by 50% of its initial value. The wave in dashed line corre-
sponds to the simulated reflected signal for ¢ = 30000N m~*s and the second one (solid line)
to 0 = 15000N m~*s. The values of the porosity ¢ = 0.9 and thickness L = 4cm have been
kept constant. When the flow resistivity is reduced, the amplitude of reflected wave
decreases by 30% of its initial value. Physically, by reducing the flow resistivity, the medium
is less resistive, since the viscous effects become less important in the porous material, and
thus the amplitude of the reflected wave decreases. No change is observed in the reflected
wave when reducing the porosity by 50% of its initial value. We can conclude that the
porosity has no significant sensitivity in reflected mode.

For the propagation of transient signals at low frequency, a guide (pipe) [32], having a
diameter of 5 cm and of length 50 m, is chosen. The pipe can be rolled without perturbations
on experimental signals (the cutoff frequency of the tube f, ~ 4kHz). The same microphone
(Britel & Kjeer, 4190) is used for measuring the incident and reflected signals. Burst is

0.15

0.1

0.05¢

Amplitude (a.u.)
Q

0.18 0.2 0.22 0.24 0.26
Time (s)

Figure 8. Incident signal (dashed line) and simulated reflected signal (solid line).
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Figure 9. Spectrum of incident signal (dashed line) and spectrum of reflected signal (solid line).
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Figure 10. Experimental setup of acoustic measurements.

provided by synthesized function generator Stanford Research Systems model DS345-
30 MHz. A sound source driver unit “Brand” constituted by loudspeaker Realistic 40-9000
is used. The incident signal is measured by putting a total reflector in the same position than
the porous sample. The experimental setup is shown in Figure 10. Consider a cylindrical
sample of plastic foam M1 of flow resistivity value o = 40000 + 6000Nm™s. This value is
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obtained using the method of Bies and Hansen [33]. The sample M1 has a diameter of 5 cm
and a thickness of 3 cm. Figure 11 shows the experimental incident wave (solid line) gener-
ated by the loudspeaker in the frequency bandwidth (35-75) Hz, and the experimental
reflected signal (dashed line), with their spectra. There is no dispersion, since the two signals
have practically the same bandwidth. The minimization of the function U gives the solution
if the inverse problem:

4

i=

U(@) = Y (Play (080 P19 (46)

—_

where pl (x, 1)1,y and p'(x,1i);_y 5y represent the discrete set of values of the exp-

erimental reflected signal and of the simulated reflected signal, respectively. The optimized
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0.2 0.22 0.24 0.26 0.28 90
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Figure 11. Experimental incident signal (solid line) and experimental reflected signal (dashed line), and their spectra,
respectively.
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Figure 12. Variation of the minimization function U with flow resistivity o.
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Figure 13. Comparison between experimental reflected signal (dashed line) and simulated reflected signal (solid line) for
the sample M1.

value of o = 40500 + 2000Nm™s is obtained by solving the inverse problem. The variation of
the minimization function U with the flow resistivity ¢ is given in Figure 12. A comparison
between experiment and theory is given in Figure 13. The difference between theory and
experiment is slight, which leads us to conclude that the optimized value of the flow resistivity
is good.

This alternative acoustic method has the advantage of being simple and effective since it
requires the use of only one microphone and therefore no calibration problem. In addition,
this approach is different from conventional methods (Bies and Hansen [33]) that involve the
use of fluid flow measurement techniques and pressure differences. The mathematical analysis
of the reflected wave at low frequency is quite simple, because this wave is not propagative in
the medium but simply diffusive (having the same frequency band with the incident signal).
The wave reflected by the resistive materials has the advantage of being easily detectable
experimentally compared to the transmitted wave.

4. Conclusion

Acoustic propagation in porous media involves a large number of physical parameters when
the structure is elastic. This number is reduced when the structure is rigid, because the
mechanical part does not intervene and thus remains only the acoustic part. The study of high
and low frequencies separately solves the inverse problem and characterizes the porous mate-
rials in the domain of influence of the physical parameters. The proposed methods are simple
and effective and allow an acoustic characterization of porous materials using transmitted or
reflected experimental waves.
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Abstract

The physical mechanism of generating the lasting tropospheric refractivity fluctuation
with a stable array-distributed structure by coherent acoustic waves is investigated. An
example of the quantitative calculation of atmospheric refractive index is given and
analyzed. Based on the theory of electromagnetic wave propagation and scattering in
the troposphere, the feasibility to purposefully affect radio wave propagation is qualita-
tively demonstrated by the experiment of the coherent acoustic source-induced laser
interference fringe change. The potential application aspects of synthetically controlling
the radio wave propagation by the artificial refractivity fluctuation structure are prelim-
inarily proposed. This chapter will promote the development of the coherent acoustic
wave-induced tropospheric refractivity fluctuation, and it has the important theoretical
significance and potential application value to purposely apply the positive or negative
effects on radio wave propagation.

Keywords: troposphere, atmospheric refractive index, coherent acoustic waves
radio wave propagation, positive or negative effects

1. Introduction

Radio wave propagation is an important part of wireless systems. The investigations into
various environment channel media with different physical properties, different dielectric
properties, and spatiotemporal structures are inevitable to research radio wave propagation.
There are two types of influences induced by the environment media on the radio wave
propagation: the one is to realize particular propagation mode and advanced wireless technol-
ogy, such as to realize the over-the-horizon communication or detection by atmospheric

I m EC H © 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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turbulence scattering and the multiple-input multiple-output wireless system by multipath
propagation, which is seen as the positive influence; the other is to restrict radio signal
propagation to be received or detected. For instance, the propagation effects of attenuation,
depolarization, scintillation, and atmospheric noise are restrictive effects on communication
systems, which are seen as the negative influence. It is the goal of the research on radio wave
propagation to investigate the propagation environment media-caused positive influence and
negative one and to apply them to the two aspects, based on the precondition of sufficiently
mastering and controlling the physical and dielectric properties of propagation environment
media. On the one hand, it makes the performances of an expected wireless electronic system
perfectly match with its wireless channel, by forecasting, modifying, and applying the positive
effects. On the other hand, it destroys the original perfect match between the hostile wireless
electronic system and its wireless channel during wireless system countermeasures, by fore-
casting, creating, and controlling the negative effects.

The idea of coherent acoustic wave-induced atmospheric refractivity fluctuation is to control
the characteristic parameters of radio wave, such as amplitude, phase, propagation direction,
and polarization, by the propagation effects caused by the artificial atmospheric refractivity
fluctuation. And, the final aim is to purposefully apply the positive effects or the negative
effects. Note that the idea of coherent acoustic wave-induced atmospheric refractivity fluctua-
tion and its application is a new field and is in its infant stage.

The idea of changing the tropospheric refractivity by the disturbance of acoustic wave is first
proposed in [1], in which A. Tonning pointed out the viewpoint that an acoustic wave propa-
gating in the troposphere can cause the atmospheric refractivity fluctuation and theoretically
analyzed the rationality of the viewpoint. In the next 50 years, radio acoustic sounding system
(RASS) began to be established to detect atmospheric temperature, wind profile, and turbu-
lence in the lower troposphere [2—4]. The first RASS system to measure atmospheric tempera-
ture profile was born at Stanford University [5]. By the 1990s, this technique was adopted to
solve the problems of measuring the temperature in indoor environment [6-9], also employed
to detect the wake vortex of aircrafts [10, 11], and even explored to track and detect the taggant
for the soldier identification friend-or-foe application [12]. Currently, RASS can detect the
atmospheric parameters below 20 km [13]. The RASS history was summarized, and the
applications of RASS in the detection of turbulence were analyzed in [14]. The applications
and limitations of RASS system are analyzed in [15]. Afterward, the broadband acoustic pulse
technology [16] and imaging techniques [17] are applied to RASS system.

The idea of coherent acoustic wave-induced tropospheric refractivity fluctuation mentioned in
this chapter is fundamentally different from RASS. The main idea of RASS is to obtain the
parameters of atmospheric physical properties based on the relationship between acoustic
propagation velocity and atmospheric physical property parameters by tracking the velocity
of acoustic wave front which can be seen as an artificial refractivity irregularity. However, the
main idea, in this chapter, is to purposely apply the positive influences and negative ones
induced by artificial array-distributed refractivity irregularity, which is stable, lasting, and con-
trollable because the coherent acoustic source is used. The viewpoint to purposely affect radio
wave propagation by a coherent acoustic source is proposed for the first time in [18]. In this
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chapter, the physical mechanism of generating the lasting tropospheric refractivity fluctuation
with stable array-distributed structure by coherent acoustic waves is elaborated in Section 2,
the distribution of the artificial atmospheric refractive index is quantitatively calculated, and
the feasibility to purposefully affect radio wave propagation is qualitatively demonstrated by
the experiment of the coherent acoustic source-induced laser interference fringe change in
Section 3. The potential application aspects of synthetically controlling the radio wave propa-
gation by the artificial refractivity fluctuation structure are preliminarily proposed in Section 4;
further investigations in the future are listed in Section 5. This chapter will promote the
development of the coherent acoustic wave-induced tropospheric refractivity fluctuation.

2. The mechanism of controlling the atmospheric refractivity fluctuation
by coherent acoustic waves

The real part N of the atmospheric refraction index in the radio band is nearly independent of
frequency. N depends on the atmospheric pressure P in hPa, the absolute temperature T in K,
and the water vapor pressure ¢ in hPa, and the relation among them is [19]

P e
=77.6=+ 373256 — 1
N 6T—|—3356T2 (1)

Operating the difference algorithm on Eq. (1), the relation among AN, AT, AP, and Ae is given as

AN = —[77.6PT > + 746512¢T | AT + (373265¢T 2)Ae + (77.6T ') AP @)

Eq. (2) shows that AN is closely related to AT, AP, and Ae. The refractivity fluctuation AN can
be steered by controlling one or more parameters among AT, AP, and Ae according to Eq. (2).

Acoustic wave movement follows the three basic laws: Newton’s second law of motion, law of
conservation of mass, and thermodynamic equation of state [20]. The wave function of an
acoustic wave can be derived from the three basic laws and is written as [21]

Vip=—7 ®)

where p is the instantaneous acoustic pressure and cy denotes the acoustic propagation velocity
in the atmosphere. p and ¢, can be expressed as

p=AP=P—P, )

co = 331.6 + 0.6t G)

In Eq. (4), Py and P are the atmospheric pressure in Pa before and after the disturbance by an
acoustic wave, respectively. And f, in Eq. (5) is the atmospheric temperature in °C. Eq. (3)
shows that when an acoustic wave passes through the atmospheric medium, the additional
periodical variational pressure, that is, acoustic pressure p=AP, will be exerted upon the
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medium based on the original atmospheric pressure. It is rational to neglect the temperature
change induced by the additional periodical variational pressure; therefore AT=0. According
to [18], AP and Ae satisfy the formula Ae/e=AP/P. Therefore, Eq. (2) can be deduced as

AN = (77.6T" +373265¢*T P ') - p ©)

It is shown in Eq. (6) that the refractivity fluctuation AN will present a specific spatial and
temporal distributions along with the acoustic pressure p.

The solutions to Eq. (3) for the cases of the plane wave, the cylindrical wave, and the spherical
wave can be, respectively, formulated as

p=pac ) 7)
__Paiwt—k(re—l)]
=—=—2¢ 8
Pk ©
__Pajlot—kr—n)]
p=i e ©)

In Egs. (7) and (9), p denotes the instantaneous value of the acoustic pressure at a point in their
acoustic pressure field, r, represents the distance between a planar acoustic source to a point in
the acoustic pressure field, r; represents the distance between the center axis of a cylinder-
surface acoustic source to a point in the acoustic pressure field, ry represents the distance
between the center of a spherical-surface acoustic source and a point in the acoustic pressure
field, r. is the diameter of the spherical-surface acoustic source, Iy is the length of the
cylindrical-surface acoustic source, and p, is the acoustic pressure on the surface of the above
acoustic sources. @ and k denote the angular frequency and wave number of the acoustic
waves, respectively.

pa for the three types of acoustic sources mentioned above can be, respectively, expressed as
-171/2 .
[2Wp,c0S~"] For plane acoustic source

1/2
Py = [ZWpoco(anolo)fl} For cylindrical-surface acoustic source (10)
_171/2
{QWpoco (4nr3) } For spherical-surface acoustic source

where W is the acoustic wave power radiated by the acoustic sources, S is the area of the plane
acoustic source, and py is the density of air.

In other words, when a spherical-surface acoustic wave passes through the homogeneous
atmosphere medium, the distribution of acoustic pressure p or atmospheric refractivity fluctu-
ation AN at a certain moment in a plane including the point acoustic source shown in Figure 1
is similar to the waveform of a mechanical wave in water surface shown in Figure 2. Corres-
pondingly, the refractivity fluctuation AN will present a similar spatial distribution following
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Figure 1. The spatial distribution of p or AN when a spherical-surface acoustic wave travel through the homogeneous
medium.

Figure 2. The waveform of a water surface wave caused by a single source.

Eq. (6). It is by means of the reflection effect of the acoustic wave front with AN that the
purpose of tracking the propagation speed of acoustic wave is realized in RASS.

The principle of independent propagation and superposition of waves indicates that if two
coherent waves meet, the interference phenomenon can be formed. Figure 3 shows the wave-
form when two coherent water surface waves meet. Figure 4 shows the simulation of the
distribution of p or AN when two coherent acoustic waves meet.

According to the wave interference theory, interference pattern is closely related to coherent wave
frequency, phase, acoustic source structure, and so on. For any type of coherent acoustic source

with array structure, the acoustic pressure at point r in the interference area can be expressed as
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Figure 3. The waveform when two coherent water surface waves meet.

Figure 4. The distribution of p or AN when two coherent acoustic waves meet.

p(7) =po(7)I8] (a1

where p, (7) gives the acoustic pressure of single elements of the acoustic source array and

|S| is the array factor, which presents the interference process. The array factor of the uniform
spherical-surface acoustic source planar array shown in Figure 5 and the uniform cylindrical-
surface acoustic source linear array shown in Figure 6 are, respectively, given as [18]

sin [Nx by SiIIAQCOS(P + ﬁx] sin {Ny by sir;@sin4) " ,By]

sin [nb, sinAG cos¢ | an:| sin {nby sir;\ Osing 4 ‘Byi|

IS(6,9)| = (12)
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X

Figure 6. The sketch of a uniform cylinder-surface acoustic source linear array.

5(6)] = (13)

sin [N502-+ ]
sin [+

In Eq. (12), N, and N, are, respectively, the number of array elements along the x-axis and
y-axis, and b, and b, are, respectively, the inter-element spacing along the x- and y-axes in
Figure 5. In Eq. (13), N and b denote, respectively, the element number and the interval in
Figure 6. A is the acoustic wavelength. 8, and §, are the harmonic vibration phase differences
between the adjacent elements along x-axis and y-axis in Figure 5, respectively. § is the har-
monic vibration phase difference between the adjacent elements in Figure 6. Figures 7 and 8 are
the simulating examples according to Eq. (12) and Eq. (13).

Therefore, the lasting artificial atmospheric refractivity irregularities with a stable, controllable,
and subtle array structure in a specific space can be generated by setting the geometric
structure of acoustic source and adjusting the frequency, amplitude, and phrase of acoustic
waves. In [18], the coherent acoustic source shown in Figure 9 and the short scattering
communication link shown in Figure 10 are used in the experiment. The experimental results
as shown in Figures 11-18 are observed, which further verify the feasibility of perturbation in
the tropospheric atmospheric refractivity by coherent acoustic wave.
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bc=b ye0: 1m; N eNy=49, ;1200 Hz
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Figure 7. The simulation example of the array factor of the acoustic antenna array in Figure 5.

P 7 bawavelengthid,N=20 =600Hz

e

Figure 8. The simulation example of the array factor of the acoustic antenna array in Figure 6.
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Figure 9. The sketch of the coherent acoustic source adopted in [18].
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Figure 10. The sketch of the radio link adopted in the testing experiment in [18].
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Figure 11. The testing result of 8.8 GHz stimulated by the “double-slit” acoustic source.
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Figure 12. The testing result of 9.5 GHz stimulated by the “double-slit” acoustic source.
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Figure 13. The testing result of 10.5 GHz stimulated by the “double-slit” acoustic source.
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Figure 17. The testing result of 10.5 GHz stimulated by the “7 x 7 hole” acoustic source.
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Figure 18. The testing result of 12 GHz stimulated by the “7 x 7 hole” acoustic source.

3. The interaction between a radio wave and the artificial refractivity
fluctuation

According to [18], the spatial distribution of the acoustic pressure caused by the uniform
spherical-surface acoustic source planar array shown in Figure 5 is

_ _Pa_a(r-n) jlwt—k(r—n)]
p= e es(6,0) (14)

where a denotes the attenuation coefficient of acoustic wave and 15(6, ¢)| is the array factor of
Eq. (12). The instantaneous AN ; and the effective AN g of the atmospheric refractivity
fluctuation AN at a space point are given by

ANc ;= (77.6T " +373265¢*T P ') - 1072 - p (15)

ANc g =0.707 - (77.6T " +373265¢*T*P~1) - 1072 - |p| (16)

where p is the instantaneous acoustic pressure in Pa and |p| denotes the amplitude of the
acoustic pressure harmonically changing over time in Pa. The effective acoustic pressure can be
given as 0.707pl.

Figures 19 and 20 show the spatial distributions of atmospheric refractivity fluctuation caused
by the 49 x 49 hole acoustic source. In the calculation, the attenuation coefficient of acoustic wave
a and the diameter of array element are ignored. The atmospheric pressure P is 1013.25 hPa, the
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Figure 19. The spatial distribution of atmospheric refractivity parallel to the z-axis.
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Figure 20. The spatial distribution of atmospheric refractivity parallel to the X-Y plane.

temperature T is 288.15 K, the water vapor pressure eis 10.02 hPa, and the power of each acoustic
source element is 10 W.

As can be seen from Figures 19 and 20, when the coherent acoustic wave travels through the
tropospheric medium, there will be a periodical atmospheric refractivity fluctuation. The
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mechanism the artificial dielectric irregularities impacting the radio wave propagation is
similar to that the atmospheric turbulence impacting the radio wave propagation. The atmo-
spheric refractivity fluctuation caused by the atmospheric turbulence is stochastic distributed,
and that caused by acoustic wave shows spatial periodic distribution. Therefore, the influences
of atmospheric turbulence on radio wave propagation need to be analyzed by the wave
propagation theory in the random medium [22], and the effects of the artificial dielectric
irregularities on the radio wave propagation need to be studied using the theory of electro-
magnetic scattering, reflection, and refraction by the periodic structure medium. Bragg volume
scattering theory and Fresnel volume scattering theory are mainly used to analyze the impacts
of artificial irregularities on radio wave propagation [23-26].

Our research group is devoted to quantitatively analyzing the influences of the artificial
irregularities on the amplitude, phase, propagation direction, polarization, and other parame-
ters of an electromagnetic wave. The related exploration is possible to implement leap-forward
development in the fields of electronic countermeasure, communications, radar detection, and
other wireless technologies.

An experiment aims to influence Michelson interference fringes by the coherent acoustic wave-
induced atmospheric refractivity fluctuation was carried out, and it qualitatively verifies the
feasibility to purposefully change the phase of the electromagnetic wave by the artificial
refractivity fluctuation. As shown in Figure 21, a light emitted by laser emits hits the beam
splitter G1, which is partially reflective. One part of the light denoted by 1 is reflected, while
another part of the light denoted by 2 is transmitted through G1. The path of light 1 passes
through the region disturbed by the artificial refractivity fluctuation, while the light 2 travels

Mirror M i
[ o 1
Coherent | -i-| -
Acoustic |.+" | P

Source G, (.

Mirror M a

Receving Screen

Figure 21. Artificially changing the phase of the electromagnetic wave with the help of the coherent acoustic wave-
induced atmospheric refractivity fluctuation.
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through the normal air. Both beams meet at a receiving screen to produce an interference
pattern. Comparing the interference fringes when the acoustic source is on and off, the feasi-
bility of artificially changing the phase of the electromagnetic wave is demonstrated.

As shown in Figure 9, the 7 x 7 hole acoustic excitation system working at 300 Hz is adopted
in the testing experiment; its parameters are shown in Table 1. Before the acoustic source is on,
a dark fringe is in the center of the interference fringes as shown in Figure 22. After the acoustic
source is on, the variation of the interference fringes is captured by a high-resolution vidicon.
The typical frame pictures are extracted by a video processing software, which are shown in
Figures 23-26. Figures 23-26 obviously show that the central fringe is gradually changing. So
the experimental results qualitatively verify the feasibility to purposefully change the phase of

the electromagnetic wave by the artificial refractivity fluctuation.

Parameter Total power of the horn Diameter of the horn Diameter of the inner Diameter of the
speaker speaker cavity hole external cavity holes

Value 5W 0.10 m 5 mm 2 mm

Parameter Structure Distance between the front panels of the inner and Interval of the

external cavities

Value 7x7 1.2m

external cavity holes

30 mm

Table 1. The parameters of the 7 x 7 hole coherent acoustic source in Figure 9.

Figure 22. The fringe pattern of Michelson interferometer before the acoustic source is on.
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Figure 23. The fringe pattern 1 of Michelson interferometer after the acoustic source is on.

Figure 24. The fringe pattern 2 of Michelson interferometer after the acoustic source is on.
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Figure 25. The fringe pattern 3 of Michelson interferometer after the acoustic source is on.

Figure 26. The fringe pattern 4 of Michelson interferometer after the acoustic source is on.
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4. The potential application aspects of the artificial refractivity
fluctuation

This chapter proposes a new way to purposely affect radio wave propagation by controlling
and adjusting the artificial atmospheric refractivity irregularity distribution. Based on the
accurate calculation of the electromagnetic wave scattering, reflection, and refraction in the
areas with the artificial atmospheric refractivity irregularities, the amplitude, phase, propaga-
tion direction, polarization, and other parameters of an electromagnetic wave can be controlled
artificially, so that we can purposely exert the environment media-caused positive or negative
effects on radio wave propagation. The method of altering the properties of electromagnetic
waves by a coherent acoustic wave-induced tropospheric refractivity fluctuation is possible to
realize leap-forward development in the fields of emergency troposcatter communication, the
over-the-horizon radar stealth in evaporation duct environments, electromagnetic counter-
measure of coherent imaging technique, and so on. The more applications need to be explored
and discovered by researchers harnessing their clever and wisdom.

The artificial dielectric irregularities are more stable and lasting than the atmospheric turbu-
lence, and its distribution construction can be steered artificially. It is obvious that the artificial
dielectric irregularities can be used to effectively improve the stability of the troposcatter com-
munication channel. Based on the experiment shown in Figures 23, 24, 25, and 26, if the amount
of phase shift caused by the coherent acoustic waves is quantitatively calculated, the interference
fringes on the receiving screen can be artificially controlled. In a similar way, the artificial
dielectric irregularities can be used to disturb the coherent optical imaging radar. In what
follows, the mechanism of the application to the over-the-horizon radar stealth in evaporation
duct environments is briefly discussed.

Because of some natural phenomena, such as the evaporation of sea water, heat exchange
between air, and sea surface, as the height increases, the water vapor pressure rapidly
decreases, and the temperature increases, which causes a steep fall in N. If the refractivity
gradient meets the condition of dN/dh< —0.157 N - unit/m, the evaporation duct will arise in
the specific region. If the wavelength of a radio wave is short enough and its angle of elevation
is small enough, the super-refraction of radar wave over the sea surface will occur. In other
words, the evaporation duct can be regarded as a natural waveguide which steers the radio
signal from the transmitter to a receiver that may be situated well beyond the radio horizon.

If coherent acoustic sources are set around the target to be protected, the evaporation duct
environment will be destroyed when the acoustic wave-induced refractivity fluctuation makes
the refractivity gradient not accord with dN/dh < —0.157 N - unit/m, so that the target will not
be detected by the over-the-horizon radar in evaporation duct environment. Figure 27 shows
the simulation of the refractive index profile of evaporation duct environment. Figure 28
shows the simulation of the refractive index profile of evaporation duct when coherent acous-
tic waves are applied. Comparing the results in Figures 27 and 28, it can be concluded that the
refractive index profile of evaporation duct is easily destroyed by coherent acoustic waves.

The potential applications proposed in this section based on the mechanism altering the proper-
ties of an electromagnetic wave by coherent acoustic wave-induced tropospheric refractivity
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Figure 27. The refractive index profile of evaporation duct environment.

Figure 28. The refractive index profile of the disturbed evaporation duct environment.

fluctuation are still in the infant stage. There is still a long way to go for the technology
development and more applications.

5. Conclusion

The idea of this chapter is logical in theory, and its feasibility is qualitatively verified in [18].
The mechanism the artificial dielectric irregularities impacting radio wave propagation is
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similar to that the atmospheric turbulence impacting radio wave propagation. The Bragg
volume scattering theory and Fresnel volume scattering theory provide the theoretical basis
for quantitatively analyzing the influences of the artificial irregularities on the amplitude,
phase, propagation direction, polarization, and other parameters of an electromagnetic wave.
The experiment that effectively controlled Michelson interference fringes by the coherent
acoustic waves further qualitatively verifies the feasibility of purposefully changing the phase
of the electromagnetic wave by the artificial dielectric irregularities. The technique of altering
the properties of an electromagnetic wave by coherent acoustic wave-induced tropospheric
refractivity fluctuation is very possible to realize leap-forward development in the fields of
emergency troposcatter communication and the over-the-horizon radar stealth in evaporation
duct environments. However, the investigation is in its infant stage; there is still a long way to
go for the technology development and more applications. In order to further investigate the
point of view put forward in this chapter, the following issues need to be considered deeply:
quantitatively investigating the spatial distribution of atmospheric refractivity under the inter-
action of coherent acoustic waves and atmospheric turbulence, determining the specific influ-
ence mode of the artificial dielectric irregularities on radio wave propagation, such as reflection,
scattering, refraction, and diffraction, quantitatively calculating the physical and electromag-
netic properties of the artificial dielectric irregularities, quantitatively estimating the impact
degree of the artificial dielectric irregularities on radio wave propagation, and discovering more
application modes of this technique.
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