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Preface

Information technologies have changed people’s lives so much that now it is almost impos‐
sible to imagine any activity that does not depend on the computer in some way. Since the
invention of the first computer systems, people have been trying to take advantage of com‐
puters in order to solve complex problems in various areas. With the development of the
industry, there was a need for a PC in the calculation of the building and automotive con‐
struction. Traditional methods of calculation have been replaced by computer programmes
that had the ability to predict the behaviour of structures under different loading conditions.
In this way, expensive experiments, tests and examinations had been replaced by cheaper
and more powerful computational methods that do not require the destruction of the struc‐
ture to determine its capacity.

Fortunately, computer programmes allow such problems to be solved, in the first place by
making the simulation of the real system and after that by performing its realization in prac‐
tice. Computer simulation or a computer model has the task to simulate the behaviour of an
abstract model of a particular system. Computer simulations have become a useful part of
mathematical modelling of many natural systems in physics, quantum mechanics, chemistry
and biology and then in economic systems, psychology and social sciences, as well as in the
engineering process of new technologies, in order to gain a better insight into their way of
working and behaving.

Computer simulations are different from computer programmes that run a few minutes, be‐
cause the simulation can be run on the local network and can last for hours or if it is a de‐
manding simulation, it can last even for days. It can be said that, probably, the simulation
can be exceeded (or perhaps even imaginable) by methods that can be solved using a pencil
and a paper.

Nowadays, computer simulations are used to solve problems in all spheres of life. Meteoro‐
logical forecasts, the calculation of rainfall, water flows in rivers, underground water flow
and oil exploitation are just some of the areas that cannot be imagined without computers.
One of the most interesting computer applications is the simulation of processes in the hu‐
man body. Modern software solutions enable the calculation of muscle fatigue in certain ac‐
tivities, the deposition of fat in the blood vessels, the risk of cancer and so on. In the future,
these programmes will be able to allow the realization of virtual surgeries and to predict the
effects of surgery before they are performed in reality.

Chapters are listed in a logical order, but they can be arranged differently, depending on the
point of view. The first chapter provides an overview of the development of a novel agent-
based simulation model of socio-environmental innovation diffusion in the RENDRUS net‐
work based on complex adaptive systems approach. The second chapter shows the study
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man body. Modern software solutions enable the calculation of muscle fatigue in certain ac‐
tivities, the deposition of fat in the blood vessels, the risk of cancer and so on. In the future,
these programmes will be able to allow the realization of virtual surgeries and to predict the
effects of surgery before they are performed in reality.
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point of view. The first chapter provides an overview of the development of a novel agent-
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about rendering of colours with three rendering engines and based on changes in the bright‐
ness of the object background. In the review part of the third chapter, advanced methods
that enable visualization at micron resolution, methods used in 3D visualization workflow
and methods used for research purposes are presented. The fourth chapter deals with com‐
puter simulation of different textile forms. In the fifth chapter, modelling and computer sim‐
ulation of microbial growth and metabolism kinetics, bioreactor dynamics and bioreactor
feedback control are made to show the application methods and the usefulness of modelling
and computer simulation methods in optimization of the bioprocess technology. Chapter 6
presents experimental problems related to research aiming at obtaining data necessary to
formulate a physical model of deformation of steel containing a zone consisting of a mixture
of the solid and the liquid phases. Chapter 7 presents an idea of constructing a scientific
workshop focused on high-temperature processes, based upon a concept of integrated mod‐
elling combining the advantages of computer and physical simulations. Surrogate models
provide an appealing data-driven strategy to accomplish these goals, for applications in‐
cluding design space exploration, optimization, visualization or sensitivity analysis, and
these models are dedicated to the eighth chapter. High-frequency and microwave electro‐
magnetic fields are used in billions of various devices and systems. Design of these systems
is impossible without detailed analysis of their electromagnetic field. Most microwave sys‐
tems are very complex, so analytical solution of the field equations for them is impossible.
Computer simulation of high-frequency electromagnetic fields is shown in the ninth chap‐
ter. Chapter 10 proposes the modelling of the task allocation problem by the use of Coloured
Petri Nets. The proposed methodology allows the construction of compact models for task
scheduling problems. The PROMETHEE method, as a mathematical model for multi-criteria
decision-making, is one of the ideal methods used when it is necessary to rank scenarios
according to specific criteria, depending on whom the ranking is applied to. Chapter 11
presents various scenarios whose ranking is done according to defined criteria and weight
coefficients for each of the stakeholders.

I would like to express my sincere gratitude to all the authors and coauthors for their contri‐
bution. The successful completion of the book Computer Simulation has been the result of the
cooperation of many people. I would especially like to thank the Publishing Process Manag‐
er Ms. Nina Kalinić for her support during the publishing process.

Dragan Cvetković
Singidunum University

Faculty of Informatics and Computing
Belgrade, Republic of Serbia
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Chapter 1

Modelling and Simulation of Complex Adaptive

System: The Diffusion of Socio-Environmental

Innovation in the RENDRUS Network

Aida Huerta Barrientos and

Yazmin Dillarza Andrade

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/67740

Abstract

Socio-environmental innovation is a process of social change that implies both the par-
ticipation of agents on social and environmental initiatives and the generation and dif-
fusion of relevant information, which lead social transformations for collective benefit.
During the diffusion of socio-environmental innovations through a communication net-
work, the information is created and shared among participants until mutual under-
standing is reached. In the case of National Network for Sustainable Rural Development
(RENDRUS) network, getting innovations adopted is very difficult by people in rural
communities due to the lack of effective communication channel. This study aims to
develop a novel agent-based simulation model of socio-environmental innovation diffu-
sion in the RENDRUS network based on complex adaptive systems approach. First, the
conceptual model of socio-environmental innovation diffusion in the RENDRUS network
based on complexity approach is developed. Then, an agent-based simulation model is
implemented using Netlogo software, followed by the simulation model analysis and the
design of plausible simulation scenarios. The simulation results illustrate how S-curve
emerges from the interrelationships between agents considering endogenous and social
cohesion effects. The conclusions argue that more social cohesion and popularity of socio-
environmental innovations between small rural producers and their organizations, gov-
ernmental institutions, academic institutions and the knowledge society corresponds to
less time to adopt socio-environmental innovations.

Keywords: complex adaptive systems, modelling and simulation, socio-environmental 
innovation, diffusion

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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Abstract

Socio-environmental innovation is a process of social change that implies both the par-
ticipation of agents on social and environmental initiatives and the generation and dif-
fusion of relevant information, which lead social transformations for collective benefit. 
During the diffusion of socio-environmental innovations through a communication net-
work, the information is created and shared among participants until mutual under-
standing is reached. In the case of National Network for Sustainable Rural Development 
(RENDRUS) network, getting innovations adopted is very difficult by people in rural 
communities due to the lack of effective communication channel. This study aims to 
develop a novel agent-based simulation model of socio-environmental innovation diffu-
sion in the RENDRUS network based on complex adaptive systems approach. First, the 
conceptual model of socio-environmental innovation diffusion in the RENDRUS network 
based on complexity approach is developed. Then, an agent-based simulation model is 
implemented using Netlogo software, followed by the simulation model analysis and the 
design of plausible simulation scenarios. The simulation results illustrate how S-curve 
emerges from the interrelationships between agents considering endogenous and social 
cohesion effects. The conclusions argue that more social cohesion and popularity of socio-
environmental innovations between small rural producers and their organizations, gov-
ernmental institutions, academic institutions and the knowledge society corresponds to 
less time to adopt socio-environmental innovations.

Keywords: complex adaptive systems, modelling and simulation, socio-environmental 
innovation, diffusion

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



1. Introduction

As Sagarpa [1] explains, the Mexican National Network for Sustainable Rural Development 
(RENDRUS) network is a knowledge network for collaborative learning from producer to 
producer that contributes to diminishing the territorial inequality since it allows producers to 
know their own experiences. As Sagarpa [1] points out, the RENDRUS network contributes 
to food security through the development of capacities in rural communities, as well as the 
incorporation of new technologies that allow producers to establish areas for improvement in 
their productive, organizational and business processes. In this direction, the incorporation 
of innovations, the adoption of applied technology and the incorporation in the processes of 
extension to universities in rural areas led to the establishment of links between producers, 
their organizations and the knowledge society to generate sustainable rural development in 
Mexico.

On the one hand, according to Quiroga and Barrera Gaytan [2], the socio-environmental innova-
tion is a process of gradual change through action research in localized territories, which implies 
that a set of actors, based on their own interests, mission and capacity, participate in specific 
activities (scientific, technological, environmental, cultural, organizational, financial and com-
mercial) whose orientation is not only to give a creative answer to linked problems of rural 
development and conservation of natural resources but also to generate learning that lead to the 
autonomy of the actors and structural transformations that are reflected in the collective benefit. 
Following Ref. [2], the socio-environmental innovation seeks to generate a flow of relevant infor-
mation through channels and networks of interaction, promote the process of generation and 
diffusion of innovations and emphasize as central aspect the interconnection of these channels 
and networks. On the other hand, as Rogers [3] states, the diffusion of innovation is a com-
munication process through certain channels over time among the members of a social system, 
where participants create and share information with one another in order to reach a mutual 
understanding. As described by Rogers [3], from the late 1920s to the early 1980s, the nine major 
diffusion traditions were anthropology, early sociology, rural sociology, education, medical 
sociology, communication, marketing, geography and general sociology; the problem faced was 
the research designs that consisted mainly of correlational analysis on data gathered in one-shot 
surveys of respondents (adopters and/or potential adopters of an innovation). More recently, 
the complex adaptive system (CAS) approach was used to analyse the spread of an innovation 
through a complex social system. The concept of complex adaptive system was introduced in 
1967 by Walter Buckely to define a system in which large networks of essential components, 
without central control and simple rules of interaction between the network components, give 
rise to complex collective behaviour, sophisticated information processing and adaptation via 
learning and evolution. Derived from the interactions between CAS and the environment, the 
internal state of CAS changes through time-forming trajectories that may or may not converge to 
certain regions of its state space such as the attractors and repulsors, depending on the function 
they perform. In the study of CAS, it is interesting to know its emergent properties, those that 
arise at higher structural levels and are due to the interactions between the elements at a lower 
structural level. The approach of modelling and simulation has been used to better understand 
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the dynamic and evolution of CAS. As suggested by Viale and Pozzali [4], complex adaptive 
system research can teach us a series of useful lessons, especially those features necessitating 
the consideration of innovation systems as a complex adaptive system because studying the 
dynamics of innovation is a complex task.

As Yilmaz [5] points out, from the complexity perspective, the innovation is conceptualized 
as a CAS phenomenon that occurs at different scales, including individual, group and orga-
nizational levels. For instance, at the collective level, innovation can be conceptualized as 
global property that emerges from the local interactions of actors within a CAS, which influ-
ence one another in response to the influence they receive. In this direction, Yilmaz [5] sug-
gests that in a study of CAS it is necessary to know structural and behavioural conditions, 
for the emergence and sustainment of innovation. As reported by Yilmaz [5], the benefits of 
abstracting a conceptual model of collective innovation based on the CAS perspective are as 
follows:

• The empirical understanding of innovation is improved through a formal agent-based 
simulation model testbed by making it possible to explore particular types of observed 
regularities via simulation scenarios.

• Agent-based simulation models can be used as computational laboratories for the discovery 
of organizational designs that are conducive to innovation.

• Agent-based simulation acts as theory generation enabler by facilitating a better under-
standing of innovation complex dynamics over a full range of feasible configurations and 
behaviour of complex social systems.

In the study of diffusion of innovations based on CAS perspective, Rogers et al. [6] explores 
the actual and potential hybridization of these two system theories, relying on illustrations from 
historical to practical applications of the diffusion of innovation model credited by Rogers [3], 
particularly the STOP AIDS communication campaign in San Francisco, USA. Modelling the 
diffusion of environmental innovations not only helps understanding diffusion processes but 
also enables researchers to develop scenarios of future use of these innovations, therefore indi-
cating possible ways towards a more sustainable future, as Schwarz [7] stated. In the case 
study of the RENDRUS network, there is much interest in the diffusion of socio-environmental 
innovations in territories because it is one way to more sustainable use of natural resources. 
This chapter presents a novel agent-based simulation model of the diffusion of socio-envi-
ronmental innovation in the RENDRUS network based on the CAS perspective in order to 
understand the diffusion process in the network for achieving sustainable rural development. 
The study is of relevance because obtaining an innovation and best practices in the value chain 
adopted is often very difficult to people in territories. Additionally, we consider that CAS 
approach gives a better basis for understanding the diffusion of socio-environmental innova-
tion as an evolutionary network of functional elements that interact exhibiting characteristics of 
a complex adaptive system. An important aspect of the resulting simulation model is that it pro-
vides an analytical tool to support the decision-making of governmental institutions towards 
sustainable rural development in Mexico.

Modelling and Simulation of Complex Adaptive System: The Diffusion of Socio-Environmental Innovation...
http://dx.doi.org/10.5772/67740
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The chapter is divided into five main sections. In Section 2, the conceptual for diffusion of 
socio-environmental innovation in the RENDRUS network based on CAS approach is devel-
oped. In Section 3, the agent-based simulation model for diffusion of socio-environmental 
innovation in the RENDRUS network is implemented using Netlogo software. The agent-
based simulation model analysis and the design of plausible simulation scenarios for achieving 
sustainable rural development in Mexico are presented in Section 4. The concluding remarks 
are drawn in Section 5.

2. A conceptual model for diffusion of socio-environmental innovation in 
the RENDRUS network based on CAS perspective

2.1. Conceptual model development

According to Sayama [8], the various modelling approaches can be put into the following 
major families:

• Descriptive modelling. In this approach, modellers try to specify the state of a system at 
macro-level at a given time point, capturing what the system looks like. This can be done 
taking a picture, creating prototypes such as physical models or using quantitative meth-
ods such as statistic models.

• Rule-based modelling. In this approach, modellers try to come up with dynamical rules at 
micro-level that explain the observed macro-behaviour of a system. The modelling meth-
odologies mainly used are cellular automata, network models, agent-based models and 
dynamical equations.

2.2. Agent-based modelling and simulation (ABMS)

CAS perspective concerns with elements called agents that learn or adapt in response to rule-
based non-linear interactions with other agents generating the behaviour and the hierarchical 
structure of a CAS; particular combinations of agents at one level become agents at the next 
level up [9]. As the result of the non-linear interactions, the agents are able to cooperate and 
evolve, improving in certain cases their fitness over time [10]. In the mid-1990s, the ABMS com-
putational approach was recognized by Holland as a foundational methodology to the study 
of CAS [11]. ABMS is a form of computational modelling whereby a phenomenon is modelled 
in terms of agents and their interactions [12] using the bottom-up perspective in the sense that 
the system behaviour that we observe in the model emerges from the bottom of the system 
by the direct interrelations of the agents from the basis of the model [13]. So, it is possible to 
understand the simple interaction rules between agents at local level. The definition of a space 
scale is fundamental in ABMS, while the time scale varies in discrete steps. From the compu-
tational perspective, the software that is used to program agents has its origins in the areas of 
Artificial Intelligence, especially in the subfield of Distributed Artificial Intelligence [14, 15], 
whose objective is the study of agent´s properties and the design of networks of interaction 
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between them. It was suggested by Wooldridge and Jennings [16] that computational agents 
are typically characterized as follows:

• Autonomy: the agents had direct control of their actions and their internal state.

• Social skills: the agents interacted with other agents through a computational language.

• Reaction: agents were able to perceive their environment and respond to it. The environ-
ment could be the physical world, a virtual world or a simulated world that includes other 
agents.

• Proactivity: because the agents reacted to their environment, they themselves had to take 
the goal-oriented initiative.

In general, the environment of agents is interpreted in terms of a metaphorical vocabulary of 
beliefs, desires, motives and emotions, which are generally applied more in the description of 
people. The agent´s attributes typically modelled are knowledge and beliefs, inferences, social 
models, representation of knowledge, goals, planning, language and emotions. According to 
Macal and North [17], an agent-based model contains the following four elements (see Figure 1):

• Agents, their attributes and environment.

• Relationships between agents and the rules of interaction.

• A connectivity network that defines how and with whom agents interact.

• Agent´s environment that interacts with agents, interchanging information.

Figure 1. A network of elements in a typical agent-based model.
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2.3. The RENDRUS network modelled as a CAS

The RENDRUS network conceptualized as a CAS presents the following characteristics 
(see Figure 2):

• Multiple key heterogeneous agents. Small rural producers and their organizations, govern-
mental institutions, academic institutions and the knowledge society.

• Different structural levels. At micro-level, the RENDRUS network is constituted by rural pro-
ducers interacting with one another, and with governmental and academic institutions, 
while at macro-level, the collaborative learning emerges for leading to the autonomy of 
rural producers and the structural transformations, which are reflected in the collective 
benefit.

• Intrinsic diversity among its key agents. Small producers from the 32 Mexican federal states 
are product of the exposure of their own experiences within a socio-economic, cultural and 
environmental context. So, the incorporation and adoption of new socio-environmental 
innovations, in order to establish areas for improvement in productive, organizational and 
business processes, are determined by local requirements.

• Functional dynamics. The RENDRUS network is an open system that exchanges relevant 
information containing producer´s experiences, with the complex environment. In order to 
survive (increasing the participation of rural producers and governmental and academic 
institutions), the RENDRUS network has to adapt itself to new conditions imposed by the 
environment, adjusting its functional units through the modification and selection of new 
socio-environmental innovations.

Figure 2. The conceptual model of the RENDRUS network based on CAS approach.

Computer Simulation6

• The impact of the social structure. The interactions between members of the RENDRUS network 
are not random but are rather limited by social networks, both internally and externally. The 
social structure and socio-cultural interactions between members have a crucial effect on 
the process of evolution of the adoption of socio-environmental innovations. In this case, 
the principle of the social structure is based on the community.

2.4. The diffusion of socio-environmental-innovation model in the RENDRUS network 
based on CAS approach

The diffusion in the RENDRUS network is the process by which socio-environmental inno-
vation is communicated through certain channels (meetings, Internet, etc.) over time among 
rural producers and their organizations, governmental institutions and academic institutions. 
In this case, when new answers to complex problems regarding sustainable rural develop-
ment emerge from the interactions between rural producers and governmental and academic 
institutions and these are diffused and adopted or rejected by rural producers, some altera-
tions occur at functional and structural level of the RENDRUS network, originating a social 
change due to the activation of peer networks about such socio-environmental innovation in 
the next four areas: transformation of primary, agricultural and livestock production, rural 
industry and marketing, rural non-agricultural services and handicrafts, and rural extension.

Following Ref. [3], we present the five attributes of socio-environmental innovations of the 
RENDRUS network as follows:

• Relative advantage. The degree to which rural producers perceive the socio-environmental 
innovation as being better than the practice it supersedes. The exchange of innovation-
evaluation information between rural producers of the RENDRUS network, using the com-
munication network, lies the diffusion process.

• Compatibility. The degree to which the socio-environmental innovation is perceived by ru-
ral producers as consistent with the existing socio-cultural values, past experiences and 
specific needs of potential adopters.

• Complexity. The degree to which rural producers perceive the socio-environmental innova-
tion as relatively difficult to understand and use.

• Trialability. The degree to which the socio-environmental innovation may be experimented 
with on a limited basis.

• Observability. The degree to which the results of the socio-environmental innovation are 
visible to other rural producers.

In summary, socio-environmental innovations of the RENDRUS network that are perceived 
as relatively advantageous, compatible with existing socio-cultural values, beliefs and experi-
ences, relatively easy to adapt, observable and divisible for trial, will be adopted more rapidly 
by rural producers.

As discussed by Bass [18], in the literature, two models for how innovations diffuse through 
social systems are recognized: endogenous and exogenous. On the one hand, in the endogenous 
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diffusion model, how fast an innovation spreads is a function of its own popularity between the 
members of the social system. Following Ref. [18], in this case the proportion of the social system 
that has adopted the innovation over time starts out slow, slowly builds to a critical mass, where 
it achieves exponential growth, and finally levels off as it saturates the social system. The model, 
as seen in Figure 3, is a bell-shaped curve that shows the data about the general endogenous 
diffusion process on a frequency basis, whereas the s-shaped curve shows the same data on a 
cumulative basis [3]. On the other hand, in the exogenous diffusion model, potential adopters 
respond directly to exogenous effects.

From the CAS perspective, both variety and reactivity are necessary for the diffusion of an 
innovation [6]. Variety refers to the diverse population for emergence and adaptation and it is 
necessary for information exchange that takes place between an innovation sender and an inno-
vation receiver, whereas reactivity refers to the sensitivity to change where only those popula-
tions with adaptability to change can survive at the higher fitness thresholds that occur during 
cascading mutation/extinction [6]. The information exchange between an innovation sender 
and an innovation receiver is a critical process in the diffusion of socio-environmental innova-
tion in the RENDRUS network. It means that more information about best practices and new 
technology corresponds to less uncertainty on rural producer perceptions about relative advan-
tage, compatibility and complexity of innovations, creating better conditions to the emergence 
and adaptation. The diffusion of socio-environmental-innovation model in the RENDRUS net-
work based on CAS approach contains the following four elements (see Figure 4):

• Heterogeneous agents. Small rural producers and their organizations, governmental institu-
tions, academic institutions and the knowledge society. The agents (ag) have two attributes: 
the number of neighbours having already adopted the socio-environmental innovations 
(an) and a random threshold for adoption (rt) with a normal distribution N(100,25) to sat-
isfy the heterogeneity condition. The Bass model [18] allows evaluating the evolution of 
both endogenous and exogenous diffusion as follows:

Figure 3. The endogenous diffusion model of an innovation over time by members of a social system, adopted from Ref. [3].
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     f  t   =   (  p + q  F  t   )   (1 −  F  t   ) ,  (1)

where Ft describes the proportion of potential adopters having already adopted the inno-
vation, p coefficient refers to the exogenous effect, and qFt coefficient indicates the endog-
enous effect at time t. The endogenous diffusion model is a special case of Eq. (1) when 
 p = 0. Additionally, one mechanism assumed by endogenous diffusion models is contagion, 
whereby those who have adopted the innovation directly promote the innovation to those 
with whom they are in contact [19]. In this study, we use a variant of endogenous diffu-
sion model based on threshold called information cascade, whereby the number of prior 

Figure 4. The Netlogo grid based on four different values for MAX-PXCOR and MAXPYCOR, (a) MAX-PXCOR = 
MAXPYCOR = 16 with a total of 256 patches, (b) MAX-PXCOR = MAXPYCOR = 30 with a total of 900 patches, (c) MAX-
PXCOR = MAXPYCOR = 50 with a total of 2500 and (d) MAX-PXCOR = MAXPYCOR = 100 with a total of 10,000 patches.
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adoptions is a source of credible information. The importance of threshold models is the 
aggregation of popularity [20].

• Rules of interaction. Agents interact with their neighbours and the decision for adopting 
socio-environmental innovations depends if rt value is less than a non-linear function eval-
uated in terms of the number of adopters (na), the endogenous effect (ee) and the social 
cohesion between agents (sc) whose range can be dynamically updated to revise the rt of 
an agent, as follows:

  rt  <  ee *   (    na _ ag   )    + (an * sc )    (2)

• A connectivity network. The network is built generating each agent from 0 to 4500. Once an 
agent is created (old agent), a new referred position is searched for five neighbours, to cre-
ate the new agent.

• Agents interchange information indicating the number of their own neighbours having 
already adopted the socio-environmental innovations (prior adoptions).

3. Agent-based simulation model for the diffusion of socio-
environmental innovation in the RENDRUS network

3.1. Netlogo simulation software

Netlogo software, first developed in the late 1990s by Uri Wilensky, is a general-purpose 
agent-based modelling language used worldwide that provides a graphical modelling envi-
ronment [21], freely available on the Netlogo website (https://ccl.northwestern.edu/netlogo). 
As Wilensky [22] explains, it is an extension of the Logo language in which user controls a 
graphical turtle by issuing commands, and it includes a grid of patches, each patch is a cell 
computationally active. Turtles and patches are self-contained objects with internal local state. 
In Netlogo models, time passes in discrete steps, called ticks. Netlogo allows to scale space 
and time, such as 1 m2 = 1 patch and one tick can represent a minute or a day, and so on. The 
grid can be adjusted using the MAX-PXCOR (horizontal direction) and MAXPYCOR (vertical 
direction) in two-dimension (2D), to create a larger or shorter world keeping the view a man-
ageable size on the main screen, for a total of MAX-PXCOR * MAXPYCOR patches. Figure 4 
illustrates the Netlogo grid with different MAX-PXCOR and MAXPYCOR values, where the 
worlds wrap both horizontally and vertically. As seen in Figure 5, the grid can be visualized 
in 2D and three dimension (3D).

3.2. The agent-based simulation model implementation

Our agent-based simulation model implemented in Netlogo software produces four artifi-
cial worlds, each populated by 1000, 2000, 3000 and 4500 heterogeneous agents, respectively. 
In order to ensure that the simulation parameters are realistic, we base our agents upon 
RENDRUS network data about small rural producers available on the RENDRUS website 
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(http://rendrus.extensionismo.mx/rendrus/rendrus). The artificial worlds created vary in 
the following experimental factors: (a) endogenous and (b) social cohesion effects. We use 
them to study the rate of adoption, as the relative speed with which socio-environmental 
innovations are adopted along time. The endogenous effects refer to the popularity of socio-
environmental innovations, based on the relative advantage that rural producers perceive 
from the socio-environmental innovation as being better than the practice it supersedes. The 
popularity increases when the results of the socio-environmental innovation are visible to 
other rural producers, whereas social cohesion effects represent the compatibility perceived 
by rural producers about the innovation as consistent with the existing socio-cultural values, 
past experiences and specific needs of potential adopters. Table 1 shows the endogenous and 
social cohesion effect´s numerical values used in the simulation model.

The time variable allows us to plot the number of RENDRUS members adopting the socio- 
environmental innovation along time. In this model, each ‘tick’ from Netlogo represents 1 day in 
the time scale. The simulation model starts with one agent who has already adopted the socio-
environmental innovation. The simulation model ends after 1200 simulation days (ticks). As can 
be seen in Figures 6–9, the proportion of adopters starts out slow due to the interactions between 
heterogeneous agents then, slowly builds to a critical mass growing exponentially, and finally 
the number of adopters saturates the artificial world that represents the RENDRUS network.

3.3. Agent-based simulation model validation

As Wilensky and Rand [12] explains, simulation model validation is the process of deter-
mining whether the implemented simulation model corresponds to some phenomenon in 

Figure 5. The Netlogo grid including turtles and patches in 2D and 3D. Netlogo grid space of patches in (a) 2D and (b) 3D.

Simulation parameter Lower value Upper value

Endogenous effects (ee) 10 20

Social cohesion effects (sc) 30 50

Table 1. The range of simulation parameters.
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(http://rendrus.extensionismo.mx/rendrus/rendrus). The artificial worlds created vary in 
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social cohesion effect´s numerical values used in the simulation model.
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the number of adopters saturates the artificial world that represents the RENDRUS network.

3.3. Agent-based simulation model validation

As Wilensky and Rand [12] explains, simulation model validation is the process of deter-
mining whether the implemented simulation model corresponds to some phenomenon in 

Figure 5. The Netlogo grid including turtles and patches in 2D and 3D. Netlogo grid space of patches in (a) 2D and (b) 3D.

Simulation parameter Lower value Upper value

Endogenous effects (ee) 10 20

Social cohesion effects (sc) 30 50

Table 1. The range of simulation parameters.
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the real world. Our agent-based simulation model was validated using the dynamic tech-
nique called sensitivity analysis. Through it, values of simulation parameters are systematically 
changed over some range of interest and the simulation model´s behaviour is observed [23]. 
This technique allows identifying the simulation parameters to which the simulation model 
behaviour is very sensitive. The simulation parameter considered to carry out the sensi-
tivity analysis is the social cohesion effect (sc). In this case, the agent-based simulation 
model is executed considering two values for this parameter: 20 and 50. The artificial world 
considers 4500 heterogeneous agents. The endogenous effect (ee) is fixed on 10. The simula-
tion model ends after 1200 simulation days (ticks). The simulation results are illustrated 

Figure 6. An artificial world populated by 1000 heterogeneous agents, ee = 10, sc = 30.

Figure 7. An artificial world populated by 2000 heterogeneous agents, ee = 10, sc = 30.

Computer Simulation12

in Figures 10 and 11. As can be seen in Figure 10, the proportion of adopters reaches near 
50% of the total population in 1200 ticks. In this case, the rate of adoption, as the relative 
speed with which socio-environmental innovations are adopted along time, is very slow. 
On the contrary, as can be seen in Figure 11 the proportion of adopters starts out slow 
then, grows exponentially, and finally just in 298 ticks the number of adopters saturates the 
artificial world. Therefore, more social cohesion among agents in the RENDRUS network 
corresponds to less time to adopt socio-environmental innovations and vice versa, and less 

Figure 9. An artificial world populated by 4500 heterogeneous agents, ee = 10, sc = 30.

Figure 8. An artificial world populated by 3000 heterogeneous agents, ee = 10, sc = 30.
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social cohesion corresponds to much more time to the adoption. In this case, the innovation 
adoption is very sensitive to the social cohesion of the RENDRUS network.

3.4. Agent-based simulation model verification

As Wilensky and Rand [12] explains: simulation model verification is the process of making 
sure that the simulation model has been correctly implemented on a computer using simulation 
software. In Netlogo software, the compilation and execution processes that prepare the model 
to run happen behind the scenes and require no intervention by the user; however, syntax and 

Figure 10. An artificial world populated by 4500 heterogeneous agents, ee = 30, sc = 20.

Figure 11. An artificial world populated by 4500 heterogeneous agents, ee = 10, sc = 50.
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other coding errors that cause runtime errors during compilation and execution process inter-
rupt the simulation [24]. In this phase, we eliminated the ‘bugs’ from the code so the model was 
correctly implemented, free of errors.

4. Agent-based simulation model analysis

4.1. Designing plausible simulation scenarios for achieving sustainable rural 
development in Mexico

Sustainable development is a process of change in which the exploitation of resources, the 
direction of investment, the orientation of technological development and institutional 
change are made consistent with both future and present needs [25]. Mexico is a country com-
mitted to addressing sustainable development, as demonstrated by the actions undertaken 
over the last few years [26]. For instance, in 2001 the Mexican Congress approved the Law 
on Sustainable Rural Development, on which the sustainable rural development is defined 
as the improvement of social welfare and economic activities in the territory specified out-
side the urban centres considered in accordance with the applicable provisions, ensuring the 
permanent conservation of natural resources, biodiversity and ecosystem services in that ter-
ritory. Another tangible result is the National Network for Sustainable Rural Development 
(RENDRUS) that promotes a series of annual meetings for exchanging and evaluating suc-
cessful experiences between rural producers, seeking a process of collective learning at differ-
ent levels. In this context, we consider the design of plausible simulation scenarios essential 
for a better diffusion of socio-environmental innovations through the RENDRUS network in 
order to improve the social welfare in rural areas, ensuring the permanent conservation of 
natural resources, biodiversity and ecosystem in such areas.

Scenarios were introduced over 50 years ago firstly by Herbert Kahn as a means to overcome 
the limits of reductionist thinking in response to the difficulty of creating accurate forecasts. 
In scenarios, the notion of wholly predictable futures of a system is rejected and instead the 
alternative futures that explore the paths to each, emphasizing the need to attend to disrup-
tive change as normal, are seen [27]. Plausibility-based scenarios described by Schoemaker [28] 
are useful approaches in situations characterized by increasing uncertainty and complexity. 
According to Peterson et al. [29], in order to build scenarios, it is important to specify what is 
known and unknown about the system´s dynamics then, the alternative ways that the system 
could evolve must be identified. After that, a set of scenarios is built, through which our current 
thinking about the system should be expanded. Following Ref. [29], the dynamics of scenarios 
must be plausible; neither nature nor the agents involved in the scenario should behave in 
implausible ways. The most important part of a scenario´s plausibility is likely to be the behav-
iour of agents. In this direction, the behaviour of small rural producers and their organizations, 
governmental institutions, academic institutions and the knowledge society could improve the 
diffusion of socio-environmental innovations through the RENDRUS network. Our simulation 
model considers that agent´s behaviour is influenced by the rt parameter (the random threshold 
for adoption). The rt indicates the popularity of the socio-environmental innovations. Table 2 
shows the range of simulation parameters for plausible simulation scenarios.
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4.2. Analysis of plausible scenarios

Figure 12 illustrates the evolution of adopters over time. We observe that the proportion of 
adopters starts out fast forward then, grows exponentially and finally just in 15.6 days (ticks) 
saturates the artificial world.

As seen in Figure 13, the proportion of adopters starts out slow then, grows exponentially 
and finally just in 88.5 days (ticks) saturates the artificial world. Therefore, more popularity 
of socio-environmental innovations (rt) among small rural producers and their organizations, 
governmental institutions, academic institutions and the knowledge society corresponds to 
less time to adopt it by the RENDRUS network considered as a whole.

Figure 12. Artificial world populated by 4500 heterogeneous agents, ee = 10, sc = 50, rt ~ N(50, 15).

Figure 13. Artificial world populated by 4500 heterogeneous agents, ee = 10, sc = 50, rt ~ N(70, 15).

Simulation parameter Lower value Upper value

Endogenous effects (ee) 10 10

Social cohesion effects (sc) 50 50

Random threshold for adoption (rt) N(50, 15) N(70, 15)

Table 2. The range of simulation parameters for plausible simulation scenarios.
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5. Concluding remarks

The socio-environmental innovation is defined as a process of gradual social change through 
action research in localized territories, whose orientation is not only to give a creative 
answer to linked problems of rural development but also to generate learning that lead to 
the autonomy of the actors that is reflected in the collective benefit. The RENDRUS network 
is a governmental initiative to establish links between producers, their organizations and 
the knowledge society to generate sustainable rural development in Mexico. This chapter 
presented a novel agent-based simulation model of the diffusion of socio-environmental 
innovation in the RENDRUS network based on the CAS perspective in order to understand 
the diffusion process in the network. Modelling and simulating the socio-environmental 
innovation diffusion is important because it helps us understand the use of innovations that 
can support the sustainable rural development. From the simulation results, we observed 
on the one hand that more social cohesion among small rural producers and their organi-
zations, governmental institutions, academic institutions and the knowledge society cor-
responds to less time to adopt socio-environmental innovations, and on the other hand that 
more popularity of socio-environmental innovations among them corresponds to also less 
time to adopt it. In conclusion, the diffusion of socio-environmental innovation to contribute 
to the sustainable rural development in Mexico depends upon a deep understanding of the 
interactions among rural producers and their organizations, governmental and academic 
institutions.
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Abstract

Maintaining accurate colour constancy and constant colour appearance are only a few 
challenges one must conquer in a modern day digital three‐dimensional (3D) production. 
Many different factors influence the reproduction of colour in 3D rendering and one of the 
most important is certainly rendering engines. In our research, we have studied rendering 
of colours with three rendering engines (Blender Render, Cycles and Yafaray) of an open 
source 3D creation suite based on changes in the brightness of the object background from 
20 to 80%. In one of these cases, colour of the object was adapted to the lighter background 
using the colour appearance model CIECAM02. With the analysis of colour differences, 
lightness and chroma between colours rendered using different rendering engines; we 
found out that rendering engines differently interpret colour, although the RGB values 
of colours and scene parameters were the same. Differences were particularly evident 
when rendering engine Cycles was used. However, Cycles also takes into account the 
object background. Numerical results of such research provide findings, which relate to 
the respective environment, and also these certainly demonstrate the successful imple‐
mentation of the colour appearance model CIECAM02 in the 3D technologies and, in our 
opinion to other software packages for 3D computer graphics.

Keywords: 3D computer graphics, rendering engines, Blender Render, Cycles, Yafaray, 
CIECAM02

1. Introduction

The creation of static image in three‐dimensional (3D) computer graphic pipeline involves: 
object modelling, texturing, definition of materials and shading algorithms, illumination, cam‐
era setting and rendering. Exact algorithmic description and sampling of light (and consequently 
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colour) for calculation of final rendering are possible only with the consideration of the basis of 
radiometry. Radiometry presents the set of mathematic tools, rendering algorithms for descrip‐
tion of electromagnetic weaving and light phenomena [1]. The fundamentals of these algorithms 
are complex and multi‐layered; however, for visually accurate 3D CG (i.e. computer generated) 
imagery, the understanding of the basic reflectance models should be at least understood and 
implemented in the workflow. In general, the reflection of light can be described with two func‐
tions, i.e. BRDF―bi‐directional reflectance distribution function and BSSRDF―bi‐directional 
scattering‐surface reflectance distribution function [2–4].

The BRDF function was defined by researcher Nicodemus [2] half a century ago and today 
its application is also well anchored in modern 3D computer graphic solutions. In general 
terms and as well‐known from colourimetry, the mathematical abstraction of BRDF considers 
parameters of lights source, 3D model with defined textures and materials and the observer 
(virtual camera), therefore the function could be implemented on all types of 3D object surfaces. 
In dependence of the angle and the direction of the incident light, the function calculates the 
radiance value from the 3D object’s surface in the observer’s direction. Similarly as BRDF, 
BTDF―bi‐directional transmittance distribution function is also defined, calculating the por‐
tion and disposition of transmitted light. Based on mathematical foundations of both BRDF 
and BTDF functions, the BSDF―bi‐directional scattering distribution function for the light 
scattering phenomena on the surfaces and in the materials was also determined [4].

The requirements for achieving photorealistic renderings and description of all optical phenom‐
ena in 3D virtual space with different visualization technologies also demanded the development 
of the function BSSRDF [4]. With BSSRDF, the specific reflectance phenomena in translucent 
materials with higher portion of light scattering are described. Therefore, the so‐called sub‐
surface light transport defines the higher amount of light scattering between the starting point 
where the light is entering the material and (from the entrance's point of view) very distant exit 
point. With the implementation of this function, the issues of visualization of natural materials 
such as skin and wax were solved.

Reflectance models (shading algorithms) as the derivatives of the above‐mentioned functions 
represent the definition of type of interactions between material and light. Regarding their 
mathematical definition and results of their application on the objects, shading algorithms 
can be used as: (1) models for diffuse surfaces when they describe the surfaces with partial of 
total diffuse light reflectance; (2) models for surfaces with specific optical properties (metals, 
anisotropic materials); and (3) models for specular reflective and transitive surfaces, describing 
the total and partial specular reflectance and/or transmittance [5–8].

The most basic BRDF function is implemented in Lambert reflectance model, defining entirely 
diffuse surfaces. This model includes a lot of physical and mathematical simplification; however, 
it is still adequate for opaque and mat surfaces in CG visualizations [5].

Further, the Phong empirical model was developed with very basic level of consideration of 
lightning, observer (angle, distance) and normal direction for the calculations of reflected radi‐
ance at a surface point. Specular reflection in this specular model is calculated as an exponential 
function of a cosine function [9].

Computer Simulation22

The further developments in 3D rendering brought new solutions and advanced simula‐
tions (mathematical interpretations) of objects during rendering. Models named Oren‐Nayar, 
Torrence‐Sparrow, Blinn and models for anisotropic surfaces discuss the object surfaces as an 
organization of a large number of very small, differently oriented surfaces called microfacet.

With the calculations of light phenomena on a large number of small diffuse surfaces, the 
Oren‐Nayar model [5] describes the partially diffuse material surface (which can include also 
some specular areas in dependence of incident light). On the contrary, Torrence‐Sparrow 
model [6] was developed for metallic surfaces with specific highlights and shadows. The 
calculations in this model are performed for a large number of completely specular (metal) 
surfaces.

Blinn's approach to reflectance calculations involves the mathematical model including 
exponential averaging of normal vectors’ disposition on small surfaces of 3D object. The 
exponential factors included in Blinn's model determine very rapid changes of normals of 
smooth object surfaces, while these changes are small for diffuse and relief surfaces [7]. The 
limitation of Blinn's model is the calculation of symmetrical reflection only, whereas as in 
nature and in 3D CG imagery many surfaces have asymmetrical light reflections. This has 
brought to the development of models for specific surfaces. Ashikhmin and Shirley [8] pre‐
sented the BRDF model for objects with anisotropic surfaces (polished metal, hair and cloth). 
In this model, the properties of a reflected light in a defined surface point are changed in 
dependence of the rotation of observation around the defined point.

When considering mathematical description, models for specular and transmissive surfaces 
are in general simpler as above‐mentioned models. The cause of their simplicity can be found 
in the non‐complex interactions between light and material, both in geometrical and physical 
sense. In these models, both functions BRDF and BTDF calculate specular reflectance of the 
light rays so that the incident light on the surface is scattered in a specified angle (on totally 
specular surfaces the angle of incident light rays is identical to the angle of reflected light). 
When specular transmission occurs, the Sneller law and Fresnel equation are implemented in 
calculations [10].

Illumination in 3D space can be defined as direct and indirect (any process, which simulates 
indirect lighting, is also referred as global illumination). The principles of both types of illumi‐
nation and consequently their equations are different, so that for direct illumination only the 
illumination directly from light sources is taken into account. In contrast, during the integra‐
tion of indirect illumination, besides direct light sources, all the objects (background) in the 
scene are also considered as secondary light sources and different light interactions from all 
surfaces (materials) are performed and calculated. Rendering engines involve one or more 
often a set of rendering techniques, which algorithms translate all the data about 3D geometry, 
textures, materials, illumination and camera (observer) in 2D images.

During last decades, indirect illumination was a subject of various researches [11–15]. Each 
rendering engine uses its own combination of rendering algorithms and methods and with 
the implementation of different variations of the functions BRDF, BTDF and BSDF, includes 
also its own derivation of light transport equation (LTE) [10].
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Path tracing was introduced by the researcher Kajiya [11] and is still used in the modern solu‐
tions as a version of ‘‘single‐direction’’ path tracing or bi‐directional path tracing [16]. This 
technique is based on Monte‐Carlo equation for light transport. The paths of scattered light 
rays are generated with the gradual tracing from starting point in the camera and ending 
point in light sources. The basic parameter of this technique is path sampling that demand a 
very large number of samples for the quality and accuracy of image generation in one pixel. 
Rendering times are consequently very consuming. Namely, unsuitable number of samples 
usually results in rendering ‘‘errors’’, i.e. more often noise.

Instant global illumination [13] implements the principle of tracing a lower number of light 
rays from the light source and re‐constructs a defined number of point light sources (so‐called 
virtual light sources) in the positions (points), where the path of rays intersect the scene object 
and background. In the further procedure, the integrator calculates the radiance of objects 
surface on the intersecting points, taking into account virtual light sources and laws of indi‐
rect illumination.

Beside above‐mentioned techniques, the methods of photon mapping and particles tracing are 
also frequently implemented in the work‐flow. These techniques were developed by Jansen [12]. 
These techniques also use simplifications in calculations with systematic distortions of statistical 
data during sampling. In rendering procedure, they introduce systematic error into the radiance 
approximation. The basic idea is to construct a path from lights, where every vertex on the path 
is treated as sample of illumination. The calculation of optical phenomena (reflection, refraction, 
transmission, scattering) is performed for every object’s surface in the space, considering the 
optical and colour properties of all objects. The method is proceeded in two phases. In the first 
phase, the photon map is generated, whereas in the second the variation of ray tracing occurs.

The peak of the development in rendering methods is unbiased rendering techniques. Here, 
the simplifications and distortions in calculation of final rendered images are minimal [15]. 
Among these techniques, at least Monte Carlo light transport should be mentioned. The Monte 
Carlo’s method involves bi‐directional path tracing of light rays, with the starting point in the 
observer (camera) and ending point in light source(s). The paths are processed with the modi‐
fication of paths of rays and with the consideration of indirect illumination also in the parts 
of the scene, which are excluded from calculations within the other rendering techniques [17].

Even though the general rendering algorithms are known, exact solutions that are imple‐
mented in software packages are not open source, neither and apart from Cornell box used for 
user’s testing, there are no standardized method available for objective testing of renderings 
and visualizations [18]. In fact, considering opinions of the developers, the photorealism in CG 
imagery was already achieved. However, it must be noted that in some references visual per‐
ception of photorealism is actually considered from observers’ point of view. Namely, some 
of the references state that photorealistic accuracy cannot be achieved without perceptual cues 
that yet remain unsolved [19, 20].

International Commission on Illumination CIE (fr. Commission Internationale de l’Eclairage) 
established the basis of colourimetry already in the beginning of twentieth century. Nowadays, 
these bases are also the fundamentals of different derivatives of numerical evaluation of 
colours [21]. Nevertheless, the accuracy of these fundamentals can be severely discussed [22]. 

Computer Simulation24

Namely, the results of many researches presented that the perception of colour is not depend‐
ing only on the observer, stimuli and light source but also on viewing conditions, media 
where the colour is observed (display, computer display, mobile phones) and specific condi‐
tions for each media (overexposure or glare) [23–25]. Besides, the studies demonstrated that 
cultural context and psychological aspects too have significant influence on the perception of 
colour [23, 26]. As a result, the application of colourimetry started to spread in different areas 
and many researches experimented various influences and conditions on colour perception 
[27–29], including the studies of the colour appearance models [30].

As a definition of the technical committee CIE TC1‐34, the colour appearance model is capable 
to predict perception properties of colour, such as lightness, chroma and hue [31]. Developed 
by International Commission on Illumination CIE, CIECAM97s was an important step to for‐
mation of uniform colour appearance model and is a foundation of actually used CIECAM02 
[27, 30, 32, 33]. This simple colour appearance model performs the bi‐directional calculations 
on a large number of data bases and is also, due to its simple structure, practical and appli‐
cable on different areas [34, 35]. The model can be used for colour transforms [31], as a con‐
nection space in colour management [36, 37], for calculation of colour differences [38, 39], for 
colour rendering predictions depending on different illumination sources and for definition 
of metamerism [30, 40]. In our research, the CIECAM02 model was used for calculation of 
colour transforms during the colour changes of background of a defined object.

In the last decade, the perception of colour and surface properties in 3D generated scenes were 
analysed with different methods and experiments. The studies of illumination and material 
influence on renderings revealed that observers perceive the colours that are reproduced in ren‐
derings differently as they are predicted by algorithms of various rendering methods [41–43].

Xiao and colleagues [41, 42] demonstrated that by different illumination conditions, there are 
differences in colour perception between graphical simulations of matte disks and specular 
spheres. Yang and colleagues [44, 45] presented an expanded study of the correlation between 
colour perception of surfaces and illumination cues. In these researches, colour constancy 
was depending on the number of light sources, especially in colour perception of highlights. 
Meanwhile, the perception of total surface specularity and the perception of the background 
were discovered not to be so relevant during the observations. In addition, other authors have 
analysed many aspects of colour constancy and colour perception in 2D and 3D scenes [46–49].

So far, in 3D computer‐generated imagery, only preliminary researches about the preservation 
of uniform colour perception of objects in different observation and illumination conditions 
were published [50, 51]. Therefore, the review of the references showed that the colour appear‐
ance model that would facilitate the prediction of perceptual colour properties as lightness, 
chroma and hue was still not implemented in 3D virtual space.

In the presented research, we have studied rendering of colours with three rendering engines 
(Blender Render, Cycles and Yafaray) of an open source 3D creation suite based on changes 
in the brightness of the object background from 20 to 80%. In one of these cases, colour of the 
object was adapted to the lighter background using the colour appearance model CIECAM02. 
One of the main goals of the research was the implementation of the colour appearance model 
CIECAM02 in the 3D technologies.
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2. Experimental

2.1. Methods

2.1.1. Defining test setups

To compare different rendering engines, a simple scene was setup in Blender open source 3D 
creation suite. Scene was composed from background, object, light source and camera (Figure 1). 
Three rendering engines were used, namely Blender Render, Cycles and Yafaray. Yafaray is an 
open source Monte Carlo ray tracing engine used for generating realistic images with metropolis 
ray tracing. Yafaray is used in form of add‐on and can generate realistic images using path trac‐
ing, bi‐directional path tracing and photon mapping. Blender Render is physically non‐objective 
rasterization engine that geometrically projects objects to an image plane without advance opti‐
cal effects. Cycles is objective, physically unbiased rendering engine that employs path‐tracing 
algorithm. Firstly, a simple grey chart was used to calibrate the scene, since different settings are 
applied to different rendering engines regarding light intensity. RGB values for each rendering 
engine were measured to provide repeatability among different rendering engines. Colour man‐
agement was turned off to achieve accurate RGB values. In Blender software, colour management 
is not entirely equivalent to colour management used in other professional graphic applications.

Background and object in Figure 1 are composed of diffuse material with intensity 1 without 
specular of mirror component. Object was in the shape of a sphere. Diffuse shading model 
was set to Lambert shader for Blender Render and Yafaray. Cycles only supports BSDF that is 
composed of Lambert and Oren‐Nayar shading model. Camera with automatic settings was 
set in front of the object at the distance of 10 units and light source was set directly behind 
the camera. A reflector was set as white light and cone with 120° beam angle of the beam and 
constant fall‐off. Light intensity was changed with rendering engine to achieve repeatability 
and was 1 for Blender Render, 4000 for Cycles and 14 for Yafaray. Rendering engine settings 
were as follows: image size was set to 800 × 800 pixels in an 8‐bit sRGB colour space, amount 

Figure 1. Schematic representation of scene setup in Blender software (A) and rendered image (B).
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of anti‐aliasing samples per pixel was set to 8 with Gaussian reconstruction filter, all shading 
options were on, including ray tracing, tile size was set to 64 × 64 units. Rendering was carried 
out by central processing unit (Intel i7 4770).

Input colours were in the range of RGB = [0, 0, 0] to RGB = [255, 255, 255] with interval of 
25.5 units per channel, adding up to 1331 samples. Background was defined as 20 and 80% 
lightness, meaning RGB20 = [51, 51, 51] for 20% lightness and RGB80 = [204, 204, 204] for 80% 
lightness. In Table 1, important characteristics of each scene element are presented for all 
rendering engines.

Blender Render Cycles Yafaray

Object Colour 1331 colour samples

Material Surface Diffuse Glossy‐diffuse

Diffuse Lambert BSDF (Lambert in 
Oren‐Nayar)

Lambert

Amount 1 / 1

Specular Off Off Off

Other effects Off Off Off

Background Colour RGB20 (20% lightness) and RGB80 (80% lightness)

Material Surface Diffuse Glossy‐diffuse

Diffuse shading Lambert BSDF (Lambert in 
Oren‐Nayar)

Lambert

Intensity 1 / 1

Specular shading Off Off Off

Other effects Off Off Off

Light source Lamp Spot

Colour White

Intensity 1 4000 14

Shape Cone with 120° beam angle

Camera Focal length 35 mm

Settings Auto

Render settings Dimensions 800 × 800 pixels

Colour space sRGB

Depth 8 bit

PNG

Colour management Off / /

Anti‐aliasing Gauss, 8 samples

Table 1. Rendering engine settings for object, background, light source and camera and general rendering settings.
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2. Experimental

2.1. Methods

2.1.1. Defining test setups
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rasterization engine that geometrically projects objects to an image plane without advance opti‐
cal effects. Cycles is objective, physically unbiased rendering engine that employs path‐tracing 
algorithm. Firstly, a simple grey chart was used to calibrate the scene, since different settings are 
applied to different rendering engines regarding light intensity. RGB values for each rendering 
engine were measured to provide repeatability among different rendering engines. Colour man‐
agement was turned off to achieve accurate RGB values. In Blender software, colour management 
is not entirely equivalent to colour management used in other professional graphic applications.

Background and object in Figure 1 are composed of diffuse material with intensity 1 without 
specular of mirror component. Object was in the shape of a sphere. Diffuse shading model 
was set to Lambert shader for Blender Render and Yafaray. Cycles only supports BSDF that is 
composed of Lambert and Oren‐Nayar shading model. Camera with automatic settings was 
set in front of the object at the distance of 10 units and light source was set directly behind 
the camera. A reflector was set as white light and cone with 120° beam angle of the beam and 
constant fall‐off. Light intensity was changed with rendering engine to achieve repeatability 
and was 1 for Blender Render, 4000 for Cycles and 14 for Yafaray. Rendering engine settings 
were as follows: image size was set to 800 × 800 pixels in an 8‐bit sRGB colour space, amount 
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of anti‐aliasing samples per pixel was set to 8 with Gaussian reconstruction filter, all shading 
options were on, including ray tracing, tile size was set to 64 × 64 units. Rendering was carried 
out by central processing unit (Intel i7 4770).

Input colours were in the range of RGB = [0, 0, 0] to RGB = [255, 255, 255] with interval of 
25.5 units per channel, adding up to 1331 samples. Background was defined as 20 and 80% 
lightness, meaning RGB20 = [51, 51, 51] for 20% lightness and RGB80 = [204, 204, 204] for 80% 
lightness. In Table 1, important characteristics of each scene element are presented for all 
rendering engines.

Blender Render Cycles Yafaray

Object Colour 1331 colour samples

Material Surface Diffuse Glossy‐diffuse

Diffuse Lambert BSDF (Lambert in 
Oren‐Nayar)

Lambert

Amount 1 / 1

Specular Off Off Off

Other effects Off Off Off

Background Colour RGB20 (20% lightness) and RGB80 (80% lightness)

Material Surface Diffuse Glossy‐diffuse

Diffuse shading Lambert BSDF (Lambert in 
Oren‐Nayar)

Lambert

Intensity 1 / 1

Specular shading Off Off Off

Other effects Off Off Off

Light source Lamp Spot

Colour White

Intensity 1 4000 14

Shape Cone with 120° beam angle

Camera Focal length 35 mm

Settings Auto

Render settings Dimensions 800 × 800 pixels

Colour space sRGB

Depth 8 bit

PNG

Colour management Off / /

Anti‐aliasing Gauss, 8 samples

Table 1. Rendering engine settings for object, background, light source and camera and general rendering settings.
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2.1.2. Colour adaptation with CIECAM02 colour appearance model

Above‐mentioned input colours were imported to Blender software as input values RGBi 
on RGB20 background, as input values RGBi on RGB80 background and as adapted values 
RGBa on RGB80 background (Figure 2). This presents a set of images that will be later used 
for evaluation. Also, simultaneous contrast can be observed between input colours on RGB20 
and RGB80 backgrounds.

Adapted colour was calculated with CIECAM02 colour appearance model as presented in 
Figure 3. From input RGBi values, XYZi values were calculated and used to calculate appear‐
ance correlates lightness J, chroma C and hue h, via reverse models adapted XYZa and RGBa 
were calculated. Following parameters were used in both directions: luminance of the adapt‐
ing field was set to LA = 16 cd/m2 and white point to D65 and surroundings was set to aver‐
age. Relative luminance of the background was YB = 20% for input colours and YB = 80% for 
adapted colours.

2.1.3. Evaluation

Next to input RGBi values and adapted RGBa values, lightest colour RGBs and average colour 
RGBp on spherical object on rendered image were also obtained. CIELAB values were also 

Figure 2. A set of images for colour RGBi = [51, 77, 179] for Cycles rendering engine. From left to right follow input 
colour RGB on RGB20 background, as input colour RGB on RGB80 background and as adapted RGB colour on RGB80 
background.

Figure 3. Adaptation workflow, marking ‘i’ stands for input and marking ‘a’ for adapted colours.
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calculated for each sample of input and adapted RGB values and graphically presented in afore‐
mentioned sets. Colour difference ΔE00 was calculated between pairs of values, namely between 
(1) input colour RGBi on RGB20 background and input colour RGBi on RGB80 background and 
(2) input colour RGBi on RGB20 background and adapted RGBa colour on RGB80 background.

3. Results and discussion

3.1. Colour difference between input and adapted values

Firstly, average colour difference ΔE00 between input colour RGBi on RGB20 background and 
input colour RGBi on RGB80 background (without adaptation) and input colour RGBi on 
RGB20 background and adapted RGBa colour on RGB80 background was calculated. Results 
are presented in Table 2. It was expected that colour difference would be zero between input 
colours RGBi on both backgrounds, since input value was actually the same. Despite the fact, 
there was slight difference between read values for Cycles rendering engine. It can be con‐
cluded that in that case, background slightly affects the rendered colour. Average colour dif‐
ference between input RGBi and adapted RGBa values was greater than zero considering 
that input value was adapted to different background, thus the colour is slightly changed. 
Smallest colour difference was obtained for Blender Render, followed by Yafaray. Greatest 
colour difference was calculated for Cycles.

3.2. Colour difference between input and rendered values

Next, colour difference ΔE00 between values that were input into Blender and values that were 
obtained from rendered images (as lightest colour RGBs and average RGBp colour on spheri‐
cal object) was calculated for input colours on RGB20 and RGB80 background and adapted 
colours on RGB80 background. The results are presented in Table 3.

It can be noted that colour difference between input and rendered colour on RGB20 and 
RGB80 remain roughly the same due to the fact that the input colour in the setting was the 
same between all pairs, which can be deducted from Table 2, where colour difference was 
zero for Blender Render and Yafaray, means background does not affect colour for those two 
rendering engines.

Rendering engine Colour difference ΔE00

20–>80% 20–>80% CIECAM

Blender Render (BR) 0 3.28

Cycles (CY) 1.67 6.29

Yafaray (YF) 0 4.42

Table 2. Average colour difference ΔE00 between input colour RGBi on RGB20 background and input colour RGBi on 
RGB80 background (without adaptation) and input colour RGBi on RGB20 background and adapted RGBa colour on 
RGB80 background.
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2.1.2. Colour adaptation with CIECAM02 colour appearance model

Above‐mentioned input colours were imported to Blender software as input values RGBi 
on RGB20 background, as input values RGBi on RGB80 background and as adapted values 
RGBa on RGB80 background (Figure 2). This presents a set of images that will be later used 
for evaluation. Also, simultaneous contrast can be observed between input colours on RGB20 
and RGB80 backgrounds.

Adapted colour was calculated with CIECAM02 colour appearance model as presented in 
Figure 3. From input RGBi values, XYZi values were calculated and used to calculate appear‐
ance correlates lightness J, chroma C and hue h, via reverse models adapted XYZa and RGBa 
were calculated. Following parameters were used in both directions: luminance of the adapt‐
ing field was set to LA = 16 cd/m2 and white point to D65 and surroundings was set to aver‐
age. Relative luminance of the background was YB = 20% for input colours and YB = 80% for 
adapted colours.

2.1.3. Evaluation

Next to input RGBi values and adapted RGBa values, lightest colour RGBs and average colour 
RGBp on spherical object on rendered image were also obtained. CIELAB values were also 
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calculated for each sample of input and adapted RGB values and graphically presented in afore‐
mentioned sets. Colour difference ΔE00 was calculated between pairs of values, namely between 
(1) input colour RGBi on RGB20 background and input colour RGBi on RGB80 background and 
(2) input colour RGBi on RGB20 background and adapted RGBa colour on RGB80 background.

3. Results and discussion

3.1. Colour difference between input and adapted values

Firstly, average colour difference ΔE00 between input colour RGBi on RGB20 background and 
input colour RGBi on RGB80 background (without adaptation) and input colour RGBi on 
RGB20 background and adapted RGBa colour on RGB80 background was calculated. Results 
are presented in Table 2. It was expected that colour difference would be zero between input 
colours RGBi on both backgrounds, since input value was actually the same. Despite the fact, 
there was slight difference between read values for Cycles rendering engine. It can be con‐
cluded that in that case, background slightly affects the rendered colour. Average colour dif‐
ference between input RGBi and adapted RGBa values was greater than zero considering 
that input value was adapted to different background, thus the colour is slightly changed. 
Smallest colour difference was obtained for Blender Render, followed by Yafaray. Greatest 
colour difference was calculated for Cycles.

3.2. Colour difference between input and rendered values

Next, colour difference ΔE00 between values that were input into Blender and values that were 
obtained from rendered images (as lightest colour RGBs and average RGBp colour on spheri‐
cal object) was calculated for input colours on RGB20 and RGB80 background and adapted 
colours on RGB80 background. The results are presented in Table 3.

It can be noted that colour difference between input and rendered colour on RGB20 and 
RGB80 remain roughly the same due to the fact that the input colour in the setting was the 
same between all pairs, which can be deducted from Table 2, where colour difference was 
zero for Blender Render and Yafaray, means background does not affect colour for those two 
rendering engines.

Rendering engine Colour difference ΔE00

20–>80% 20–>80% CIECAM

Blender Render (BR) 0 3.28

Cycles (CY) 1.67 6.29

Yafaray (YF) 0 4.42

Table 2. Average colour difference ΔE00 between input colour RGBi on RGB20 background and input colour RGBi on 
RGB80 background (without adaptation) and input colour RGBi on RGB20 background and adapted RGBa colour on 
RGB80 background.
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Next, a difference between colour difference of lightest RGBs and average RGBp colour on the 
sphere can be noted. Values vary less than 10% for Cycles and Yafaray, but there is a great dif‐
ference between lightest and average colour for Blender Render, obviously there is no differ‐
ence between average RGBp input and rendered colour on both backgrounds. Also, notable 
difference is present when comparing lightest colour RGBs rendered with Cycles, confirming 
that Cycles does somehow takes background into account when rendering light colours.

In contrast, colour difference between adapted and rendered adapted colour is high. Colour 
difference is higher for average colour and lightest colour, which is consistent with non‐
adapted colours. Values here vary for more than 10%, most for Blender Render, which is quite 
opposite from non‐adapted colours. Presumably, adapted colour is treated differently than 
non‐adapted colour by rendering engines.

3.3. CIELAB evaluation

CIELAB colour values were calculated for all colours and lightness L*, a* and b* co‐ordinates 
of lightest RGBs and average RGBp colours and presented graphically. Following from left 
to right, input colour RGBi on RGB20 background, input colour RGB on RGB80 background 
and adapted colour RGBa on RGB80 background are presented in each figure with lightness 
L* on y‐axis and sample on x‐axis.

In Figures 4 and 5, a specific grouped pattern can be noted, which is created due to sample 
selection algorithm, where colours follow in batches from darkest to lightest. Charts for non‐
adapted colours remain the same but there is increase in lightness of adapted colours, which 
is a result of adaptation to darker background. This effect can be clearly seen in lower parts of 
the chart where darker colours resided. In Figure 5, samples are set lower on the chart, since 
lightness L* of average colours is lower, but despite the fact, the effect of adaptation can be 
seen in darker colours.

Colour difference ΔE00

Input RGBi on RGB20 
background

Input RGBi on RGB80 
background

Adapted RGBa on 
RGB80 background

Rendering engine Rendered RGBi on 
RGB20 background

Rendered RGBi on 
RGB80 background

Rendered adapted 
RGBa on RGB80 
background

RGBs Blender Render 3.66 3.66 28.65

Cycles 10.34 10.85 28.98

Yafaray 9.11 9.11 34.62

RGBp Blender Render 0 0 33.11

Cycles 10.63 10.63 32.83

Yafaray 9.78 9.87 37.86

Table 3. Average colour difference ΔE00 between input and rendered colours for lightest RGBs and average colours RGBp.
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In Figures 6 and 7, a* and b* co‐ordinates for each sample for Blender Render are shown. 
In Figure 6, where a* and b* co‐ordinates for lightest RGBs colour are presented, it can be 
observed that colour space roughly matches sRGB gamut. All renderings took place in sRGB 
colour space. For adapted colours, there is condensation of samples along lines running from 
the centre.

Figure 4. Lightness L* of lightest RGBs colour for each sample for Blender Render.

Figure 5. Lightness L* of average RGBp colour for each sample for Blender Render.

Figure 6. a* and b* co‐ordinates of lightest RGBs colour for each sample for Blender Render.
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ence between average RGBp input and rendered colour on both backgrounds. Also, notable 
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adapted colours. Values here vary for more than 10%, most for Blender Render, which is quite 
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L* on y‐axis and sample on x‐axis.
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adapted colours remain the same but there is increase in lightness of adapted colours, which 
is a result of adaptation to darker background. This effect can be clearly seen in lower parts of 
the chart where darker colours resided. In Figure 5, samples are set lower on the chart, since 
lightness L* of average colours is lower, but despite the fact, the effect of adaptation can be 
seen in darker colours.
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In Figures 6 and 7, a* and b* co‐ordinates for each sample for Blender Render are shown. 
In Figure 6, where a* and b* co‐ordinates for lightest RGBs colour are presented, it can be 
observed that colour space roughly matches sRGB gamut. All renderings took place in sRGB 
colour space. For adapted colours, there is condensation of samples along lines running from 
the centre.

Figure 4. Lightness L* of lightest RGBs colour for each sample for Blender Render.

Figure 5. Lightness L* of average RGBp colour for each sample for Blender Render.

Figure 6. a* and b* co‐ordinates of lightest RGBs colour for each sample for Blender Render.
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In Figure 7, where a* and b* co‐ordinates for average RGBp colour are presented, it can be 
observed that gamut is smaller than for lightest colours. Again, condensation can be visible 
for adapted colours.

In Figure 8, lightness L* of lightest RGBs colour for each sample rendered with Cycles is 
shown. In comparison with Blender Render, samples are grouped in parts were lightness is 
higher, so the arrangement of samples is different. Lightness does not grow constantly as in 
case of Blender Render. There is a jump when RGB values go over 125. Here, samples are scat‐
tered in lighter regions, meanwhile for Blender Render, there is scattering in darker regions. 
Lightest colours have higher lightness L* in comparison to Blender Render and CIECAM02 
makes colours lighter to achieve constant colour appearance.

In Figure 9, lightness L* of average RGBp colour for each sample for Cycles is presented. 
Lightness chart is similar as in case of Blender Render, but the jump in lightness for colour with 
RGB over 125 is still visible, but not to such extent. The effect of adaptation can still be visible.

Some outstanding phenomena can be observed in Figure 10, where a* and b* co‐ordinates of 
lightest RGBs colour for each sample for Cycles are presented. Adapted colours are grouped 
in a few groups along the lines emerging from the centre. In this case, largest colour difference 
was obtained in Table 3. In Figure 11, where a* and b* co‐ordinates of average RGBp colour 
for each sample for Cycles are shown, this anomaly cannot be observed to such extent. Based 

Figure 7. a* and b* co‐ordinates of average RGBp colour for each sample for Blender Render.

Figure 8. Lightness L* of lightest RGBs colour for each sample for Cycles.
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on this observation and colour differences, it can be concluded that lighter colours are treated 
differently by Cycles than darker colours. Gamut of both charts still resembles that of sRGB 
colour space.

The results for Yafaray are presented in following figures. In Figure 12, lightness L* of lightest 
RGBs colour for each sample for Yafaray is presented. If compared to Blender Render, there is 
again more scattering in lighter regions, same as for Cycles. In addition, the jump in lightness 
for colours with RGB higher than 125 can be visible too. Adaptation effect can also be visible, 

Figure 9. Lightness L* of average RGBp colour for each sample for Cycles.

Figure 10. a* and b* co‐ordinates of lightest RGBs colour for each sample for Cycles.

Figure 11. a* and b* co‐ordinates of average RGBp colour for each sample for Cycles.
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In Figure 7, where a* and b* co‐ordinates for average RGBp colour are presented, it can be 
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shown. In comparison with Blender Render, samples are grouped in parts were lightness is 
higher, so the arrangement of samples is different. Lightness does not grow constantly as in 
case of Blender Render. There is a jump when RGB values go over 125. Here, samples are scat‐
tered in lighter regions, meanwhile for Blender Render, there is scattering in darker regions. 
Lightest colours have higher lightness L* in comparison to Blender Render and CIECAM02 
makes colours lighter to achieve constant colour appearance.

In Figure 9, lightness L* of average RGBp colour for each sample for Cycles is presented. 
Lightness chart is similar as in case of Blender Render, but the jump in lightness for colour with 
RGB over 125 is still visible, but not to such extent. The effect of adaptation can still be visible.

Some outstanding phenomena can be observed in Figure 10, where a* and b* co‐ordinates of 
lightest RGBs colour for each sample for Cycles are presented. Adapted colours are grouped 
in a few groups along the lines emerging from the centre. In this case, largest colour difference 
was obtained in Table 3. In Figure 11, where a* and b* co‐ordinates of average RGBp colour 
for each sample for Cycles are shown, this anomaly cannot be observed to such extent. Based 
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on this observation and colour differences, it can be concluded that lighter colours are treated 
differently by Cycles than darker colours. Gamut of both charts still resembles that of sRGB 
colour space.

The results for Yafaray are presented in following figures. In Figure 12, lightness L* of lightest 
RGBs colour for each sample for Yafaray is presented. If compared to Blender Render, there is 
again more scattering in lighter regions, same as for Cycles. In addition, the jump in lightness 
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same as in previous instances. Lightness L* of average RGBp colour obtained for each sample 
for Yafaray is similar to those of Cycles (Figure 13). Again, adaptation affects lightness of 
colours but not as notable as for lightest colours.

In Figure 14, a* and b* co‐ordinates of lightest RGBs colour for each sample for Yafaray are 
presented. Again, gamut matches sRGB colour space. In comparison to Blender Render, sam‐
ples are condensed into groups for input colours too, meanwhile adapted colours are similar 
to Cycles, and even though it is not reflected in colour differences. In Figure 15, a* and b* 
co‐ordinates of average RGBp colour for each sample for Yafaray are shown. Again, there 
is difference between input and adapted colours but not as pronounced as in previous case.

Figure 12. Lightness L* of lightest RGBs colour for each sample for Yafaray.

Figure 13. Lightness L* of average RGBp colour for each sample for Yafaray.

Figure 14. a* and b* co‐ordinates of lightest RGBs colour for each sample for Yafaray.
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By comparing CIELAB values, it can be concluded that rendering engines do not treat all 
colours equally. Even though Cycles and Yafaray do not apply same shading algorithms, 
yet results are surprisingly similar. It was ascertained that colour differences are largest for 
Cycles and same fact was confirmed by the analysis of CIELAB values. Moreover, there is a 
notable influence of the background on rendered colour for Cycles.

3.4. Relationship between L*s and L*p

In Figures 16–18, the relationship between lightness of lightest colour L*s in the image (on 
x‐axis) and average colour L*p in the image (on y‐axis) is presented in sets for input colour 
on RGB20, input colour on RGB80 and adapted colour on RGB80. In Figure 16, this relation‐
ship is presented for Blender Render. It can be seen that this relationship is quite linear and 
roughly follows y = 0.7x function. Lightness L*p is lower than L*s, which was expected due to 
the fact that shading (therefore darkening) is applied on an object. It can be observed that this 
relationship is uniform for lighter colours; meanwhile grouping can be observed for darker 
colours. It can also be noted that when adaptation is carried out, colours shift towards lighter 
colours. This shift is most visible in the range of darker colour with L*s = [0–10]. The same 
phenomenon was observed previously when analysing CIELAB values.

In Figure 17, this relationship is presented for Cycles. It can be observed, that this relationship 
is not linear, colours are scattered and their position is depending on colour. Again, darker 

Figure 15. a* and b* co‐ordinates of average RGBp colour for each sample for Yafaray.

Figure 16. Relationship between lightness of lightest colour L*s in the image and average colour L*p in the image for 
Blender Render.
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same as in previous instances. Lightness L* of average RGBp colour obtained for each sample 
for Yafaray is similar to those of Cycles (Figure 13). Again, adaptation affects lightness of 
colours but not as notable as for lightest colours.

In Figure 14, a* and b* co‐ordinates of lightest RGBs colour for each sample for Yafaray are 
presented. Again, gamut matches sRGB colour space. In comparison to Blender Render, sam‐
ples are condensed into groups for input colours too, meanwhile adapted colours are similar 
to Cycles, and even though it is not reflected in colour differences. In Figure 15, a* and b* 
co‐ordinates of average RGBp colour for each sample for Yafaray are shown. Again, there 
is difference between input and adapted colours but not as pronounced as in previous case.

Figure 12. Lightness L* of lightest RGBs colour for each sample for Yafaray.

Figure 13. Lightness L* of average RGBp colour for each sample for Yafaray.

Figure 14. a* and b* co‐ordinates of lightest RGBs colour for each sample for Yafaray.
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By comparing CIELAB values, it can be concluded that rendering engines do not treat all 
colours equally. Even though Cycles and Yafaray do not apply same shading algorithms, 
yet results are surprisingly similar. It was ascertained that colour differences are largest for 
Cycles and same fact was confirmed by the analysis of CIELAB values. Moreover, there is a 
notable influence of the background on rendered colour for Cycles.

3.4. Relationship between L*s and L*p

In Figures 16–18, the relationship between lightness of lightest colour L*s in the image (on 
x‐axis) and average colour L*p in the image (on y‐axis) is presented in sets for input colour 
on RGB20, input colour on RGB80 and adapted colour on RGB80. In Figure 16, this relation‐
ship is presented for Blender Render. It can be seen that this relationship is quite linear and 
roughly follows y = 0.7x function. Lightness L*p is lower than L*s, which was expected due to 
the fact that shading (therefore darkening) is applied on an object. It can be observed that this 
relationship is uniform for lighter colours; meanwhile grouping can be observed for darker 
colours. It can also be noted that when adaptation is carried out, colours shift towards lighter 
colours. This shift is most visible in the range of darker colour with L*s = [0–10]. The same 
phenomenon was observed previously when analysing CIELAB values.

In Figure 17, this relationship is presented for Cycles. It can be observed, that this relationship 
is not linear, colours are scattered and their position is depending on colour. Again, darker 

Figure 15. a* and b* co‐ordinates of average RGBp colour for each sample for Yafaray.

Figure 16. Relationship between lightness of lightest colour L*s in the image and average colour L*p in the image for 
Blender Render.
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colours are grouped, meanwhile lighter colours scatter in groups depending on lightness and 
is most notable in range L*s = [90–100]. Interestingly, despite contiguous growing of scatter‐
ing, there is quite uniform range of L*s = [80–90]. For adapted colours, a colour shift is again 
visible, but in this case it is dependent on lightness. The distance of the shift depends on light‐
ness, this is visible in range of L*s = [30–40]. In this range, lighter colours are shifted more than 
darker, which is contrary to previous conclusions.

In Figure 18, this relationship is presented for Yafaray and it can be observed that results are 
similar to those for Cycles and are in accordance with CIELAB values analysis. Only differ‐
ence is visible for lightest colours, they seem to be less scattered as for Cycles. Again, adapted 
colours shift towards lighter colours with some non‐linear shifts, similar to Cycles.

After analysing the relationship between lightness of lightest colour L*s in the image and 
average colour L*p in the image for all rendering engines, it can be concluded that Blender 
Render shades colours linearly, meanwhile the shading is more complex in case of Cycles and 
Yafaray and that it depends on individual colours or colour groups. For those two rendering 
engines, it was noted that the colours separate into groups. Shading of darker colours inclines 
towards linear, meanwhile shading pattern of lighter colours cannot be easily defined. A 
notable difference was perceived between input colours on lighter and darker background. 
Relationship was the same in case of Blender Render, meaning that it does not consider back‐
ground. In contrast, the relationship changed for Cycles and Yafaray, meaning that those two 

Figure 17. Relationship between lightness of lightest colour L*s in the image and average colour L*p in the image for 
Cycles.

Figure 18. Relationship between lightness of lightest colour L*s in the image and average colour L*p in the image for 
Yafaray.
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rendering engines do consider background and/or surroundings when rendering image. This 
phenomenon was not observed for Yafaray when analysing CIELAB values.

3.5. Relationship between C*s and C*p

In Figures 19–21, the relationship between chroma of lightest colour C*s in the image (on 
x‐axis) and average colour C*p in the image (on y‐axis) is presented in sets for input colour on 
RGB20, input colour on RGB80 and adapted colour on RGB80. In Figure 19, this relationship 
is presented for Blender Render and it can be observed that similarly to previous section is 
quite linear with some deviation in regions with lower chroma. Chart is even more uniform 
in terms of chroma after adaptation.

In Figure 20, chroma relationship is presented for Cycles and it can be observed that the 
relationship is still quite linear for input colours but more spread meaning that Cycles does 
not treat colours based on chroma. After adaptation, chroma of darker colours decreases and 
chroma of lighter colours increases, again depending on original colour.

In Figure 21, this relationship is presented for Yafaray and again similarities with Cycles can 
be observed. Likewise Cycles, relationship remains linear for input colours but colours are 
spread along y‐axis. In contrast with Cycles, region with lower chroma C*s < 10 is also covered 
and after adaptation, chroma in darker regions increases.

Figure 19. Relationship between chroma of lightest colour C*s and the image and average colour C*p in the image for 
Blender Render.

Figure 20. Relationship between chroma of lightest colour C*s and the image and average colour C*p in the image for 
Cycles.
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Again, Blender Render shades colour uniformly based on chrome unlike Cycles and Yafaray 
where shading is complex and depending on each colours. In comparison with lightness rela‐
tionship, colours were not divided in groups but spread more equally. Similarly, difference 
noted between input colours on lighter and darker background was again visible for Cycles 
and Yafaray, but not as much as lightness. It can be concluded that chroma affects shading 
too. Chroma of adapted colours is shifted but not in same directions as lightness and not in 
same way for all rendering engines.

3.6. Relationship between Rs and L*p, Gs and L*p and Bs and L*p

Finally, relationship between each RGB component of lightest colour (Rs, Gs and Bs on x‐axis) 
and lightness of average colour L*p (on y‐axis) was graphically presented. z‐axis was intro‐
duced to avoid overlapping. Charts are presented in sets for input colour on RGB20, input 
colour on RGB80 and adapted colour on RGB80.

In Figure 22, this relationship is presented for Blender Render. It can be observed that charts 
are the same for input colour on RGB20 and RGB80 background. The effect of adaptation 
is visible in terms of lightness and RGB values and that there are some anomalies in darker 
regions of R and B component which was observed in preliminary research. It can also be 
observed that CIECAM02 effects lightest colour only minimally.

Figure 21. Relationship between chroma of lightest colour C*s and the image and average colour C*p in the image for 
Yafaray.

Figure 22. Relationship between Rs and L*p (red), Gs and L*p (green), Bs and L*p (blue) in the image for Blender Render.
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In Figure 23, this relationship is presented for Cycles and compared to Blender Render, 
colours are differently grouped and cover wider range of lightness. There is a visible differ‐
ence for input colour on RGB20 and RGB80 background, same as previous analysis. Again, 
there is notable difference between input and adapted colours and there are larger changes 
for darker colours when adapted.

In Figure 24, this relationship is presented for Yafaray and results are again similar to those 
for Cycles, the difference for input colour on RGB20 and RGB80 background is only minimal. 
Effects of adaptation are again similar to those for Cycles.

From the results, it could be concluded that Blender Render shades colours linearly, mean‐
while shading for Cycles and Yafaray is more complex. Both rendering engines consider 
when rendering colour.

4. Conclusion

The process of producing 2D image from 3D mathematically described that space is very com‐
plex, since it depends on many factors that cannot be completely influenced by user.

One of these factors is certainly rendering of colour, and not only in the field of 3D technolo‐
gies but also in the field of other computer graphics. Despite the progress and the availability of 

Figure 23. Relationship between Rs and L*p (red), Gs and L*p (green) and Bs and L*p (blue) in the image for Cycles.

Figure 24. Relationship between Rs and L*p (red), Gs and L*p (green) and Bs and L*p (blue) in the image for Yafaray.
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information and knowledge in this field, there is still no clear answer about colour perception, 
since this phenomenon is, besides physical factors also dependent on some other factors. With 
the emergence of new complex algorithms for rendering and visualization, the problem of colour 
reproduction has increased and, despite the established methods there are still no universal solu‐
tions to ensure constant colour appearance. Although the colour appearance models, more spe‐
cifically CIECAM02, have been in use for many years, it has yet not been analysed and explored 
to ensure constant colour appearance in the field of computer graphics. Demonstration of suc‐
cessful implementation of the model CIECAM02 was possible only empirically, so it was neces‐
sary to determine how algorithms interpret colour during simulation and reproduction and also 
how rendering engines interpret colour on a 2D rendered image after setting the 3D scene.

For that purpose, in our research, we have studied rendering of colours with three rendering 
engines (Blender Render, Cycles and Yafaray) of an open source software Blender based on 
changes in the lightness of the object background from 20 to 80%. In one of the cases, colour of 
the object was adapted to lighter background using the colour appearance model CIECAM02.

With the analysis of colour differences, lightness and chroma between colours rendered using 
different rendering engines, we found out that rendering engines differently interpret colour, 
although RGB values of colours and scene parameters were the same. Differences were particu‐
larly evident when rendering engine Cycles was used. Results showed that Blender Render treats 
colour more linearly than other two more advanced rendering engines, Cycles and Yafaray, at 
least in case of lightness and chroma. In the case of Cycles and Yafaray, colours and change of 
their properties are considered non‐linear, while shading varies depending on the colour and its 
properties. In addition, we found out that especially Cycles, due to the using of indirect lighting 
in the colour renderings, also takes into account the object background, since results were differ‐
ent when the background was changed without any adjustments to the colour.

Implementation of the CIECAM02 model in the colour rendering workflow of used render‐
ing engines was successful, since its use in all three cases resulted generally in a better visual 
match (smaller colour differences) between pairs of stimuli at a controlled change in defined 
parameters. We have also found out that the quality and quantity of maintaining colour 
appearance depends on the principle of rendering engines operation and on lightness and 
chroma of a rendered colour.

The possibilities for further research to in‐depth understanding of rendering engines and shad‐
ing's influence on colour are possible in terms of integration of larger number of objects and back‐
grounds colours, and also the inclusion of visual assessment with a larger number of observers.
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Abstract

Cloth and garment visualisations are widely used in fashion and interior design, enter-
taining, automotive and nautical industry and are indispensable elements of visual com-
munication. Modern appearance models attempt to offer a complete solution for the 
visualisation of complex cloth properties. In the review part of the chapter, advanced 
methods that enable visualisation at micron resolution, methods used in three-dimen-
sional (3D) visualisation workflow and methods used for research purposes are presented. 
Within the review, those methods offering a comprehensive approach and experiments 
on explicit clothes attributes that present specific optical phenomenon are analysed. The 
review of appearance models includes surface and image-based models, volumetric and 
explicit models. Each group is presented with the representative authors’ research group 
and the application and limitations of the methods. In the final part of the chapter, the 
visualisation of cloth specularity and porosity with an uneven surface is studied. The 
study and visualisation was performed using image data obtained with photography. 
The acquisition of structure information on a large scale namely enables the recording 
of structure irregularities that are very common on historical textiles, laces and also on 
artistic and experimental pieces of cloth. The contribution ends with the presentation of 
cloth visualised with the use of specular and alpha maps, which is the result of the image 
processing workflow.
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1. Introduction

The development of three-dimensional (3D) modelling of cloth appearance is of great interest 
for various areas activity that requires precise and realistic visualisation of cloth surface, espe-
cially its optical characteristics. For some purposes—in fashion, in the automotive and film 
industries, in architecture, for the preservation and visualisation of cultural heritage and so 
on—detailed visualisations of fabrics are needed. There are certain characteristics of textile tex-
ture that are particularly challenging to visualise, such as the porosity of the structure, which 
can be very complex, for example, in the case of a lace structure, the translucency of fibres and 
the unevenness of cloth surface (e.g. in the case of worn materials). When visualising a textile 
material, both the purpose of the visualisation and the viewing distance have to be considered.

In the review part of the chapter, we present an overview of the methods used for cloth 
appearance, whereas in the final part of the manuscript, we put substantial focus on the visu-
alisation of cloths with uneven surfaces, which is often the case in the visualisation of cultural 
heritage. We also present the results of our research, which includes a method of image pro-
cessing to generate a specular and alpha map for the visualisation of cloth surface. A cloth sur-
face with considerably uneven texture cannot be visualised with methods that generate even 
or patterned relief, while unevenness can be the result of fabric damage or use. Therefore, 
data should be obtained using a 3D scanning method or with photo documentation. For this 
purpose, it is extremely important to record information on a very large sample surface to 
obtain a distribution of structure irregularities. On the other hand, taking into account the 
wide range of possible applications, the model should not have excessively detailed topology.

2. Visualisation of the optical and constructional parameters of cloth

In computer graphics, the cloth modelling includes cloth geometry, cloth deformation and 
simulation and cloth appearance models. The basic idea of the last is the calculation of data to 
give a realistic appearance of the virtual representation from real-world data at the fibre, yarn 
and fabric levels [1, 2]. In real-world environments, the appearance of cloth depends on three 
main conditions: light source, the optical-reflective properties of the material and surface and 
the observer’s visual perception [3]. These three conditions are also considered in mathematical 
computations for the graphic visualisation of cloth. The optical properties of cloth objects (at the 
level of the final cloth and at the micro level, i.e. yarns and fibres) are defined by their chemical 
and physical properties and yarn/fabric structures. In the virtual world, the optical properties of 
the objects are represented as mathematical abstractions, with a set of three types of data being 
the most important: geometrical data (object topology), image data (texture and maps) and data 
on electromagnetic wave and light phenomena (reflectance models and rendering algorithms).

Due to the multi-layered structure of textiles, the final calculation of optical phenomena on 
their surface is very complex, i.e. at all three levels (fibre, yarn and fabric), the actions of electro-
magnetic wave and light phenomena can be described with the equation: incident light = portion 
of reflected light + portion of absorbed light + portion of scattered light + portion of transmitted light.

Computer Simulation46

For the final appearance, a particular optical phenomenon of the entire structural hierarchy 
at a constructional and compositional level should be taken into consideration to enable an 
accurate generation and evaluation of surface effects [4].

Cloth properties that contribute to visual appearance and are included in appearance-mod-
elling are as follows:

1. optical properties (reflection, scattering, transmission and absorption)

2. porosity

3. colour (optical properties of fibres and yarns and constructional parameters)

4. texture and relief (type of weave, fibre and yarn construction parameters and finishing)

5. specific properties (anisotropy, yarns and fibres with special effects and higher translucency).

3. Advanced appearance models

Recently, Schröder et al. [5] and Khungurun et al. [6] have reviewed appearance models and 
categorised them into three main types of approaches: surface and image-based, volumetric and 
fibre-based models and the explicit approaches of modelling. It should not be overlooked that some 
methods implement the combination of fundamentals of different type of appearance models. 
The cues that Schröder et al. [5] systematically defined and analysed in the study were trans-
lucency, silhouette, light diffusion, the possibility of real-time rendering, scalability, integra-
tion scale and viewing distance.

3.1. Surface-based and image-based models

In surface-based models, different reflectance and texture functions bidirectional reflectance dis-
tribution functions (BRDF), bidirectional scattering distribution functions (BSDF), bidirectional tex-
ture functions (BTF), bidirectional curve scattering distribution function (BCSDF) and bidirectional 
fibre scattering distribution function (BFSDF) are implemented. Here, the fabric is represented 
as a two-dimensional surface (mesh, curve), what has as a consequence the limitations as 
incorrectness of presenting the 3D silhouette on micro- and macro-level and fabric edges. 
Moreover, when the simple shape-based approaches that include texture images and relief 
maps are implemented, there is an insufficient correctness of visualisation of optical phe-
nomena on fibres level and missing accuracy of anisotropic shading [5, 6]. In general, surface-
based models are scalable and used for far and medium viewing distance. They can reproduce 
translucency and can be implemented in real-time solutions; moreover, their integration scale 
is on the level of the composition [5].

The principle of BRDF and in general terms BSDF models [7, 8] is the simplification of reflec-
tance and scattering presented as a function of four real variables that define how light is 
reflected (scattered) at a surface in dependence of optical properties of materials. The function, 
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For the final appearance, a particular optical phenomenon of the entire structural hierarchy 
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maps are implemented, there is an insufficient correctness of visualisation of optical phe-
nomena on fibres level and missing accuracy of anisotropic shading [5, 6]. In general, surface-
based models are scalable and used for far and medium viewing distance. They can reproduce 
translucency and can be implemented in real-time solutions; moreover, their integration scale 
is on the level of the composition [5].

The principle of BRDF and in general terms BSDF models [7, 8] is the simplification of reflec-
tance and scattering presented as a function of four real variables that define how light is 
reflected (scattered) at a surface in dependence of optical properties of materials. The function, 
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with the schematic presentation in Figure 1, presents the flow of radiance that is emitting from 
the 3D object in the direction of the observer, depending on the direction, angle of incident 
radiance and position. In the function BRDFλ (θi, θr, ϕi, ϕr, u, v) and Figure 1, Lr is radiance, 
i.e. reflected radiance form material on space angle and projected surface, Ei is irradiance, i.e. 
intensity of incident light on surface of material, angles θi and θr are zenith angle between irra-
diance and radiance and normal vector on the surface (z); angles ϕi and ϕr are azimuth angles 
between orthogonal axis of irradiance and radiance; and u and v are position parameters.

In the researches, Ashikmin [10], Irawan and Marschner [11] and Sadeghi [12, 13] used surface 
representation of fabric geometry that included functions such as BRDF, BSDF and the collec-
tion of various texture data.

Ashikmin [10] presented a microfacet BRDF model that solves the modelling of shape of high-
lights and enables maintaining of reciprocity and energy conservation. The function was 
tested on various materials, including satin and velvet fabric.

Adabala et al. [14] used weave information file (WIF) to obtain weave pattern. This format 
involves threading information, the definition of threading of the warp threads and a lift plan 
(the weft pattern). The colour scheme for weave pattern is defined with pattern mix and the 
colour combination and colour information of warp and weft threads. In their research, three 
weave patterns (one grey scale map and two colour maps) were used. The focus was on both, 
cloth modelling for the distant and close-up viewing of the material and the development 
of reflectance models that covered the both viewing conditions. The Cook-Torrance microfacet 
BRDF model was employed. Transmission, transmission of light through gaps and colour 
bleeding through fibres were also considered and calculated.

Irawan [15] presented the goniometric measuring method of the anisotropic BRDF for four tex-
tile fibres and three weave patterns. Besides, he proposed a reflectance model defined on the 
basis of specular scattering from fibres composing yarns (consequently weave pattern). For 
the representation of the geometry, physical-based models and data-driven models BTF are 

Figure 1. Schematic presentation of BRDF [9].
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analysed and compared in his doctoral research. Here, the model for calculation of specular 
highlights in the texture and the BRDF of polyester lining cloth are presented. The results of 
the thesis presented the collection of fabric visualisations, in which photorealism, perhaps 
also due to some theoretical assumptions, can be discussed in comparison of the results of 
modern approaches.

The above-mentioned research continued with the publication of Irawan and Marschner [11] 
that presented the analysis of the specular and diffuse reflection from woven cloth mainly 
influencing the optical properties of the fabric. In their research, the procedural scattering 
model for diffuse light reflection, which calculates the reflection in dependence of texture, is 
proposed. The research was performed for the variety of fabric samples, including natural and 
synthetic fibres and staple and filament yarns. Different weave patterns were also included in 
the analysis (plain, satin and twill). The model is based on the analysis of specular reflectance 
of light from fibres and simulates the finest fabric surfaces. The model is not data-driven and 
includes physical parameters as geometry of the fibres and yarns and the weave pattern. The 
results in the experimental part are evaluated in comparison with high-resolution video of the 
real fabric and the BTF calculations of analysed fabrics were performed.

The bidirectional texture function (BTF) is an image-based representation of appearance as a 
function of viewing and illumination direction [16]. A BTF is a function of six variables and 
six-dimensional »reflectance field L = L(x, y, θi, ϕi, θo, ϕo), which connects for each surface point 
(x, y) of a flat sample and the outgoing to the incoming radiance in the direction (θo, ϕo), (θi, ϕi), 
respectively« [17]. Dana et al. firstly introduced this function in 1999, when the new BTF-based 
workflow for CG representation of over than 60 different samples was defined. In their report, 
the samples were observed with over 200 different viewing/illumination combinations. With 
the involvement of BTF, the authors introduced a new surface appearance taxonomy as is 
presented in Figure 2, where the difference in surface appearance between fixed and varied 
viewing and illumination directions can be observed. At fixed viewing/illumination direc-
tions, reflectance is used at coarse-scale observation and texture at fine-scale observation, and 
at varied viewing/illumination directions, BRDF and BTF are used.

Sattler et al. [17] presented a method of determining the BTF of cloths and materials with 
similar reflectance behaviour including view-dependent texture-maps and using a principal 
component analysis of the original data. The novelty of their work was also the point light 

Figure 2. Surface appearance at fixed and varied viewing and illumination directions [16].
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sources that enable smooth shadow boundaries on the geometry during the data acquisition. 
Besides, the system was sensitive to geometrical complexity and the sampling density of the 
environment map, on the basis of which the illumination could be changed interactively.

In the research of Wang et al. [18], the focus was on spatial variations and anisotropy in cloth 
appearance. The data acquisition device is presented in Figure 3. For the definition of the 
reflection of the light at a single surface point, they used a data-driven microfacet-based BRDF, 
i.e. a six-dimensional spatially varying bidirectional reflectance distribution function (SVBRDF) 
ρ(x,i,o) [19]. In Figure 3, x is surface point, i is lighting direction, o is viewing direction, h is 
half-angle vector, n is upward normal direction, ρ(x, i, o) is BRDF at surface point and Ω+ is 
hemisphere of {h|h · n > 0}. Besides, the microfacet 2D normal distribution function (NDF) was 
implemented. In their research, the SVBRDF was modelled from images of a surface that was 
acquired from a single view. In their results, they confirmed the reliability of their method, 
which generates anisotropic, spatially-varying surface reflectance that is comparable with real 
measured appearance and was tested on various materials.

In some recent researches, the accuracy of BTF was discussed. In the review of appearance 
modelling methods by Schröder et al. [5] the explanation that the implementation of BTF can 
limit the appearance results is presented. Namely, the application of BTF can result in incor-
rectness of modelling of shadow boundaries. Some issues can occur also in the modelling of 
areas of high curvature that are not represented adequately when BTF is measured with the 
flat sample as a reference. Moreover, the reproduction of transparency and silhouette correct-
ness are challenging with the use of this function.

The researches performed by Sadeghi and his colleagues [12, 13] present the appearance 
models for visualisation of microstructures. In the last part of the dissertation [12], after the 
presentation of the models for rendering rainbows and hair, appearance model for rendering 
cloth is introduced. Here, the focus were the measurements of BRDF of various fabric samples 
and yarns, which brought to the development of a new analytical BRDF model for threads. 
The method includes the measurements of profile of reflected light from various types of real 
yarns. After the measuring, the evaluation and comparison with the reflectance behaviour of 
the yarns that were predicted with the appearance model was performed, taking into account 
the fabric composition and yarn parameters [13]. A geometry of light reflection is calculated 

Figure 3. Data acquisition device and microfacet-based SVBRDF model [18].
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from the cylindrical fibre, where longitudinal angles are computed regarding to the normal 
plane and the azimuth angles are calculated based on the local surface normal direction.

Iwasaki et al. [20] presented the research about interactive rendering (and interactive editing 
of parameters for scattering function) of static cloth with dynamic viewpoints and lighting. 
The method implemented micro cylinder model presenting weaving pattern and patch for 
calculation of light reflectance with the integration of environment lighting, visibility func-
tion, scattering function and weighting function. Their method includes the use of the gradi-
ent of signed distance function to the visibility boundary where the binary visibility changes.

3.1.1. Light scattering models for fibres

These models are geometric models of micro geometry that are combined with advanced 
rendering techniques (global illumination). Here, the micro geometry can be generated pro-
cedurally and optical properties of fibres have to be defined with the measurements. Two 
crucial parameter of fibres have to be considered: anisotropic highlights and translucency 
(Figure 4) [5].

The fundamentals of light scattering models for fibres that are used in various modern solu-
tions were developed by Marschner et al. [21]. The calculations consider the fibres to be very 
thin and with long structures, which diameter is very small in comparison to viewing and 
lighting distance. Consequently, the fibres can be approximated as curves in the scenes and a 
far-field approximation and curve radiance and curve irradiance are implemented, resulting 
in bidirectional far-field scattering distribution function for curves BCSDF (Bidirectional Curve 
Scattering Distribution Function).

Zinke and Weber [22] upgrade the BCSDF in Bidirectional Fibre Scattering Distribution Function 
(BFSDF) that is a more general approach for light scattering from filaments. In their methods, 
different types of scattering functions for filaments were used and parameterized for the mini-
mum enclosing cylinder, in which the BFSDF calculates the transfer of radiance (Figure 5).

Figure 4. Light scattering from fibres, where R is surface reflection, TT is transmission and TRT is side reflection [5].
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3.2. Volumetric models

Volumetric models consider certain unsolved issues of surface and image-based models by 
calculating the thickness and fuzziness of the fibres and yarns. The problems of consistent 
silhouettes and light diffusion in difficult-to-access object areas and accuracy of observation 
at medium distance are solved with various methods and their combination: with the use 
of volumetric light transport; the examination of microscopic structures and the processing 
of computed tomography (CT) data. Here, the fabric elements (fibres, yarns and cloth) are 
treated as a volume and light scattering models that are applied are, in many applications, 
explicit [5]. These models enable translucency, light diffusion and optimal silhouettes forma-
tions. Their results are scalable and, in dependence of a type of a model, can be integrated in 
details at yarn and fibre scale. For real-time solutions, they are not suitable and the viewing 
distance accuracy is usually medium, however in the modern solutions also medium to close.

In volumetric models, light transport theory is usually applied and the calculations for cloth 
include energy transfers in anisotropic media, i.e. anisotropic light transport computation occurs 
[23]. In isotropic media, the properties do not depend on the rotation and viewing angle, 
whereas in anisotropic media (fibres, hair), the optical properties depend on orientation.

Schröder et al. [5] define two types of volumetric appearance models of cloth, a micro-flake 
model and a Gaussian mixture model of fibres. In micro-flake model, the material is represented as 
a collection of idealised mirror flakes. Here, the basis of anisotropic light transport are applied, 
however volume scattering interactions and orientation of flakes are represented with a direc-
tional flake distribution. In Gaussian mixture model, fibre location and scattering events are 
calculated from statistical distribution of intersections between real fibres geometry. Light 
scattering is additionally calculated with curve scattering models (BCSDF). The mathematical 
calculations include the computing of defined yarn that is intersecting a voxel cell, for which 
a Gaussian directionality, density and material properties are generated.

Before the year 2000, there were only few investigations on the use of volumetric methods in the 
representations of anisotropic, structured media. First implementations were performed for knit-
wear and for fur [24, 25] and that was the beginning of the several researches in the last century.

Xu et al. [26] used the so-called lumislice (Figure 6), a modelling primitive cross-section of yarn 
that presents a radiance on the level of the fibres (occlusion, shadows, multiple scattering). 
The sequence of rotated and organised lumislices builds the entire structure of a knit-cloth.

Figure 5. Scattering model from a fibre: bidirectional scattering-surface reflectance distribution function (BSSRDF) at the 
actual surface of the fibre—left and bidirectional fibre scattering distribution function (BFSDF) at the local minimum of the 
cylinder—right [5].
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In their work, Schröder et al. [27] introduced a concept called local visibility and used a Gaussian 
mixture model as the approximation of the fibre distribution. This parameter is able to predict 
self-shadowing and calculates the correlation between defined eye rays and shadow rays. 
It considers voxels and the size of a yarn cross section and is a fundamental of the function 
bidirectional visibility distribution function (BVDF). Besides, the authors presented an effective 
fibre density, which is calculated with the sum of contributions of line segments representing 
a cloth and intersecting with a certain voxel. The voxelized cloth was finally rendered with 
Monte Carlo path tracing rendering technique.

Zhao et al. [28] shortly reviewed the volume imaging technologies (CT, magnetic resonance 
and ultrasound) and discussed their limitation in the sense of their inability for acquiring 
data that represent direct optical appearance of the material. Besides, the volume rendering 
and volumetric appearance models are the focus of the paper’s introductory part, discuss-
ing the complexity of developing the volumetric models that result in physical accuracy and 
the limitations of procedural methods, which do not consider and calculate the irregularities 
of cloth. The phenomena of fabric structural and yarn unevenness are crucial for the rep-
resentation of the natural and organic appearance of cloths. The experiment introduced a 
method that combines acquisition of volume models, generated from density data of X-ray 
computed tomography (CT) scans and appearance data from photographs. The authors used 
a modified volume scattering model [29, 30] that describes accurately the anisotropy of the 
fibres. Due to the very small area that was scanned with CT, in which the result was a very 
detailed volume  reconstruction at a resolution of singular fibre, the represented data have to 
be augmented and computed with the use of density and orientation fields in the volume that 
defines the scattering model parameters. Consequently, a highly detail volume appearance 

Figure 6. Generation of a volumetric yarn segment. The fluff density distribution in the upper left corner is rotated along 
the path of the yarn to yield a yarn segment [26].
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bidirectional visibility distribution function (BVDF). Besides, the authors presented an effective 
fibre density, which is calculated with the sum of contributions of line segments representing 
a cloth and intersecting with a certain voxel. The voxelized cloth was finally rendered with 
Monte Carlo path tracing rendering technique.
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and ultrasound) and discussed their limitation in the sense of their inability for acquiring 
data that represent direct optical appearance of the material. Besides, the volume rendering 
and volumetric appearance models are the focus of the paper’s introductory part, discuss-
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of cloth. The phenomena of fabric structural and yarn unevenness are crucial for the rep-
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method that combines acquisition of volume models, generated from density data of X-ray 
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Figure 6. Generation of a volumetric yarn segment. The fluff density distribution in the upper left corner is rotated along 
the path of the yarn to yield a yarn segment [26].
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model (including highlights and detailed textures) was created with this appearance match-
ing procedure involving the density and orientation fields extracted from the 3D data. The 
rendering occurs after the definition of global optical parameters. Here, the photo taken under 
known but not controlled lighting was used and the optical properties were associated with 
the acquired volume so that the texture of the rendered volume matched the photo’s texture. 
The procedure defines physically accurate scattering properties in the volume of the analysed 
material and visually and optically accurately describes the appearance of the cloth at the 
fibre geometry level (small scale) and at viewing from distance. Moreover, at small and large 
scale, the appearance of the fabric is natural due to the reconstruction of the irregularities at 
fibre, yarn and cloth level.

After the introduction of micro-CT imaging in volumetric appearance modelling of cloth, 
Zhao et al. [31] upgraded their research in the next years with the research that presented 
the cloth modelling process involving the CT technique and the expansion of its use on vari-
ous fabric and weave patterns with the implementation of a structure–aware volumetric texture 
synthesis method. The process involves two phases: exemplar creation phase and synthesis phase. 
In the first phase, the volume data are acquired with CT scans of very small fabric samples 
describing the density information on a voxel grid, fibre orientation and yarns. The samples 
database is created with the procedure that tracks the yarns and their trajectories in the vol-
ume grid and segments the voxels so that they match the appropriate yarn and automatically 
detects the yarn crossing patterns. In the second synthesis phase, the input data are the col-
lection of 2D binary data of weave pattern and 2D data describing the warp and weft yarns at 
yarn intersecting points. As a result, the output volume is generated that represents the fabric 
structure, which matches the output of the first phase (exemplars created in the first phase). 
Further, with the purpose to solve the complexity during the rendering of volumetric data, 
Zhao et al. [32] also introduced a precomputation-based rendering technique with modular 
flux transfer, where exemplar blocks are modelled as a voxel grid and precompute voxel-to-
voxel, patch-to-patch and patch-to-voxel flux transfer matrices.

Recently, Zhao et al. [33] proposed the automatic fitting approach for the creation of proce-
dural yarns including details at fibre level (Figure 7). CT measurements of cotton, rayon, silk 
and polyester yarns are taken as a basis for computation of procedural description of yarns. 
Optical properties of the yarns were defined with Khungurn scattering model [6]. Renderings 
occur with Mitsuba renderer [30]. The results were compared with photographs, which do on 
some areas include hairier parts. That was a success of the method, as the combination of very 
small samples involved in CT acquisition method and procedural approach, usually is not 
able to reproduce important fabric irregularities. By all means, the method is successful in 
solving the issue of replication of small pieces of fabric and offers the realistic non-replicating 
approach to the representation of details.

Figure 7. Presentation of the technique for automatic generation procedural representation of yarn including: (a) CT 
measurements, (b) fitting procedural yarns and (c) final rendering of textiles [33].

Computer Simulation54

3.3. Fibre-based explicit methods

Fibre-based explicit models use representations with very accurate calculation of reflectance 
properties in intersecting point between light rays and actual fibres geometry and describe the 
fabric as a collection of individual discrete fibres represented with explicit geometry. These 
models are computationally very expensive and can be used for the most physically accurate 
simulations at fibre level accuracy and close viewing distances including the phenomena of 
translucency, optimal silhouettes and light diffusion. Usually, the results of explicit methods 
are not appropriate for real-time solutions [5].

Zhang et al. [34] proposed a solution for the scale-varying representations of woven fabric 
with the interlaced/intertwisted displacement subdivision surface (IDSS). The IDSS is capable to 
map the geometric detail on a subdivision surface and generate the fine details at fibre level. 
The model solves the issues of multiple-view scalability at inter- and intra-scale in woven 
fabric visualisation due to the implementation of interlaced, intertwisted vector displacement 
and a three-scale transformation synthesis.

Schröder et al. [35] presented a pipeline of cloth parameterization from a single image that 
involves a geometric yarn model and automatic estimation of yarn paths, yarn widths and 
weave pattern. Their inverse engineering pipeline includes input images and coarse optical flow 
field description, fine flow description of local yarn deformation, fine regularisation of image, 
output visualisation, the use of active yarn model that procedurally generates fibres, render-
ing with the setting of fibre and material parameters (Figure 8).

Khungurun [6] presented a fibre-based model including a surface-based cylindrical fibre repre-
sentation on the basis of volumetric representation. The latter is the voxel array that involves a 
density of the material at a certain voxel and a local direction of the fibre at this specific voxel. 
The procedure of fibre geometry generation includes: volume decomposition, fibre centre 
detection, polyline creation and smoothing and radius determination. The entire pipeline 
includes: (1) a description of a scene geometry and a set of input photographs of a fabric that 
were acquired at different lighting and viewing conditions at a defined scene; (2) a develop-
ment of a light scattering model; (3) the implementation of appearance matching that uses 
gradient descent optimisation to find optimised parameter values of scattering model and 
evaluates the differences between renderings and photographs with the objective function. 
The rendering occurs in extended version of Monte Carlo path tracer. Their research ends with 
the comparison of micro geometry constructed from CT scans with the explicit fibre-based 
method and concludes the analysis that both techniques are very successful in representation 
of cloths at micron level. In Figure 9, (a) fabric geometry creation and (b) appearance model-
ling pipeline are presented.

Figure 8. Inverse engineering pipeline for visual prototyping of cloth [35].
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model (including highlights and detailed textures) was created with this appearance match-
ing procedure involving the density and orientation fields extracted from the 3D data. The 
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known but not controlled lighting was used and the optical properties were associated with 
the acquired volume so that the texture of the rendered volume matched the photo’s texture. 
The procedure defines physically accurate scattering properties in the volume of the analysed 
material and visually and optically accurately describes the appearance of the cloth at the 
fibre geometry level (small scale) and at viewing from distance. Moreover, at small and large 
scale, the appearance of the fabric is natural due to the reconstruction of the irregularities at 
fibre, yarn and cloth level.

After the introduction of micro-CT imaging in volumetric appearance modelling of cloth, 
Zhao et al. [31] upgraded their research in the next years with the research that presented 
the cloth modelling process involving the CT technique and the expansion of its use on vari-
ous fabric and weave patterns with the implementation of a structure–aware volumetric texture 
synthesis method. The process involves two phases: exemplar creation phase and synthesis phase. 
In the first phase, the volume data are acquired with CT scans of very small fabric samples 
describing the density information on a voxel grid, fibre orientation and yarns. The samples 
database is created with the procedure that tracks the yarns and their trajectories in the vol-
ume grid and segments the voxels so that they match the appropriate yarn and automatically 
detects the yarn crossing patterns. In the second synthesis phase, the input data are the col-
lection of 2D binary data of weave pattern and 2D data describing the warp and weft yarns at 
yarn intersecting points. As a result, the output volume is generated that represents the fabric 
structure, which matches the output of the first phase (exemplars created in the first phase). 
Further, with the purpose to solve the complexity during the rendering of volumetric data, 
Zhao et al. [32] also introduced a precomputation-based rendering technique with modular 
flux transfer, where exemplar blocks are modelled as a voxel grid and precompute voxel-to-
voxel, patch-to-patch and patch-to-voxel flux transfer matrices.

Recently, Zhao et al. [33] proposed the automatic fitting approach for the creation of proce-
dural yarns including details at fibre level (Figure 7). CT measurements of cotton, rayon, silk 
and polyester yarns are taken as a basis for computation of procedural description of yarns. 
Optical properties of the yarns were defined with Khungurn scattering model [6]. Renderings 
occur with Mitsuba renderer [30]. The results were compared with photographs, which do on 
some areas include hairier parts. That was a success of the method, as the combination of very 
small samples involved in CT acquisition method and procedural approach, usually is not 
able to reproduce important fabric irregularities. By all means, the method is successful in 
solving the issue of replication of small pieces of fabric and offers the realistic non-replicating 
approach to the representation of details.
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fabric as a collection of individual discrete fibres represented with explicit geometry. These 
models are computationally very expensive and can be used for the most physically accurate 
simulations at fibre level accuracy and close viewing distances including the phenomena of 
translucency, optimal silhouettes and light diffusion. Usually, the results of explicit methods 
are not appropriate for real-time solutions [5].

Zhang et al. [34] proposed a solution for the scale-varying representations of woven fabric 
with the interlaced/intertwisted displacement subdivision surface (IDSS). The IDSS is capable to 
map the geometric detail on a subdivision surface and generate the fine details at fibre level. 
The model solves the issues of multiple-view scalability at inter- and intra-scale in woven 
fabric visualisation due to the implementation of interlaced, intertwisted vector displacement 
and a three-scale transformation synthesis.

Schröder et al. [35] presented a pipeline of cloth parameterization from a single image that 
involves a geometric yarn model and automatic estimation of yarn paths, yarn widths and 
weave pattern. Their inverse engineering pipeline includes input images and coarse optical flow 
field description, fine flow description of local yarn deformation, fine regularisation of image, 
output visualisation, the use of active yarn model that procedurally generates fibres, render-
ing with the setting of fibre and material parameters (Figure 8).

Khungurun [6] presented a fibre-based model including a surface-based cylindrical fibre repre-
sentation on the basis of volumetric representation. The latter is the voxel array that involves a 
density of the material at a certain voxel and a local direction of the fibre at this specific voxel. 
The procedure of fibre geometry generation includes: volume decomposition, fibre centre 
detection, polyline creation and smoothing and radius determination. The entire pipeline 
includes: (1) a description of a scene geometry and a set of input photographs of a fabric that 
were acquired at different lighting and viewing conditions at a defined scene; (2) a develop-
ment of a light scattering model; (3) the implementation of appearance matching that uses 
gradient descent optimisation to find optimised parameter values of scattering model and 
evaluates the differences between renderings and photographs with the objective function. 
The rendering occurs in extended version of Monte Carlo path tracer. Their research ends with 
the comparison of micro geometry constructed from CT scans with the explicit fibre-based 
method and concludes the analysis that both techniques are very successful in representation 
of cloths at micron level. In Figure 9, (a) fabric geometry creation and (b) appearance model-
ling pipeline are presented.

Figure 8. Inverse engineering pipeline for visual prototyping of cloth [35].
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4. Texture-based reconstruction of the specularity and porosity of cloth

In the context of appearance modelling, mathematical appearance models were reviewed, but 
computationally less expensive techniques should not be overlooked. These latter techniques 
are firmly established in 3D animation workflow and in the production of static visualisations 
that include many objects on the scene, which can be viewed especially at medium and far 
distance.

4.1. Texture mapping

In 3D technology, texture mapping has been used for realistic visualisation of variety of sur-
faces for a very long time. Using that technique, 2D details of surface properties, i.e. 2D photo-
graphs that provide colour and texture surface information from a given object, are added to a 
3D geometrical model. In the aspiration to visualise photo realistically, more than one image, 
respectively, map is needed. Realistic texture must illustrate the complexity of the material 
surface, what can be achieved using texture mapping without demanding 3D modelling of 
every detail [36].

Texture mapping is the method which applies texture to an object’s boundary geometry, 
which can be a polygonal mesh, different types of splines or various level-sets. The polygo-
nal mesh is the most suitable for the method, while texture is simultaneously covering the 
polygons of an object that can be triangles or quads. This process assigns texture coordi-
nates to the polygon’s vertices and the coordinates index a texture image and interpolated 
across the polygon at each of the polygon’s pixel determine the texture image’s value [37]. 
The 2D texture that is applied to polygons on the 3D model can be a tiling or a non-til-
ing image. Methods for computing texture mapping are often called mesh parameterization 
methods and are based on different concepts of piece-wise linear mapping and differential 
geometry [36, 37].

In UV mapping, defined parameters can be specified by a user, such as precise location of cuts 
respectively seams, where the 3D model unfolds into a mesh. A UV map can also be generated 
totally automatically or can be creating with combination of both.

Figure 9. (a) A fabric geometry creation and (b) appearance modelling pipeline [6].
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The very first introduction of image texturing was in 1974 by Catmull [38]. He introduced the 
idea of tying the texture pattern to the parameter values. The method guarantees that the pat-
tern rotates and moves with the object. It works for smooth, simple patterns painted on the sur-
face but for simulation of rough textures it was not correct. Since then, the use of various texture 
mapping for defining different parameters of surface appearance was developed and is in use.

The map that is most commonly used is a diffuse or a colour map that gives surface a colour. 
Other maps can define specular reflection, normal vector perturbation, surface displacement, trans-
parency, shadows and others.

Visualisation of roughed, wrinkled and irregular material, firstly introduced by Blinn [39, 40], 
can be implemented with the bump mapping, i.e. a texture function for creation of small per-
turbation of model’s surface normals before using them in the intensity lighting calculations. 
With introducing bump map with its functions, roughness of the material can be visualised, 
although for best result of macroscopic irregularities they have to be modelled. The result of 
bump mapping is a material that is illusory bumpy, while the geometry of the model is not 
changed, therefore it is sufficient for shallow types of roughness. Images or maps for visuali-
sation of bumps are greyscale and simulate surface’s height, respectively white represent the 
highest parts or depth, black areas represent the lowest parts.

Where the observation of a rendered model is very close, realistic shading of bumpy surfaces 
provided with bump mapping is not appropriate while the surface profile does not reveal the 
realistic roughness and the occlusion effects of the bumps are not visible. In that case the use 
of a displacement map is necessary. A displacement map contains perturbations of the surface 
position. When using the displacement map, the geometric position of points on the surface 
is displaced. This technique is used to add surface detail to a model with the advantage that 
it has no limitations on bump height. The type of mapping can be considered as a type of 
modelling although computationally can be quite demanding [41].

A normal map can be used to replace normals entirely. The normal maps are used for adding 
details to a model without using more polygons. Geometry can be achieved on all three axes. 
Normal map should be an RGB image which gives three channels that correspond to the X, Y 
and Z coordinates of the surface normal. For creation of transparent, semi-transparent or even 
cut-out areas in the surface, a greyscale alpha map can be used.

Aliasing is the artifact that appears when using repetitive images, usually with regular pat-
terns and with high resolution, or animations where the repetition period becomes close to or 
smaller than the discretization size. The result of such an artifact, where the texture pattern 
becomes comparable in scale to the raster grid is a moiré pattern that can be highly noticeable 
in visualised scenes [42].

Aliasing artifacts can be solved with the use of an anti-aliasing technique called MIP mapping [37]. 
In 1983, Williams [43] described the MIP mapping or pyramids which are pre-calculated and opti-
mised sequences of images at a variety of different resolutions. The method is used to decrease 
the rendering time, to improve the image quality. At MIP mapping techniques the texture pattern 
is stored at a number of resolutions. By the process of filtering and decimation, images with high 
resolution are transformed into ones with lower resolution and that eliminates aliasing.
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4. Texture-based reconstruction of the specularity and porosity of cloth
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The very first introduction of image texturing was in 1974 by Catmull [38]. He introduced the 
idea of tying the texture pattern to the parameter values. The method guarantees that the pat-
tern rotates and moves with the object. It works for smooth, simple patterns painted on the sur-
face but for simulation of rough textures it was not correct. Since then, the use of various texture 
mapping for defining different parameters of surface appearance was developed and is in use.

The map that is most commonly used is a diffuse or a colour map that gives surface a colour. 
Other maps can define specular reflection, normal vector perturbation, surface displacement, trans-
parency, shadows and others.

Visualisation of roughed, wrinkled and irregular material, firstly introduced by Blinn [39, 40], 
can be implemented with the bump mapping, i.e. a texture function for creation of small per-
turbation of model’s surface normals before using them in the intensity lighting calculations. 
With introducing bump map with its functions, roughness of the material can be visualised, 
although for best result of macroscopic irregularities they have to be modelled. The result of 
bump mapping is a material that is illusory bumpy, while the geometry of the model is not 
changed, therefore it is sufficient for shallow types of roughness. Images or maps for visuali-
sation of bumps are greyscale and simulate surface’s height, respectively white represent the 
highest parts or depth, black areas represent the lowest parts.

Where the observation of a rendered model is very close, realistic shading of bumpy surfaces 
provided with bump mapping is not appropriate while the surface profile does not reveal the 
realistic roughness and the occlusion effects of the bumps are not visible. In that case the use 
of a displacement map is necessary. A displacement map contains perturbations of the surface 
position. When using the displacement map, the geometric position of points on the surface 
is displaced. This technique is used to add surface detail to a model with the advantage that 
it has no limitations on bump height. The type of mapping can be considered as a type of 
modelling although computationally can be quite demanding [41].

A normal map can be used to replace normals entirely. The normal maps are used for adding 
details to a model without using more polygons. Geometry can be achieved on all three axes. 
Normal map should be an RGB image which gives three channels that correspond to the X, Y 
and Z coordinates of the surface normal. For creation of transparent, semi-transparent or even 
cut-out areas in the surface, a greyscale alpha map can be used.

Aliasing is the artifact that appears when using repetitive images, usually with regular pat-
terns and with high resolution, or animations where the repetition period becomes close to or 
smaller than the discretization size. The result of such an artifact, where the texture pattern 
becomes comparable in scale to the raster grid is a moiré pattern that can be highly noticeable 
in visualised scenes [42].

Aliasing artifacts can be solved with the use of an anti-aliasing technique called MIP mapping [37]. 
In 1983, Williams [43] described the MIP mapping or pyramids which are pre-calculated and opti-
mised sequences of images at a variety of different resolutions. The method is used to decrease 
the rendering time, to improve the image quality. At MIP mapping techniques the texture pattern 
is stored at a number of resolutions. By the process of filtering and decimation, images with high 
resolution are transformed into ones with lower resolution and that eliminates aliasing.
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4.2. Work-flow for visualisation of irregular cloth surface

The review of the appearance modelling models revealed that the visualisation of natural 
appearance of cloth is still a challenge for procedural and computational approaches. The 
computer-based solution was presented in the research of Zhao et al. [28], however, the issues 
in representation of irregular cloth structure samples with morphologic, relief and texture data 
on the large scale that are crucial for visualisation of cloths demand a special attention. This is 
the case also of the historical and worn cloth that cannot be modelled procedurally with the 
methods for fibres, yarns and cloth appearance modelling, but with the accurate image-based 
techniques. Besides, in the cloth production, airy structures, as laces are extremely difficult to 
reproduce with ordinary 3D modelling techniques in software for 3D computer graphic and 
they can be computed with simulation algorithms only to some extend [44]. Special attention 
should be put also on visualisation of hand-made fabrics, artistic and experimental cloths 
often used in interior and in fashion design.

At micro level appearance modelling, virtual textile porosity is created as a result of inter-
lacing threads into a textile structure and specularity as a consequence of computations of 
reflectance of shading algorithms. These models are suitable for visualising at close view-
ing distances or for predictive renderings, for example in the case of computer-aided design 
(CAD). Besides, porosity, specularity and other irregularities and structural phenomena, that 
are visible only when cloth is observed at far viewing distance, should not be overlooked. For 
instance, one should not obey the uneven distribution of organic volume formation in yarns 
structure that only after interlaced in the final cloth form a random pattern of manifestation.

The aim of our contribution was the analysis and reconstruction of cloth specularity (presenting 
total specular reflectance and partial reflectance) and porosity (presenting the translucency of 
cloth and, in technical terms, a void part of the textile’s full volume) with the implementation 
of image processing in the workflow (Figure 10), generation of specular and alpha map (map for 
porosity) and the definition of the optimal application (mapping) on geometrical models. The 
image-based appearance modelling workflow for accurate visualisation of a worn cloth that had 
heterogeneous structure on a large scale was established, which originates from photo documen-
tation (image information) of the material. It was crucial for this process to record information 
on a very large sample surface (microscopic analysis is hence not appropriate), where it was pos-
sible to record uneven structures and time-dependent deformation. The analysed sample was a 
part of the national costume from the Gorenjska region (100% cotton fabric, plain weave, warp 
density = 20 threads/cm, weft density = 15 threads/cm, Z yarn twist in warp and weft threads).

The review of the references showed that for the analysis and modelling of appearance of 
uneven textile surfaces, the use of image-processing methods and computationally less 
demanding virtual representation is sufficient [45, 46]. These workflows focus on the acquisi-
tion of specific data, i.e. optical [47–49] and constructional [50], and numerical approaches to 
extract meaningful information on different levels in dependence of the further data imple-
mentation. Following these foundations, various illumination conditions at photo acquisition 
(the combination of two diffuse, left and right, and one direct light) were analysed in the work-
flow of our research, followed by two phases of image processing (histogram equalisation and 
rolling ball algorithm). The processing phases were found to be crucial for the detection of 
specular and porous areas of interest. A special focus was on the study of the optimal threshold 
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method, which enabled the creation of specular and alpha map. Here, the comparison of local 
and global algorithm techniques [51] was performed and the evaluation of the image analysis 
results of thresholded images, where different threshold algorithms were implemented.

For the porosity, the threshold was defined with three techniques: min. local point of a his-
togram, manual definition and Yen algorithm (which was selected on the basis of the image 
analysis among different ImageJ algorithms) [52].

The detection of specular areas was found to be significantly dependent on local and global 
threshold approach and Percentile algorithm was finally selected, as other algorithms resulted 
in threshold images that were unsuitable for further 3D visualisation [53]. Image analysis of 
detected porous and specular areas enabled the numerical evaluation of areas covered by 
pores and specular surfaces and the average size and the number of porous and specular 
areas. Within the image analysis of porosity, special attention was paid to the formation of 
connected and closed pores in the map for porosity. Here, the connected pores were treated 
as error, since this phenomenon is not possible to be present in the real fabric. Specular areas 
manifested different organisation and disposition in dependence of illumination, image pro-
cessing phase and the type of thresholding algorithm. Further, for the implementation in 3D 
rendering, the defined specular maps were selected and used with the consideration of loca-
tion of virtual lights and the specularity appearance of the real fabric.

Fabrics were visualised in 3D program Blender using four different maps, the diffuse map that 
was a photograph, the normal map, the specular and the alpha map. The last two maps were 
created and analysed through the workflow established in our research work. In Figure 11, 
the results of the workflow including variable (real and virtual) lighting conditions and image 
processing of specular and alpha maps on cloth visualisations are presented. On the left side 

Figure 10. The workflow for visualisation of a worn cloth that has heterogeneous structure.
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4.2. Work-flow for visualisation of irregular cloth surface

The review of the appearance modelling models revealed that the visualisation of natural 
appearance of cloth is still a challenge for procedural and computational approaches. The 
computer-based solution was presented in the research of Zhao et al. [28], however, the issues 
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total specular reflectance and partial reflectance) and porosity (presenting the translucency of 
cloth and, in technical terms, a void part of the textile’s full volume) with the implementation 
of image processing in the workflow (Figure 10), generation of specular and alpha map (map for 
porosity) and the definition of the optimal application (mapping) on geometrical models. The 
image-based appearance modelling workflow for accurate visualisation of a worn cloth that had 
heterogeneous structure on a large scale was established, which originates from photo documen-
tation (image information) of the material. It was crucial for this process to record information 
on a very large sample surface (microscopic analysis is hence not appropriate), where it was pos-
sible to record uneven structures and time-dependent deformation. The analysed sample was a 
part of the national costume from the Gorenjska region (100% cotton fabric, plain weave, warp 
density = 20 threads/cm, weft density = 15 threads/cm, Z yarn twist in warp and weft threads).

The review of the references showed that for the analysis and modelling of appearance of 
uneven textile surfaces, the use of image-processing methods and computationally less 
demanding virtual representation is sufficient [45, 46]. These workflows focus on the acquisi-
tion of specific data, i.e. optical [47–49] and constructional [50], and numerical approaches to 
extract meaningful information on different levels in dependence of the further data imple-
mentation. Following these foundations, various illumination conditions at photo acquisition 
(the combination of two diffuse, left and right, and one direct light) were analysed in the work-
flow of our research, followed by two phases of image processing (histogram equalisation and 
rolling ball algorithm). The processing phases were found to be crucial for the detection of 
specular and porous areas of interest. A special focus was on the study of the optimal threshold 
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method, which enabled the creation of specular and alpha map. Here, the comparison of local 
and global algorithm techniques [51] was performed and the evaluation of the image analysis 
results of thresholded images, where different threshold algorithms were implemented.

For the porosity, the threshold was defined with three techniques: min. local point of a his-
togram, manual definition and Yen algorithm (which was selected on the basis of the image 
analysis among different ImageJ algorithms) [52].

The detection of specular areas was found to be significantly dependent on local and global 
threshold approach and Percentile algorithm was finally selected, as other algorithms resulted 
in threshold images that were unsuitable for further 3D visualisation [53]. Image analysis of 
detected porous and specular areas enabled the numerical evaluation of areas covered by 
pores and specular surfaces and the average size and the number of porous and specular 
areas. Within the image analysis of porosity, special attention was paid to the formation of 
connected and closed pores in the map for porosity. Here, the connected pores were treated 
as error, since this phenomenon is not possible to be present in the real fabric. Specular areas 
manifested different organisation and disposition in dependence of illumination, image pro-
cessing phase and the type of thresholding algorithm. Further, for the implementation in 3D 
rendering, the defined specular maps were selected and used with the consideration of loca-
tion of virtual lights and the specularity appearance of the real fabric.

Fabrics were visualised in 3D program Blender using four different maps, the diffuse map that 
was a photograph, the normal map, the specular and the alpha map. The last two maps were 
created and analysed through the workflow established in our research work. In Figure 11, 
the results of the workflow including variable (real and virtual) lighting conditions and image 
processing of specular and alpha maps on cloth visualisations are presented. On the left side 

Figure 10. The workflow for visualisation of a worn cloth that has heterogeneous structure.
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of Figure 11, emphasised specular areas are presented for diffuse (a and b) and direct (c and 
d) illumination during image acquisition. The difference among the samples a and c ver-
sus b and d is visible due to different position of virtual lights during rendering, where the 
manifestation of specularity strongly depends on type of lights (diffuse versus direct). On the 
right side of Figure 11, the visualisation of porosity can be observed with the phenomena of 
 connected and closed pores.

5. Conclusions

Our contribution is a comprehensive review of advanced and less-demanding methods for 
modelling of cloth appearance.

The models are classified as image-based, surface-based, volumetric and explicit and the 
advances in these computer-aided approaches and computations for cloth visualisation are 
discussed regarding their pipeline, procedure complexity and results implementation at 
fibre, yarn and cloth scale viewing conditions. In the second part of the chapter, a texture-
based and image processing-based modelling of porosity and specularity of irregular cloth 
surface was introduced. For a realistic modelling and visualisation of a worn cloth with het-
erogeneous structure and surface on a large scale, a detailed image information of the sample 
was captured and corresponding image processing methods were applied. In the procedure, 

Figure 11. Left: Emphasised specular areas on cloth sample for diffuse ((a) and (b)) and direct ((c) and (d)) illumination 
during image acquisition and different positions of virtual lights, and right: (e) the visualisation of porosity with the 
phenomena of connected and closed pores.
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the definition and implementation of the optimal threshold algorithm was crucial and the 
results served as maps for image-based modelling. The maps were evaluated with the image 
analysis so that the pores and specular areas could also be numerically analysed before they 
were applied in a final 3D reconstruction. The contribution reviewed the importance of cloth 
appearance modelling in 3D computer graphic and presented the opportunities for further 
developments and implementations.
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Abstract

Computer simulation techniques of textile forms already represent an important tool 
for textile and garment designers, since they offer numerous advantages, such as quick 
and simple introduction of changes while developing a model in comparison with 
 conventional techniques. Therefore, the modeling and simulation of textile forms will 
always be an important issue and challenge for the researchers, since close‐to‐reality 
models are essential for understanding the performance and behavior of textile materials. 
This chapter deals with computer simulation of different textile forms. In the  introductory 
part, it reviews the development of complex modeling and simulation techniques related 
to different textile forms. The main part of the chapter focuses on study of the fabric 
and fused panel drape by using the finite element method and on development of some 
representative textile forms, above all, on functional and protective clothing for persons 
who are sitting during performing different activities. Computer simulation techniques 
and scanned 3D body models in a sitting posture are used for this purpose. Engineering 
approaches to textile forms’ design for particular purposes, presented in this chapter, 
show benefits and limitations of specific 3D body scanning and computer simulation 
techniques and outline the future research challenges.

Keywords: textile forms, computer simulation techniques, 3D scanning, 3D body 
models

1. Introduction

The chapter entitled textile forms’ computer simulation techniques is intended for raising 
awareness about the importance of modeling and simulation of different textile forms. Since 
textile objects are very common and omnipresent all‐around us, the appropriate simulation 
techniques can be stated as a very important part of a wide area of computer simulation.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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Textiles can be generally divided into linear (fibers, yarns, threads), two‐dimensional (woven, 
knitted fabrics, nonwovens) and three‐dimensional (garments, architectural textiles, some 
technical textiles) textile forms. Modeling and simulation of these forms can be extremely 
complex due to their visco‐elastic properties and unique behavior when exposed to forces, 
even though relatively small ones, such as gravitational force.

The topics, referring to computer‐based simulation of textile‐based objects, have already been 
investigated by a number of researchers and authors. Many of them have developed or applied 
different methods and models for describing the structure and behavior of  textile forms. 
However, there is still lack of newer publications, dealing with the intriguing  phenomena, 
related to modeling and simulation of complex textiles, garments, and other textile forms.

The modeling and simulation techniques for woven and knitted fabrics and garments are dis‐
cussed in view of accurate understanding of the relationship between the construction and 
behavior of textile forms as a key in engineering of textile forms’ design for intended  applications. 
Three approaches for modeling of textile forms are presented, i.e., geometry‐based, physically 
based, and hybrid approach. Computer simulation of textile forms in interaction with the 3D 
objects and its importance for the development of specific,   custom‐designed garments are con‐
sidered from the perspective of virtual prototyping on the 3D scanned body models.

The chapter introduces three case studies, related to recent advances in engineering approach 
to computer simulation techniques in the field of textile science. The first one deals with 
 modeling and simulation of textile fabrics and fused panels based on finite element method. 
The second case study refers to simulation of garments using the sitting 3D human body 
 models using one of the commercial 3D CAD packages. Topic of the third case study is 
 connected with application of simulation techniques used for developing of a special form of 
protective clothing for sport aircraft pilots—the so‐called antig suit.

2. Complex modeling and simulation techniques of textile forms

The visual appearances of the textile forms for both the real and the virtual are influenced by:

(a) the shapes of the three‐dimensional (3D) textile forms determined by the corresponding 
two‐dimensional (2D) pattern pieces and

(b) used textile materials that which behavior is influenced by their mechanical and physical 
properties.

The realistic behavior of textile materials in the virtual environment mainly depends on 
 computer‐based models of the textile materials. They are used for simulation of different 
 textile forms such as tablecloths, flags, garments, shoes, etc. with the aim to study the  behavior 
of textile materials in the virtual environment or to develop the complex shape of the textile 
forms, which consist of two or more pattern pieces.

The simulation techniques of textile forms should be stable and fast so that they can be applied 
in different environments, and interactive performance can be achieved [1].

Computer Simulation68

To simulate textile forms, different modeling approaches are developed to model the  structure 
of textile materials. These are either geometrical, physical, or hybrid models [1–3]. In the 
virtual environment, interactions between the textile forms and other 3D objects (collision 
detection and collision response) are of great importance, therefore, should be also computed. 
When the 3D shape of the textile form is computed, it could be rendered for visualization.

2.1. Geometrical models

The geometrically based approaches are used when the final shape of the textile form is 
needed without considering the dynamic process. They are simple and have low cost of 
 computation [1].

In the computer graphics, the fabric simulations were first performed by using the  geometrical 
models. These models represent simple geometrical formulations of the fabric without its 
physical and mechanical properties on local surfaces. Therefore, they are unsuitable for 
 complex reproducible fabric simulation. They focused on appearance of the geometrical 
shape, particularly folds and wrinkles, which are presented by geometrical equations [1, 2].

The first attempt to the fabric simulation by using a geometrical model was presented by 
Weil in 1986 [2, 4]. He suggested a method for simulation of the hanging fabric as a mesh of 
points. The simulation of its shape was carried out by fitting of the catenary curves between 
the  hanging or constraint points.

The research studies regarding the garments simulation by using the geometrical modeling 
can be found in 1990. A method for modeling of the sleeve on a bending arm was based on a 
hollow cylinder that consists of a series of circular rings and with a displacement of circular 
rings along the axial direction, the folds are formed [1, 2]. A method for designing of the 3D 
garment directly on a 3D digitized shape of the human body was presented by Hinds and 
McCartney [5]. They represented the garment as a collection of 3D surfaces (pattern pieces) 
of complex shape around the static 3D body, whose fit around panel edges with respect to 
body form may vary over the surface. A geometrical approach for modeling of the fabric folds 
on the sleeve was proposed by Ng and Grimsdale [6], where a set of rules was developed for 
automatic generation of the fold lines.

In general, the geometrically based simulation techniques are used for modeling of the 
 fabric and garment drape. Therefore, they are effective in computing the shape of fabrics or 
 garments. However, the geometrically based techniques usually do not take into account the 
dynamic interaction between the fabric/garment and the object, because they are difficult to 
be geometrically modeled [1].

Stumpp et al. [7] proposed a geometric deformation model for the efficient and robust  simulation 
of garments. With this model a high stretching, shearing, and low bending  resistance could be 
modeled, and the deformed region can be restored back to its original shape. Therefore, it can 
be used for modeling of the interaction between the fabric and other objects of different shapes. 
Researchers had represented the physically plausible dynamics of their approach with a com‐
parison to a traditional physically based deformation model, Figure 1. The results show that 
the similar fabric properties can be reproduced with both models.
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2.2. Physical models

The physically based approaches are widely used for computing the mechanical behavior of 
textile forms. In addition, in physical‐based methods, deformation is based on the structures 
and properties of textile materials. The structures and properties of textile forms have been 
investigated as highly flexible mechanical materials from the 1970s. Mechanical simulation 
intends to reproduce the virtual fabric surface with given parameters, which are expressed as 
strain‐stress relationships and described by curves due to different degrees of simplification 
and approximation. Simple linear models can approximate these curves, whilst the nonlinear 
analytic functions (polynomials on interval‐defined functions) are used for accurate models. 
In addition, the fabric mass per surface unit should be considered [3].

The physically based models are independent of geometrical representation. Therefore, with 
them it is possible to solve complex numerical problems by integrating various constraints. 
The special attention was been paid to simulation of large deformations of textile forms [1]. 
The behavior of textile material can be described by a complex system of mathematical equa‐
tions (mechanical laws), which are usually partial differential equations or other types of dif‐
ferential systems. Analytical solutions, which are provided only for a limited class of simple 
equations and solve only simple situations, are not suitable for complex fabric simulations. 
Therefore, the numerical methods are implemented into a fabric simulation, which requires 
discretization, explicit computation of the physical values at precise points in space and time. 
Space discretization can be achieved through numerical solution techniques (models derived 
from continuum mechanics), or through the mechanical model itself, as in particle system 
models [3].

The first approach to simulation of the fabric and deformable surfaces introduces Terzopoulos 
et al. [1, 3, 7–9]. He obtained the motion of the object's points using the Lagrange's equations 
of motion that had been first discretized by a finite‐element method. Therefore, there was a 
need to solve a large system of ordinary differential equations.

2.2.1. Particle‐based approach

A particle‐based system divides the object (fabric) into small particles on triangular or 
 rectangular mesh. The points are defined as finite masses at the mesh intersections [2]. The 

Figure 1. Computer simulation of a fabric piece onto a sphere: (a, b) fabric draping by using the physically‐based approach, 
(a, b) (c, d) fabric draping by using the geometrically‐based approach [7].
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number of points is defined according to the used problems and techniques. For example, 
a piece of fabric could be modeled as a two‐dimensional arrangement of particles, which 
conceptually representing the intersection points of the warp and weft yarns within a fabric 
weave, thus can be plain, twill, satin weave, etc. [10].

The first particle systems for fabric simulation are based on a form of the mesh [11, 12]. By 
using this simulation approach, the fabric drape as a dynamic phenomenon was  simulated 
very realistic on the table, on the sphere, etc. These types of simulations have already 
been reflected by the nonlinear behavior similar to continuum mechanics models. Their 
 accuracy was limited for simulation of large deformations and required longer computa‐
tion times. Furthermore, faster models based on spring‐mass meshes were developed, and 
for  computation were used to fast implicit numerical integration methods [3, 13]. In this 
 modeling technique, an object is represented as a collection of mass points (circle particle) 
that are interconnected by structural, bend, and shear springs through a mesh structure. The 
mass points are interconnected by linear springs within the position and velocity at a certain 
time and mass [1, 10, 14]. The way the springs are connecting the particles (the topology of the 
object) and the differences in strength of each spring influence the behavior of the object as a 
whole. The different type of mesh topologies has been presented with respect to the connec‐
tion between the mass and springs [15]. These are rectangular mesh that was first proposed 
in 1995 by Provot [16], Figure 2(a), responsive mesh was described by Choi and Ko [17], 
Figure 2(b), triangular mesh was presented by Selle et al. [18], Figure 2(c), and the simplified 
mesh Hu et al. [19], Figure 2(d).

2.2.2. Finite‐element approach

The finite elements method (FEM) is widely used for mechanical simulation and numeri‐
cal analysis. It is based on the usage of matrix algebra. The finite‐element method was been 
developed in a particular scientific disciplines with a wide possibility of solving various prob‐
lems in mathematics, physics, continuum mechanics, etc.

(a) (b) (c) (d)

Figure 2. Mesh topologies of the mass spring model [15].

Textile Forms’ Computer Simulation Techniques
http://dx.doi.org/10.5772/67738

71



2.2. Physical models

The physically based approaches are widely used for computing the mechanical behavior of 
textile forms. In addition, in physical‐based methods, deformation is based on the structures 
and properties of textile materials. The structures and properties of textile forms have been 
investigated as highly flexible mechanical materials from the 1970s. Mechanical simulation 
intends to reproduce the virtual fabric surface with given parameters, which are expressed as 
strain‐stress relationships and described by curves due to different degrees of simplification 
and approximation. Simple linear models can approximate these curves, whilst the nonlinear 
analytic functions (polynomials on interval‐defined functions) are used for accurate models. 
In addition, the fabric mass per surface unit should be considered [3].

The physically based models are independent of geometrical representation. Therefore, with 
them it is possible to solve complex numerical problems by integrating various constraints. 
The special attention was been paid to simulation of large deformations of textile forms [1]. 
The behavior of textile material can be described by a complex system of mathematical equa‐
tions (mechanical laws), which are usually partial differential equations or other types of dif‐
ferential systems. Analytical solutions, which are provided only for a limited class of simple 
equations and solve only simple situations, are not suitable for complex fabric simulations. 
Therefore, the numerical methods are implemented into a fabric simulation, which requires 
discretization, explicit computation of the physical values at precise points in space and time. 
Space discretization can be achieved through numerical solution techniques (models derived 
from continuum mechanics), or through the mechanical model itself, as in particle system 
models [3].

The first approach to simulation of the fabric and deformable surfaces introduces Terzopoulos 
et al. [1, 3, 7–9]. He obtained the motion of the object's points using the Lagrange's equations 
of motion that had been first discretized by a finite‐element method. Therefore, there was a 
need to solve a large system of ordinary differential equations.

2.2.1. Particle‐based approach

A particle‐based system divides the object (fabric) into small particles on triangular or 
 rectangular mesh. The points are defined as finite masses at the mesh intersections [2]. The 

Figure 1. Computer simulation of a fabric piece onto a sphere: (a, b) fabric draping by using the physically‐based approach, 
(a, b) (c, d) fabric draping by using the geometrically‐based approach [7].

Computer Simulation70

number of points is defined according to the used problems and techniques. For example, 
a piece of fabric could be modeled as a two‐dimensional arrangement of particles, which 
conceptually representing the intersection points of the warp and weft yarns within a fabric 
weave, thus can be plain, twill, satin weave, etc. [10].

The first particle systems for fabric simulation are based on a form of the mesh [11, 12]. By 
using this simulation approach, the fabric drape as a dynamic phenomenon was  simulated 
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been reflected by the nonlinear behavior similar to continuum mechanics models. Their 
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for  computation were used to fast implicit numerical integration methods [3, 13]. In this 
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time and mass [1, 10, 14]. The way the springs are connecting the particles (the topology of the 
object) and the differences in strength of each spring influence the behavior of the object as a 
whole. The different type of mesh topologies has been presented with respect to the connec‐
tion between the mass and springs [15]. These are rectangular mesh that was first proposed 
in 1995 by Provot [16], Figure 2(a), responsive mesh was described by Choi and Ko [17], 
Figure 2(b), triangular mesh was presented by Selle et al. [18], Figure 2(c), and the simplified 
mesh Hu et al. [19], Figure 2(d).

2.2.2. Finite‐element approach

The finite elements method (FEM) is widely used for mechanical simulation and numeri‐
cal analysis. It is based on the usage of matrix algebra. The finite‐element method was been 
developed in a particular scientific disciplines with a wide possibility of solving various prob‐
lems in mathematics, physics, continuum mechanics, etc.

(a) (b) (c) (d)

Figure 2. Mesh topologies of the mass spring model [15].
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FEM is mainly used for application of elastic solid or shell modeling for mechanical engineer‐
ing purposes, where linear elasticity and small deformations appears. Therefore, it is not so 
well adapted for fabrics, which is very deformable object. Early attempts to fabric modeling 
by using FEM showed high computation times [3, 20]. However, it was discovered that by 
using appropriate simplification and efficient algorithms the FEM is also usable in interactive 
graphics applications on the field of textile engineering [3]. The research studies regarding the 
finite element analysis applied to fabrics are well described in source [21].

For solving problems with FEM, it could use different computer programs such as ANSYS, 
ABAQUS.

Solving of the mechanical problems with finite element method proceeds in several steps [22]:

• discretization of the continuum,

• element equation,

• integration,

• boundary conditions,

• numerical analysis,

• interpretation of results.

For the analysis of problems using the finite element method, it is first necessary to create the so‐
called geometric model of the real problem. This step is followed by the discretization of a prob‐
lem on one‐, two‐ or three‐dimensional elements, depending of the structure [22]. When building 
the finite elements mesh, we have to assure that the mesh fits the structure of the geometric body. 
The elements should be selected in a way that their shape suites the form of the body. Depending 
on their form, the elements are divided in liner, shell and volume elements, beam elements, 
membrane elements, spring, and damper elements and infinite  elements, Figure 3.

Each finite element has a certain number of nodes, which determine the geometry and  position 
of each individual element, Figure 4. The elements are interconnected via nodes and form a 
finite element mesh.

If we observe the displacement u in the element, we can see that, taking into account a 
 generally designed and loaded model, it changes depending on the coordinates. This scenario 
is unknown in advance and is given in the form [24]:

    {  u }    =   {    
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For any chosen finite element, Eq. (1) can be written in the matrix form [24]:

    {  u }   = [ a ]  {  c }     (2)

where {u} is the displacement vector in the element, [a] the matrix, {c} is the vector of constants.

The basic equation of the finite element specifies a link between the node forces, respectively, 
the vector of external loads {F} and nodal displacements {U} and is given as follows [24]:
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    {  F }   = [ K ]  {  U }   +  {    F   T  }     (3)

where [K] is the stiffness matrix of the finite element, which depends on the shape func‐
tions of the used elements and on rheological parameters (Young’s modulus, shear modulus, 
Poisson’s number), and {FT} is the load vector, which takes into account the temperature of 
the load.

If the temperature by observing the construction load is neglected, the basic equation for the 
finite element is given as [24]:

    {  F }   = [ K ]  {  U }     (4)

The finite elements of a certain space occupy their local coordinate system, and therefore they 
must be transformed into a so‐called common global coordinate system. This transformation 

Volume element

Shell element Membrane
element

In�inite elementBeam element Stiff element

Linear elementSpring and 
damper element

Figure 3. Types of finite elements [23].

y

u

v

i k
Finite element

Nodes

x

j

Figure 4. General description of the element.

Textile Forms’ Computer Simulation Techniques
http://dx.doi.org/10.5772/67738

73



FEM is mainly used for application of elastic solid or shell modeling for mechanical engineer‐
ing purposes, where linear elasticity and small deformations appears. Therefore, it is not so 
well adapted for fabrics, which is very deformable object. Early attempts to fabric modeling 
by using FEM showed high computation times [3, 20]. However, it was discovered that by 
using appropriate simplification and efficient algorithms the FEM is also usable in interactive 
graphics applications on the field of textile engineering [3]. The research studies regarding the 
finite element analysis applied to fabrics are well described in source [21].

For solving problems with FEM, it could use different computer programs such as ANSYS, 
ABAQUS.

Solving of the mechanical problems with finite element method proceeds in several steps [22]:

• discretization of the continuum,

• element equation,

• integration,

• boundary conditions,

• numerical analysis,

• interpretation of results.

For the analysis of problems using the finite element method, it is first necessary to create the so‐
called geometric model of the real problem. This step is followed by the discretization of a prob‐
lem on one‐, two‐ or three‐dimensional elements, depending of the structure [22]. When building 
the finite elements mesh, we have to assure that the mesh fits the structure of the geometric body. 
The elements should be selected in a way that their shape suites the form of the body. Depending 
on their form, the elements are divided in liner, shell and volume elements, beam elements, 
membrane elements, spring, and damper elements and infinite  elements, Figure 3.

Each finite element has a certain number of nodes, which determine the geometry and  position 
of each individual element, Figure 4. The elements are interconnected via nodes and form a 
finite element mesh.

If we observe the displacement u in the element, we can see that, taking into account a 
 generally designed and loaded model, it changes depending on the coordinates. This scenario 
is unknown in advance and is given in the form [24]:

    {  u }    =   {    
u

  v  
w

  }    =   
⎧

 
⎪

 ⎨ 
⎪

 

⎩
    
f(x, y, z )

  g(x, y, z )  
h(x, y, z )

  
⎫

 
⎪

 ⎬ 
⎪

 

⎭
     (1)

For any chosen finite element, Eq. (1) can be written in the matrix form [24]:
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where {u} is the displacement vector in the element, [a] the matrix, {c} is the vector of constants.

The basic equation of the finite element specifies a link between the node forces, respectively, 
the vector of external loads {F} and nodal displacements {U} and is given as follows [24]:

Computer Simulation72

    {  F }   = [ K ]  {  U }   +  {    F   T  }     (3)

where [K] is the stiffness matrix of the finite element, which depends on the shape func‐
tions of the used elements and on rheological parameters (Young’s modulus, shear modulus, 
Poisson’s number), and {FT} is the load vector, which takes into account the temperature of 
the load.

If the temperature by observing the construction load is neglected, the basic equation for the 
finite element is given as [24]:

    {  F }   = [ K ]  {  U }     (4)

The finite elements of a certain space occupy their local coordinate system, and therefore they 
must be transformed into a so‐called common global coordinate system. This transformation 

Volume element

Shell element Membrane
element

In�inite elementBeam element Stiff element

Linear elementSpring and 
damper element

Figure 3. Types of finite elements [23].

y

u

v

i k
Finite element

Nodes

x

j

Figure 4. General description of the element.

Textile Forms’ Computer Simulation Techniques
http://dx.doi.org/10.5772/67738

73



of the equations of individual elements from the local coordinate system (x, y, z) in the global 
system (X, Y, Z) is effected by transformation matrices. The equation, which defines the rule 
of the transformation of the equation of a finite element from the local to the global coordinate 
system, is given in the following form [24]:

    {    ̄  F  }   = [   ̄  K  ]  {    ̄  U  }     (5)

where    {    ̄  F  }     is the nodal forces given in the global coordinate system,    {    ̄  U  }     is the nodal displace‐
ments given in the global coordinate system.

The system, which is discretized into finite elements, has e elements and n nodes, Figure 5. 
The equation of the system is obtained by aggregating all the equation of the expression 
Eq. (5) for all the elements e in the total equation, symbolically given as [24]:

  F = K ⋅ U  (6)

Aggregation takes place in a way to combine all the elements of the matrices belonging to the 
common node.

Vectors of nodal forces F and nodal displacements U are further written in the following 
form [24]:
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where the submatrices    {      ̄  F   
i
   }     and    {      ̄  U   

i
   }     have such number of components as the degrees of 

freedom of a certain node.

K is the stiffness matrix consisting of n × n submatrices    [     ̄  K   
rs
   ]     and is determined based on the 

stiffness matrix of individual elements, when they are divided into submatrices that belong to 

Figure 5. Discretization of the geometrical model.
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each node. Thus, for example, the structural equation for a linear element, which always has 
two nodes, is given in the form [24]:

    
{

    
  {     ̄  F   i   }   

  
  {     ̄  F   j   }   

  
}

    =   
[
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  [     ̄  K   ij   ]   

  
  [     ̄  K   jj   ]   

   
]

     {   
   ̄  U   i       ̄  U   j  

   }     (8)

Each structure must be stable supported. Therefore, a part of the nodal displacements and 
 rotations is known. They represent boundary conditions. In the finite‐element method, the 
forces, which act on a structure, are always given in the global coordinate system and are 
 introduced into the equation of the structure through the elements’ nodes [24]. Numerical 
analysis represents the way of solving of equilibrium equations, or so‐called structure equation 
[25]. Numerical analysis becomes very complex when it comes to solving nonlinear problems, 
because in solving equilibrium equations we have to take into account also the change in the 
geometry of the body in order to obtain the correct solution. Nonlinear models can only contain 
a few or an extremely large number of variables. Thus, instead of one solution, which is obtained 
from the linear problems, nonlinear problems are solved iteratively, since during  computing the 
stiffness matrix and the shape of the deformation of the body are changing. The most frequently 
used iterative method for finding the roots in multidimensional spaces is a Newton‐Raphson 
method. The convergence of this method is very effective for well‐selected initial values.

2.3. Hybrid models

Hybrid models combine geometrically based and physically based techniques. In this method, 
the rough shape of the textile form is computed based on the geometrical model and physi‐
cally based methods are then employed to refine the final shape of the textile form, which is 
computationally efficient [1].

The work by Rudomin [26] proposes to shorten the computation time needed in traditional 
physical techniques by using the geometrical approximation as a starting condition. Kunii and 
Gotoda [27] proposed a hybrid method for simulation of the fabric wrinkling. The fabric physi‐
cal model in this method consists of spring connecting points, metric energy, and curvature 
energy. During the fabric simulation, the shape of the fabric was obtained by using a gradient 
descent method to find the energy minima. After that, singularity theory was used to charac‐
terize the resulting wrinkles. In the next approach proposed by Taillefer [2, 28], the hanging 
fabric's folds between two hanging points were characterized horizontal and vertical. The hori‐
zontal folds were modeled by using catenaries, whilst vertical fold were modeled by using the 
relaxation process, similar as suggested in the work by Wail [4]. In addition, also other hybrid 
models for simulation of fabric folds were proposed in works described in Ref. [2].

3. Textile forms’ computer simulation

3.1. Case study 1: computer simulation of fabric and fused panel drape by using FEM

A number of modeling and simulation techniques have been used for representation of  textile 
woven and knitted fabrics. Each of them has certain advantages, but also restrictions and 
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each node. Thus, for example, the structural equation for a linear element, which always has 
two nodes, is given in the form [24]:

    
{

    
  {     ̄  F   i   }   

  
  {     ̄  F   j   }   

  
}

    =   
[

    
  [     ̄  K   ii   ]   

  
  [     ̄  K   ji   ]   

  
  [     ̄  K   ij   ]   

  
  [     ̄  K   jj   ]   

   
]

     {   
   ̄  U   i       ̄  U   j  

   }     (8)

Each structure must be stable supported. Therefore, a part of the nodal displacements and 
 rotations is known. They represent boundary conditions. In the finite‐element method, the 
forces, which act on a structure, are always given in the global coordinate system and are 
 introduced into the equation of the structure through the elements’ nodes [24]. Numerical 
analysis represents the way of solving of equilibrium equations, or so‐called structure equation 
[25]. Numerical analysis becomes very complex when it comes to solving nonlinear problems, 
because in solving equilibrium equations we have to take into account also the change in the 
geometry of the body in order to obtain the correct solution. Nonlinear models can only contain 
a few or an extremely large number of variables. Thus, instead of one solution, which is obtained 
from the linear problems, nonlinear problems are solved iteratively, since during  computing the 
stiffness matrix and the shape of the deformation of the body are changing. The most frequently 
used iterative method for finding the roots in multidimensional spaces is a Newton‐Raphson 
method. The convergence of this method is very effective for well‐selected initial values.

2.3. Hybrid models

Hybrid models combine geometrically based and physically based techniques. In this method, 
the rough shape of the textile form is computed based on the geometrical model and physi‐
cally based methods are then employed to refine the final shape of the textile form, which is 
computationally efficient [1].

The work by Rudomin [26] proposes to shorten the computation time needed in traditional 
physical techniques by using the geometrical approximation as a starting condition. Kunii and 
Gotoda [27] proposed a hybrid method for simulation of the fabric wrinkling. The fabric physi‐
cal model in this method consists of spring connecting points, metric energy, and curvature 
energy. During the fabric simulation, the shape of the fabric was obtained by using a gradient 
descent method to find the energy minima. After that, singularity theory was used to charac‐
terize the resulting wrinkles. In the next approach proposed by Taillefer [2, 28], the hanging 
fabric's folds between two hanging points were characterized horizontal and vertical. The hori‐
zontal folds were modeled by using catenaries, whilst vertical fold were modeled by using the 
relaxation process, similar as suggested in the work by Wail [4]. In addition, also other hybrid 
models for simulation of fabric folds were proposed in works described in Ref. [2].
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limitations. Although finite element method is mainly applicable in mechanical, civil, and 
electrical engineering, it has been successfully used also in textile engineering for modeling of 
textile fabrics and complex multilayered textile forms.

3.1.1. Modeling of fabric and fused panel

Finite element method was used for modeling and simulating of a fabric and fused panel 
drape [29]. When modeling textile fabrics, we proceeded from the assumption that the 
fabric is a continuum with homogeneous orthotropic properties. Its structure is defined 
by the following rheological parameters: the modulus of elasticity in the warp and weft 
direction, the shear modulus in the warp and weft direction and the Poisson's number. 
The model of a fused panel is based on theoretical principles of laminate materials [30]. 
The fused panel is treated as a two‐layer laminate; one lamina was the fabric and the other 
lamina was the fusible interlining. Fabrics and adhesive interlinings are characterized by 
local inhomogeneities and anisotropic properties. Therefore, we set up the assumption 
that interlining is a continuum with average homogeneous and orthotropic properties. 
Its structural features are described with the same rheological parameters as in the case 
of fabric.

Simulations of the fabric and fused panels drapes were carried out according to a measuring 
process using KES methodology for fabric and fused panel. The joint, which connects the 
fabric and the adhesive interlining, is formed by using the thermoplastic material, and thus 
forming a matrix of connections of the fused panel. The resulting joint typically is not uniform 
over the entire surface due to the thermoplastic layer in the form of points [31]. However, we 
have assumed that the joint was uniformly distributed across the entire surface of the model 
of the fused panel.

3.1.2. Geometrical model for simulation and numerical analysis of fabric and fused panel drape

The geometric model for numerical analysis related to draping of a fabrics and laminate was 
designed in the shape and size of the testing specimen using the measuring device Cusik 
Drape Tester. The test specimen with a diameter of 300 mm is centrally placed on a horizon‐
tal table/pedestal having a diameter of 180 mm. Thus, 60 mm of a specimen falls freely over 
the edge of a horizontal base due to its own weight. As a result, the folds in textile specimen 
are formed.

The geometric model is discretized with 240 finite elements. For this purpose, we have used 
thin 3D shell elements, type S9R5 [23], Figure 6. The part of the sample, which falls freely over 
the edge of the pedestal, is described by 120 shell elements. The remaining 120 shell  elements 
describe the specimen positioned on the base. The pedestal for testing of the specimen is 
also modeled at the very edge of the base (for modeling the tangential rotational degree of 
 freedom), Figure 6.

The specimen model was observed under the load of its own weight. Newton‐Raphson's 
 iterative method was used for solving the equations of a designed model.
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3.1.3. Results and discussion of modeling and numerical simulations of fabric and fused panel drapes

Figure 7 represents the model for performing simulations of fabric and fused panel draping. 
The following parameters were analyzed: maximum and minimum amplitude of folds, maxi‐
mum and minimum deflection, and the depth and number of folds.

The results of draping tests using a measuring device Cusik Drape Tester (five tests) and 
numerical simulations of a fabric (F‐1), are shown in Figure 8. The results of draping tests for 
two fused panels consisting of the same fabric and two different fusible interlinings (F‐1_L1 
and F‐1_L2) are shown in Figures 9 and 10.

The numerical analysis of draping of fabrics and fused panels was aimed at studying the 
impact of material properties of woven fabric and fused panel, as components of garments 
clothing, on their real behavior. Related approaches for modeling of material properties have 
been used in order to assure the comparability of all analyses. Here, the specimens were 
exposed to the gravitational force, which caused relatively large displacements.

Numerical computation of a problem related to draping of fabrics and fused panels was  carried 
out using static analysis. Static analysis is more favorable than dynamic analysis in terms of com‐
putation time, while there were no significant differences between the obtained draping results.

The results of the experimentally obtained forms of draping of woven fabrics show the 
 similarity when comparing with the draping results using numerical simulation with 
ABAQUS software, Figure 8. The figures indicate that the form of the draped fabric in 
 experimental  testing is never exactly the same (five tests). Therefore, it is also unrealistic to 
expect that the form of computer‐simulated draped fabrics would be identical as in the real 
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Figure 6. Discretized model for testing the draping of a fabric and fused panel.
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experiment. The form of a simulated fabric is symmetric due to the fact that the fabric is 
observed as an orthotropic material, Figure 8a. This cannot be expected by experimentally 
obtained forms of draped fabrics. Asymmetry in folds of tested fabrics is due to locally inho‐
mogeneous structure of woven fabrics. The results of fabric draping show a good correla‐
tion between the experimental and calculated numerical values regarding the maximum and 
minimum deflection of folds, Figure 8.

The results of experimental testing and numerical simulation of draping of fused panels 
(F‐1_L‐1 and F‐1_L‐2) show particularly good match for the number and depth of folds, 
and the maximum amplitude, Figures 9 and 10. Comparison between the experimental and 
numerical results of draping of fused panels showed that the behavior of the simulated fused 
panels was more rigid (smaller number of folds, lower maximum and minimum deflection 
and maximum and minimum amplitudes, greater depth of folds), Figures 9 and 10. From 
detailed analysis, it was stated that the cause of such behavior lies in the approach of modeling 
the joint between the fabric and fused interlining. From the studies of bending it is apparent 
[32], that, if we have n‐laminae, between which there is no connection, their bending stiffness 
is significantly lower than in the case, if we have n‐laminae, fused by joints. The problem can 
be illustrated using a rectangular beam. Deflection of a beam f is inversely proportional to the 
moment of inertia of a cross‐section of the beam. In the case of a rectangular beam, composed 
of n‐laminae, the proportionality can be expressed in the following form:

  f ∞   (    1 _  n   ∞    )     (9)

where n is the number of laminae, α is the joint quality parameter, limited as follows: 1≤ α ≤ 3.

In case α equals 1, the laminae are not joined. If α equals 3, laminae are joined. The values of 
α are closer to 1 in fused panels with pointed deposit of glue. In fusible interlinings having 
a thermoplastic material applied in paste form, α is closer to 3. This was taken into account 
when modeling the joints of fused panels corresponding to the difference, which occurred in 
the observation and comparison of experimental and numerical results.

It can be concluded that draping represents a spatial problem. Therefore, for realistic  modeling 
of draping of fused panels, it is necessary to carry out preliminary modeling of the joints with 
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Max. amplitude / 

mm 
142,28 139,5 1,95 
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Min. amplitude / 

109,04 102,1 6,36 

Figure 9. Results of experimental testing and numerical simulations of a fused panel F‐1_L‐1.
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respect to the function of friction. In our case, the friction depends on the normal force in the 
joint, as well as on relative displacement between the two layers. From experimental studies 
[31], it can be concluded that the rheological model functionally depends on the deform ation 
state.

3.2. Case study 2: computer simulation of functional clothes for wheelchair users

3D scanning and computer simulation techniques were studied for development of individu‐
alized functional garments for wheelchair users from perspective of ergonomic comfort in 

Experimental draping test Draping simulation

Fabric code: F-1_L-2 Measured / calculated 
parameters Different views
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d
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Max. de�lection / mm 52,01

Min . de�lection / mm 26,76
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Number of folds 5
Exper. Simul. Diff. (%)

Number of folds 5,8 6 3,45

Max. de�lection / mm 51,78 Max. de�lection / mm 51,8 48,82 5,75

Min . de�lection / mm 26,76 Min . de�lection / mm 26,74 22,94 14,21

Fold depth /mm 19,50 Fold depth /mm 22,72 24,3 6,95

Max. amplitude / mm 143,7 Max. amplitude / mm 143,66 140,1 2,48

Min. amplitude / mm 124,2 Min. amplitude / mm 120,94 115,8 4,25

Figure 10. Results of experimental testing and numerical simulations of a fused panel F‐1_L‐2.
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respect to the function of friction. In our case, the friction depends on the normal force in the 
joint, as well as on relative displacement between the two layers. From experimental studies 
[31], it can be concluded that the rheological model functionally depends on the deform ation 
state.
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a sitting posture, functional, and aesthetic requirements and needs regarding their health 
protection.

Some recent studies have shown that clothes for disabled users should not only be based on 
various design, fashion and comfort concepts, but should also consider particular  medical 
problems [33–37]. The interviewing conducted in Slovenia among 58 adult respondents 
revealed that paraplegic wheelchair users are faced also with accompanying health  problems 
because of their primary disease [35]. They are mostly faced with incontinence (66.7%), 
 infection and inflammation of the urinary tract (50.0%), frequent colds (33.0%), while some of 
them also have pressure sores (14.6%), skin irritations and inflammations (12.5%). The hand 
pains (50.0%) and leg cramps (41.7%) are common health problems of paraplegics. It is well 
known that they are faced also with limited mobility of hands, atrophy of the leg muscles, 
poor blood circulation, and regulation of body temperature of lower extremities [34, 38, 39]. 
With the respect to the above facts, the paraplegic wheelchair users have difficulties in wear‐
ing regular garments due to their insufficient functionality and protection.

3.2.1. 3D scanning

Producers of 3D human body scanners usually offer software for visualization of the scanned 
(standing) 3D body model and automatic extraction of the anthropometrical dimensions based 
on standard ISO 8559 [43]. However, this software cannot represent scanned sitting body and 
extract anthropometrical body dimensions automatically. The research on a sitting posture's 
3D body model, obtained by scanning with Vitus Smart XXL human body scanner and two 
general‐purpose optical scanners (GOM Atos II 400 and the Artec™ Eva 3D hand scanner), 
showed that more appropriate digitized mesh can be achieved using the general purpose 
optical scanners [34, 40, 41], Figure 11. Digitizing was carried out on a rotation chair. The 
accurate sitting 3D body models were achieved after modeling and reconstruction  procedures 
that are deeply described in a source [34]. In this research, the fully mobile persons were 
involved to avoid unnecessary burdening of paraplegics at this stage of the research.

The experiences gained from this study enabled us to include the immobile persons within the 
research. With respect to the poor body balance due to spine injury and modeling/reconstruc‐
tion procedure of the scanned 3D body models, there was a need to develop a special chair 
for scanning, adjustable to the individuals’ body dimensions, Figure 12(a). Scanning of the 
paraplegic wheelchair users was performed by using the optical hand scanner Artec Eva 3D. 
The 3D body models were achieved after modeling and reconstruction procedures described 
in a source [34]. In addition, a comparative analysis of the scanned 3D bodies’ virtual mea‐
surements and manual measurements was performed for fully mobile and immobile persons 
to find if the poor body balance of the immobile persons affects the accuracy of the 3D body 
models. During manual measurements, using a measuring tape, locations of the body dimen‐
sions, anthropometrical landmarks and standard procedure for the human body measuring 
were taken into account according to the standard ISO 8559 [42]. All dimensions of the limbs 
were measured on the left limbs. The virtual measurements of the scanned 3D body models 
were performed at the same locations as described for the manual measurements using the 
measuring tools of the OptiTex 3D system, Figure 12(c). The statistical analysis of the virtual 
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and manual measurements indicated that the mobility of a person does not affect the accuracy 
of the virtual measurements and sitting posture 3D body models, respectively [36].

3.2.2. Development of functional garments for wheelchair user by using the computer simulation

In this part of the research, study regarding the virtual prototyping of functional garments was 
carried out on a sitting 3D body models by using the Optitex 3D program. Construction of the 
garments’ pattern designs was based on the virtually measured 3D body models’ dimensions.

In the study regarding the pants and blouse pattern designs for a sitting posture a  reconstruction 
procedure of the basic patterns was performed in order to obtain well‐fitted garments, which 
also meet demands of the wheelchair users due to additional health problems (pressure sores, 
obstruction of the blood flow, inflammation of the urinary tract, etc.) and aesthetic  appearance 
[34]. In this research, a comparison between the real garments and virtual  prototypes showed 
that development of functional garments for a sitting posture is extremely suitable when using 
scanned 3D body models and computer simulation techniques. In addition, experiments have 
proven a synergistic effect of the computer simulation techniques during the development 
process of the ergonomic garments and their great potential for use and radical changes in the 
production of custom‐made garments for wheelchair users [36].

(a) GOM ATOS II 400 optical scanner (b) Artec Eva 3D hand scanner

Figure 11. Scanning of fully mobile persons in a sitting posture.

(a) Chair for scanning of IMP
(b) Scanned and reconstructed 3D body model of 

IMP
(c) Virtual measuring of 3D body 

dimensions

Figure 12. Scanning of the IMP by using a scanning chair and optical hand scanner Artec Eva 3D, and virtual measuring 
of the 3D body dimension [36].
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tion procedure of the scanned 3D body models, there was a need to develop a special chair 
for scanning, adjustable to the individuals’ body dimensions, Figure 12(a). Scanning of the 
paraplegic wheelchair users was performed by using the optical hand scanner Artec Eva 3D. 
The 3D body models were achieved after modeling and reconstruction procedures described 
in a source [34]. In addition, a comparative analysis of the scanned 3D bodies’ virtual mea‐
surements and manual measurements was performed for fully mobile and immobile persons 
to find if the poor body balance of the immobile persons affects the accuracy of the 3D body 
models. During manual measurements, using a measuring tape, locations of the body dimen‐
sions, anthropometrical landmarks and standard procedure for the human body measuring 
were taken into account according to the standard ISO 8559 [42]. All dimensions of the limbs 
were measured on the left limbs. The virtual measurements of the scanned 3D body models 
were performed at the same locations as described for the manual measurements using the 
measuring tools of the OptiTex 3D system, Figure 12(c). The statistical analysis of the virtual 
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and manual measurements indicated that the mobility of a person does not affect the accuracy 
of the virtual measurements and sitting posture 3D body models, respectively [36].

3.2.2. Development of functional garments for wheelchair user by using the computer simulation

In this part of the research, study regarding the virtual prototyping of functional garments was 
carried out on a sitting 3D body models by using the Optitex 3D program. Construction of the 
garments’ pattern designs was based on the virtually measured 3D body models’ dimensions.

In the study regarding the pants and blouse pattern designs for a sitting posture a  reconstruction 
procedure of the basic patterns was performed in order to obtain well‐fitted garments, which 
also meet demands of the wheelchair users due to additional health problems (pressure sores, 
obstruction of the blood flow, inflammation of the urinary tract, etc.) and aesthetic  appearance 
[34]. In this research, a comparison between the real garments and virtual  prototypes showed 
that development of functional garments for a sitting posture is extremely suitable when using 
scanned 3D body models and computer simulation techniques. In addition, experiments have 
proven a synergistic effect of the computer simulation techniques during the development 
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The 3D scanning and computer simulation approach was studied for design of functional 
garments for health protection of the wheelchair users [35, 37]. It was based on 58 in‐depth 
interviews conducted with adult wheelchair users at the national level, as described at the 
beginning of this chapter. The study focused on development of functional pants, adapted 
to individuals who suffered from pressure sores, incontinence or sweating in the crotch 
area, between the thighs and under the buttocks. On the other hand, we concentrated on 
 development of special protective garments, such as sitting bag and cape, in terms of human 
protection from external influences, i.e., cold, wind, humidity, which could cause to immobile 
persons problems with the temperature of lower extremities, the chronic urinary infections 
and frequent colds. The chronical moistening of the skin was found to be a major problem 
for potential skin irritations and inflammations or even wounds due to the incontinence or 
sweating. Therefore, by using the antimicrobial and antioxidative textile materials (AATM) 
[43] in specific parts in the pants (crotch area, between the thighs, contacts of the body with a 
wheelchair), the prevention against potential health problems can be achieved.

The development of well‐fitted functional pants on the scanned 3D body model enabled us: 
(a) to simulate person's morphological shape and extract main features of the body shape and 
(b) to simulate and validate pants pattern design with integrated AATM in exact parts of the 
pants on the 3D human body, Figure 13(a). The pants will act as a protection regarding the 
chronically skin moistening. In addition, the functional pants pattern design was developed 
for a wheelchair user with a pressure sore on the hips. The AATM was integrated in the exact 
part of the pants with help of 3D scanning of this person due to exact location of the wound 
and virtual simulation and validation of the pants pattern design on this 3D body model, 
Figure 13(b). The pants will act in a curative manner regarding the pressure sore on hips. 
This study showed new steps toward the efficient approach to responsible development of 
functional garments not only for wheelchair users, but also for elderly and persons who are 
forced to a sitting posture during the day, and could not find appropriate clothes in regular 
stores. In addition, 3D scanning of the immobile persons with incontinence pads, diapers, or 
briefs is also challenging for development of well‐fitting pants pattern designs for individuals 
by using the 3D virtual prototyping.

The garment's protective function can be achieved with the body heat balance in order to 
ensure the thermal comfort and physiological sense of safety. This can be obtained by appro‐
priate textile materials properties, clothing design, and the design of the complete clothing 
system and its components. Virtual prototyping approach was used to develop the sitting 
bag and the cape pattern designs [35]. The development of the sitting bag was performed on 
scanned 3D body models of the wheelchair users, whilst for the cape on the scanned 3D body 
model with a wheelchair. The garments fitting was carried out due to measured mechanical 
properties of the used fabrics, which enabled us to develop correct form of the pattern pieces. 
The sitting bag was designed according to the trends of newer forms of the wheelchairs, 
which have narrower leg supports. Requests of interviewees related to the length of the 
 sitting bag were also considered. Therefore, it covers only the lower extremities. The respon‐
dents’ request that the cape should cover the backrest and wheels of a wheelchair has been 
also taken into account in the cape’s design. The developed virtual prototypes of the special 
 protective clothing are shown in Figure 14. In this figure, we can see that for development of 
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the cape it was used the complex 3D model. The deformation of the cape occurred in location 
of the wheelchair handles and error in the fabric’s collision with a sharp part of the 3D object, 
Figure 14(a). We could not avoid it even at higher simulation resolutions. During simulations 
of the sitting bag, using the gravity of 0 ms−2 enabled us to develop a pattern design of suchlike 
dimensions that fits different body shapes, Figure 14(b).

The study presented in this part of the chapter showed high usability, efficiency and benefits 
of 3D scanning, and virtual simulation techniques in the development process of  custom‐
made functional garments and ready‐made protective garments for wheelchair users. On 
the other hand, we are still facing with robustness at positioning of the 2D pattern pieces 
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around the sitting 3D body model due to limited possibilities of pattern pieces folding, which 
 indicates the potential future challenge in the development of commercial 3D CAD programs 
for garments simulation on sitting body postures.

3.3. Case study 3: computer simulation of protective clothes for sport aircraft pilots

Since the protective equipment is necessary for different areas of human activity, it is  essential 
to take an individual approach to the design of all protective elements (clothes, gloves, shoes, 
helmets, etc.). During the construction and design the protection and functionality of the 
 protective clothes is of the utmost importance, where the designer and constructor have to 
have the necessary knowledge about the clothing elements, the usual body movements and 
additional elements of protection [44].

This study focuses on development of the special protective garment for sport aircraft pilots, 
or so‐called anti‐g suit. This is a special form of a flight suit, worn by sport aircraft pilots, 
who are exposed to high levels of acceleration forces. The pilot sits in a cramped airplane 
cabin in exact position. Therefore, we suppose that the suit should be developed according 
to body dimensions in this position. Namely, it is well‐known that wearing comfort differs 
for variety of body shapes and dynamic body postures due to changes in body dimensions 
[45–48].

The present study is still at an early stage, therefore the importance of 3D body  scanning 
and virtual simulation is shown through the development process of the suit pattern 
design. 3D body scanning was carried out using three scanning postures (SP), i.e.,  standard 
 standing posture (SP1_StP), sitting posture (SP2_SiP) and driving‐sitting posture (SP3_DSiP), 
Figure 15, by using the 3D human body scanner Vitus Smart XXL at the Textile Technology 
Faculty, University of Zagreb, Croatia. During scanning, especially for the SP3_DSiP, we 
were restricted by the volume of the scanning area (1 × 1 m). Therefore, we were not able to 
scan a person in every proper sitting posture. In addition, the scanned 3D mesh was highly 
deformed, particularly in areas of crotch, thighs, and calves. Therefore, the  modeling 
and reconstruction of 3D body models was difficult and lengthy process. Based on the 
 experience gained from the study, presented in Chapter 3.2, we can assume that it would 
be better to use in this research a general‐purpose optical scanner, such as hand scanner 
Artec ™ Eva 3D.

In this study, 24 body dimensions were virtually measured according to the standard ISO 
8559 [42] and three additional body dimensions that standard ISO 8559 does not specify 
(transverse hips girth in a sitting posture, front and back overall length in a standing/sitting 
posture) by using the software ScanWorks.

The cross sections of 3D body models at three measurement positions of body dimensions, 
i.e., chest girth, waist girth, and hips girth (sitting postures—transversal hips girth), are 
 presented in Figure 16, as well as belonging dimensions in standard and dynamic body pos‐
tures. In this figure, it can be seen that different cross sections and body dimensions were 
achieved for different body postures. The main reason for this are activated muscle groups 
in different body postures that should be considered when constructing the garment pattern 
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design. The greatest chest, waist, and hips girths were obtained in a body posture SP3_DsiP. 
The greatest difference in hips girth was achieved between the standing and sitting body 
model in a driving posture, which was also expected. Therefore, construction of the basic suit 
pattern design was based on measured dimensions for a posture SP3_DsiP.

The virtual simulations of the suit for all body postures are shown in Figure 17. In this figure, 
a poor suit fit to the standing 3D body model can be seen, especially on the back and in the 
pants length. This result is understandable in terms of used body dimensions, measured in a 
sitting posture SP3_DSiP. For this posture, the greatest tension (red) was achieved in the area 
of armhole seams and over shoulders, which specifies that measure over shoulder should be 
increased. Even higher tension over shoulders can be seen on both sitting postures SP2_SiP 
and SP3_DSiP, which confirms the above indication. A more appropriate suit fit to the sitting 
3D body model can be seen in a driving posture SP3_DSiP, with the exception of shoulders 
and hips positions, where the fit must be improved in continuation of the research. In our 
case, we need to construct the special protective suit, which requires very little freedom of 
movement.

Based on the above, we will, using the virtual prototyping, confirm the final pattern design of 
a suit, which will be upgraded with suitable elements into an anti‐g suit.

SP1_StP SP2_SiP SP3_DSiP

Figure 15. Scanned 3D body models in three different postures.

Chest girth (cm): 99.2 / 99.0 / 101.8 Waist girth (cm): 80.0 / 81.6 / 85.6 Hips girth (cm): 100.2 / 109.8 / 119.1

Figure 16. The cross‐sections of the 3D body models and body dimensions.
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4. Conclusions and future challenges

Engineering approaches to textile forms’ design for particular purposes, presented in this 
chapter, show benefits and limitations of 3D body scanning and computer simulation tech‐
niques and outline the future challenges.

The study regarding the fabric and laminate drape by using the FEM in Section 3.1 showed 
that draping represents a spatial problem. Therefore, for realistic modeling of draping of 
fused panels, it is necessary to carry out preliminary modeling of the joints with respect to the 
function of friction. In our case, friction depends on the normal force in the joint, as well as on 
relative displacement between the two layers. From experimental studies, it can be concluded 
that the rheological model functionally depends on the deformation state.

The case study in Section 3.2 indicated that 3D scanning and virtual simulation techniques 
are extremely accurate and appropriate in the development process of custom‐made func‐
tional garments and ready‐made protective clothing. However, there are still limitations in 
garments virtual simulations on the sitting 3D body models when using the commercial 3D 
CAD programs. A robust positioning of the 2D pattern pieces around the sitting 3D body 
model due to limited possibilities of pattern pieces folding and fabric’s collision with a sharp 
parts of 3D objects, as in a case of a wheelchair's handle, is one of weaknesses. Therefore, 
future challenges in computer simulation techniques are certainly done in the development 

(a) SP1_StP

(b) SP2_SiP

(c) SP3_DSiP

Figure 17. Virtual prototyping of the overall on 3D body model in different postures.
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of commercial 3D CAD software for simulation of garments on a wide variety of nonstandard 
postures of 3D body models or 3D objects. One of the future challenges would certainly be to 
build a parametric sitting 3D body model, which would allow the development of garment 
patterns designs for a sitting population.

The present part of a case study in Section 3.3 showed that we are on the right way to develop 
the anti‐g suit. We found out that in continuation of the study that there should be a general‐
purpose optical hand scanner, to digitize a person in proper sitting posture, which would 
enable the modeling of the accurate sitting 3D body model and the development of pattern 
design of this special protective clothing.
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Abstract

Bioprocess optimization is important in order to make the bioproduction process more
efficient and economic. The conventional optimization methods are costly and less
efficient. On the other hand, modeling and computer simulation can reveal the mecha-
nisms behind the phenomenon to some extent, to assist the deep analysis and efficient
optimization of bioprocesses. In this chapter, modeling and computer simulation of
microbial growth and metabolism kinetics, bioreactor dynamics, bioreactor feedback
control will be made to show the application methods and the usefulness of modeling
and computer simulation methods in optimization of the bioprocess technology.

Keywords: modeling, simulation, bioprocess, fermentation, bioreactor, control

1. Introduction

Bioindustry is important in utilization of reproducible resources, developments of environ-
mental friendly production processes, and sustainable economy. In order to make the bio-
processes more efficient and economic, bioprocess optimization and automatic control are
needed. The conventional optimization methods cost much labor, time, and money; on the
other hand, modeling and computer simulation method can reveal the mechanisms behind the
phenomenon to some extent, to assist the deep analysis and optimization of bioprocesses. The
modeling and computer simulation method is much efficient and economic, and widely used
in research and modern bioindustries.

Bioprocess efficiency depends on the cell capability, bioreactor performances, and the optimal
control of the cultivation conditions. The metabolic network inside the cells involves thou-
sands of enzymes, and the enzyme expression and activities are dynamically affected by the
cultivation conditions. As a result, the cultivation condition affects the cell growth, metabolism,

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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and product production in a sophisticated and nonlinear way. Control and maintain relatively
optimal cultivation conditions through proper operation and control of the bioreactor are
needed to improve the production efficiency of the bioprocess.

Bioprocess mathematical modeling involves the modeling of the dynamic changes of the
metabolic rates and their distribution inside the cells with the changes of time and cultivation
conditions, the modeling of the dynamic changes of the reaction rates and mass transfer rates
as well as the cultivation conditions inside the bioreactor, and the modeling of the dynamics of
the bioreactor control system etc., based on which optimizations of the bioreactor operation
and control strategies can be made and the results can be predicted and evaluated by computer
simulation. In this chapter, examples of modeling and computer simulation of microbial
growth and metabolism kinetics, bioreactor dynamics, and the feedback control of the biore-
actor are given to show the application methods and the usefulness of modeling and computer
simulation methods in bioprocess technology.

2. Modeling of microbial cell growth and metabolism

2.1. Modeling of microbial cell growth

Cell growth is one of the most important variables to be investigated in bioprocess. The cell
growth is usually described by the specific growth rate, μ, and the time course of cell concen-
tration, X. The specific growth rate is defined by the increase in grams of cells (g) per gram dry
cells (g) per hour (h), and can be modeled by Eq. (1)

μ ¼ 1
X
� dX
dt

ð1Þ

The specific growth rate is related with many process variables, like temperature (T), pH,
dissolved oxygen (DO) concentration (CL), substrate concentration (S), product concentration
(P), X, and time (t). expressed by

μ ¼ f T, pH,DO, S, P, X, t,…ð Þ ð2Þ

In real applications, only the key process variable(s) are included in Eq. (2) for simplification.
Monod equation [1] using the substrate concentration as the single independent variable is
shown by Eq. (3), as T, pH, and in many cases CL are controlled constant and can be neglected
from the equation.

μ ¼ μm � S
km þ S

ð3Þ

where μm, is the maximum specific growth rate and km, is the substrate affinity coefficient.

The typical cell growth curve is of “S” type, which has a lag growth phase and cannot be
properly modeled by Monod equation as discussed later. At the initial cultivation stage, the
cells need some time to adapt to the new environmental conditions for induction of some new

Computer Simulation96

enzymes needed for cell metabolism, etc., and the specific growth rate is zero or at a low value
resulting in the lag growth phase. One way to model the lag growth phase is to separate the
newly inoculated cells as active cells, X, and inactive cells, Y, and the time for Y to turn into X
conforms to Pearson distribution expressed by Eqs. (4)–(7) [2].

dX
dt

¼ μ tð Þ � X ð4Þ

μ tð Þ ¼ μm � X
Xþ Y

ð5Þ

Y ¼ X0 � X ð6Þ

x tð Þ ¼
ðt
�a1

c 1þ t
a1

� �m1

1� t
a2

� �m2

exp μt
� �

dt ð7Þ

where a1, a2, m1, and m2 are the constants of the Pearson distribution. The other methods used to
predict the lag growth phase simply defined the lag time in terms of cell growth, tL [2, 3]. One
way to deal with the lag growth phase is to relate it with the changes of μ defined by Eq. (8) [3].

μðS, tÞ ¼ μm � S
km þ S

� ð1� e�t=tL Þ ð8Þ

After the lag growth phase, the specific growth rate increases gradually and the cells go into
the exponential growth phase, which is expressed by Eqs. (9) and (10)

dX
dt

¼ μ � X ð9Þ

X ¼ X0 � eμ�t ð10Þ

where X0 is the initial cell concentration. After the exponential growth phase, the specific
growth rate decreases gradually to zero, because of nutrients limitation, accumulation of
intracellular toxic intermediates, accumulation of inhibitors in the culture broth, etc., and the
net cell growth tends to cease to enter into the stationary growth phase. In order to model the
decreased cell growth rate and the stationary growth phase, the Logistic growth model was
developed [4], in which μ decreases with the increase of cell concentration, X, and μ reaches
zero when x reaches its maximum value, Xm, shown by Eq. (11)

dX
dt

¼ μm � 1� X
Xm

� �
� X ð11Þ

From above analysis, it can be seen that the specific growth rate will start from zero or a low
value in the lag growth phase, increases gradually and reaches the maximum value in the
exponential growth phase, and then decreases gradually in the declined growth phase, which
makes the time course of the specific growth rate the “bell” type curve and the time course of
cell concentration the typical “S” type curve (Figure 1), which cannot be well fitted by the
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models discussed above. In order to simulate the “bell” type specific growth rate curve and the
“S” type cell growth curve more accurately, the following model is developed shown by
Eqs. (12) and (13) [5]

μðtÞ ¼ μm � 1
1þ e�kinðt�tinÞ �

1
1þ ekdeðt�tdeÞ ð12Þ

dX
dt

¼ μðtÞ � X ð13Þ

Figure 1. Graphically illustration of model parameters [5]. I is the lag growth phase; II is the increased growth phase; III is
the exponential growth phase; IV is the decreased growth phase; V is the stationary growth phase. kin is the maximum
increasing rate of μ; kde is the maximum decreasing rate of μ; tin is the time point when dμ/dt equals kin; tin is the time point
when dμ/dt equals kde; and tL is the lag time.
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where kin is the maximum increasing rate of μ; kde is the maximum decreasing rate of μ; tin is
the time point when the increasing rate of μ equals kin; tde is the time point when the decreasing
rate of μ equals kde. All the parameters used in the model can be obtained graphically (Figure 1).
One example of this model application is shown in Figure 2. In order to make wider applica-
tion of above model, Eq. (12) can be combined with Monod model to develop Eqs. (12) and (13)
into Eqs. (14) and (15)

Figure 2. Simulation of cell growth of Trichoderma reesei [5].
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when dμ/dt equals kde; and tL is the lag time.
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where kin is the maximum increasing rate of μ; kde is the maximum decreasing rate of μ; tin is
the time point when the increasing rate of μ equals kin; tde is the time point when the decreasing
rate of μ equals kde. All the parameters used in the model can be obtained graphically (Figure 1).
One example of this model application is shown in Figure 2. In order to make wider applica-
tion of above model, Eq. (12) can be combined with Monod model to develop Eqs. (12) and (13)
into Eqs. (14) and (15)

Figure 2. Simulation of cell growth of Trichoderma reesei [5].
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μðS, tÞ ¼ μm � S
km þ S

� 1
1þ e�kinðt�tinÞ �

1
1þ ekdeðt�tdeÞ ð14Þ

dX
dt

¼ μðS, tÞ � X ð15Þ

Even if Monod model has some limitations, it is still the widely used growth model in real
applications for the major reasons of simplification and the single independent variable of
substrate concentration, which is the key process variable to be investigated in many fermen-
tation processes. In cases of high density fermentation, or substrate or product inhibition,
modifications of Monod model are needed. Contois model shown by Eq. (16) is an example
for high density fermentation, in which modeling the cell concentration is included in the
denominator of the specific growth rate equation to show the limitation effect of high cell
concentration on the growth, to make the specific growth rate to be reciprocal to the cell
concentration (μ ∝ X�1) at very low substrate concentration.

μ ¼ μm � S
km � Xþ S

ð16Þ

In some cases, the substrates which have inhibitory effect on cell growth, like ethanol or
acetate, etc., are used. One example of the growth model under noncompetitive substrate
inhibition with KI >> Km is shown by Eq. (17)

μ ¼ μm � S
Km þ Sþ S2

KI

ð17Þ

One example for modeling product inhibition, like ethanol or lactic acid fermentation, is
shown by Eq. (18)

μ ¼ μm � S
kS þ Sð Þ � 1� P

Pm

� �n

ð18Þ

In case of dual substrates, the growth model in form of the sum or product of two Monod type
terms is often used for the substitutable and nonsubstitutable substrates, respectively. For
example, glucose and glycerol are substitutable substrates which can be modeled by Eq. (19),
while glucose and oxygen are nonsubstitutable substrates which can be modeled by Eq. (20).

μ ¼ μm � α1 � S1
Km1 þ S1

þ α2 � S2
Km2 þ S2

� �
ð19Þ

μ ¼ μm � S1
Km1 þ S1

� S2
Km2 þ S2

ð20Þ

Above growth models are relatively simple, which are unstructured and unsegregated models,
and are useful for practical applications. Structured and segregated growth models, which
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involve the intracellular structure or the nonhomogeneity of the cells, respectively, are gener-
ally sophisticated and contain uneasily measurable model parameters, and are usually used
for theoretical purposes.

2.2. Modeling of microbial substrate uptake and product production

In many cases, the ratio of cell mass produced per substrate utilized is a constant and defined
as the cell yield from the substrate, YX/S, shown by Eq. (21)

YX=S ¼ �ΔX
ΔS

ð21Þ

The minus sign in Eq. (21) is to ensure YX/S to be positive as ΔS is negative. From Eq. (21), it can
be seen that substrate consumption is proportional to the cell growth, so that substrate con-
sumption can be simply modeled by Eq. (22)

� dS
dt

¼ 1
YX=S

� dX
dt

¼ μX
YX=S

ð22Þ

Further, the total substrate consumed can be considered of two parts, with one part for real cell
growth and the other part for life maintenance to develop Eq. (22) into Eq. (23)

� dS
dt

¼ 1
YX=S

� dX
dt

¼ μX
YX=S

¼ μ
YG

þms
� �

� X ð23Þ

where YG is the maximum cell yield when μ tends to μm; ms the maintenance coefficient. From
Eq. (23), Eq. (24) can be obtained showing the positive relationships between the specific
growth rate, μ, and the cell yield, YX/S.

1
YX=S

¼ ms
μ

þ 1
YG

ð24Þ

From Eq. (24), it can be seen that in order to increase the cell yield, YX/S, a high value of μ
should be maintained.

The specific substrate consumption rate is defined by the consumption in grams of substrate
(g) per gram dry cells (g) per hour (h), and can be modeled by Eq. (25)

qS ¼ 1
X
� �dS
dt

ð25Þ

From Eqs. (23) and (25), Eq. (26) can be obtained

qS ¼ μ
YX=S

¼ μ
YG

þms ð26Þ

Then, Eq. (22) or (23) can be expressed in a simple way by Eq. (27)
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and are useful for practical applications. Structured and segregated growth models, which
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involve the intracellular structure or the nonhomogeneity of the cells, respectively, are gener-
ally sophisticated and contain uneasily measurable model parameters, and are usually used
for theoretical purposes.

2.2. Modeling of microbial substrate uptake and product production

In many cases, the ratio of cell mass produced per substrate utilized is a constant and defined
as the cell yield from the substrate, YX/S, shown by Eq. (21)

YX=S ¼ �ΔX
ΔS

ð21Þ

The minus sign in Eq. (21) is to ensure YX/S to be positive as ΔS is negative. From Eq. (21), it can
be seen that substrate consumption is proportional to the cell growth, so that substrate con-
sumption can be simply modeled by Eq. (22)

� dS
dt

¼ 1
YX=S

� dX
dt

¼ μX
YX=S

ð22Þ

Further, the total substrate consumed can be considered of two parts, with one part for real cell
growth and the other part for life maintenance to develop Eq. (22) into Eq. (23)
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� �
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where YG is the maximum cell yield when μ tends to μm; ms the maintenance coefficient. From
Eq. (23), Eq. (24) can be obtained showing the positive relationships between the specific
growth rate, μ, and the cell yield, YX/S.

1
YX=S

¼ ms
μ

þ 1
YG

ð24Þ

From Eq. (24), it can be seen that in order to increase the cell yield, YX/S, a high value of μ
should be maintained.

The specific substrate consumption rate is defined by the consumption in grams of substrate
(g) per gram dry cells (g) per hour (h), and can be modeled by Eq. (25)

qS ¼ 1
X
� �dS
dt

ð25Þ

From Eqs. (23) and (25), Eq. (26) can be obtained

qS ¼ μ
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¼ μ
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Then, Eq. (22) or (23) can be expressed in a simple way by Eq. (27)
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� dS
dt

¼ qS � X ð27Þ

For the metabolism of facultative anaerobes grown in oxygen limited condition, the cell yield
varies greatly depending on the degree of oxygen limitation. Catabolism of 1 mole of glucose
can produce 36 (or 38) mole ATP under aerobic condition or produce 2 mole ATP under
anaerobic condition. The ATP-based cell yield, YATP, can be regarded a constant of 10 g dry-
cell/mol ATP. So, the cell yield of YX/S under anaerobic condition will only be 1/18 (or 1/19) of
that under aerobic condition. The partition of the carbon source between aerobic pathway and
anaerobic pathway in the catabolism is determined by oxygen supply or degree of oxygen
limitation. Examples of cell growth under oxygen limited condition will be given in Sections
4.2 and 4.3.

In modeling of specific product production rate, Luedeking-Piret equation is most often used
for its simplification and usefulness, which relates the specific product production rate to the
growth related and nongrowth related parts by using α and β terms, respectively, as described
by Eq. (28). The total product production is described by Eq. (29).

qP ¼ α � μþ β ð28Þ

dP
dt

¼ qP � X ð29Þ

3. Modeling of bioreactor with different operation methods

Continuous stirred tank reactor (CSTR) is the most popular type of bioreactor, which can
be operated in batch, fed-batch, and continuous modes. For batch culture, no substrate is
fed into the bioreactor except air for aeration or acid or base for pH control, and no culture
broth is taken out of the bioreactor during the fermentation process. For modeling of a
typical batch culture, the specific rates of cell growth (μ), substrate uptake (qS), and product
production (qP) introduced in Section 2, and the mass balance equations of Eqs. (30)–(32) can
be used.

dX
dt

¼ μ � X ð30Þ

� dS
dt

¼ qS � X ð31Þ

dP
dt

¼ qp � X ð32Þ

For fed-batch culture, substrate is fed into the bioreactor but no culture broth is taken out
during the fermentation process, so that the liquid volume is increasing. For modeling fed-
batch culture, V is variant and the mass balance equations of Eqs. (33)–(36) can be used. The
specific rates of μ, qS, and qP introduced in Section 2 can be used in the modeling.
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d VXð Þ
dt

¼ μVX ð33Þ

� d VSð Þ
dt

¼ FSf � 1
YX=S

μVX ð34Þ

d VPð Þ
dt

¼ qp � VX ð35Þ

dV
dt

¼ F ð36Þ

where F, the substrate feeding rate. Eqs. (33)–(35) can be transformed into Eqs. (37)–(39)

dX
dt

¼ μX� F
V

� �
X ð37Þ

� dS
dt

¼ F
V

� �
Sf � S
� � � 1

YX=S
μX ð38Þ

dP
dt

¼ qpX� F
V

� �
P ð39Þ

In fed-batch culture, F can be continuous, for example, to be constant, linear increase, expo-
nential increase with time, or uncontinuous, for example, operated in a repeated pulse-fed
mode. Fed-batch culture has many advantages over batch culture. It has higher substrate
conversion yield, extends production phase and can eliminate substrate inhibition or Crabtree
effects, etc., and is widely used in industry.

Continuous culture is another kind of bioreactor operation method, with which method
substrate is continuously fed into the bioreactor meanwhile the culture broth is continuously
taken out of the bioreactor at the same rate so that the liquid volume remains unchanged.
Continuous culture has the advantage of high production efficiency but the disadvantages of
low substrate conversion yield, strain deterioration, and easy contamination, and is not often
used in industry. As a result, examples of only batch and fed-batch cultures are investigated in
next section.

4. Modeling and simulation of control of fermentation processes

4.1. Effects of early pulse aeration on ethanol fermentation

4.1.1. Mathematical modeling

Bioethanol is produced by anaerobic fermentation using Saccharomyces cerevisiae, which can
grow anaerobically through fermentative pathway (glycolysis) catabolizing 1 mole of glucose
and producing 2 moles of ethanol and 2 moles of ATP. S. cerevisiae can also grow aerobically
through tricarboxylic acid (TCA) cycle catabolizing 1 mole of glucose producing 6 moles of
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fed into the bioreactor except air for aeration or acid or base for pH control, and no culture
broth is taken out of the bioreactor during the fermentation process. For modeling of a
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production (qP) introduced in Section 2, and the mass balance equations of Eqs. (30)–(32) can
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dt
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For fed-batch culture, substrate is fed into the bioreactor but no culture broth is taken out
during the fermentation process, so that the liquid volume is increasing. For modeling fed-
batch culture, V is variant and the mass balance equations of Eqs. (33)–(36) can be used. The
specific rates of μ, qS, and qP introduced in Section 2 can be used in the modeling.
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In fed-batch culture, F can be continuous, for example, to be constant, linear increase, expo-
nential increase with time, or uncontinuous, for example, operated in a repeated pulse-fed
mode. Fed-batch culture has many advantages over batch culture. It has higher substrate
conversion yield, extends production phase and can eliminate substrate inhibition or Crabtree
effects, etc., and is widely used in industry.

Continuous culture is another kind of bioreactor operation method, with which method
substrate is continuously fed into the bioreactor meanwhile the culture broth is continuously
taken out of the bioreactor at the same rate so that the liquid volume remains unchanged.
Continuous culture has the advantage of high production efficiency but the disadvantages of
low substrate conversion yield, strain deterioration, and easy contamination, and is not often
used in industry. As a result, examples of only batch and fed-batch cultures are investigated in
next section.

4. Modeling and simulation of control of fermentation processes

4.1. Effects of early pulse aeration on ethanol fermentation

4.1.1. Mathematical modeling

Bioethanol is produced by anaerobic fermentation using Saccharomyces cerevisiae, which can
grow anaerobically through fermentative pathway (glycolysis) catabolizing 1 mole of glucose
and producing 2 moles of ethanol and 2 moles of ATP. S. cerevisiae can also grow aerobically
through tricarboxylic acid (TCA) cycle catabolizing 1 mole of glucose producing 6 moles of
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CO2 and 38 moles of ATP. The cell yield from ATP, YATP, is relatively constant, which is about
10 g dry-cell mass/mole ATP. S. cerevisiae will grow much faster aerobically than anaerobically
for the reason to have more ATP used for cell growth.

Fermentation period, which can be roughly divided into growth phase and production phase, is
one major factor affecting the production cost. Fermentation period will be shortened if the cell
growth phase is shortened. By employing an aerobic condition during the cell growth phase to
fasten the cell growth and an anaerobic condition during the ethanol production phase, the
fermentation period should be shortened while the ethanol production remained. The growth
phase aerobic pulse stimulated ethanol fermentation and the normal anaerobic ethanol fermen-
tation operated in batch mode are investigated and compared by modeling and simulation [6].

The specific glucose consumption rate (qS) subject to substrate and product inhibition effects is
modeled by Eq. (40). In Eq. (41), Q is the on-off switch between anaerobic (Q ¼ 1) and aerobic
(Q ¼ 1) conditions (Q is not Q). Eq. (42) describes the ATP production from glucose under
anaerobic or aerobic condition. The cell growth is based on the net ATP for cell synthesis shown
by Eq. (43). Under aerobic condition, 6 moles of O2 are needed for oxidizing 1 mole of glucose
shown by Eq. (44). Ethanol is produced during the anaerobic production phase shown by Eq. (45).

qS ¼ qS:max � S
kS þ Sþ S2=kiS

� 1� P
Pcri

� �α

ð40Þ

Q ¼ 0 aerobic condition ðQ ¼ 1Þ
1 anaerobic condition ðQ ¼ 0Þ

�
ð41Þ

qATP ¼ Q� qS
MGluc

� 2þQ
_
� qS
MGluc

� 38 ð42Þ

μ ¼ qATP �mS:ATP
� �� YATP ð43Þ

qO2 ¼ Q� qS �
MO2

MGluc
� 6 ð44Þ

qP ¼ Q� qS �
MEtOH

MGluc
� 2 ð45Þ

where S and P are the glucose and product (ethanol) concentrations, respectively; Pcri is the critical
value of ethanol concentration for inhibition of glucose consumption; qS and qS.max are the specific
glucose consumption rate and its maximum value, respectively; ks, kis, and α are the constants;
qATP, qP, qO2, and μ are the specific rates of ATP and ethanol productions, oxygen consumption,
and the specific growth rate;mS.ATP is the ATP consumption constant for cell maintenance; YATP is
the cell yield from ATP. The mass balance equations are shown by Eqs. (46)–(49)

dX
dt

¼ μ� 1� X
Xmax

� �
� X ð46Þ

� dS
dt

¼ qS � X ð47Þ
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dP
dt

¼ qP � X ð48Þ

dOUR
dt

¼ qO2 � X ð49Þ

where OUR is oxygen uptake rate.

4.1.2. Simulation results

Simulation was made using above mathematical model (Figure 3). The references for the
parameter values used in the model or in calculation of the parameter values used in the model
are shown in Table 1. In aerobic condition, qS.mas of 1 g/g/h and mS of 0.1 mole/g/h, respec-
tively, are used, which will be decreased and increased, respectively, compared with anaerobic
condition.

The simulation results of the conventional anaerobic ethanol fermentation and the early
growth phase aerobic pulse stimulated ethanol fermentation processes are shown in Figure 3.
In simulation of the early growth phase aerobic pulse stimulated ethanol fermentation process,
Q was set to zero (Q ¼ 1) for the first 3 h. The qATP and μ were abruptly decreased and the qS
and qEtOH were abruptly increased with the shift of Q from 0 to 1 (Figure 3B). The results
showed that early stage aerobic pulse stimulated ethanol fermentation and had the advantage
in shortening the fermentation period for more than 10 h compared with the conventional
anaerobic ethanol fermentation.

4.2. Fermentation with substrate feeding using DO stat control strategy

4.2.1. Mathematical modeling

In this section, glucose feeding control based on dissolved oxygen (DO) will be investigated by
using a fed-batch fermentation process using Escherichia coli, which is often used as the host for
recombinant protein production. This control strategy, which relates glucose concentration
with DO changes [10, 11], is practical as DO sensor is widely used in fermentation technology.
In the fermentation process, oxygen is continuously transferred into the liquid phase from the
gas phase at a certain oxygen transfer rate (OTR) under aeration and agitation conditions;
meanwhile, oxygen is continuously consumed by microbes at a certain oxygen uptake rate
(OUR). After the cell reach high concentration, oxygen limitation occurs when OUR becomes
larger than OTR so that DO decreases to nearly zero. On the other hand, E. coli catabolizes
glucose aerobically through tricarboxylic acid (TCA) cycle, catabolizing one molecule of glu-
cose into six molecules of CO2 consuming six molecules of O2. When glucose is depleted, O2

consumption stops (OUR ¼ 0) while OTR is positive so that DO rises suddenly. So, the sudden
DO rise can be the indicator for glucose depletion and used as the signal for glucose feeding.
After glucose feeding, glucose consumption and oxygen uptake resume and DO drops again.
Then, the control system will monitor the next sudden DO rise for glucose feeding control,
which strategy can maintain glucose concentration in low level and is called DO stat control
strategy. This control strategy has been analyzed by modeling method [12].
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where S and P are the glucose and product (ethanol) concentrations, respectively; Pcri is the critical
value of ethanol concentration for inhibition of glucose consumption; qS and qS.max are the specific
glucose consumption rate and its maximum value, respectively; ks, kis, and α are the constants;
qATP, qP, qO2, and μ are the specific rates of ATP and ethanol productions, oxygen consumption,
and the specific growth rate;mS.ATP is the ATP consumption constant for cell maintenance; YATP is
the cell yield from ATP. The mass balance equations are shown by Eqs. (46)–(49)
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where OUR is oxygen uptake rate.

4.1.2. Simulation results

Simulation was made using above mathematical model (Figure 3). The references for the
parameter values used in the model or in calculation of the parameter values used in the model
are shown in Table 1. In aerobic condition, qS.mas of 1 g/g/h and mS of 0.1 mole/g/h, respec-
tively, are used, which will be decreased and increased, respectively, compared with anaerobic
condition.

The simulation results of the conventional anaerobic ethanol fermentation and the early
growth phase aerobic pulse stimulated ethanol fermentation processes are shown in Figure 3.
In simulation of the early growth phase aerobic pulse stimulated ethanol fermentation process,
Q was set to zero (Q ¼ 1) for the first 3 h. The qATP and μ were abruptly decreased and the qS
and qEtOH were abruptly increased with the shift of Q from 0 to 1 (Figure 3B). The results
showed that early stage aerobic pulse stimulated ethanol fermentation and had the advantage
in shortening the fermentation period for more than 10 h compared with the conventional
anaerobic ethanol fermentation.

4.2. Fermentation with substrate feeding using DO stat control strategy

4.2.1. Mathematical modeling

In this section, glucose feeding control based on dissolved oxygen (DO) will be investigated by
using a fed-batch fermentation process using Escherichia coli, which is often used as the host for
recombinant protein production. This control strategy, which relates glucose concentration
with DO changes [10, 11], is practical as DO sensor is widely used in fermentation technology.
In the fermentation process, oxygen is continuously transferred into the liquid phase from the
gas phase at a certain oxygen transfer rate (OTR) under aeration and agitation conditions;
meanwhile, oxygen is continuously consumed by microbes at a certain oxygen uptake rate
(OUR). After the cell reach high concentration, oxygen limitation occurs when OUR becomes
larger than OTR so that DO decreases to nearly zero. On the other hand, E. coli catabolizes
glucose aerobically through tricarboxylic acid (TCA) cycle, catabolizing one molecule of glu-
cose into six molecules of CO2 consuming six molecules of O2. When glucose is depleted, O2

consumption stops (OUR ¼ 0) while OTR is positive so that DO rises suddenly. So, the sudden
DO rise can be the indicator for glucose depletion and used as the signal for glucose feeding.
After glucose feeding, glucose consumption and oxygen uptake resume and DO drops again.
Then, the control system will monitor the next sudden DO rise for glucose feeding control,
which strategy can maintain glucose concentration in low level and is called DO stat control
strategy. This control strategy has been analyzed by modeling method [12].
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Figure 3. Simulation of ethanol fermentation. (A) Normal anaerobic fermentation. (B) Early 3 h aerobic pulse followed by
anaerobic fermentation.
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The specific growth rate is modeled by Logistic equation shown by Eq. (50). The specific
glucose consumption rate is modeled to include two parts, one for the net growth and the
other for the maintenance shown by Eq. (51). The mole specific oxygen consumption rate is six
times of the specific glucose consumption rate as shown by Eq. (52). The specific product
production rate is modeled by Luedeking-Piret [Eq. (53)]. OUR and OTR are shown by
Eqs. (54) and (55), respectively.

μ ¼ μm � S
km þ S

� 1� X
Xm

� �
ð50Þ

qS ¼ μ
YG

�mS ð51Þ

qO2
¼ qS �

MO2

MGluc
� 6 ð52Þ

qP ¼ α � μþ β ð53Þ

OUR ¼ qO2
� X ð54Þ

OTR ¼ kLa � C� � CLð Þ ð55Þ

where qO2 and qP are the specific rates of O2 consumption and product production, respec-
tively; α, β, are the constants for Luedeking-Piret equation; kLa, is the volume oxygen transfer
rate; CL and C* are the dissolved oxygen concentration and its saturated value, respectively;
MO2 and MGluc are the molecular weights of O2 and of glucose, respectively.

The mass balance equations for fed-batch culture can be made and transformed into Eqs. (56)–(60).

dX
dt

¼ μX� F
V

� �
X ð56Þ

Parameter Value Reference

kS 0.213 g/L [7]

kiS 386.64 g/L [7]

Pcri 226 g/L [7]

μmax (anaerobic) 0.45 L/h [8]

YX/S (anaerobic) 0.15 g/g [8]

qS.mas (anaerobic) 3 g/g/h qS.mas ¼ μmax/YX/S

Α 1.5 [8]

mS 0.01 mole/g/h [9]

Xmax (anaerobic) 11 g/L [7]

YATP 10 g/mol [9]

Table 1. Parameter values and references.
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� dS
dt

¼ F
V

� �
� Sf � S
� �� qS � X ð57Þ

dP
dt

¼ qp � X� F
V

� �
� P ð58Þ

dCL

dt
¼ OTR�OUR� F

V

� �
� CL ð59Þ

dV
dt

¼ F ð60Þ

where P is the product concentration; Sf is the substrate concentration in the feeding solution; V
is the volume of the culture broth; F is the feeding rate.

4.2.2. Simulation results

In the simulation, glucose pulse feeding was made when DO increased over 10% in order to
avoid noise interruptions. In each pulse feeding, a dosage equivalent to 20 g/L increase in
glucose concentration was fed. The initial glucose was depleted at about 75 h and the product
concentration was a little over 6 g/L at that time. By glucose pulse feeding, the product
concentration was more than doubled (Figure 4). Glucose and DO concentrations go up and
down in turn and fluctuate during the control period. By using this control strategy, glucose
concentration can be maintained in an averaged low concentration, which is desired and helps
to overcome the glucose effects and increase the product yields. In addition, the DO stat
control strategy does not need the extra sensor and is easily applied.

4.3. Fermentation with DO feedforward-feedback control and substrate-feedback control

4.3.1. Mathematical modeling

DO control is important in fermentation process. The level of DO can affect the metabolic flux
distribution and the product yield and production efficiency. As oxygen has low solubility in
water, DO control is a hard task for fermentation process. Compared with feedback control,
DO feedforward-feedback (FF-FB) control has the advantage in dealing with the time-varying
characteristics resulted from the cell growth during the fermentation process. The oxygen
consumption of the microbial cells is considered the disturbance to the control system and is
estimated by using the mathematical model and compensated by the FF control action. The
substrate is FB controlled by repeated pulse-fed of carbon source. The schematic diagram for
the control system is shown in Figure 5 [13].

The specific cell growth rate is modeled using double substrate Monod equation shown
by Eq. (61). The equations for the specific glucose consumption rate, the specific oxygen con-
sumption rate, OUR, and OTR are shown by Eqs. (62)–(65), which are the same as that of
Section 4.2.1.

Computer Simulation108

Figure 4. Computer simulation of process variables of DO stat fed-batch culture.
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Figure 5. The schematic diagram of the bioreactor control system. (A) Bioreactor: F, substrate feeding rate; N, agitation
speed; G, aeration rate. (B) DO FF-FB control. (C) Substrate FB control.
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μ ¼ μm � S
km þ S

� CL

kO2 þ CL
ð61Þ

qS ¼ μ
YG

�mS ð62Þ

qO2
¼ qS �

MO2

MGluc
� 6 ð63Þ

OUR ¼ qO2
� X ð64Þ

OTR ¼ kLa � CL
� � CLð Þ ð65Þ

The mass balance equations for the repeated fed-batch culture are described by Eqs. (66–69).

dX
dt

¼ μ � X� F
V
� X ð66Þ

dS
dt

¼ �qS � Xþ F
V
� SF � Sð Þ ð67Þ

dCL

dt
¼ OTR�OUR� F

V
� CL ð68Þ

dV
dt

¼ F ð69Þ

where SF is the substrate concentration in the concentrated feeding solution. The substrate
feeding solution is concentrated so that the volume change resulted from the substrate feeding
can be neglected in Eqs. (66)–(68).

For FF control of DO, in order to compensate the DO disturbance resulted from the cell
growth, OTR should be equal to OUR according to Eq. (68) if the dilution effect of the feeding
is neglected so as to ensure CL unchanged (dCL/dt ¼ 0) and remained at the set-point. As the
oxygen transfer driving force, ΔC ¼ (CL

* � CL), is relatively constant when CL is maintained at
the set-point, kLa should be controlled to meet Eq. (70) to compensate the time-varying OUR by
the cell respiration according to Eqs. (65) and (68), and dCL/dt ¼ 0.

OUR
C�
L � CL

� � ¼ kLa ð70Þ

The value of kLa is controlled by agitation speed (N) and aeration rate (G) shown by Eq. (71).

kLa ¼ k �N3 � G0:5 ð71Þ

Between the two manipulated variables, N is more effective than G in controlling kLa [14].
Therefore, 70% of the control effort is assigned toN and 30% is assigned to G by using Eqs. (72)
and (73), respectively, which are drawn from Eqs. (70) and (71).
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where the subscripts t and t�1 are the current and last timepoints, respectively. So,N andG control
actions should be finished in several control rounds. Eqs. (72) and (73) are used in the FF control.

As model predictions may not be very accurate, FB control is used to eliminate the control
error and ensure the control accuracy. In the case of FB control, the error between DO set-point
and process variable is calculated by Eq. (74).

e ¼ CL:sp � CL ð74Þ

where CL.sp is DO set-point. The proportional and integration (PI) control strategy is used for
FB control by using Eqs. (75) and (76) for N and G control, respectively. Similarly, 70% of the
control action is assigned to NFB and 30% is assigned to GFB.

NFB�t ¼ kP�N � eþ kI�N

ð
e

� �
� 70% ð75Þ

GFB�t ¼ kP�G � eþ kI�G

ð
e

� �
� 30% ð76Þ

Then, the total DO control actions of N and G are shown by Eqs. (77) and (78)

Nt ¼ N0 þNFF�t þNFB�t ð77Þ
Gt ¼ G0 þ GFF�t þ GFB�t ð78Þ

where N0 and G0 are the initial values of N and G, respectively.

4.3.2. Simulation results

In this system, DO is FF-FB controlled by agitation speed and aeration rate and the substrate
concentration is FB controlled by repeated pulse-fed of certain amount of the concentrated feeding
solution tomake the substrate concentration reach30g/Lwhen the substrate concentration is lower
than the set-point of 5 g/L. In order to confirm the robustness of the control system under model
prediction errors and noises, 5% randomized noises and 20%over estimate of the cell growthwere
added in themathematicalmodel predictions in FF control. Then, simulationsweremadewith the
above noises and prediction errors. The results indicated that even if the noises and relatively large
model prediction errors existed, the control system still had good performance. The reason is that
FB control finally compensated the inaccuracy of the FF control, as shown in Figure 6 [13].

Computer Simulation112

Figure 6. Simulation of DO FF-FB control and substrate FB control with prediction error and noise. The model pre-
dictions with 5% randomized noises and 20% over estimate of the cell growth in FF control.
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5. Conclusion

Modeling and simulation are useful tools for understanding, analysis, and optimization of
bioprocesses [14–17]. By using the modeling and computer simulation methods, the dynamics
of cell growth and metabolism under different conditions and various fermenter operation
modes can be evaluated and the information can be used for bioprocess optimization and
bioreactor control.
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Chapter 6

Developing a Hybrid Model and a Multi‐Scale 3D
Concept of Integrated Modelling High‐Temperature
Processes

Marcin Hojny

Additional information is available at the end of the chapter
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Abstract

The chapter presents an idea of constructing a scientific workshop focused on high-
temperature processes, based upon a concept of integrated modelling combining the
advantages of computer and physical simulations. Examples of physical simulation
results aiming at determining necessary material data and high-temperature character-
istics for the needs of computer simulations are presented. They are complemented by
an outline of numerical 3D models developed and results of test simulations of a 3D
solver of the finite element method (FEM) and the smoothed particle hydrodynamics
(SPH). This chapter is closed with a short summary, indicating trends in further research
focused on a further development of the DEFFEM simulation package and research and
measurement methods.

Keywords: extra-high temperature, finite element method (FEM), smoothed particle
hydrodynamics (SPH), physical simulation, computer simulation, mushy zone

1. Introduction

In recent years, many companies have been working to develop a rolling process with the
semi-solid core [1–6]. While thin strip casting combined with subsequent rolling is a simple,
improved method of the conventional rolling process, rolling a strip, in which both the solid
and liquid phases coexist, is a new process. Cold rolling following simple strand casting is a
long process and it is not cost-effective because of energy reasons. For technological reasons,
the process should be developed to simplify or eliminate some operations, which would
drastically reduce the energy costs. This also involves beneficial environmental impact, due to
the reduction of gas emissions. Casting processes followed immediately by rolling have vari-
ous versions, which depend on the applying companies, and differ with details of industrial
installations [7]. However, the need for controlled rolling of strands cast is pointed out.
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Therefore, results of a computer simulation or a physical simulation of the process analysed will
be useful to control the process parameters. This has inspired the author to take up intensive and
time-consuming work related to the development of research methods and mathematical
models, along with their numerical implementation [7]. The research and scientific work carried
out since 2009 as part of two projects financed by Polish academic institutions resulted in the
development of modelling concepts integrating physical and computer simulation areas, while
providing full or partial exchange of information between those areas. The proposed concept
utilizes capabilities of modern thermomechanical simulators of the Gleeble 3800 series in the
modelling of steel deformation processes at extra-high temperatures, as well as in the modelling
of integrated casting and rolling processes of flat strands with a solidifying core. The other
necessary and unique component in the global scale is the original simulation package DEFFEM
being developed for a few years, dedicated to two classes of issues, namely the processes of steel
deformation modelling within a temperature range near the solidus line, and within a tempera-
ture range between the solidus and liquidus temperatures. The mentioned two classes of issues
have been jointly classified as high-temperature processes. The whole modelling approach is
complemented by the utilisation of modern testing and measurement instruments to verify the
implemented solutions or to obtain additional information that cannot be obtained with tradi-
tional methods. This required adopting a number of simplifications and assumptions. Most
important was systematic pursuit of the assumed goals and recent research in the context of
planned work aiming at developing two unique numerical models: a full three-dimensional
multi-scale model MCFE (Monte Carlo and finite elements) and a hybrid model combining the
advantages of the finite element method (FEM) and the smoothed particle hydrodynamics
(SPH). The author's research is therefore pioneering both in theory and practice. The general
outline of the developed concept is presented in Figure 1. Coupling and exchange of information

Figure 1. General outline of the concept of integrated modelling focused on high-temperature processes.

Computer Simulation118

between the areas of physical and computer simulations allows, among others, the necessary
data for the needs of numerical simulations (stress-strain curves, characteristics of changes of
current intensity versus time, local temperature changes within the sample volume, etc.) to be
identified. At the same time, the application of computer simulations using the dedicated
simulation system DEFFEM allows the obtained physical simulation findings to be
interpreted [7]. A few layers can be specified when analysing the general outline of the concept
in Figure 1. The foundation constitutes axisymmetrical solutions, being a key to the developed
NIM (numerical identification methodology) for determining mechanical properties of the
steels tested, necessary for numerical analyses. Regardless of axisymmetrical solutions, the
next layer constitutes 3D solutions, which become important in the context of designing the
simulation system of integrated strip casting and rolling. Such approach is determined by the
fact that the zone of solid and liquid phases mixing within the volume of the strand rolled
often has a very irregular shape [7].

More details concerning the developed concept of integrated modelling or comprehensive
physical tests can be found in the recapitulating monograph by Hojny [7].

2. The DEFFEM simulation system

The original simulation package DEFFEM is developed in accordance with the design philos-
ophy ONEDES (ONEDECisionSoftware) proposed by Hojny [8]. It is based on the assump-
tion that a set of independent modules comprising the DEFFEM package is implemented
numerically to enable a virtual test of resistance heating combined with deforming in a wide
range of temperatures to be performed, in particular at extra-high temperatures near the
solidus line, as well as in conditions of the solid and liquid phase coexistence, without the
need for any commercial applications. In Table 1 currently developed modules (solvers) are
compared with the ones under development included in the DEFFEM package, along with
their classification subject to the adopted numerical simulations (solver class) and the very
possibilities for using the solver to simulate specific main features. The developed simulation

Module Solver class Main features

DEFFEM |solver_2D_TH v.1.0 2D thermal, finite element
method

• Convection heat transfer
• Transient heat flow

DEFFEM |solver_AX_TH v.1.0 Axially symmetric, thermal,
finite element method

• Convection heat transfer
• Transient heat flow
• Resistance heating

DEF_SEMI_SOLID v. 5.0 Axially symmetric, thermo-
mechanical, finite element
method

• Compression tests
• Integrated with magnetohydrodynamic module

(MHD) ANSYS software

DEFFEM |solver_AX_TM v. 2.0 • Tension tests
• Soft reduction simulation and rolling
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package also provides tools oriented at the full identification of the selected parameters of
numerical models on the basis of data coming directly from physical simulations (DEFFEM |
inverse module). In parallel with the design of such an advanced simulation tool, the devel-
opment of visualisation tools and the analysis of findings are being implemented. Advanced
numerical algorithms have been developed for plotting the isolines of scalar fields, visualising
vector fields or enabling stereoscopic data to be visualised (module DEFFEM |pre&post).

3. High-temperature testing methodology

The testing methodology is illustrated with the currently newly tested steel 11SMn30. According
to the adopted concept of integrated modelling, physical simulations are performed with a
thermomechanical Gleeble 3800 simulator. Figure 2A presents a view of the simulation system
before starting the physical simulation. During the tests, cylindrical samples (Figure 2B/C) and
hexahedral samples (Figure 2D) with various dimensions were used, along with copper grips
with a long zone of contact with the sample (Figure 2B).

Module Solver class Main features

• Integrated with temperature field after resis-
tance heating with DEFFEM |solver_AX_TH

DEFFEM |solver_3D_TH v.1.0 3D thermal, finite element
method

• Convection heat transfer
• Transient heat flow
• Resistance heating

DEFFEM |solver_3D_TM v.1.0 3D thermomechanical, finite
element method

• Compression tests
• Solidification

DEFFEM |solver_3D_MCFE
Beta version

3D multi-scale
thermomechanical, Monte
Carlo þ finite element
method

• Compression tests
• Solidification

DEFFEM |solver_3D_FLUID
v. 1.0

3D fluid, meshless method • Viscosity
• Porous structure
• Solidification

DEFFEM |solver_3D_HYBRID
Beta version

3D fluid, meshless method
þfinite element method

• Solidification

Supporting module Main features

DEFFEM |pre&post Full pre- and post-processor for all solvers

DEFFEM |inverse Stand-alone inverse module

Table 1. Component modules of the DEFFEM simulation package.
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For the execution of the remelting process, additionally a cylindrical quartz shield was applied
to prevent potential leakages of liquid steel into the simulator. To carry out numerical simula-
tions, it was necessary to define material properties characterising the specific steel grade. To
determine the necessary thermophysical data, a commercial program JMatPro was used. This
program determines the requested dependences (resistivity, thermal conductivity and specific
heat) on temperature based on the chemical composition. In order to transfer the simulation
results into the industrial conditions, a number of ideas and parameters were introduced to
characterise mechanical properties of steel in the semi-solid state. As the ‘semi-solid state’ we
refer hereinafter to the material state able to withstand loads (where within a cohesive solid
phase skeleton also the liquid phase coexists). The basic high-temperature characteristics
include:

1. Nil strength temperature (NST), at which the material strength determined during steel
heating drops to zero. This temperature is determined after applying a very small tensile
force, which for the tests carried out with the Gleeble 3800 simulator is about 80 N.

2. Strength recovery temperature (SRT), at which the material regains its strength
(>0.05 kg/mm2 ¼ 0.4909 MPa). It is determined during cooling after previous heating of
steel to the liquid state.

3. Nil ductility temperature (NDT), at which ductility determined by reduction of area drops
to zero. This temperature is determined during steel heating.

Figure 2. The view of the Gleeble simulator system (A), a cylindrical sample and ‘cold’ grips (B), a sample for testing the
nil strength temperature ðNSTÞ(C), and the view of the installed hexahedral sample in the Gleeble simulator system (D).
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4. Ductility recovery temperature (DRT), at which the reduction of area achieves the value of
≥5%. The temperature DRT is determined during cooling from a temperature over NDT.

5. The determination of changes of stress versus strain on the basis of tensile tests for the
selected temperature range and the tool stroke rate.

The tests were carried out on plain samples Ø6 � 82 mm and two-sided threaded samples
Ø10 mm � 125 mm. On the basis of computation results based on chemical composition,
carried out with the JMatPro program, the calculated liquidus Tl and solidus Ts temperatures
were 1518 and 1439�C, respectively. When determining the temperature NST, initially two
tests are made. If the difference between the obtained values NST is >20�C, then the third test
should be performed. The average value is the temperature NST. In this study, the temperature
NST was arbitrary assumed as the mean value for seven samples. The samples for the deter-
mination of the nil strength temperature NST first were heated at a rate of 20�C/s to a
temperature of 1350�C, and next at a rate of 1�C/s to the temperature of failure. The deter-
mined temperature NST for steel 11SMn30 was 1410 �15�C. The next stage of tests of steel
11SMn30 included determining the nil ductility temperature NDT. The samples for the deter-
mination of the nil ductility temperature NDT first were heated at a rate of 20�C/s to a
temperature of 1300�C, and next at a rate of 1�C/s to the deformation temperature, using
additional 5 s holding at a constant temperature before the deformation process. The samples
were tensioned at a rate of 20 mm/s. In steel 11SMn30, the loss of reduction of area was
recorded after exceeding the temperature of 1425�C; therefore, it was the temperature NDT.
The ductility recovery temperature DRT was determined by heating samples to a temperature
of 1300�C at a rate of 20�C/s, and next at a rate of 1�C/s to a temperature of 1425�C. After 5 s of
temperature equalisation, the samples were cooled to the deformation temperature, which was
between 1370 and 1420�C. The cooling rate was 1�C/s. The deformation was preceded by 5 s
holding at a set deformation temperature. The samples were tensioned to failure at a rate of 20
mm/s. The temperature DRT value is determined when 5% of reduction of area is recovered. In
steel 11SMn30, the reduction of area of 5% was recorded (when cooled) at a deformation
temperature of 1400�C, therefore it is the temperature DRT. The temperature range between
NST and DRT is considered the brittle temperature range [7]. For the steel tested the brittle
temperature range (BRT) is about 25�C (at a tensioning rate 20 mm/s). The strength recovery
temperature SRT was determined by heating samples to a temperature of 1350�C at a rate of
20�C/s, and next at a rate of 1�C/s to a temperature of 1460�C (with zonal sample remelting).
After 30 s of holding, the samples were cooled to the deformation temperature, which was
between 1400 and 1460�C. The cooling rate was 10�C/s. The deformation was preceded by 5 s
holding at a set deformation temperature. The samples were tensioned to failure at a rate of 20
mm/s. The temperature SRT value was determined when a stress of about 0.49 MPa had been
recovered. For the conducted tests for steel 11SMn30, it corresponded to the temperature of
about 1455�C. At determining the stress value, a correction was applied, namely 60 N was
deducted from the maximum force value. This correction was related to overcoming the
mechanical system resistance to motion. The knowledge of characteristic temperatures also
allows us to determine the steel susceptibility to fracture, which is characterised by the follow-
ing fracture resistance indicator Rf :

Computer Simulation122

Rf ¼ NST�NDT
NDT

ð1Þ

When the condition NST�NDT < 20C is met, it is assumed that no fracture occurs in steels.
As the assumed extreme bottom temperature NST for the steel 11SMn30 tested was 1395�C,
the above condition was not met. It indicates that the cast strand shell can break during its
formation within the mould, and within the secondary cooling zone. Therefore, we can sup-
pose that this steel is characterised by a high susceptibility to fracture. From the perspective of
numerical simulations, the issue of developing a function describing changes in stress versus
strain, strain rate and the test nominal temperature becomes very important. The relationships
of changes in stress versus strain were determined on the basis of tensile tests. In the experi-
ment, a cylindrical sample was heated to a temperature of 1380�C at a rate of 20�C/s and next
at a rate of 1�C/s to 1460�C. The last stage was cooling at a rate of 10�C/s to the deformation
temperature. The samples were deformed within the temperature range of 1200–1460�C at
three various tool stroke rates of 1, 20 and 100 mm/s.

Figures 3 and 4 present the stress-strain curves obtained directly from the experiment for two
various tool stroke rates. The issues of determining the mentioned relationships are complex
due to the fact that the temperature field within the sample volume is highly heterogeneous.

Figure 3. Stress-strain relationships for 11SMn30 grade steel (stroke rate 20 mm/s).
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At temperatures a high, even small local temperature variations cause rapid local changes in
the stress values. The originally applied NIM methodology supported with inverse calcula-
tions, and its later modifications, used axially symmetrical solutions [7]. Comprehensive
experimental research carried out as part of the project showed substantial discrepancies
between the measured values (e.g. force, temperature) for identically repeated tests. In addi-
tion, the developed methodology of a 3D analysis of the sample remelting zone using a
modern computer tomograph NANOTOM 180N showed a very high asymmetry of the
remelting zones obtained [7], which also proved a high asymmetry of the temperature field
within the sample volume. Therefore, the obtained results and the conducted analyses
suggested a question whether the use of the NIM methodology—very time consuming and
complex in terms of computing—was reasonable. Another relevant aspect was the quality of
the developed functions describing changes in stress versus strain, strain rate and temperature.
The conducted variant calculations in the first approach using inverse computing and next a
new functional model of resistance heating (presented hereinafter) to determine the tempera-
ture field after the resistance heating process have led to completely different graphs of stress-
strain changes. The mentioned discrepancies, among others, arose from differences in the
distribution of the computed temperature field between the two methods, sometimes reaching
a few Celsius degrees just in the zone of deformation, and the limitations themselves that arose

Figure 4. Stress-strain relationships for 11SMn30 grade steel (stroke rate 100 mm/s).
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from the application of axially symmetrical models. In the light of the above inconveniences, a
new methodology DIM (direct identification methodology) was developed. This methodology
is presented in detail in the monograph [7]. The DIM utilises data directly recorded by the
Gleeble 3800 simulator and the capabilities of the DEFFEM simulation package (DEFFEM |
inverse module). The new methodology has a great advantage of being fast and flexible in
determining function σp ¼ f ðε, _ε, TÞ parameters, while maintaining a good compatibility of
force parameters between the actual and virtual processes.

In addition, as part of the developed methodology for determining high-temperature charac-
teristics, also macro- and micro-structural tests were performed for each steel tested [7]. Exam-
ples of micro-structure of the tested steel 11SMn30 (sample core) deformed at the nominal
temperatures of 1350 and 1410�C are presented in Figure 5. The analysis of microstructure
shows that in the deformation zone acicular ferrite prevails, because of a high deformation
temperature and a relatively high cooling rate. The other components of micro-structure are
bainite and probably martensite.

4. Spatial mathematical models

This section presents main assumptions of the implemented 3D models within the DEFFEM
package. As mentioned before, two alternative model approaches are developed. The first
model approach is the multi-scale model MCFE, which enables heating-remelting, and next
deforming in conditions of simultaneous solidification to be simulated. The proposed solution
consists of three sub-models: a macro model based on the finite element method providing
information about macroscopic behaviour of the medium deformed, a micro-model of the
grain-growth process, melting and solidification based upon the Monte Carlo. The last third
model is a model that couples the macro- and micro-solutions and facilitates exchange of
information between them. The other alternatively developed model approach is a hybrid
FESPH model of melting/solidification simulation combining the finite element method (FE)
with the smoothed particle hydrodynamics (SPH).

Figure 5. Micro-structure of the core of a sample deformed at a nominal temperature of 1350 and 1410�C (stroke rate
20 mm/s, magnification 400�).
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At temperatures a high, even small local temperature variations cause rapid local changes in
the stress values. The originally applied NIM methodology supported with inverse calcula-
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The conducted variant calculations in the first approach using inverse computing and next a
new functional model of resistance heating (presented hereinafter) to determine the tempera-
ture field after the resistance heating process have led to completely different graphs of stress-
strain changes. The mentioned discrepancies, among others, arose from differences in the
distribution of the computed temperature field between the two methods, sometimes reaching
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4.1. Multi-scale model

The macro-solution of the mechanical model is based upon the application of a rigid-plastic
model for a physical continuum. As showed by tests under conditions of hot deformation, the
share of elastic strain in the strain tensor components is small [9, 10]. Applying the law of
conservation of energy for a certain isolated system, which in the case concerned is the volume
of the metal deformed, one can find that the total work performed in the system in a time unit
is equal to the energy that this system gains in the same time. The energy balance for the zone
deformed, referred to a time unit may be expressed by the relationship:

J ¼
ð

V

ðσi _ε i þ λ _εvolÞdV ð2Þ

where σi is the effective stress, _εi is the effective strain rate, _εvol is the volumetric strain rate and
λ is the Lagrange multiplier. Discretisation of the functional (2) is performed in a typical finite
element manner using hexahedral elements. The solution in the form of temperature field for
the macro-model was searched by solving the Fourier equation, which in the general form can
be written as follows:

∇Tðλ∇TÞ þ Q� cpρ
∂T
∂τ

� �
¼ 0 ð3Þ

where T is the absolute temperature, λ is the thermal conductivity coefficient, Q is the heat
generation rate for volume unit, cp is the specific heat, ρ is the density and τ is the time.

The thermomechanical solution was directly adapted to the boundary conditions reflecting the
Gleeble 3800 thermomechanical simulator system [7]. It allows an easy and fast verification of
the obtained simulation results on the basis of experimental data. In classic rigid-plastic
solutions, also the term responsible for the power generated as a result of friction on the
metal-tool contact should be included in the power functional (2) [9]. Samples in the Gleeble
simulator system are fixed in a rigid manner; therefore, the fraction term (coefficient of friction,
μ ¼ 0) was not taken into account in the presented model. The resistance heating method is
applied for heating of samples in the simulator system. As part of the project, a solution was
developed in which a function associating change in the current intensity characteristics over
the time, and resistivity versus temperature, was developed. The heat source efficiency Q in
the model discussed is a function of resistance R, which in turn depends on temperature T and
function A which represents intensify of heating:

Q ¼ f
�
AðτÞI2ðτÞRðTÞ

�
ð4Þ

It corresponds to resistance changing in the actual model, and the internal heat source effi-
ciency changes together with the resistance. When modelling the Joule heat generation, it was
assumed that its equivalent in the numerical model will be the voluminal heat source with its
power related to the resistance and the square of electric current I during simulation time τ.
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The characteristics of the current intensity change as a function of heating time can be directly
recorded during physical tests with the Gleeble 3800 simulator.

The Monte Carlo method was applied to simulate grain growth, melting and solidification.
The main idea of the Monte Carlo technique is to divide a solution domain of the material into
three-dimensional lattices of cells, where cells have clearly defined interaction rules between
each other. Monte Carlo simulations have probabilistic character and base on minimalise
system energy. The equation used for grain growth simulations only considers grain boundary
energy. The total energy of the system is the total grain boundary energy, which is calculated as
the sum of all links between neighbouring cells with dissimilar states multiplied by the link
energy as

E ¼ Jgbe
X
<i, j>

ð1� δijÞ ð5Þ

where Jgbe is the grain boundary energy, i is each cell ranging from 1 to the total numbers of cells,
j is the neighbor of site i ranging from 1 to the number of neighbours of i and δ is the Kronecker
delta. The kinetics of grain growth is simulated by the selection of a cell and an attempt to change
its state and identifier (the number that identifies affiliation to a specific grain) into the state of
the neighbouring grain cell. Cells inside a grain, which do not have neighbours belonging to
another grain, cannot change their state. When a grain boundary cell attempts to change its state,
it selects randomly a state from one of its neighbouring grains. The change energy accompanying
this state swap is calculated using Eq. (5) and is accepted with the probability P:

P ¼ e�
ΔE
kT ΔE > 0

1 ΔE ≤ 0

(
ð6Þ

where kT is the parameter and in the context here and is the simulation temperature. The
attempted change in cell state is always successful when ΔE ≤ 0. When ΔE > 0, change in cell
state is predicted in proportion to the probability P using the Metropolis algorithm [11]. If a
randomly generated number Rn from 0 to 1 is less than P, the cell's state is changed into a new
one. Otherwise, the cell's state does not change. The very specificity of the heating/remelting
process analysed in the Gleeble 3800 simulator system is very similar to the issues related to
the welding process and the utilisation of the Monte Carlo method to analyse those pro-
cesses [11]. Figure 6 presents macro-structures of samples for two extreme cooling rates
(maximum and minimum) and for the rate being their average. Here, we can distinguish four
zones: remelting zone (RZ), transition zone (TZ), heat impact zone (HIZ) and grip impact zone
(GIZ). The analysis of macro-structures obtained by the experiment and the numerical simula-
tions indicates a large diversification of grain size in individual zones. This arises primarily
from various cooling rates achieved locally in individual zones.

The solidification process (without deformation) may be modelled using both the Monte Carlo
model and model based on Rappaz-Gandin solutions [7]. The concept of modelling the sample
solidification process with its simultaneous deformation required developing an innovative
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The thermomechanical solution was directly adapted to the boundary conditions reflecting the
Gleeble 3800 thermomechanical simulator system [7]. It allows an easy and fast verification of
the obtained simulation results on the basis of experimental data. In classic rigid-plastic
solutions, also the term responsible for the power generated as a result of friction on the
metal-tool contact should be included in the power functional (2) [9]. Samples in the Gleeble
simulator system are fixed in a rigid manner; therefore, the fraction term (coefficient of friction,
μ ¼ 0) was not taken into account in the presented model. The resistance heating method is
applied for heating of samples in the simulator system. As part of the project, a solution was
developed in which a function associating change in the current intensity characteristics over
the time, and resistivity versus temperature, was developed. The heat source efficiency Q in
the model discussed is a function of resistance R, which in turn depends on temperature T and
function A which represents intensify of heating:
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It corresponds to resistance changing in the actual model, and the internal heat source effi-
ciency changes together with the resistance. When modelling the Joule heat generation, it was
assumed that its equivalent in the numerical model will be the voluminal heat source with its
power related to the resistance and the square of electric current I during simulation time τ.
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The characteristics of the current intensity change as a function of heating time can be directly
recorded during physical tests with the Gleeble 3800 simulator.

The Monte Carlo method was applied to simulate grain growth, melting and solidification.
The main idea of the Monte Carlo technique is to divide a solution domain of the material into
three-dimensional lattices of cells, where cells have clearly defined interaction rules between
each other. Monte Carlo simulations have probabilistic character and base on minimalise
system energy. The equation used for grain growth simulations only considers grain boundary
energy. The total energy of the system is the total grain boundary energy, which is calculated as
the sum of all links between neighbouring cells with dissimilar states multiplied by the link
energy as

E ¼ Jgbe
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ð1� δijÞ ð5Þ

where Jgbe is the grain boundary energy, i is each cell ranging from 1 to the total numbers of cells,
j is the neighbor of site i ranging from 1 to the number of neighbours of i and δ is the Kronecker
delta. The kinetics of grain growth is simulated by the selection of a cell and an attempt to change
its state and identifier (the number that identifies affiliation to a specific grain) into the state of
the neighbouring grain cell. Cells inside a grain, which do not have neighbours belonging to
another grain, cannot change their state. When a grain boundary cell attempts to change its state,
it selects randomly a state from one of its neighbouring grains. The change energy accompanying
this state swap is calculated using Eq. (5) and is accepted with the probability P:
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ΔE
kT ΔE > 0

1 ΔE ≤ 0
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where kT is the parameter and in the context here and is the simulation temperature. The
attempted change in cell state is always successful when ΔE ≤ 0. When ΔE > 0, change in cell
state is predicted in proportion to the probability P using the Metropolis algorithm [11]. If a
randomly generated number Rn from 0 to 1 is less than P, the cell's state is changed into a new
one. Otherwise, the cell's state does not change. The very specificity of the heating/remelting
process analysed in the Gleeble 3800 simulator system is very similar to the issues related to
the welding process and the utilisation of the Monte Carlo method to analyse those pro-
cesses [11]. Figure 6 presents macro-structures of samples for two extreme cooling rates
(maximum and minimum) and for the rate being their average. Here, we can distinguish four
zones: remelting zone (RZ), transition zone (TZ), heat impact zone (HIZ) and grip impact zone
(GIZ). The analysis of macro-structures obtained by the experiment and the numerical simula-
tions indicates a large diversification of grain size in individual zones. This arises primarily
from various cooling rates achieved locally in individual zones.

The solidification process (without deformation) may be modelled using both the Monte Carlo
model and model based on Rappaz-Gandin solutions [7]. The concept of modelling the sample
solidification process with its simultaneous deformation required developing an innovative
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approach to the coupling of the macro-model with the micro-model. The developed MCFE
model is based on the assumption that the cells directly correspond to the finite element
integration points. As a result, the grain growth, melting and solidification is modelled by the

Figure 6. Macro-structure of samples cooled at various rates (physical simulation, computer simulation).
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MCmodel and deformation process is modelled by the finite element model. A diagram of the
macro-(FE) and micro-(MC) model coupling and the information flow is presented in Figure 7.
Coupling between FE model and MC model is realised by the special Fortran subroutine

Figure 7. Diagram of the macro (FEM) model and micro (MC) model coupling and the information flow.
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mappingMCFE(parameters). In each solution step, information from macro-model regarding
positions of integration points and calculated temperatures is send to the micro model. The
feedback for the macro-model may be the estimated share of liquid and solid phases which is
used to modify the flow stress value for the specified integration point during the next solution
step. The whole procedure is performed in a loop to the end of simulation.

4.2. Hybrid model

The hybrid model of the solidification process consists of two solution domains and a special
coupling model. The solution of the thermal model based on the finite element method (FEM)
is the first solution domain. As part of the first domain, the process of controlled heating/
remelting is performed, and next the sample is controlled cooled in the Gleeble 3800 simulator
system. The simulation of the solidification process and the liquid steel flow within the solid
phase skeleton is performed by the second solution domain based on the smoothed particle
hydrodynamics. The governing equations of fluids in the SPH method are based on the
Navier-Stokes equations in the Lagrangian form. The main equations are given by [12, 13]

dρ
dτ

¼ �ρ∇ � v ð7Þ

ρ
dv
dτ

¼ �∇pþ ∇ �θþ ρF ð8Þ

where τ is the time, v is the velocity, p is the pressure, F is the external force and θ is a
second-order tensor containing τij stresses. Equation (7) is the continuity equation, which
describes the evolution of the fluid density over time, and Eq. (8) is the momentum equation,
which describes the acceleration of the fluid medium. By employing the SPH interpolation
given by

〈∇f ðriÞ〉 ≈
XN

j¼1

mj

ρj
f j∇iWðri � rj, hÞ ð9Þ

to Eq. (7), the SPH representation of the continuity equation can be written as follow [12, 13]:

dρi
dτ

¼
XN

j¼1

mjðvi � vjÞ �∇iWij ð10Þ

where mj and ρj are the mass and the density for particle j, respectively, W is the smoothing

kernel, index j corresponds to any neighbouring particle of particle i, f j is the value of f for

particle j, N is the total number of particles and h is the smoothing length that defines the
radius of influence around the current particle i.

The momentum equation can be rewritten in the SPH formalism as
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dvi
dτ

¼ �
XN

j¼1

mj
pj
ρ2
j
þ pi
ρ2
i
þΠij

 !
�∇iWij þ F ð11Þ

The viscous force used in this implementation is the viscosity term which was introduced by
Monaghan [12] denoted by Πij. Equation (11) shows that the change of the motion of a particle
is due to the pressure field, the viscosity and the body forces acting on the fluid. An equation of
state is required to calculate the pressure in Eq. (11). The equation of state used in the
presented model is a quasi-compressible form, which is calculated using the density calcula-
tion from Eq. (10) and is given by [12]

p ¼ β
ρ
ρref

� �γ

� 1
� �

ð12Þ

where ρref is the reference density, c is the speed of sound, β is the magnitude of pressure, γ¼7
for liquid steel. The dynamic particle was selected as a definition of boundary conditions [14].

The model of heat conduction is based on the enthalpy method which is given by [15, 16]

dH
dτ

¼ 1
ρ
∇ðλ∇TÞ ð13Þ

where H is the enthalpy, λ is the thermal conductivity and T is the temperature. The SPH
formulation of Eq. (13) is approximated using the SPH which is given by [15]

dHi

dτ
¼
X
j

mj

ρiρj

4λiλj

ðλi þ λjÞ ðTi � TjÞ
ðri � rjÞ �∇iWij

ðri � rjÞ2 þ η2
ð14Þ

where η is a small parameter to prevent singularity when ðri � rjÞ goes to zero. This equation
guarantees that the heat flux is automatically continuous across the different material inter-
faces, such as between the liquid and solid metals. This also allows multiple phases with
different conductivities to be accurately simulated [15]. The model coupling the both domains
(FEþSPH) is based upon a solution of coupling by fixing particles to the FE nodes.

5. Computer simulations: example results

This section presents examples of results of numerical simulations performed with the
DEFFEM package developed. The first simulation range included the process of heating and
deforming within temperature ranges close to the solidus line (without the liquid phase). The
obtained findings were verified on the basis of the developed methodology of deformation
zone measurement using 3D scanning technology with blue light [7]. The second stage of work
included simulations concerning fluid mechanics. The obtained findings were verified on the
basis of well-known laws of physics.
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where ρref is the reference density, c is the speed of sound, β is the magnitude of pressure, γ¼7
for liquid steel. The dynamic particle was selected as a definition of boundary conditions [14].
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where η is a small parameter to prevent singularity when ðri � rjÞ goes to zero. This equation
guarantees that the heat flux is automatically continuous across the different material inter-
faces, such as between the liquid and solid metals. This also allows multiple phases with
different conductivities to be accurately simulated [15]. The model coupling the both domains
(FEþSPH) is based upon a solution of coupling by fixing particles to the FE nodes.

5. Computer simulations: example results

This section presents examples of results of numerical simulations performed with the
DEFFEM package developed. The first simulation range included the process of heating and
deforming within temperature ranges close to the solidus line (without the liquid phase). The
obtained findings were verified on the basis of the developed methodology of deformation
zone measurement using 3D scanning technology with blue light [7]. The second stage of work
included simulations concerning fluid mechanics. The obtained findings were verified on the
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5.1. Test simulations of the DEFFEM|solver_3D_TM

The numerical simulations and experiments were carried out with two types of hexahedral
samples with a cross-section 10 � 10 mm and lengths of 100 mm (sample type B) and 125 mm
(sample type C) made of steel S355 [7, 17]. The experiments and numerical computations were
conducted on the basis of the research methodology presented in study [7]. In the simulation, a
sample was heated to a temperature of 1400�C at a rate of 20�C/s, and next to a temperature of
1450�C at a rate of 1�C/s. Figures 8–11 present the temperature distribution for the selected
heating stages for both sample types. Referring to the observed temperatures at the sample
surface and the maximum temperatures achieved in the sample core, one may observe an
increasing temperature gradient on its cross-section as the heating time passes. For a sample
type B, after 10 s this difference was 4.4�C, after 70 s growing up to 33.9�C. For the variant with
a sample type C (longer), these differences were slightly bigger and were 4.7 and 35.2�C,
respectively.

In order to verify the obtained results of the heating simulation in the experiments, a thermo-
vision camera was used to record the profile of the temperature change along the sample
heating zone (Figure 12).The obtained results of the experiment and simulation are character-
ised by a parabolic course, and the correct compatibility between the experimental and calcu-
lated values. The average relative error calculated for 13 checkpoints was 14.5%. At the last
stage, the deformation process was performed, assuming the stroke of 5 mm and the stroke
rate of 1 mm, following sample cooling at a rate of 10�C/s to the nominal deformation
temperature. The deformation experiments were performed for a temperature scope 1200–
1400�C. Figure 13 presents the total Z displacement distribution and the general characteristics
of boundary conditions identified in the Gleeble simulator system and adapted to the numer-
ical solution [7]. Three main zones can be distinguished for both sample types. The first zone
(sample fixed) defines the grip contact area that does not move during the physical simulation

Figure 8. Temperature distribution after 10 s of heating (sample type B, surface temperature 198.286�C).
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Figures 14 and 15 present the strain distribution (εz component) for the strain variant at two
nominal temperatures 1200 and 1400�C. Strain cumulates mainly in the central deformation
zone, reaching slightly higher values for the deformation test performed at a temperature of
1400�C.

Figure 11. Temperature distribution after 70 s of heating (sample type C, surface temperature 1.406.63�C).

Figure 12. The temperature profile along the heating zone calculated and determined by the experiment (test nominal
temperature 1400�C, sample type C).

Computer Simulation134

Analysing the shape and size of the strain zones resulting from the simulation (Figures 14 and
15) and experiment (Figure 16), one may observe that they feature a very high geometrical
similarity. To verify the obtained findings, the developed measurement methodology with
blue light scanning was applied [7]. Figure 17 presents a map of deviations between the
obtained numerical calculation meshes after the deformation process at a temperature of 1200
and 1400�C. The sample deformed at 1200�C was selected as the standard in the mapping
procedure. The analysis of the obtained results indicates an increase in the cross-section of the
sample deformed at 1400�C, and a slight decrease in the strain zone length compared to the
sample deformed at 1200�C.

Figure 14. Strain distribution, εz component (sample type C, test nominal temperature 1200�C).

Figure 13. Total Z displacement distribution (sample type B, test nominal temperature 1400�C).
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An analogous methodology was applied to compare the obtained shape of the deformation
zone from the computer simulation to the experimental shape (Figures 18–25). An analysis of
the obtained deviation maps indicates that the local difference of 1 mm was not exceeded in
any case. The maximum absolute value was 0.99 mm for a sample type B deformed at a
temperature of 1400�C and the minimum absolute value of 0.4583 mm for a sample type B
deformed at 1350�C.

Figure 16. Pictures of samples after deforming at 1200 and 1400�C (sample type C).

Figure 15. Strain distribution, εz component (sample type C, test nominal temperature 1400�C).

Figure 17. The deviation map between two finite element meshes for two deformation temperatures (sample type C).

Computer Simulation136

Figure 18. The deviation map between the finite element mesh and the mesh obtained from the 3D scanner (sample type
C, 1200�C).

Figure 19. The deviation map between the finite element mesh and the mesh obtained from the 3D scanner (sample type
B, 1200�C).

Figure 20. The deviation map between the finite element mesh and the mesh obtained from the 3D scanner (sample type
C, 1300�C).
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Figure 21. The deviation map between the finite element mesh and the mesh obtained from the 3D scanner (sample type
B, 1300�C).

Figure 22. The deviation map between the finite element mesh and the mesh obtained from the 3D scanner (sample type
C, 1350�C).

Figure 23. The deviation map between the finite element mesh and the mesh obtained from the 3D scanner (sample type
B, 1350�C).
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5.2. Test simulations of the DEFFEM|solver_3D_FLUID

Two simulations were carried out as part of the test simulations of the fluid mechanics solver.
The first case of free particles fall was carried out in order to check the Runge-Kutta integration
scheme used in the implementation. The second one is oriented for a structure impact simula-
tion based on dynamic particles. The main feedback from this case is: can the dynamic particles
handle this kind of boundary condition. The schemes of initial geometries of these problems
are presented in Figures 26 and 27. Solution domain consists of 7351 (free fall case)/29,791
(barrier case) moving particles and 29,402 (free fall case)/34,443 (barrier case) dynamic particles
represents boundary condition as a box given from particle to particle (width¼ 1.0 m, height¼
1.0 m and length ¼ 1.0 m). The initial drop height for free fall case was set 0.3 m. Other
parameters adopted as: initial smoothing length¼ 0.024 m, speed of sound 30 m/s, α is equal
to 0.5 and simulation time: 2.0 s.

Figure 28 presents the velocity field for a simulation time of 0.2 s, where the solution domain
(fluid) did not interact with the substrate defined by dynamic particles representing the
boundary condition. The mean particle velocity is around a given value 2 m/s. The current
velocity perfectly corresponds to what is expected by the analytical solution (∼1.96 m/s). On

Figure 24. The deviation map between the finite element mesh and the mesh obtained from the 3D scanner (sample type
C, 1400�C).

Figure 25. The deviation map between the finite element mesh and the mesh obtained from the 3D scanner (sample type
B, 1400�C).
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the other hand, Figure 29 presents the velocity field for a simulation time of 1.96 s, where the
velocity field has already stabilised.

Analytical solutions and numerical solutions of a particle fall in respect to z position corre-
spond excellent to what is expected by the analytical solution. Starting z position of particle
ID:1 ¼ 0.44 m, calculated z position of particle ID:1 ¼ 0.24372551083597468 m after 0.2 s.
Analytical solution z position of particle ID:1¼ 0.243718462 m after 0.2 s. This result indicates

Figure 26. Solution domains for the ‘free fall’ test simulation.

Figure 27. Solution domains for the ‘barrier’ test simulation.

Computer Simulation140

Figure 28. Vector velocity field (simulation time 0.20004155454510358 s).

Figure 29. Vector velocity field (simulation time 1.9600608766537435 s).

Developing a Hybrid Model and a Multi‐Scale 3D Concept of Integrated Modelling High‐Temperature Processes
http://dx.doi.org/10.5772/67735

141



the other hand, Figure 29 presents the velocity field for a simulation time of 1.96 s, where the
velocity field has already stabilised.

Analytical solutions and numerical solutions of a particle fall in respect to z position corre-
spond excellent to what is expected by the analytical solution. Starting z position of particle
ID:1 ¼ 0.44 m, calculated z position of particle ID:1 ¼ 0.24372551083597468 m after 0.2 s.
Analytical solution z position of particle ID:1¼ 0.243718462 m after 0.2 s. This result indicates

Figure 26. Solution domains for the ‘free fall’ test simulation.

Figure 27. Solution domains for the ‘barrier’ test simulation.

Computer Simulation140

Figure 28. Vector velocity field (simulation time 0.20004155454510358 s).

Figure 29. Vector velocity field (simulation time 1.9600608766537435 s).

Developing a Hybrid Model and a Multi‐Scale 3D Concept of Integrated Modelling High‐Temperature Processes
http://dx.doi.org/10.5772/67735

141



that the Runge-Kutta integration scheme used in the implementation works correctly.
Figures 30–35 present the selected stages of the free flow simulation taking account of the
fluid-structure interaction. The analysis of the obtained results indicates that the implemented

Figure 30. Vector velocity field (simulation time 0.16001791210049551 s).

Figure 31. Vector velocity field (simulation time 0.36004176147624667 s).
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Figure 32. Vector velocity field (simulation time 0.56007371089547675 s).

Figure 33. Vector velocity field (simulation time 0.96000801664997626 s).
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Figure 34. Vector velocity field (simulation time 1.5600837463861228 s).

Figure 35. Vector velocity field (simulation time 2.0000482073234136 s).
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interaction model is correct. We can observe a greater speed when the fluid passes through the
barrier defined by dynamic particles. The velocity is increased as a high repulsion force is
created by the boundary defined by dynamic particles (Figure 31). In the subsequent steps of
the simulation, the fluid in the computing domain slowly equalises and the velocity field
slowly stabilises (Figures 34 and 35). However, more tests for various variants are required
for further detailed verification.

6. Summary

This chapter presents a multi-scale model MCFE (Monte Carlo and finite element) and a hybrid
model FESPH combining the advantages of the finite element method (FEM) and the smoothed
particle hydrodynamics (SPH). The developed models and methods constitute the basis of the
scientific workshop focused on high-temperature processes. A great advantage of a solution like
this is the full openness of source codes of the simulation system designed, which will be the basis
for developing further new and innovative solutions. The conducted test simulations concerning
continuum mechanics (the FEM solution) and fluid mechanics (the SPH solution) indicate the
correctness of the implemented mathematical models in the context of determining temperature
fields, strains or velocity fields. The DEFFEM package was successfully applied in practical projects
accomplishedwith industrial partners as a design aiding tool. The present tests in collaborationwith
an industrial plant from the aviation and casting industry will allow us to perform additional
industrial tests and to evaluate the suitability of the software in the computer-aided design.
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Abstract

The chapter presents experimental problems related to research aiming at obtaining
data necessary to formulate a physical model of deformation of steel containing a zone
consisting of a mixture of the solid and the liquid phases. This issue is strictly related to
the application of the soft-reduction process in integrated strip casting and rolling. The
original part of the developed methodology is the experiment computer aid performed
with the proprietary simulation package DEFFEM. In order to solve problems related to
the deformation of materials with a semi-solid core or at extra-high temperatures,
comprehensive tests were applied, which covered both physical modelling with a
Gleeble 3800 thermo-mechanical simulator and mathematical modelling. Examples of
research findings presented in this chapter show that the developed methodology is
correct in the context of experiment computer aid and show the need to develop soft-
ware in order to implement full 3D models.

Keywords: mushy zone, finite elements method, extra-high temperature, resistance
heating, tomography

1. Introduction

In recent years, a strong trend towards the development of integrated metallurgical processes
can be observed. In these processes, the strand is cast to shape and dimensions near the final
product and combined with product rolling [1–7]. Processes of integrated strip casting and
rolling, which feature less material processing, and a direct connection of the casting process
and strand rolling, can be used as an example. Here, problems related to the steel ductility and
the formation of an appropriate product microstructure are very relevant. During an inte-
grated process, contrary to classic hot forming processes, the strand is not cooled to a temper-
ature at which austenite disintegrates [1–7]. Therefore, the original structure of the input

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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material to the rolling process is the as-cast structure, which causes serious difficulties during
the production cycle. The increasing access to modern Gleeble series physical simulators
allows us to use the knowledge obtained during experiment with tests of designing processes
of strip integrated casting and rolling [8, 9]. A Gleeble 3800 simulator enables the so-called
physical simulation of a specific process to be carried out. The objective of a simulation like this
is to use a small sample, which is made of the same material that is used in the production
process. Changes of stress, strains and temperatures, the material is subjected to in the actual
production process, are reconstructed in the mentioned sample, which most often is cylindri-
cal [10]. On the basis of the performed physical simulation cycle (variants for various cooling
rates, stroke rates, etc.), process maps are developed, and then these maps help to estimate the
optimal parameters of the process line equipment. Special diagrams are then constructed,
where areas with a limited ductility are marked. Knowing such areas thoroughly allows the
process parameters to be adjusted so as to avoid potential strand cracking. Despite huge
capabilities of thermo-mechanical simulators as regards a simulation combining a physical
simulation of solidification with a simultaneous plastic deformation set during, as well as
immediately after the total solidification, each steel grade requires separate comprehensive
tests. Therefore, a computer simulation is recommended. The main problem with computer
simulations involves lack of constitutive equations, which allow the plastic behaviour of the
steel tested to be determined. We need to emphasize that testing mechanical and physical
properties, as well as the sample deformation itself at such high temperatures is only possible
to a limited extent, with a strictly specified test methodology [10]. Therefore, the goal of this
study is to develop a methodology to enable a multi-stage simulation combining the steel
deformation process in the semi-solid state and in the solid state, as well as to evaluate its
suitability for the future research and development work.

2. Physical simulation

The experimental tests were conducted with a Gleeble 3800 thermo-mechanical simulator. The
basic tests were conducted with cylindrical samples made of steel S355, with a length of 125 mm
and a diameter of 10mm, using two types of copper grips, so-called “hot” and “cold” ones. The
selection of an appropriate grip type determines the attainable size of the free zone of the sample
deformed [10]. For “cold” grips, the free zone is about 30mm, whereas for “hot” grips, it is about
67mm. In addition, the type of the applied grips substantially influences the attainable width of
the remelting zone, which increases as the nominal test temperature increases, and the obtained
temperature gradient along the heating zone and on the sample cross-section [10]. During the
tests, the temperature was recorded as indicated by thermocouples: TC1 (near the place of the
sample-grip contact), TC2 (at a distance of 7.5mm from the heating zone centre), TC4 (the centre
of the heating zone, control thermocouple) and TC3 (temperature measurement within the
sample core) (Figure 1).

Changes in force versus tool movement, and changes in electrical current versus time were
additional values measured during the experiments. From the perspective of methodology
development one should take into account the temperatures that are characteristic to the
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specific tested material [10]. The liquidus Tl and solidus Ts temperatures, the nil strength
temperature (NST), the nil ductility temperature (NDT) and the ductility recovery temperature
(DRT) are the most important. The determined characteristic temperatures allow a thermal
map of the process (TMP) to be developed. This map allows us, among others, to determine
the temperature ranges in which the liquid phase appears or disappears, or the temperature
above which the mechanical properties of the medium analysed degrade. For steel S355 the
liquidus Tl and solidus Ts temperatures were 1513 and 1465�C, respectively. The knowledge of
characteristic temperatures allows us also to determine the steel susceptibility to fracture,
which is characterised by the following fracture resistance indicator Rf :

Rf ¼ NST�NDT
NDT

ð1Þ

Under the procedure of continuous casting physical simulation [10], it is assumed that the steel
tested is not susceptible to cracking when the difference between the temperature NST and NDT
is less than just 20�C. Referring to the characteristic temperatures NST and NDT of the steel S355
tested, which are 1448 and 1420�C respectively, it can be observed that this condition is not met.
It indicates that the steel tested is susceptible to cracking during the production cycle. More
details concerning the determination of temperature characteristics of steel S355 can be found in
publications [8–10]. The execution of experiments at temperatures reaching the solidus temper-
ature range required a strictly planned and controlled experiment course. Figure 2 presents the
view of a sample at three selected stages of physical simulation, where remelting within the
liquidus and solidus temperature range was performed. At the first stage (left) one may observe
the explicit remelting zone (a mixture of the solid and liquid phases) being formed. At the second
and third stages (middle and right), when the deformation started, an adverse effect of liquid
steel blow-out occurred within the remelting phase. In order to eliminate this problem the
orientation of the injection nozzles situated perpendicularly to the sample was changed to an

Figure 1. A cylindrical sample used during experiments with the thermocouple location.

Figure 2. The view of the sample at the selected physical simulation stages (S355 grade steel).
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angle of about 45�. This change stabilized the injection, by reducing the blowing of the liquid
steel out of the sample.

The problem of an uncontrolled leakage was also observed for deformation within the mixed
phase using relatively low tool stroke rates between 1 and 20mm/s. Using a tool stroke rate of
around 100mm/s allowed us to fully accomplish the assumed experiment plan [10]. Therefore,
one may conclude that the obtained pilot simulation results open and indicate new research
areas directed towards high stroke rate testing. In a part of the primary tests, in order to reduce
the risk of liquid steel leakage into the simulator, a quartz shield was applied with a length of
about 30mm, and a gap of 2–3mm along the shield in order to enable thermocouples to be
installed (Figure 1). Another problem encountered during the tests was the occurrence of rapid
strength changes. One of the basic relationships determining the plastic behaviour of metal at a
very high temperature is the dependence of the yield stress on temperature, strain rate and the
strain. The plastic deformation at higher temperatures is subject to a number of further restric-
tions. The material changes its density during cooling, and at a certain temperature range it
shows a limited formability or complete lack of ductility. The occurring large inhomogeneity of
deformation, and the fact that even small temperature changes in these conditions cause rapid
changes in the yield stress, lead to diverging results. Figure 3 presents examples of results of
maximum forces achieved during two identical compression tests at the selected nominal
temperatures of deformation. On the other hand, Figure 4 presents examples of results of
maximum values of tensile stress for two identical tests at the selected nominal temperatures
of deformation. The presented results concern tests conducted with steel C45 (carbon content
0.45%). For temperature measurements also slight temperature measurement differences were
observed, reaching a few degrees [10]. Therefore, as mentioned before, the sample deformation
itself at such high temperatures is only possible to a limited extent, with a strictly specified test
methodology.

Figure 3. The maximum values of forces achieved during compression tests for the selected nominal temperatures of
deformation.
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The adopted test methodology included:
• developing and conducting a physical simulation cycle,

• developing a numerical model of resistance heating in the Gleeble 3800 simulator system,

• developing a new methodology of direct determination of the strain-stress relationship on
the basis of data obtained from physical simulations,

• test simulations with the DEFFEM package and experimental verification of the devel-
oped methodology. The tests were combined with a cycle of micro and macrostructural
tests.

As part of the starting physical simulation, three experiments were carried out. The fundamental
difference between these experiments was in the execution of deformation in various phases of
the process. In the first test, the sample was deformed in the remelting phase. The experiment
schedule consisted of heating the sample to a temperature of 1400�C at a heating rate of 20�C/s,
in the next stage, the heating rate was reduced to 1�C/s until the temperature of 1485�C was
reached. The third stage was holding at a temperature of 1485�C for 30s in order to stabilize the
temperature within the sample volume. The last stage was the deformation in the remelting
phase (stroke¼1.2mm and stroke rate¼0.04mm/s). The first three stages of the second test were
analogous to the first test. The last stage was the execution of the deformation process (stroke¼
1.5mm and stroke rate¼0.25mm/s) in the solidification stage, starting when the sample has
cooled down. The third test was a combination of the first and the second ones. The deformation
was executed in the remelting phase (stroke¼1.2mm and stroke rate¼0.04mm/s), and next in
the solidification stage (stroke¼1.5mm and stroke rate¼0.25mm/s). Figures 5–7 present macro-
structures of samples for individual tests. Their nature differs depending on the applied tool
variant. After the process of sample etching, the occurrence of a columnar zone was found in the

Figure 4. The maximum values of tensile stress achieved during tests for the selected nominal temperatures of deforma-
tion.
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remelting zone. The crystals were growing in the heat discharge direction (Figures 5–7). When
analysing macrostructures made in the sample longitudinal section, the formation of porous
areas of various intensities can be observed (Figures 5–7). Here, the variant of selected experi-
mental tools is very important. For the variant with “hot” grips and deformation in the remelting
phase (Figure 5), the formation of a large shrink hole was observed. Application of deformation

Figure 5. Macrostructure of samples deformed in the remelting phase (“hot” and “cold” grips).

Figure 6. Macrostructure of samples deformed in the solidification phase (“hot” and “cold” grips).
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in the solidification phase partially eliminated this effect (Figure 6). However, analyses of the
macrostructure for the “hot” grip variant still showed small areas of central porosity (Figures 6
and 7). It may indicate that the applied strain value is insufficient.

Figure 8. Microstructure of samples deformed in the solidification phase (core, “hot” grips).

Figure 7. Macrostructure of samples deformed in the remelting and solidification phase (“hot” and “cold” grips).
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Figures 8–11 present examples of microstructures of the selected two areas of the sample, i.e.
the sample core and a place located next to the sample tip (near the place of thermocouple
installation) for both tool variants. Analysing the sample centre microstructure (Figures 8 and
10), we can detail white (slightly needle-shaped) ferrite and/or bainite. The former austenite
is mainly martensite formed after cooling to the ambient temperature, and it is more dominat-
ing for the simulation variant carried out with cold grips (Figure 10). Martensite is light brown

Figure 9. Microstructure of samples deformed in the solidification phase (tip, “hot” grips).

Figure 10. Microstructure of samples deformed in the solidification phase (core, “cold” grips).
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in the presented microstructures. The analysis of the microstructure of the surface zones
(Figures 9 and 11) shows a slightly different nature of the share of individual phases. The
obtained differences arise mainly from the cooling rate, which is two times lower for the
samples heated in hot grips, and from the difference in the cooling rates between the individ-
ual zones of the sample deformed.

The conducted first cycle of physical simulations allowed us to plan and carry out a pilot
simulation of the integrated strip casting and rolling process. In the performed simulation,
the deformation process was conducted in crystallization phase and finally rough-rolling
simulation was made. The main goal of deformation in the crtstallization stage was to ensure
the filling of the full volume of the remelted sample as well as to eliminate shrinkage effects.
The second cycle of physical simulations included tests aiming at providing data to the
computer-aided methodology of determination of the strain-stress relationship, necessary to
build the model of changes in stress versus strain, strain rate and temperature for the needs of
numerical simulations. The results of computer-aided physical simulations are presented
hereinafter.

3. Computer aid of experiment

As part of the computer-aided experiment the proprietary simulation package DEFFEM [10]
according to the ONEDES (ONEDEcisionSoftware) was used. More information on the simu-
lation system designed, details of the implemented mathematical models, or definitions of
boundary conditions may be found in book [10] or in the author’s second chapeter in the
current book.

Figure 11. Microstructure of samples deformed in the solidification phase (tip, “cold” grips).
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3.1. Modelling the resistance heating

The process of numerical modelling a high-temperature experiment performed with a Gleeble
3800 thermo-mechanical simulator can be broken down into two main stages. At the first stage
the process of sample resistance heating and melting is performed according to a set
programme. This stage is very important from the perspective of the specificity of the process
analysed, where even small temperature changes may locally cause rapid changes in mechan-
ical properties. As accurate estimation of the temperature distribution within the sample
volume as possible will significantly determine the quality of the obtained findings, including
the determined strain-stress relationships, which ultimately will strongly influence the process
force parameters of the deformation process itself (stage 2). In the first modelling approach, a
commercial simulation system ANSYS was used, and the obtained final temperature field was
then read in by the DEFFEM solver as the initial condition for the deformation process
performed [11]. Resistance heating was modelled with an additional magnetohydrodynamical
(MHD) module. This additional program extension concerns the effect of electromagnetic field
and the electrically conducting medium. The module enables the conductor behaviour
influenced by a constant and variable electromagnetic field to be analysed. In this study, the
method in which the current density is the result of the solution of the electrical potential
equation and Ohm’s law was used. The electrical field is described by equation:

E
!¼ �∇∅ ð2Þ

where ∅ is the electric potential.

The current density is calculated from Ohm’s law.

j
!¼ σ E

! ð3Þ

where σ is the specific conductance.

For a medium with a high conductivity, the principle of electric charge conservation is met
additionally.

∇� j
!¼ 0 ð4Þ

The ANSYS program solver solves equations of continuity, moment, energy and electric poten-
tial iteratively in a loop. The energy equation contains an additional energy source, Joule’s
heat.

Q ¼ 1
σ

j
! � j

! ð5Þ

where Q is the Joule’s heat; j is the current density vector.

A number of simulations were performed, where various heating schedules were used and their
impact on the obtained final temperature field was analysed. In the model tests alternatively
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both types of grips were used. It was found that the grips had a substantial impact on the
attainable heating rate to the nominal deformation temperature. Figure 12 presents the temper-
ature changes measured by a numerical sensor placed on the sample surface (1/2 of the heating
zone length). Heating simulations for both variants of tools were performed with a constant
current intensity of 2000A, assuming the heating time of 66s. The obtained difference of the
maximum calculated temperatures for both tool variants was 123�C. Regardless of the adopted
temperature schedule, grip type or the grade of the steel tested, the distribution of generated
voluminal sources is parabolic (Figure 13).

Regardless of the applied grips the temperature gradient was observed both on the cross-
section and on the longitudinal section of the sample (Figure 14). For a sample heated with a

Figure 12. Change in the surface temperature of a sample heated with two types of grips (current intensity 2000A).

Figure 13. The distribution of voluminal heat sources in the sample Z axis for the selected resistance heating stages (“hot”
grips).
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2000A current for 66s using “hot” grips, the achieved sample surface temperature was 1338�C,
while the core temperature was 1367�C. The temperature difference between the sample core
and the surface (nominal temperature) was therefore 29�C. The current intensity characteristics
is a relevant control parameter in the numerical model, which is decisive to the attainable
nominal temperature of the test (possibility for remelting). For instance, a change in the current
intensity from 2000 to 1000A caused a decrease in the amount of heat generated within the
system, which translated into the attainable maximum temperature of 366�C for the sample
core (Figure 15).

In the second model approach the ADINA commercial system was used, in which the temper-
ature field solution was based upon the classic solution of Fourier’s equation combined with
inverse calculations [12, 13]. Assuming a constant current intensity, and on the basis of tem-
peratures measured during the experiments, the values of voluminal heat sources were
selected so as to obtain compatibility of results with experimental findings. Alternatively a
constant value of voluminal heat sources was assumed (constant for a single simulation time
interval, estimated previously with commercial simulation systems, e.g. Figure 15), and next
the current intensity was determined. The adopted model assumptions not only allowed
results featuring the correct compatibility with the experimental findings to be obtained, but
also lead to an ambiguity of the solution. Examples of results using the foregoing approaches
can be found in papers [12–15]. Regardless of the adopted model approach the calculations
were very time consuming and painstaking. This moment has inspired the author and has
resulted in the ONEDES term (ONEDEcisionSoftware) as an approach philosophy for design-
ing dedicated original simulation systems [9, 10]. Intensive support of the Polish National
Science Centre as part of research projects and huge amounts of time sacrificed by the author
for the implementation of the developed solutions allowed a globally unique tool dedicated for
aiding high-temperature processes to be developed. The effect of the design-implementation
work was the development of a resistance heating model in the Gleeble 3800 simulator system
(ONEDES approach) and the experimental verification methodology. When modelling the
Joule heat generation, it was assumed that its equivalent in the numerical model would be a
voluminal heat source (function A) with its power proportional to the resistance R and the
square of electric current I:

Figure 14. Temperature distribution on the sample section after 66s of heating (“hot” grips, current intensity 2000A).

Figure 15. The temperature distribution on the sample section after 66s of heating (“cold” grips, current intensity 1000A).
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Q ¼ f A τð Þ I2 τð ÞR Tð Þ� �� � ð6Þ

The relationship of the current intensity change as a function of heating time are directly
recorded during physical tests with Gleeble 3800 thermo-mechanical simulator. Figure 16 pre-
sents examples of results in the form of temperature change versus time measured (thermo-
couples TC1, TC4, see Figure 1) and calculated (numerical sensors) during physical and
computer simulations of sample heating to a temperature of 1485�C (steel S355).

The heating process was performed with two heating rates: to the temperature of 1450�C at a
rate of 20�C/s, and next at a rate of 1�C/s to the nominal temperature of 1485�C. On the other
hand, Figure 17 presents temperature changes versus time measured and calculated during
physical and computer simulations of sample heating to the temperature of 1200�C (steel S355)
at a constant rate of 5�C/s.

The obtained graphs feature a very good compatibility between the calculated and experimen-
tally determined temperatures. The estimated relative error oscillated within 2–3%. Figures 18
and 19 present the temperature distribution on the longitudinal section of the sample and the
symmetry with respect to the Z axis, after 3 s of heating, and after heating to the test nominal
temperature of 1485�C, respectively. The simulations were conducted with “hot” grips.
Analysing Figure 18 one can observe an intensive temperature gradient near the place of tool-
sample contact. The temperature gradient on the sample section at this simulation stage
features a practically uniform temperature distribution of around 60�C, achieving its maxi-
mum value of 48�C after heating to a temperature of 1485�C.

The application of the simulation variant using “cold” grips leads to slightly different results
(Figure 20). The attainable width of the remelting zone becomes shorter. In addition, one can
observe that the obtained gradient on the sample section of 37�C is smaller than for the variant
with “hot” grips (Figure 19).

Figure 16. Temperature changes versus time obtained as a result of the experiment and computer simulation (thermo-
couples TC4 and TC1, “hot” grips).
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The obtained results of computer simulations of the resistance heating process feature a
considerable compatibility with the results obtained by physical simulations (for both tool
variants). In the implemented numerical solution, couplings of the electrical field and the
temperature field were not included directly. The heat that is generated within the sample
volume as a result of the electrical current flow is modelled by an internal voluminal heat
source. By applaying this approach, the influence of the changing electrical properties of the
solution domain (sample volume) on the electrical charge density and local voluminal heat
source power could not be analysed. It is difficult to state that taking the thermo-electrical
impact into account would constitute significant progress and would allow more precise
results to be obtained. More details can be found in publication [10].

Figure 17. Temperature changes versus time obtained as a result of the experiment and computer simulation (thermo-
couples TC4, TC2 and TC1, “cold” grips, heating rate 5�C/s).

Figure 18. Temperature distribution on the sample section after 3s of heating (“hot” grips).
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3.2. The methodology of direct determination of mechanical properties (S355 grade steel)

The problem of determining characteristics describing changes in stress versus strain, strain
rate and temperature is a very complex issue. As showed by research presented herein, the
repeatability of test as regards anticipating changes in temperature or force parameters may
significantly differ between two identical tests (see Figures 3 and 4). In the context of deter-
mining mechanical properties, the accuracy of determination of the temperature field becomes
therefore particularly significant. It is caused by the fact that even small local temperature
variations may cause rapid changes in mechanical properties. One of methods applied by the
author was the use of a methodology [Numerical Identification Methodology (NIM)] based
upon the inverse solution and a methodology of modelling with a model concept based upon
axially symmetrical models [10]. As part of the current project (3D model development), it has
been found that this approach is ineffective in terms of computing, as well as of the quality of

Figure 20. Temperature distribution on the sample section after heating to the nominal temperature of 1485�C (“cold”
grips).

Figure 19. Temperature distribution on the sample section after heating to the nominal temperature of 1485�C (“hot”
grips).
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the obtained curves. Depending on the adopted solution of the model resistance heating
process in the aspect of the temperature field determination (inverse calculations, temperature
field from the commercial program, or the function description presented herein), it leads to
slightly different temperature values within the deformation zone. Bearing in mind that
mechanical properties rapidly change as a result of small temperature fluctuations, the
obtained stress-strain curves are considerably different (their nature). In the context of verifi-
cation of the yield stress function model, the obtained results of the process force parameters or
the deformation zone shape itself showed a convergence with the experimental data. Thus a
question comes: which approach in the context of modelling of mechanical properties at such
high temperatures is the optimum solution? It was one of the factors that inspired the author to
take up implementing and development work in the context of formulating a full multi-scale
3D model of high-temperature effects. Therefore, as part of project work, the Direct Identifica-
tion Methodology (DIM) to determine the mentioned dependences directly was developed.
The DIM utilizes the capabilities of the Gleeble 3800 simulator as regards experimental
research, and the original DEFFEM simulation system for identification of model parame-
ters [10]. The proposed research methodology consists of the following stages: In the first stage
samples are prepared for tests, along with the installation of measurement thermocouples, and
copper grips and the experiment programme are selected [10]. The second stage includes
physical tensile tests on the basis of the assumed physical simulation schedule. The experiment
programme included heating to a temperature of 1400�C at a rate of 20�C/s, and next to a
temperature of 1480�C at a rate of 1�C/s. Finally, cooling to the nominal deformation temper-
ature was made at a rate of 10�C/s, and after holding for 10s at the set temperature the
deformation process (tension test) was made with stroke 0.5–2mm and a tool stroke rate of 1
and 20mm/s. In the third stage, the preliminary simulations in order to estimate the length of
the deformable zone are performed. On the basis of the preliminary test results, as well as the
analysis of the temperature fields, the length L0 of the effective working zone can be estimated
at 20mm. Within this zone, the strain rate and the stress are supposed as uniaxial. The nominal
strain εnom and the nominal strain rate _εnom are defined as follows:

εnom ¼ ΔL
L0

ð7Þ

where ΔL is the grip stroke (the elongation of the effective working zone at time τ) and L0
effective working zone.

_εnom ¼ stroke_rate
L0

ð8Þ

The nominal stress is calculated with the following relationship:

σexpnom ¼ F
S0

ð9Þ

where F is the tensile force measured by the Gleeble 3800 simulator and S0 is the original cross-
sectional area of the sample. In the fourth stage, the yield stress function form is selected. In the
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presented solution, the function form describing the dependence of the nominal stress on the
nominal strain is the function in the following form [10]:

σexpnom ¼ εnomn

α
ASINH

_εnom
A

� �m

exp
mQ

RTnom

� �� �
ð10Þ

The last parameter that should be defined in function (10) is the value of the nominal temper-
ature Tnom. In this study, the nominal temperature was defined as the sample surface temper-
ature:

Tnom ¼ Texp
surf ð11Þ

In the last stage of the proposed methodology, the objective function for the purpose of
identification of the searched parameter vector x ¼ α, n, A, m, Qð Þ of the function (10) is
defined [16]:

ϕ xð Þ ¼ 1
Nt

1
Npr

XNt

i¼1

XNpr

j¼1

σcalcnom, ij xð Þ � σexpnom, ij

σexpnom, ij

" #2
ð12Þ

where Nt, Npr are the number of tensile tests and measurement points, respectively. σcalcnom, σ
exp
nom

are the nominal stress from calculations and experiments, respectively.

The searched parameter vector x can be identified by minimization of the objective function
(12). Gradient-free optimisation was used to minimize the objective function (12). The identi-
fied parameters of vector x, based on the DIM, are presented in Table 1.

The calculated and deducted nominal stress-strain curves are shown in Figures 21–26. All
measurement points obtained from the experiment are included in the graphs, in order to
present the scatter of the experimental data. Before using them in the optimisation procedures,
such data were previously subjected to a smoothing procedure. A reasonable agreement can
be observed between the calculated and the directly predicted nominal stress-strain curves.
The mean relative errors was within range 0.9–8.6%.

3.3. Computer simulations: examples

The tension simulations were conducted while attempting to reflect the conditions of the
conducted experiments as accurately as possible (see point 2 in Direct Identification Method-
ology). The first simulation variant covered deformation in the solidification phase for the
nominal test temperature of 1450�C, tool stroke rates of 1 and 20mm/s, and elongation of
2 mm. The basic aim of the simulation was to evaluate the suitability of the developed function

α [MPa�1] n A [s�1] m Q [J/mol]

5.4623641E � 02 0.2089816 1.65Eþ17 0.1855337 511111.2

Table 1. Identified parameters by the Direct Identification Methodology (DIM).
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describing changes in stress versus strain for the defined temperature range. Figure 27 pre-
sents the initial temperature field for the nominal deformation test performed at a temperature
of 1450�C using “hot” grips. The temperature difference between the sample surface and core
was 33�C.

Figure 28 presents the ultimate temperature distribution and the strain intensity after the
tensioning process at a tool stroke rate of 1mm/s and a grip stroke of 2mm. Visualisations

Figure 22. Comparison between measured (points) and calculated (line) stress-strain curve at the nominal temperatures
of 1300�C and the nominal strain rate 1 s�1.

Figure 21. Comparison between measured (points) and calculated (line) stress-strain curve at the nominal temperatures
of 1300�C and the nominal strain rate 0.05 s�1.
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were made along the sample maintaining the symmetry with respect to the Z axis. When
analysing the temperature field after the resistance heating process (Figure 27), which at the
same time is the initial condition for the mechanical solution, and the temperature field after
the tensioning process (Figure 28), one may observe a slight reduction of the maximum
temperature from 1483 to 1482�C. For the analysed temperature range even such small tem-
perature changes within the deformation zone can cause rapid changes in the plastic and

Figure 23. Comparison between measured (points) and calculated (line) stress–strain curve at the nominal temperatures
of 1350�C and the nominal strain rate 0.05 s�1.

Figure 24. Comparison between measured (points) and calculated (line) stress-strain curve at the nominal temperatures
of 1350�C and the nominal strain rate 1 s�1.
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mechanical properties. When analysing the obtained results one may observe a concentration
of the maximum strain intensity values in the middle sample part.

In Figures 29 and 30, the comparison between measured and calculated loads at a nominal
temperature of 1450�C and two stroke rates of 1 and 20mm/s is presented. The presented
courses of loads changes feature a fairly large discrepancy between the measured and calcu-
lated loads. The obtained simulation results point that the application of the developed Direct
Identification Methodology to determine parameters of the function describing changes leads

Figure 25. Comparison between measured (points) and calculated (line) stress-strain curve at the nominal temperatures
of 1450�C and the nominal strain rate 0.05 s�1.

Figure 26. Comparison between measured (points) and calculated (line) stress-strain curve at the nominal temperatures
of 1450�C and the nominal strain rate 1 s�1.

Computer Simulation166

to the final results. The average error value is at a level of 8.1% for the deformation variant at a
temperature of 1450�C (stroke rate 1mm/s) and 19.1% for the test at a temperature of 1450�C
(stroke rate 20mm/s). However, the obtained results indicate a certain non-uniformity of the

Figure 27. Temperature distribution on the sample section after heating and cooling to the nominal temperature of
1450�C (“hot” grips).

Figure 28. Distribution of (a) temperature (b) strain intensity on the cross-section of a sample deformed at the nominal
temperatureof 1450�C (”hot” grips, stroke rate 1mm/s, stroke 2mm).
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deformation zone itself, as well as rapid changes in the plastic and mechanical properties along
with a temperature change.

In the second variant, a pilot simulation of the integrated strip casting and rolling process was
performed where the deformation was performed in two primary phases: crystallization

Figure 29. The comparison between measured and calculated loads at a nominal temperature of 1450�C and stroke rate
of 1mm/s.

Figure 30. The comparison between measured and calculated loads at a nominal temperature of 1450�C and stroke rate
of 20mm/s.
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followed by the rough-rolling simulation. Conducting a multi-stage simulation required inten-
sive implementation work and a partial reorganization of numerical codes in order to ensure
transfer of strain and stress states, and the temperature field for the needs of the next stage
simulation. The pilot physical and computer simulation included heating to a temperature of
1450�C at a rate of 20�C/s, and next to a temperature of 1485�C at a rate of 1�C/s in order to
remelt the sample. The deformation process (compression) in the crystallisation phase was
performed at a stroke rate of 0.25mm/s, a stroke of 1.5mm at a nominal temperature of 1460�C.
Next, the sample was cooled at an average cooling rate of 50�C/s to the nominal rolling
temperature of 1000�C. In the rolling process the sample was deformed (compressed) at a
stroke rate of 1.25mm/s and a stroke of 4.0mm. The obtained results of the pilot numerical
simulations were verified by comparison of the calculated and experimentally determined
maximum force values at the individual stages, which are presented in Table 2.

At both stages the values of maximum forces calculated numerically were higher than the ones
determined experimentally. The calculated relative error reached the maximum value of
13.77% for the stage of deformation at the crystallisation phase. Bear in mind that calculations
within the DIM were performed for the adopted nominal test temperature equal to the surface
temperature, and remember that the sample core temperature was higher by 33�C. Therefore,
further research is necessary to determine the nominal temperature, e.g. adopting the core
temperature as the nominal temperature, which effectively will allow the differences between
the process force parameters to be reduced. The other essential fact influencing the obtained
discrepancies in results of physical and computer simulations is lack of temperature field
symmetry within the sample volume. From the perspective of the essence of the axially
symmetrical numerical model and the computing accuracy, the temperature field in each
section plane in ideal conditions should be the same or very similar. Figure 31 presents a
picture from a NANOTOM N190 tomograph showing the formed porous zone. The visible
porous zone formed starting from the sample core, propagating towards the sample surface
(place of installation of the control thermocouple TC4, see Figure 1). It is the place where the
sample surrounded by a quartz shield has a 2–3mm gap enabling thermocouples to be
installed. The other areas are thermally insulated, and the said gap is the main source of
disturbances in the heat exchange between the sample and its environment (simulator inside).
Therefore, one may conclude that the elimination of the quartz shield combined with the
precise control of the process (manual control) will allow lack of the temperature field symme-
try to be eliminated. As a result, the obtained results of numerical simulations should feature a
higher accuracy.

Solidification stage [N] Rolling stage [N]

Physical simulation 617 7144

Computer simulation 702 7737

Relative error 13.77% 8.30%

Table 2. Comparison of the maximum forces determined experimentally and numerically at the individual stages.
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deformation zone itself, as well as rapid changes in the plastic and mechanical properties along
with a temperature change.

In the second variant, a pilot simulation of the integrated strip casting and rolling process was
performed where the deformation was performed in two primary phases: crystallization

Figure 29. The comparison between measured and calculated loads at a nominal temperature of 1450�C and stroke rate
of 1mm/s.

Figure 30. The comparison between measured and calculated loads at a nominal temperature of 1450�C and stroke rate
of 20mm/s.
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4. Conclusions

The primary aim presented in this chapter is to show experimental and modelling problems
related to research aiming at obtaining data necessary to develop a physical model of steel
deformation in the semi-solid state. The computer aid to the experiment, using the process
computer simulation, is an inherent part of the presented methodology. It is difficult to
imagine experimental research of steel deformed during the final solidification phase without
this simulation. This issue is strictly related to the signalled problems related to the application
of the soft-reduction process. The formulated resistance heating model in the simulator system
and the computer-aided methodology of direct determination of mechanical properties of the
steel tested allowed the preliminary concept of multi-stage modelling (integrated casting and
rolling process) to be developed with the DEFFEM package. The obtained results in the form of
force parameters feature a correct compatibility, albeit constraints resulting from the applica-
tion of axially symmetrical models indicate new trends in the development of models and
methods. In order to fully describe the behaviour of the semi-solid steel during its deformation
in the integrated casting and rolling process the constructed mathematical model must be fully
three-dimensional. The necessity of application of spacial models arises from the fact of exis-
tence of zones in high temperatures: the solid and semi-solid zone, many’s the time having a
complex geometrical shape. Such models should be applied to the issue concerned regardless

Figure 31. A longitudinal section with a visible formed porous zone (“hot” grips, cylindrical sample heating zone centre).
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of the fact that traditional strip rolling processes in the hot metal forming conditions can be
modelled in the flat strain condition.
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Abstract

The computational demands of virtual experiments for modern product development 
processes can get out of control due to fine resolution and detail incorporation in simu‐
lation packages. These demands for appropriate approximation strategies and reliable 
selection of evaluations to keep the amount of required evaluations were limited, without 
compromising on quality and requirements specified upfront. Surrogate models provide 
an appealing data‐driven strategy to accomplish these goals for applications including 
design space exploration, optimization, visualization or sensitivity analysis. Extended 
with sequential design, satisfactory solutions can be identified quickly, greatly motivat‐
ing the adoption of this technology into the design process.

Keywords: surrogate modelling, sequential design, optimization, sensitivity analysis, 
active learning

1. Introduction

Amongst the countless research domains and the fields of research revolutionized by the mer‐
its of computer simulation, the field of engineering is a prime example as it continues to ben‐
efit greatly from the introduction of computer simulations. During product design, engineers 
encounter several complex input/output systems, which need to be designed and optimized. 
Traditionally, several prototypes were required to assure quality criteria that were met or to 
obtain optimal solutions for design choices and to evaluate the behaviour of products and com‐
ponents under varying conditions. Typically, a single prototype is not sufficient, and lessons 
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learnt are used to improve the design, back at the drawing table. Therefore, the development 
process used involves building several prototypes in order to gain more confidence in the solu‐
tions. A direct consequence of this approach is that the development process is both slow and 
not cost effective.

The introduction of computer simulations caused revolution: by bundling implementations 
of material, mechanical and physical properties into a software package, simulating the 
desired aspects of a system and performing the tests and experiments virtually; the num‐
ber of required prototypes can be drastically reduced to only a few at the very end of the 
design process. These prototypes can be regarded purely as a validation of the simulations. 
The simulation itself can be interpreted as a model and serves as an abstract layer between the 
engineer and the real world. Performing a virtual experiment is faster and is very inexpensive. 
A direct consequence was an acceleration of development and system design, contributing to 
a shorter time‐to‐market and a more effective process in general. In addition, it was also pos‐
sible to perform more virtual experiments, providing a way to achieve better products and 
design optimality.

However, as simulation software became more precise and gained accuracy over the years, 
its computational cost grew tremendously. In fact, the growth of computational cost was so 
fast it has beaten the growth in computational power resulting in very lengthy simulations 
on state‐of‐the‐art machines and high performance computing environments, mainly due to 
the never ending drive for finer time scales, more detail and general algorithmic complexity. 
For instance, a computational fluid dynamics (CFD) simulation of a cooling system can take 
several days to complete [1], or a simulation of a single crash test was reported to take up to 
36 hours to complete [2]. This introduces a new problem: large‐scale parameter sweeping and 
direct use of this type of computationally expensive simulations for evaluation intensive tasks 
such as optimization and sensitivity analysis are impractical and should be avoided.

To counter this enormous growth in computational cost however, an additional layer of 
abstraction between the complex system in the real world and the engineer was proposed, 
more specifically between the simulation and the engineer. Rather than interacting directly 
with the simulator, a cheaper approximation is constructed. Roughly three approaches to 
obtain this approximation exist:

• Model driven (known as model order reduction) takes a top‐down approach by applying 
mathematic techniques to derive approximations directly from the original simulator. This, 
however, exploits information about the application domain and is therefore problem specific.

• Data driven assumes absolutely nothing is known about the inner workings of the simu‐
lator. It is assumed to be a black‐box and information about the response is collected from 
evaluations. From these data, an approximation is derived. Because this approach is very 
general, it is not bound to a specific domain.

• Hybrid is the overlap zone between both model driven and data driven. Attempts to incor‐
porate domain‐specific knowledge into a data‐driven process to obtain better traceability 
and reach accuracy with less evaluations.

Computer Simulation174

In this chapter, the focus is on a data‐driven approach: the response of a simulator as a func‐
tion of its inputs is mimicked by surrogate models (metamodels, emulators or response surface 
models are often encountered as synonyms). These cheap‐to‐evaluate mathematical expres‐
sions can be evaluated efficiently and can replace the simulator. A more extensive overview of 
usage scenarios and a formal description of surrogate modelling are given in Section 2. Before 
the surrogate model can be used, it must first be constructed and trained during the surrogate 
modelling process on a number of well‐chosen evaluations (samples) to be evaluated by the 
simulator in order to satisfy the requirements specified upfront. The problem of selecting an 
appropriate set of samples is further explored in Section 3. Section 4 briefly introduces an 
integrated platform for surrogate modelling with sequential design. Finally, these techniques 
are demonstrated on three use‐cases in Section 5.

2. Surrogate modelling

The introduction of this chapter highlighted the global idea of approximation and the benefits 
of introducing an additional layer of abstraction when simulations are expensive. Now, the 
data‐driven approach (surrogate modelling) is discussed more in depth, both from a usability 
point of view and a more formal description of the technique.

2.1. Goals and usage scenarios

The most direct implementation of surrogate modelling is training a globally accurate model 
over the entire design space. This approximation can then replace the expensive simulation 
evaluations for a variety of engineering tasks such as design space exploration, parameteriza‐
tion of simulations or visualization.

A different use‐case of surrogate models is sensitivity analysis of the complex system. 
Especially when many input parameters are present, it is very difficult to achieve global 
accuracy due to the exponential growth of the input space (known as the curse of dimensional‐
ity). Fortunately, not all input parameters contribute equally to the output variability, in fact 
some might not have any impact at all [3]. The surrogate models can be used directly for 
evaluation‐based sensitivity analysis methods such as Sobol indices [4], Interaction indices 
[5] or gradient‐based methods. For some kernel‐based modelling methods, analytical com‐
putation of sensitivity measures is possibly resulting in faster and more reliable estimation 
schemes, even before global accuracy is achieved [6].

Another task at which surrogates excel is the optimization of expensive objective functions. 
This discipline is often referred to as surrogate‐based optimization (SBO). A globally accurate 
surrogate model can be built and optimized using traditional optimization methods such as 
gradient descent, or metaheuristics such as particle swarm optimization [7]. Although this 
approach is correct and works faster than simulating each call of the objective function, it is 
not necessarily the most efficient methodology: when seeking a minimum, less samples can 
be devoted to the regions that are clearly shown to be the opposite. This results in  specific 
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not necessarily the most efficient methodology: when seeking a minimum, less samples can 
be devoted to the regions that are clearly shown to be the opposite. This results in  specific 
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 methodologies, which explore the search space for optima and exploit the available  knowledge 
to refine optima. This is a difficult trade‐off and will be discussed in detail in Section 3.2.

All tasks described so far were forward tasks, mapping samples from a design space to the 
output or objective space. It is also possible to do the opposite: this is referred to as inverse 
surrogate modelling. This can be interpreted as identifying the areas of the design space cor‐
responding to a certain desired or feasible output range. Typical approaches involve training 
a (forward) surrogate model first, then optimizing the model using an error function between 
the output and the desired output as objective function. This optimization is often preferred to 
be a robust optimization to account for the error of the forward surrogate model [8]. Specific 
sampling schemes to identify these regions directly were also proposed [9]. Finally, it is also 
possible to translate the inverse problem into a forward problem involving discretizing the 
output (feasible/infeasible point) and learning the class boundaries.

Because the concept of surrogate modelling is both flexible as well as generic, allowing several 
modifications tailored for the task at hand, it has been applied in wide range of fields includ‐
ing metallurgy, economics, operations research, robotics, electronics, physics, automotive, 
biology, geology, etc.

2.2. Formalism

Formally, the surrogate modelling process can be described as follows. Given an expensive 
function  f  and a collection of data samples with corresponding evaluations represented by  D , 
we seek to find an approximation function   f ̃   :

   
 arg max  t∈T     arg min  θ∈Θ   − Λ  (  κ,     f ̃    t,ϑ  , D )   

    
subject to Λ  (  κ,     f ̃    t,ϑ  , D )    ≤ τ.

    (1)

It is clear that the selection of the approximation function is a complex interaction of sev‐
eral aspects, more specifically:  κ  represents an error function such as the popular root‐mean‐
square error (RMSE),  τ  the target value for the quality as expressed by the error function, all 
under the operation of the model quality estimator  Λ . The quality estimator drives the optimi‐
zation of both the model type  t  out of the set of available model types  T  and its hyperparam‐
eters  θ . Typical examples of surrogate model types are Artificial Neural Networks (ANNs), 
Support Vector Machines (SVMs), Radial Basis Functions (RBFs), rational and polynomial 
models, Kriging and Gaussian Process (GP) models. Examples of hyperparameter optimiza‐
tion include tuning kernel parameters or regularization constants or identifying the optimal 
order of a polynomial or the most appropriate architecture for a neural network.

The choice of  Λ  is therefore crucial to obtain a satisfying surrogate model at the end of the 
process as it is the metric driving the search for  θ . This aspect is often overlooked at first, 
requiring several iterations of the process to obtain satisfactory results. Consulting the users 
of the surrogate model and defining what is expected from the model and what is not, is a 
good starting point. These requirements can then be formally translated into a good qual‐
ity estimator. Unfortunately, defining  Λ  does not end with casting user requirements. Often, 
hyperparameters have a direct impact on the model complexity or penalization thereof, thus 
tuning them is tricky due to the bias‐variance trade‐off [10].
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For instance, a straightforward approach is minimizing the error between the surrogate 
model response and the true responses for the samples used to train the surrogate. This is 
often referred to as training error or sample error and pushes the hyperparameter optimiza‐
tion to favour complex models interpolating the data points perfectly. Although this solution 
might be considered satisfactory at first sight, in reality this rarely provides a good model 
as the optimization problems do not consider model quality at other, unobserved samples 
in the design space. This approach inevitably leads to very unreliable responses when these 
unobserved samples are to be predicted, hence the model is said to be overfitting or to have 
poor generalization performance. Popular quality estimators accounting for generalization per‐
formance include crossvalidation and validation sets.

3. Experimental design

A typical requirement for the surrogate model is to be accurate, hence the objective of the mod‐
elling process is the ability to obtain accuracy with only a small number of (expensive) simula‐
tor evaluations. A different kind of requirement is optimizing the response of the simulator. 
This requires fast discovery of promising regions and fast exploitation thereof to identify the 
(global) optimum. Hence, a different strategy for selecting the samples is required as the accu‐
racy of the surrogate in non‐optimal is of lesser importance. A refined set of model require‐
ments and the goal of the process are required, as they greatly affect the choice of samples to 
be evaluated. The choice of samples is referred to as the experimental design.

3.1. One‐shot design

The traditional approaches to generate an experimental design are the one‐shot designs. Prior 
to any evaluation, all samples are selected in a space‐filling manner: at this point, no fur‐
ther information is available due to the black‐box assumption on the simulator itself (as 
part of the data‐driven approach). Therefore, the information density should be approxi‐
mately equal over the entire design space and the samples are to be distributed uniformly. 
To this end, several approaches related to Design of Experiments (DoEs) have been devel‐
oped. However, only the space‐filling aspect has an impact within in the context of com‐
puter experiments, as other criteria such as blocking and replication lose their relevance 
[11]. This led to the transition and extension of these existing statistical methods to computer 
experiments [11, 12]. Widely applied are the factorial designs (grid‐based) [13] and optimal 
(maximin) Latin Hypercube designs (LHDs) [14]. Both are illustrated in Figures 1 and 2, 
respectively, for a two‐dimensional input space and 16 samples. An LHD avoids collapsing 
points should the input space be projected into a lower dimensional space. Other approaches 
include maximin and minimax designs, Box and Behken [15], central composite designs [16] 
and (quasi‐)Monte Carlo methods [17–19].

Despite their widespread usage, these standard approaches to generate experimental designs 
come with a number of disadvantages. First and foremost: the most qualitative designs (with 
the best space‐filling properties) can be extremely complex to generate (especially for problems 
with a high‐dimensional input space) due to their geometric properties. For instance, gener‐
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zation of both the model type  t  out of the set of available model types  T  and its hyperparam‐
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Support Vector Machines (SVMs), Radial Basis Functions (RBFs), rational and polynomial 
models, Kriging and Gaussian Process (GP) models. Examples of hyperparameter optimiza‐
tion include tuning kernel parameters or regularization constants or identifying the optimal 
order of a polynomial or the most appropriate architecture for a neural network.

The choice of  Λ  is therefore crucial to obtain a satisfying surrogate model at the end of the 
process as it is the metric driving the search for  θ . This aspect is often overlooked at first, 
requiring several iterations of the process to obtain satisfactory results. Consulting the users 
of the surrogate model and defining what is expected from the model and what is not, is a 
good starting point. These requirements can then be formally translated into a good qual‐
ity estimator. Unfortunately, defining  Λ  does not end with casting user requirements. Often, 
hyperparameters have a direct impact on the model complexity or penalization thereof, thus 
tuning them is tricky due to the bias‐variance trade‐off [10].
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This requires fast discovery of promising regions and fast exploitation thereof to identify the 
(global) optimum. Hence, a different strategy for selecting the samples is required as the accu‐
racy of the surrogate in non‐optimal is of lesser importance. A refined set of model require‐
ments and the goal of the process are required, as they greatly affect the choice of samples to 
be evaluated. The choice of samples is referred to as the experimental design.
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The traditional approaches to generate an experimental design are the one‐shot designs. Prior 
to any evaluation, all samples are selected in a space‐filling manner: at this point, no fur‐
ther information is available due to the black‐box assumption on the simulator itself (as 
part of the data‐driven approach). Therefore, the information density should be approxi‐
mately equal over the entire design space and the samples are to be distributed uniformly. 
To this end, several approaches related to Design of Experiments (DoEs) have been devel‐
oped. However, only the space‐filling aspect has an impact within in the context of com‐
puter experiments, as other criteria such as blocking and replication lose their relevance 
[11]. This led to the transition and extension of these existing statistical methods to computer 
experiments [11, 12]. Widely applied are the factorial designs (grid‐based) [13] and optimal 
(maximin) Latin Hypercube designs (LHDs) [14]. Both are illustrated in Figures 1 and 2, 
respectively, for a two‐dimensional input space and 16 samples. An LHD avoids collapsing 
points should the input space be projected into a lower dimensional space. Other approaches 
include maximin and minimax designs, Box and Behken [15], central composite designs [16] 
and (quasi‐)Monte Carlo methods [17–19].

Despite their widespread usage, these standard approaches to generate experimental designs 
come with a number of disadvantages. First and foremost: the most qualitative designs (with 
the best space‐filling properties) can be extremely complex to generate (especially for problems 
with a high‐dimensional input space) due to their geometric properties. For instance, gener‐
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ating an LHD with optimal maximin distance is very time‐consuming process. In fact, the 
generation of an optimal LHD is almost a field of its own, with several different methods for 
faster and reliable generation [14, 20]. Fortunately, once a design is generated, it can be reused. 

Figure 1. Two‐dimensional factorial design with four levels per dimension.

Figure 2. Two‐dimensional optimal maximin Latin Hybercube design of size 16.
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For some other design methodologies, it is not possible to generate them for an arbitrary size. 
Given the expensive nature of each evaluation, this can result in an unacceptable growth of 
required simulation time. Factorial designs for instance always have size   k   d   with level  k  and 
dimension  d , making them infeasible choises for problems with many input parameters.

Another disadvantage of one‐shot methodologies is the arbitrary choice of size of the design. 
The choice should depend entirely on the nature of the problem (i.e. larger design spaces with 
more complex behaviour require more evaluations). However, this information is unavailable 
at the time the design is generated. Hence, one‐shot approaches risk selecting too few data 
points resulting in an underfitted model, or selecting too much data points causing loss of 
time and computational resources.

3.2. Sequential experimental design

As a solution, sequential design was adopted [21]. This methodology starts from a very small 
one‐shot design to initiate the process. After evaluation of these samples a model is built, and 
a loop is initiated which is only exited when either one of the specified stopping criteria is 
met. Within the loop, an adaptive sampling algorithm is run to select additional data points for 
evaluation which are used to update the model. Figure 3 displays this process graphically.

This approach has a number of advantages. First of all, constraints on the surrogate modelling 
process can be explicitly imposed through the stopping criteria. Typical criteria include how 
well the model satisfied the model requirements, a maximum number of allowed evaluations, or 
a maximum runtime. Second, the adaptive sampling method can be designed to select new data 
points specifically in terms of the requirements. Sampling to obtain a globally accurate model 
will differ from sampling to discover class boundaries or sampling to obtain optima. These 
choices can also be guided by all information available about the input‐output behaviour: when  n  
samples have been selected, a history of intermediate models and all simulator responses is avail‐

Figure 3. Surrogate modelling with sequential design.
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able to guide the selection of new samples. Because of the information available, this selection no 
longer has to be purely based on a black‐box approach, and information can be exploited.

Roughly, all methods for adaptive sampling are based on any of the following criteria (dis‐
cussed more in detail below):

• Distance to neighbouring points (space‐filling designs)

• Identification of optima

• Model uncertainty

• Non‐linearity of the response

• Feasibility of the candidate point w.r.t. constraints

Depending on the goal and model requirements, a strategy can be designed involving a com‐
plex combination of these criteria. Fundamentally, each approach will involve two competing 
objectives:

1. Exploration: sampling regions of the design space where proportionally only little infor‐
mation has been acquired.

2. Exploitation: sampling promising (w.r.t to the goal) regions of the design space.

It is clear, however, that a good strategy strikes a balance between these goals as both are 
required to obtain satisfactory results.

Exploration‐based algorithms are typically less involved with the goal of the process. They 
are crucial to assure that no relevant parts of the response surface are completely missed. 
Roughly the space‐filling and model uncertainty criteria focus mostly on exploration. Space‐
filling sequential experimental design usually involves distance to neighbouring points, 
e.g. the maximin/minimax criteria, potentially complemented with projective properties 
[22]. Model uncertainty is either explicitly available, or must be derived somehow. Bayesian 
model types represent the former type of models, e.g. the prediction variance of Kriging and 
Gaussian Process models, which can be applied directly for maximum variance sampling 
[23, 24] or maximum entropy designs [25]. For these kinds of models, a better way is express‐
ing the uncertainty on the model hyperparameters resulting in approaches to reduce this 
uncertainty and hence, enhancing the overall model confidence [26]. Model uncertainty can 
also be derived by training several models and comparing their responses. Areas with most 
disagreements are then marked for additional samples. This can be a very effective approach 
in combination with ensemble modelling.

On the other hand, exploitation methods clearly pursue the goal of the process. In case 
a global accurate model is required, a very effective approach is raising the information 
density in regions with non‐linear response behaviour (e.g. LOLA‐Voronoi [27], FLOLA‐
Voronoi [28]). The latter approach does not even require intermediate models as it oper‐
ates on local linear interpolations. For optimization purposes, specific adaptive sampling 
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methodologies can be applied, depending on the specific tasks. For single‐objective opti‐
mization examples of such sampling methods include CORS [29] and Bayesian optimi‐
zation acquisition functions such as Expected Improvement [30] (combined with Kriging 
models this corresponds to the well‐known Efficient Global Optimization approach [31]), 
the Knowledge Gradient [32] and Predictive Entropy Search [33]. Many of these methods 
for optimization can also be used in combination with a method, which learns about the 
feasibility of input regions of the design space: during the iterative process an additional 
model learns the feasibility from the samples (as reflected by the simulation thereof). This 
information is then used during the selection of new samples with specific criteria such as 
the Probability of Feasibility (PoF) [34].

Surrogate‐based optimization has also been extended to problems with two or more (poten‐
tially conflicting) objectives. The goal of this type of multi‐objective optimization is the 
identification of a Pareto front of solutions, which presents the trade‐off between these objec‐
tives. Existing approaches include hypervolume‐based methods such as the Hypervolume 
Probability of Improvement (HvPoI) [35, 36], the Hypervolume Expected Improvement [37] 
or multi‐objective Predictive Entropy Search [38].

4. SUMO Toolbox

Designed as a research platform for sequential sampling and adaptive modelling using 
MATLAB, the SUMO Toolbox [39, 40] has grown into a mature design tool for surrogate mod‐
elling, offering a large variety of algorithms for approximation of simulators with continuous 
and discrete output. The software design is fully object oriented allowing high‐extensibility of 
its capabilities. By default, the platform follows the integrated modelling flow with sequential 
design but can also be configured to approximate data sets, use a one‐shot design, etc.

The design goals of the SUMO Toolbox support approximation of expensive computer simu‐
lations of complex black‐box systems with several design parameters by cheap‐to‐evaluate 
models, both in a regression and a classification context. To obtain these goals, the SUMO 
Toolbox offers sequential sampling and adaptive modelling in a highly configurable environ‐
ment, which is easy to extend due to the microkernel design. Distributed computing support 
for evaluations of data points is also available, as well as multi‐threading to support the usage 
of multi‐core architectures for regression modelling and classification. Many different plugins 
are available for each of the different sub‐problems, including many of the algorithms and 
methods mentioned in this chapter.

The behaviour of each software component is configurable through a central XML file, and 
components can easily be added, removed or replaced by custom implementations. The 
SUMO Toolbox is free for academic use and is available for download at http://sumo.intec.
ugent.be. It can be installed on any platform supported by MATLAB. In addition, a link can 
be found to the available documentation and tutorials to install and configure the toolbox 
including some of its more advanced features.
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5. Illustrations

To illustrate the flexibility of the surrogate modelling framework with sequential design, 
some example cases are considered. The SUMO Toolbox was used for each case.

5.1. Low‐noise amplifier

This test case consists of a real world problem from electronics. A low‐noise amplifier (LNA), a 
simple radio frequency circuit, is the typical first stage of a receiver, providing the gain to sup‐
press noise of subsequent stages. The performance of an LNA can be determined by means 
of computer simulations where the underlying physical behaviour is taken into account. For 
this experiment, we chose to model the input noise‐current, in function of two (normalized) 
parameters: the inductance and the MOSFET width. The response to the inputs for this test 
case is smooth with a steep ridge in the middle. This type of strong non‐linear behaviour is 
difficult to approximate.

The model type for this problem is an ANN, trained with Levenberg‐Marquard backpropa‐
gation with Bayesian regularization (300 epochs). The network topology and initial weights 
are optimized by a genetic algorithm, with a maximum of two layers. The process initiates by 
combining a 10‐point LHD with a two‐level factorial design (the corner points). As adaptive 
sampling methodology, the FLOLA‐Voronoi algorithm was chosen to select a single‐point 
iteration. Once the steep ridge has been discovered, the information density in this area will 
be increased. As model quality estimator, crossvalidation was used, with the root relative 
square error (RRSE) function:

  RRSE  (  x,  x ˜   )    =  √ 
__________

   
 ∑  i=1  n    ( x  i   −   x ˜    i   )   2  __________  ∑  i=1  n    ( x  i   −   x ¯¯   )   2     .  (2)

The stopping criterion was set to an RRSE score below 0.05. This was achieved after evaluat‐
ing a total of 51 samples. A plot of the model is shown in Figure 4. Additionally, the distribu‐
tion of the samples in the two‐dimensional input space is shown in Figure 5. The focus on the 
ridge can be clearly observed. In comparison, repeating the experiment in a one‐shot setting 
with an LHD of 51 points and keeping all other settings results in an RRSE score of only 0.11. 
This is mostly caused by an inadequate detection of the non‐linearity (only a few samples are 
near the non‐linearity), whereas a lot of samples are on the smoothly varying surfaces.

5.2. Optimization: gas cyclone

The next illustration is more involved and is a joint modelling process aiming both at design 
optimality as well as feasibility. The goal is to optimize the seven‐dimensional geometry of 
a gas cyclone. These components are widely used in air pollution control, gas‐solid separa‐
tion for aerosol sampling and industrial applications aiming to catch large particles such as 
vacuum cleaners. An illustration is given in Figure 6. In cyclone separators, a strongly swirl‐
ing turbulent flow is used to separate phases with different densities. A tangential inlet gen‐
erates a complex swirling motion of the gas stream, which forces particles toward the outer 
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Figure 4. LNA: final surrogate model for the LNA illustration. The sharp peak is clearly present.

Figure 5. LNA: sample distribution as constructed sequentially by the FLOLA‐Voronoi adaptive sampling algorithm.
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5. Illustrations

To illustrate the flexibility of the surrogate modelling framework with sequential design, 
some example cases are considered. The SUMO Toolbox was used for each case.

5.1. Low‐noise amplifier

This test case consists of a real world problem from electronics. A low‐noise amplifier (LNA), a 
simple radio frequency circuit, is the typical first stage of a receiver, providing the gain to sup‐
press noise of subsequent stages. The performance of an LNA can be determined by means 
of computer simulations where the underlying physical behaviour is taken into account. For 
this experiment, we chose to model the input noise‐current, in function of two (normalized) 
parameters: the inductance and the MOSFET width. The response to the inputs for this test 
case is smooth with a steep ridge in the middle. This type of strong non‐linear behaviour is 
difficult to approximate.

The model type for this problem is an ANN, trained with Levenberg‐Marquard backpropa‐
gation with Bayesian regularization (300 epochs). The network topology and initial weights 
are optimized by a genetic algorithm, with a maximum of two layers. The process initiates by 
combining a 10‐point LHD with a two‐level factorial design (the corner points). As adaptive 
sampling methodology, the FLOLA‐Voronoi algorithm was chosen to select a single‐point 
iteration. Once the steep ridge has been discovered, the information density in this area will 
be increased. As model quality estimator, crossvalidation was used, with the root relative 
square error (RRSE) function:

  RRSE  (  x,  x ˜   )    =  √ 
__________

   
 ∑  i=1  n    ( x  i   −   x ˜    i   )   2  __________  ∑  i=1  n    ( x  i   −   x ¯¯   )   2     .  (2)
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wall where they spiral in the downward direction. Eventually, the particles are collected in 
the dustbin (or flow out through a dipleg) located at the bottom of the conical section of the 
cyclone body. The cleaned gas leaves through the exit pipe at the top. The cyclone geometry 
[41] is described by seven geometrical parameters: the inlet height  a , width  b , the vortex finder 
diameter   D  x   , and length  S , cylinder height  h , cyclone total height   H  t    and cone‐tip diameter   B  c   .  
Modifying these parameters has an impact on the performance and behaviour of the gas 
cyclone itself.

Figure 6. Cyclone: illustration of a gas cyclone.
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Design optimality for the gas cyclone, however, is not represented by a unique and optimal 
number. In fact, it is represented by two different aspects: the pressure loss (expressed by the 
Euler number) and the cut‐off diameter, which is expressed by the Stokes number. Both aspects 
represent a trade‐off, and the proper scaling to sum both into a single objective is unknown. 
Hence, the correct way to proceed is to identify a set of Pareto optimal solutions representing 
the trade‐off inherent to this problem, rather than a single solution. Presented with this trade‐
off, the designer has to make the final decision on what the optimal design should be. The 
shape of the Pareto front is informative and of great value for the designer (w.r.t. robustness of 
the solution for example). For the optimization, the two outputs of a simulation corresponding 
to these objectives are approximated with the built‐in Kriging models [22].

In addition, geometry optimization usually involves constraints as some configurations are 
not feasible, or result in gas cyclones, which do not work according to specifications. In addi‐
tion to the Euler and Stokes objectives, the simulation of a sample also emits four binary 
values indicating if their corresponding constraint was satisfied or not (denoted as c1, c2, c3 
and c4). As each evaluation is computationally demanding, this additional knowledge should 
be included in order to maximize the probability of selecting feasible solutions. Each of the 
constraint outputs will therefore be approximated by a probabilistic SVM. For selecting new 
samples, both the Pareto optimality and the feasibility need to be considered. To this end, the 
HvPoI and PoF criteria are used, respectively. The PoF score is not computed explicitly (as it 
would be for a Gaussian Process) but interpreted as the SVM probability for the class repre‐
senting feasible samples. This results in the following joint criterion:

  α  (  x )    = HvPoI  (  x )     ∏  
 {   c  1  , c  2  , c  3  , c  4   }  

    PoF  c  (x )  (3)

For each iteration of the sequential design, this criterion is optimized resulting in a new 
sample maximizing the probability of a more feasible and more optimal solution. To start, 
an LHD is constructed in seven dimensions. The kernel bandwidth and regularization con‐
stant hyperparameters for the SVMs are optimized with the DIRECT optimization algo‐
rithm [42], using crossvalidation with the popular   F  

1
   ‐score of the positive class as error 

function. The hyperparameters for the Kriging models are optimized with maximum‐likeli‐
hood estimation. The sampling criterion is first optimized randomly with a dense set of ran‐
dom points, then the best solution serves as a starting point for applying gradient descent 
locally to refine the solution. The stopping criterion was set to a maximum of 120 evaluated 
data points.

Figure 7 shows the scores for all evaluated samples on both objectives. The bullets and squares 
represent the samples forming the Pareto front. The black‐box constraints were learned as the 
optimization was proceeding, hence many evaluated samples do not satisfy the constraints (as 
this was unknown at that time): 8% of the evaluated samples however satisfy the constraints. 
Fortunately, four of them are Pareto optimal and represent valid optimal configurations. The 
exact optimal Pareto front was unknown upfront: in order to provide a comparison and verify 
the integrity of the identified solutions the traditional NSGA‐II [43] multi‐objective optimiza‐
tion algorithm was applied directly on the CFD simulations for a total of 10,000 evaluations. 
Clearly, the Pareto optimal solutions found by the surrogate‐based approach form a similar 
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front. Our approach was able to identify these solutions with significantly fewer evaluations 
and hence significantly faster. Therefore, the identified Pareto front is a very good approxima‐
tion given the budget constraint of 120 evaluations.

5.3. Satellite braking system

Finally, we demonstrate the use of surrogate models for performing analysis into the rel‐
evance of input parameters. A simulation of a braking system of the Aalto‐1 student satel‐
lite [44, 45] was modelled with sequential design. The brake consists of a small mass  m  
attached to a tether, which is extended at a constant speed   v  feed   . The satellite is spinning 
around with an angular velocity   ω  sat   , which is also the angular velocity of the mass at 
the beginning of the deployment. As the distance of the tip of the tether to the satellite 
increases, the angular velocity of the tip,   ω  tip   , decreases. This results in a displacement 
angle  γ  of the tether from its initial balance position. This causes a tangential force nega‐
tive to the rotational direction of the satellite, causing it to spin around slower. The same 
tangential force accelerates the tip, which results in a decrease of the angle, until the tether 
has extended sufficiently again to further decrease the rotation of the satellite. Figure 8 
illustrates the setup graphically.

Although the displacement angle effectively causes the braking effect, it must remain within 
an acceptable range to prevent a range of undesired effects and issues. To this end, a simula‐
tion for  γ  was developed with five input parameters (the time after deployment time, initial 
angular velocity of the satellite, the mass of the tip, the deployment speed of the tether and 

Figure 7. Cyclone: Pareto front obtained after 120 evaluations for the gas cyclone optimization. The plot also 
distinguishes between feasible and infeasible points and shows the Pareto front obtained by NSGA‐II after an extensive 
10,000 evaluations.
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the width of the satellite). Using surrogate models, the aim is to find the parameters, which 
influence the displacement angle the most.

To approach this problem, the process starts from a LHD of 20 points. Iteratively, a space‐
filling sequential design selects 10 additional samples for evaluation on the simulator. The 
space‐filling approach incorporates both the maximin distance and projective properties as 
described in Ref. [46]. The model type selected is a GP with the Matérn  3 / 2  covariance func‐
tion with Automated Relevance Determination (ARD). When 300 samples were evaluated, the 
process was terminated and the analytical approach presented in Ref. [6] was used to compute 
the first‐order Sobol indices, as well as the total Sobol indices (first‐order indices augmented 
with all indices of higher order interactions containing this parameter) [4]. Both indices are 
plotted in Figure 9.

From the results, it can be clearly observed that the mass of the tip has no impact at all on the 
displacement angle. It can therefore be disregarded from any further design decisions. All 
other parameters do have some impact, as expected. The deployment speed clearly has the 

Figure 8. Satellite: illustration of the breaking system.

Figure 9. Satellite: Sobol indices for the final GP model.
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highest impact. This is intuitive, as faster deployment results in more significant differences 
between the angular velocities of the satellite and the tip.

6. Conclusion

The benefits of surrogate modelling techniques have proven to be successful to work with 
expensive simulations and expensive objectives in general. Within this flexible methodol‐
ogy, and complemented with intelligent sequential sampling (sequential design) several 
tasks ranging from design space exploration, sensitivity analysis to (multi‐objective) optimi‐
zation with constraints can be accomplished efficiently with only a small number of evalu‐
ations. This greatly enhances the capabilities to virtually design complex systems, reducing 
the time and costs of product development cycles resulting in a shorter time‐to‐market. The 
strengths and possibilities were demonstrated on a few real world examples from different 
domains.
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Abstract

High-frequency and microwave electromagnetic fields are used in billions of various
devices and systems. Design of these systems is impossible without detailed analysis of
their electromagnetic field. Most of microwave systems are very complex, so analytical
solution of the field equations for them is impossible. Therefore, it is necessary to use
numerical methods of field simulation. Unfortunately, such complex devices as, for
example, modern smartphones cannot be accurately analysed by existing commercial
codes. The chapter contains a short review of modern numerical methods for Maxwell's
equations solution. Among them, a vector finite element method is the most suitable for
simulation of complex devices with hundreds of details of various forms and materials,
but electrically not too large. The method is implemented in the computer code radio
frequency simulator (RFS). The code has friendly user interface, an advanced mesh
generator, efficient solver and post-processor. It solves eigenmode problems, driven
waveguide problems, antenna problems, electromagnetic-compatibility problems and
others in frequency domain.

Keywords: electromagnetics, numerical methods, computer simulation, microwaves,
cellular phones

1. Introduction

High-frequency electromagnetic fields are used now in telecommunications and radar sys-
tems, astrophysics, plasma heating and diagnostics, biology, medicine, technology and many
other applications. Special electromagnetic systems excite and guide these fields with given
time and space distribution. A designer or a researcher of such systems ought to know in detail
their electromagnetic field characteristics. This goal can be achieved or by experimental study,
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often too long in time and expensive, or by computer simulation. The last choice becomes more
and more preferable with fast progress of computational electrodynamics and computer effi-
ciency.

All macroscopic electromagnetic phenomena are governed by Maxwell's equations. Unfortu-
nately, these remarkable equations have so many solutions, that choice of the one satisfying
given initial and boundary conditions (BC) often becomes very difficult problem. A number of
commercial computer codes based on numerical solution of Maxwell's equations are available
at this time. These codes make possible high-frequency electromagnetic field simulation.

Researches have not yet created a universal code, efficiently simulating electromagnetic field
excited by an arbitrary technical or nature source in an arbitrary medium. Some codes are
more suitable for solving one kind of problems and other codes—another kind. Hence, devel-
oping new, more universal and efficient computer codes is an actual task. On the other side, a
designer of electromagnetic devices and systems has to choose most efficient computer code
for solving his/her particular problem. He/she can do right choice only if he/she understands
the basics of a numerical method used in the given code.

The goal of the presented chapter is to formulate electromagnetic problems and to describe in
short prevailing numerical methods of its solving. As an example, the chapter also gives more
detailed description of the radio frequency simulator (RFS) computer code, developed in
collaboration of Saint-Petersburg State Electrotechnical University and LG Russian R&D Cen-
tre. Some results obtained by means of this code demonstrate its accuracy and efficiency.

The author hopes that this chapter would be useful for researchers and designers of modern
telecommunication devices and systems.

2. Basic equations

Maxwell's equations are the basic ones, describing macroscopic electromagnetic fields in an
arbitrary medium. In modern notation, these equations have the form

∇ ·H ¼ ∂D
∂t

þ J (1)

∇ ·E ¼ � ∂B
∂t

(2)

∇ �D ¼ ρ (3)

∇ � B ¼ 0 (4)

In these formulas, J,ρ are the electric current and electric charge densities (field sources), E,H
are the electric and magnetic field intensities (or simply electric and magnetic fields), D,B are
the electric and magnetic flux densities, ∇ is Hamilton's differential operator and · is the sign
of vector and scalar products.

The constitutive relations couple flux densities and field intensities:

Computer Simulation194

D ¼ εE ¼ ε0εrE (5)

B ¼ μH ¼ μ0μrH (6)

Here, ε,μ are the absolute permittivity and permeability, ε0 ¼ 107=ð4πc2Þ, μ0 ¼ 4π � 10�7 are
the dielectric and magnetic constants (we use the SI units in this chapter) and εr, μr are the
relative permittivity and permeability, which can be scalars or tensors, depending on medium
properties. Equations (1), (2), (5) and (6) form a system of 12 scalar differential equations of the
first order with 12 unknowns—components of E,H,D,B vectors, which are functions of space
coordinates and time. To solve this system, one needs to define initial and boundary condi-
tions. These conditions together with the equations form an electrodynamics problem (EMP).

Initial conditions define electric and magnetic field intensities in the computational region at
the initial moment of time.

The most frequently used boundary conditions (BC) are as follows:

• On the surface separating two dielectrics:

n · ðE2 � E1Þ ¼ 0; n · ðH2 �H1Þ ¼ Js (7)

where n is the unit normal to the surface directed from the first medium to the second and
Js is the surface electric current density.

• On the surface of perfect electric conductor (PEC):

n ·E ¼ 0 (8)

• Similarly, on the surface of perfect magnetic conductor (PMC)

n ·H ¼ 0 (9)

• Approximate Leontovich boundary condition holds on the impedance surface:

en · ðen ·ĖÞ � j
Zs

k0η0μr
en · ð∇ ·ĖÞ ¼ 0 (10)

where Zs is the surface impedance. For metals, Zs ¼ ð1þ jÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ωμ=ð2σÞp

.

• We define radiation (adsorption) condition on the surface throw where radiation propa-
gates without reflections. Higdon [1] proposed general absorption boundary conditions
(ABCs) theory of arbitrary order of approximation. For a wave, propagating under arbi-
trary angle ϕ to the border x ¼ Const, the first-order Higton's ABC are

∂
∂x

þ cosϕ
u

∂
∂t

þ ξ
� �

Eτ ¼ 0 (11)

where ξ is constant, providing solution stability and u is the phase velocity of the wave. Higher
order ABC can be constructed by multiplying several first-order operators (11).
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Another expression for ABC can be derived from the wave equation. For the wave propagating
along the normal en to the border, we get

ð∇ ·ĖÞτ þ jk0
ffiffiffiffiffiffiffiffiffi
εrμr

p
en · ·Ė ¼ 0 (12)

There are two types of EMPs: an inner problem, when the solution is defined in a closed space
region with certain boundary conditions on its border, and an outer problem presuming
existence of the solution in the unbounded space excluding some regions with prescribed
conditions on their boundaries. We ought also to define field sources in the computational
region and initial conditions—electrical and magnetic fields at some moment of time. The
proper initial and boundary conditions guarantee existence and uniqueness of the solution
[2, 3].

Equations (1)–(4) presume arbitrary time dependence of sources and fields. But very often field
dependence on time expresses by the harmonic law: a ¼ am cos ðωtþ ϕÞ, where a is any com-
ponent of the field, ω ¼ 2πf is the angular frequency, f is frequency and ϕ is the initial angle. In
this case, we can simplify Maxwell's equations, using notation

Eðr, tÞ ¼ Re½ĖðrÞejωt�, (13)

where ĖðrÞ ¼ Exejϕxex þ Eye
jϕyey þ Ezejϕzez is the complex electric field amplitude (phasor).

Magnetic field H is presented similarly. Using these notations, we can write Maxwell's equa-
tions for phasors:

∇·H
� ¼ jω _εĖþ _J (14)

∇·Ė ¼ �jω _μH
�

(15)

∇ � ð _εĖÞ ¼ _ρ (16)

∇ � ð _μH� Þ ¼ 0 (17)

Here, _ε ¼ ε0 _εr, _μ ¼ μ0 _μr are the complex absolute permittivity and permeability and
_εr ¼ ðε0r þ jε″rÞ, _μr ¼ ðμ0

r þ jμ″
rÞ are the relative complex permittivity and permeability. The

equation systems (14)–(17) are simpler than the original one because it does not contain time as
independent variable and has only six unknown functions.

3. Basis stages of electromagnetic problem solution

Solution of a given electromagnetic problem can be divided on several subsequent steps
(stages):

1. Problem formulation—defining the goal of the computation, necessary input and output
data, admissible inaccuracy of the results.
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2. Analytical treatment—formulating of equations, initial and boundary conditions, geomet-
rical description of the computational region and filling medium properties. The choice of
the numerical solution method, transforming equations to the form, most suitable for the
chosen method, a-priory analysis of equations and their solutions properties.

3. Problem discretization—transfer from continuous functions to discrete ones and from
functional equations to the system of linear algebraic equations (SLAE), in the certain
sense approaching the initial problem.

4. Algebraic solution—choosing the most efficient numerical method and solving the SLAE
with the prescribed accuracy.

5. Post-processing—calculation of fields, characteristics and parameters of the electromag-
netic system and visualization of the results.

Each stage of the solution adds its own contribution to the total solution error. The first step adds
the so-called inherent error arising due to inaccuracy of input data. This error cannot be elimi-
nated on the next stages of solution. The second stage adds mathematical model error caused by
imperfect adequateness of themodel to the real physical process. Problem discretization adds the
so-called numerical method error, the value of which depends on the quality of the discretization
process. At last, computational error arises on stages 4 and 5 due to finite accuracy of numbers
presentation in a computer and finite number of operations. With progress in the computational
mathematics and computer, themain error sources move from the uncontrolled first stages to the
fourth and fifth stages, where we can often predict the error value a-priory.

4. Numerical methods classification

The solution of real-life electromagnetic problem is a very complicated task. There are no
universal methods, capable to solve efficiently an arbitrary problem. Hence, a number of
numerical methods were elaborated, each of them is the most efficient for its particular range
of problems. The numerical methods divide on two large groups.

The first group solves problems involving Maxwell's equation (1)–(4), containing time as an
independent variable. This group makes possible to find the solution in time domain (TD) with
arbitrary time dependence of fields. This group of methods is the most suitable for solving
non-linear problems. If the problem is linear, Fourier transform can be used to find frequency
spectrum of the solution.

The most popular method of this group is the Finite Difference Time Domain (FDTD) method,
proposed by Yee [4, 5]. Another method, successfully used in time domain, is the Finite
Integration Technique (FIT), firstly proposed by Weiland [6]. The Transmission Line Matrix
(TLM) method, proposed by Johns and Beurle [7], also works efficiently in time domain. Its
detailed description can be found in [8]. These methods were implemented in a number of
computer codes, such as SPEAG SEMCAD™ (FDTD), CST Studio Suite™ (FIT, TLM) and
many others.
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The second group deals with Eqs. (14)–(17) for field phasors, supposing harmonic time
dependence of fields. This group provides solution in Frequency (or Spectral) Domain
(FD). The finite element method (FEM) is one of the most efficient representatives of this
group. The first application of this method to the solution of mechanical problems refers to
the year 1943 [9]. The book [10] contains detailed description of the method, which is rather
universal and accurate. The Method of Moments (MoMs) and its varieties are also frequently
used in FD. In contrast with FEM, MoM uses integral form of basic equations, where
electric current density distribution on conducting surfaces excited by external sources is
unknown. The book [11] reflects modern state of the MoM. Mentioned methods were
implemented in codes ANSIS HFSS™ (FEM), Altair FEKO™ (MoM, FEM) and other com-
mercial computer codes. Of course, there exist many other numerical methods and various
implementations.

Most of modern methods allow implementation both in TD and in FD.

Because it is impossible to give detailed representation of all numerical methods in a limited
space, we give here more detailed information about the FEM method, which was
implemented in the computer code radio frequency simulator (RFS) [12].

5. Finite element method for electromagnetics

5.1. Main features of the method

The finite element method belongs to the variational methods of solving partial differential
equation (PDE). It presumes formulating a functional, which is stationary (has minimum or
maximum value) on the equation solution. In order to find functional extremum, the compu-
tational region is partitioned on a number of subregions (finite elements). After that, we approx-
imate an unknown function in each finite element (FE) by superposition of basis functions.
Basis functions have to be simple and form a linearly independent system. Applying Ritz
method or Galerkin algorithm, we fulfil discretization of the problem, that is, transition from
the partial difference equation to the system of linear algebraic equations (SLAE). Numerical
solution of the SLAE gives unknown coefficients of basic functions, which are used to restore
electromagnetic field. At last, needed components of electromagnetic field and system param-
eters are calculated.

5.2. Mesh generation

Partitioning of the computational region (mesh generation) is the first stage of problem solu-
tion by FEM. It supposes dividing the computation region on a set of subregions—finite
elements. FEs must densely fill the region and be nearly conformal to its border. In contrast to
FDTD or FIT methods, a FEM mesh can be irregular and contain FEs of different forms.
Tetrahedron FEs are used most commonly, because they allow dense packing and quite
correctly approximate curvilinear borders. However, mesh generation for regions with com-
plex forms filled with different materials is a very complex task.
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Delaunay tessellation is a common way of mesh building. It includes several stages. Firstly, a
surface triangle mesh is generated. Then, a volume mesh based on the surface mesh and
covering the whole computational region is being built. The method can build a rather good
mesh without self-intersections. Some commercial codes, such as SYMMETRIX MeshSym™,
can be used to generate mesh by this procedure.

Unfortunately, this method cannot be applied to tessellation of complex geometrical models
consisting of hundreds of parts made from variousmaterials. Usually, an electromagnetic simula-
tion code imports suchmodels from various CAD systems (see, e.g. Figure 1). As a rule, imported
models contain a number of errors caused by insufficient attention of a designer or arising in the
process of graphic formats transforms. As a result, mesh generator fails to build the mesh.

On the other side, CAD models are often excessively detailed. They contain peculiarities, not
influenced on electromagnetic field. Figure 2 shows an example of such extra detailed CAD
model. The application of standard mesh generator to such a model can result in excess mesh
size. Correction and simplification of the model manually needs several working days of the
qualified engineer.

An advanced method of mesh generation was developed and implemented in the RFS simula-
tion code. The algorithm begins from assigning materials and attributes to the model parts.
Most important objects, such as ports, printed circuit board (PCB) and antennas, are labelled as
‘electrically important'. This is the only stage of the algorithm, which is made manually. This
stage can be omitted for simple models. Then the code builds surface meshes for each detail of
the system. The third stage presumes elimination of individual meshes interceptions and
building united surface mesh. Electrically important, metal parts and parts with higher per-
mittivity have priority in this process. At last, a global volume mesh is generated [13]. The user

Figure 1. A part of the handset CAD model.
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Figure 2. A part of the CAD model with excessive details.

Figure 3. CAD model of the handset (a), united surface mesh (b) and volume mesh (c).
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can control mesh quality (maximum to minimum ratio of tetrahedron's dimensions and other
mesh parameters).

We proved this algorithm on more than 190 models of mobile handsets and showed its 100%
reliability. Generated meshes contained more than 1.5 billion tetrahedrons. Figure 3 shows a
CAD model of the handset (a), surface mesh (b) and volume mesh (c), built by the described
algorithm.

5.3. Basic equation

Consider a region V, delimited by a surface S, where electromagnetic field has to be calculated.
We suppose that the region V is filled by linear medium. Applying curl operator to Eq. (15) and
substituting into result Eq. (14), we get PDE of the second order

∇ · ð _μ�1
r ∇ ·ĖÞ þ jση0kĖ� _εrk

2Ė ¼ �jkη0J
� imp

, (18)

where J
� imp

is the imposed current density, k ¼ ω=c is wave number, c ¼ ðε0μ0Þ�1=2 is the light

velocity in free space, σ is medium conductivity and η0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
μ0=ε0

p ¼ 120π ohm is the intrinsic
impedance of free space. After solving this equation, we can find magnetic field by means of
Eq. (15):

H
� ¼ j

kη0 _μr
∇·Ė: (19)

To solve Eq. (16), we divide the computation region on finite elements and approximate the
field in each FE by superposition of basis functions. It is natural to approximate vector
unknown function in Eq. (16) by a set of vector basis functions. We name such variant of FEM
as vector finite element method (VFEM).

Nedelec [14] proposed a set of vector basis functions for triangle and tetrahedral FE. These
functions are associated with tetrahedron edges and have the form

wm ¼ ζm1∇ζm2 � ζm2∇ζm1, (20)

where ζmn is the barycentric function of the vertex (node) node n of the edge m
(m ¼ 1,…, 6, n ¼ 1, 2). The barycentric functions are polynomials of the first order. For a given
Descartes coordinate system

ζp ¼ ap þ bpxþ cpyþ dpz, (21)

where p is vertex number. As a tetrahedron has six edges, Nedelec's basis consists of six
functions. Figure 4 shows the numbering scheme for nodes and edges, needed for the correct
use of Nedelec's functions.

Coefficients in Eq. (17) can be found from the equation
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: (22)

where xp, yp, zp, p ¼ 1…4 are the coordinates of the p-th tetrahedron's node.

Nedelec's basis functions have the following properties:

1. Dimension of these functions is L�1.

2. They have zero divergence and their curl is constant inside the FE. This property provides
the absence of spurious solutions of the problem.

3. Projection of the function wm on the edge m is constant, and its projection on the other
edges is equal to zero. Hence, these functions provide continuity of tangential electric field
on the border between neighbouring tetrahedrons.

Figure 4. Numbering order of a tetrahedron's vertices and edges.
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4. Circulation of function wm along its edge is equal to unity.

Full first-order polynomial set for electric field approximation contains 12 functions (3 E-vector
projections, each needs four functions). However, Nedelec's set contains only six basis func-
tions. Hence, it does not form full first-order polynomial system. The order of approximation
by these functions is lower than one. Finite elements with these functions are called FE of order
1/2 or CT/LN (constant tangential/linear normal) according to the behaviour of these functions
along edges and in normal direction to them.

Striving for increasing approximation accuracy led to creating another set of basis functions
with higher order of approximation. A set of 20 functions (12 associated with edges and eight
with faces) forms FE of order 1.5 or LN/QN (linear tangential/quadratic normal) [15, 16]. There
exist basis functions of order 2.5 and higher, but they are rarely used.

With the aim of simplicity, we consider further only Nedelec's basis functions. So, electric field
intensity in q-th tetrahedron is approximated as

ĖqðrÞ ¼
X6
n¼1

_xqnw
q
nðrÞ, q ¼ 1,…,Nq, (23)

where Nq is the total number of tetrahedrons.

Coefficients _xqm have the sense of voltage on edge (with reverse sign). Really, taking integral
along an edge

Vq
m ¼ �

ð

Lq
Ėq � dlm ¼ �

X6
n¼1

_xqnw
q
ndlm ¼ � _xqm, (24)

due to the fourth property of basis functions.

Let us consider q-th tetrahedron. According to Galerkin's method, we multiply Eq. (16) by
basis function wq

m, belonging to this tetrahedron and integrate the product over the tetrahe-
dron volume Vq. As a result, we obtain the so-called week form of Eq. (16):
ð

Vq

½∇· ð _μ�1
r ∇ ·EqÞ� �wq

mdV þ jη0k
ð

Vq

σEq �wq
mdV � k2

ð

Vq

_εrEq �wq
mdV ¼ �jkη0

ð

Vq

Jimp �wq
mdV:

Transformation of the first term of this equation and subsequent substitution into result
approximation (19) gives a system of linear algebraic equations:

X6
n¼1

_xqn½
ð

Vq

ð _μ�1
r ∇ ·wq

nÞ � ð∇ ·wq
mÞdV þ jk

ð

Vq

η0σw
q
n �wq

mdV � k2
ð

Vq

_εrwq
n �wq

mdV�

¼ �∮ Sq
½ð _μ�1

r ∇ ·ĖqÞ ·wq
m�dS� jk

ð

Vq

η0J
� imp �wq

mdV , m ¼ 1, 2,…, 6; q ¼ 1, 2,…,Nq,

(25)
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4. Circulation of function wm along its edge is equal to unity.

Full first-order polynomial set for electric field approximation contains 12 functions (3 E-vector
projections, each needs four functions). However, Nedelec's set contains only six basis func-
tions. Hence, it does not form full first-order polynomial system. The order of approximation
by these functions is lower than one. Finite elements with these functions are called FE of order
1/2 or CT/LN (constant tangential/linear normal) according to the behaviour of these functions
along edges and in normal direction to them.

Striving for increasing approximation accuracy led to creating another set of basis functions
with higher order of approximation. A set of 20 functions (12 associated with edges and eight
with faces) forms FE of order 1.5 or LN/QN (linear tangential/quadratic normal) [15, 16]. There
exist basis functions of order 2.5 and higher, but they are rarely used.

With the aim of simplicity, we consider further only Nedelec's basis functions. So, electric field
intensity in q-th tetrahedron is approximated as

ĖqðrÞ ¼
X6
n¼1

_xqnw
q
nðrÞ, q ¼ 1,…,Nq, (23)

where Nq is the total number of tetrahedrons.

Coefficients _xqm have the sense of voltage on edge (with reverse sign). Really, taking integral
along an edge

Vq
m ¼ �

ð

Lq
Ėq � dlm ¼ �

X6
n¼1

_xqnw
q
ndlm ¼ � _xqm, (24)

due to the fourth property of basis functions.

Let us consider q-th tetrahedron. According to Galerkin's method, we multiply Eq. (16) by
basis function wq

m, belonging to this tetrahedron and integrate the product over the tetrahe-
dron volume Vq. As a result, we obtain the so-called week form of Eq. (16):
ð

Vq

½∇· ð _μ�1
r ∇ ·EqÞ� �wq

mdV þ jη0k
ð

Vq

σEq �wq
mdV � k2

ð

Vq

_εrEq �wq
mdV ¼ �jkη0

ð

Vq

Jimp �wq
mdV:

Transformation of the first term of this equation and subsequent substitution into result
approximation (19) gives a system of linear algebraic equations:

X6
n¼1

_xqn½
ð

Vq

ð _μ�1
r ∇ ·wq

nÞ � ð∇ ·wq
mÞdV þ jk

ð

Vq

η0σw
q
n �wq

mdV � k2
ð

Vq

_εrwq
n �wq

mdV�

¼ �∮ Sq
½ð _μ�1

r ∇ ·ĖqÞ ·wq
m�dS� jk

ð

Vq

η0J
� imp �wq

mdV , m ¼ 1, 2,…, 6; q ¼ 1, 2,…,Nq,

(25)
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where Nq is the total number of FE in the computation region.

The system of Eq. (25) can be written in matrix form:

Q
q
Xq � ðTq þ jkUq � k2RqÞXq ¼ �S

q � jkBq
, (26)

where Qq,T
q
,U

q
,R

q are square matrices having dimension 6 · 6, Sq,Bq are column vectors
having six components, dependent on the given boundary conditions and implicit current
density in the q-th finite element. Depending on BC, Sq can sometimes be a square 6 · 6
matrix.

Equation (26) is called the local matrix equation, and matrix Qq is the local matrix of q-th FE.
Such matrices should be built for every FE in the computational region.

Components of matrices Tq
,U

q
,R

q and vectors S
q
,B

q are defined by the expressions

tmn ¼ _μ�1
r

ð

V
ð∇ ·wmÞ � ð∇ ·wnÞdV ; (27)

umn ¼ η0σ
ð

V
wm �wndV; (28)

rmn ¼ _εr

ð

V
wn �wmdV; (29)

sm ¼ _μ�1
r ∮ S½ð∇ ·ĖÞ ·wm�dS; (30)

bm ¼ η0

ð

V
J
� imp �wmdV: (31)

Medium in these expressions is supposed to be homogeneous inside the FE. Index ‘q' denoted
FE number is omitted. We can see that in order to calculate elements (27)–(31), it is sufficient to
calculate two integrals:

f mn ¼
ð

V
ð∇ ·wnÞ�ð∇·wmÞdV and hmn ¼

ð

V
ðwn �wmÞdV: (32)

We use the next algorithm for the calculation of matrices and vectors elements:

For each tetrahedron

• Coefficients of the barycentric functions are calculated by means of Eq. (22).

• Auxiliary values are calculated:

vij ¼ ∇ζi ·∇ζj ¼ ðcidj � cjdiÞx_ þ ðdibj � djbiÞy_ þ ðbicj � bjciÞz_; (33)

ϕij ¼ ∇ζi � ∇ζj ¼ bibj þ cicj þ didj: (34)

It can be easily shown that ∇ ·wm ¼ 2vm1,m2.
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• We introduce matrix G with components

gij ¼ V�1
ð

V
ζiζjdV: (35)

Using integration formula for three-dimensional (3D) simplex, we can prove that

G ¼ 1
20

2 1 1 1
1 2 1 1
1 1 2 1
1 1 1 2

��������

��������
: (36)

• Integrals (32) are calculated:

f mn ¼ 4VðVm1,m2 �Vn1,n2ÞdV; (37)

hmn ¼ Vðϕm2,n2gm1,n1 � ϕm2,n1gm1,n2 � ϕm1,n2gm2,n1 þ ϕm1,n1gm2,n2Þ, m, n ¼ 1,…, 6: (38)

In these expressions, V is the volume of the tetrahedron.

Construction of the global matrix (assembling) for all tetrahedrons is a rather complex task,
because many nodes, edges and faces are common for neighbour FEs (see Figure 5, which
shows two neighbour tetrahedrons, separated for reader's convenience). They have three
common vertices and three common edges. Hence, the united matrix for two FEs has only 9
dimensions instead of 12.

The code RFS uses the next algorithm for building the global matrix:

1. Calculate a local matrix for the tetrahedron number one (q = 1). Give its edges global
numbers from 1 to Nc ¼ 6:

2. Choose the tetrahedron with q = 2

Figure 5. Two neighbour tetrahedrons. Edges e11 and e22, e31 and e32, e51 and e62 and vertices v11 and v12, v21 and v32,
v41 and v42 are common for both FEs.
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where Nq is the total number of FE in the computation region.
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• We introduce matrix G with components
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ð
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G ¼ 1
20

2 1 1 1
1 2 1 1
1 1 2 1
1 1 1 2

��������

��������
: (36)

• Integrals (32) are calculated:
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In these expressions, V is the volume of the tetrahedron.

Construction of the global matrix (assembling) for all tetrahedrons is a rather complex task,
because many nodes, edges and faces are common for neighbour FEs (see Figure 5, which
shows two neighbour tetrahedrons, separated for reader's convenience). They have three
common vertices and three common edges. Hence, the united matrix for two FEs has only 9
dimensions instead of 12.

The code RFS uses the next algorithm for building the global matrix:

1. Calculate a local matrix for the tetrahedron number one (q = 1). Give its edges global
numbers from 1 to Nc ¼ 6:

2. Choose the tetrahedron with q = 2

Figure 5. Two neighbour tetrahedrons. Edges e11 and e22, e31 and e32, e51 and e62 and vertices v11 and v12, v21 and v32,
v41 and v42 are common for both FEs.
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a. Choose the edge of this tetrahedron with m = 1. Check whether this edge coincides
with any edge of the previous tetrahedron. If it does, calculate its matrix elements and
add them to corresponding matrix elements of the previous tetrahedron. In the other
case, give the edge global number Nc þ 1 and fill a corresponding element of the
global matrix. Set Nc ¼ Nc þ 1.

b. Do this procedure for all edges of the tetrahedron.

3. Repeat point 2 for every tetrahedron in the region testing whether a given edge of the
tetrahedron coincides with any edge, previously included in analysis.

Similar assembling procedure is valid for basis functions of higher order.

As a result, we get a global matrix of the problem, a global vector of the right side of Eq. (26)
and a global vector of unknowns. Dimension of the global matrix is equal to the total number
of coefficients (degrees of freedom) in formulas (23).

5.4. Numerical approximation of boundary conditions

• Border between two dielectrics. A finite element mesh is built so that every tetrahedron
lies inside one of the media. Hence, the common face of two neighbour tetrahedrons lies
on the separation surface or approximate it in the case of curvilinear border. Due to basis
function properties, tangential electric field of both tetrahedrons is equal on the face
edges, consequently electric fields are equal on the whole face area. As a result, BCs (7)
for electric field are satisfied automatically. As for magnetic field intensity, its continuity
on the border between media with different permeabilities is not guaranteed.

• Electrical wall. According to Eq. (8), tangential electric field on PEC surface is equal to
zero. Hence, three coefficients of Eq. (25) belonging to edges, lying on the surface, are
equal to zero. Corresponding rows and columns of local matrix of the given tetrahedron
have to be eliminated.

• Magnetic wall. According to Eq. (9), surface tangential magnetic field on the PMC is equal
to zero. We can see from Eqs. (27)–(31) that only term sm has to be changed:

sm ¼ jk0η0

ð

S
ðH·wmÞen ¼ 0: (39)

This expression is equal to zero as the mixed product under the integral has two vectors
(H, en) with the same direction. Therefore, PMC BC does not change local matrix.

• Absorption boundary conditions. Formula for matrix elements smn can be derived from
Eq. (11):

smn ¼ jk0
ffiffiffiffiffiffiffiffiffiffiffi
μr=εr

q ð

S
ðen ·wmÞ�ðen ·wnÞdS: (40)

Expressions for the higher order ABC can be found in [10].
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• Impedance surface. Impedance surface has finite surface conductivity σs. Such surface is a
good approximation of the metal surface in microwave frequency band. Using Leontovich
BC (10), we can derive expression

smn ¼ �jk0η0σs

ð

S
wm �wndS: (41)

These values must be added to the corresponding elements of the local matrix. Of course,
they are nonzero only for functions associated with edges lying on the impedance surface.

• Excitation sources. Electromagnetic field in the system excites by electric current or by
electric or magnetic fields, defined on a part of the system border. In the first case, we use
Eq. (26) to calculate right-hand vector elements. In the second case, we define the so-called
ports—surfaces on which nonzero excitation field exists. Frequently, we define port as
cross section of the regular transmission line (TL). Such ports are called wave ports. If TL
cross section has simple form (rectangular, circular, etc.), we can define field on the port
analytically. Otherwise, we have to solve two-dimensional (2D) boundary problem.

Together with wave ports, lumped ports (LPs) are often used. These ports are defined by
current I and intrinsic admittance Zi. LPs are used when excitation source dimensions are
very low compared to the whole-system dimensions or wavelength. Geometrical model of
LP is a segment of a straight line (linear LP) or a rectangle (planar LP). Linear and planar
LPs are implemented in the RFS code. Arbitrary number of tetrahedron's edges or (and)
faces can cover such LPs. We suppose that surface current density and electric field distri-
butions on the PL are homogeneous. Values of right-hand vector for a planar LP are

calculated by Eq. (31), where J
� imp ¼ I=w, I is port current and w is port width. Implemented

model of the LP excludes limitations imposed on the mesh generator by other models.

• Lumped elements. Embedding of lumped elements (LEs) into 3D field model enlarges the
capability of the code, as an LE excludes the necessity of generating very fine mesh inside
such parts as resistors, capacitors and inductors. In the RFS code, linear and planar LEs
are implemented [17].

The presence of LEs modifies the global matrix by adding to diagonal matrix elements
terms

q0mm ¼ �jk0η0Yl, (42)

where Y is the admittance of the LE, l is its length. The RFS code implements models of a
resistor, capacitor and inductor, and their parallel connection. The number of LEs in the
model is unlimited.

5.5. Fast-frequency sweep

The finite element method in frequency domain solves the problem at one specific frequency.
Calculation of the system frequency response (e.g. S-matrix) needs solving the problem many
times (often several hundreds or even thousands). This procedure takes much computation time.
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These values must be added to the corresponding elements of the local matrix. Of course,
they are nonzero only for functions associated with edges lying on the impedance surface.

• Excitation sources. Electromagnetic field in the system excites by electric current or by
electric or magnetic fields, defined on a part of the system border. In the first case, we use
Eq. (26) to calculate right-hand vector elements. In the second case, we define the so-called
ports—surfaces on which nonzero excitation field exists. Frequently, we define port as
cross section of the regular transmission line (TL). Such ports are called wave ports. If TL
cross section has simple form (rectangular, circular, etc.), we can define field on the port
analytically. Otherwise, we have to solve two-dimensional (2D) boundary problem.

Together with wave ports, lumped ports (LPs) are often used. These ports are defined by
current I and intrinsic admittance Zi. LPs are used when excitation source dimensions are
very low compared to the whole-system dimensions or wavelength. Geometrical model of
LP is a segment of a straight line (linear LP) or a rectangle (planar LP). Linear and planar
LPs are implemented in the RFS code. Arbitrary number of tetrahedron's edges or (and)
faces can cover such LPs. We suppose that surface current density and electric field distri-
butions on the PL are homogeneous. Values of right-hand vector for a planar LP are

calculated by Eq. (31), where J
� imp ¼ I=w, I is port current and w is port width. Implemented

model of the LP excludes limitations imposed on the mesh generator by other models.

• Lumped elements. Embedding of lumped elements (LEs) into 3D field model enlarges the
capability of the code, as an LE excludes the necessity of generating very fine mesh inside
such parts as resistors, capacitors and inductors. In the RFS code, linear and planar LEs
are implemented [17].

The presence of LEs modifies the global matrix by adding to diagonal matrix elements
terms

q0mm ¼ �jk0η0Yl, (42)

where Y is the admittance of the LE, l is its length. The RFS code implements models of a
resistor, capacitor and inductor, and their parallel connection. The number of LEs in the
model is unlimited.

5.5. Fast-frequency sweep

The finite element method in frequency domain solves the problem at one specific frequency.
Calculation of the system frequency response (e.g. S-matrix) needs solving the problem many
times (often several hundreds or even thousands). This procedure takes much computation time.
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Considerable economy of computational resources can be achieved by implementing the so-
called fast-frequency sweep (FFS). The algorithm of FFS is based on model-order reduction
(MOR) technique. According to the MOR, we seek solution in one frequency point and then
expand left and right sides of Eq. (21) in frequency power series. Terms with the same power
are equated and full solution as a function of frequency is restored. The RFS code implements
one of such algorithms—well conditioned asymptotic wave form evaluation (WCAWE) [18]. This
method was adapted to the RFS procedures, particularly for LE models, and showed high
efficiency, making possible to calculate system fields and parameters in three-octave frequency
band using full solution only in one frequency point. Hence, computation time for wideband
systems decreases by tens and hundreds times without losing accuracy.

6. The RFS code description

The RFS code is designated to solve complex 3D electromagnetic problems, especially mobile
handsets modelling. It contains graphic user interface for creating and editing geometric
objects or for import CAD models. Geometric primitives, besides boxes, cylinders, spheres,
pyramids and cones, include coaxial and strip lines and wizards for creating human head and
hand models (phantoms), spiral antennas and other objects. All Boolean operations, such as
extrusion, skinning and others, are also implemented. The code includes a rich material library.

Two types of meshing are available: exact automatic meshing based on Delaunay tessellation and
hand meshing with automatic geometry corrections. We recommend the last one for meshing
complex models, imported fromCAD codes, for example, for full models of a handset. Two types
of basis functions can be used: low order (CT/LN) and high order (LT/QN). The last is used as
default, but for complex models with many small details, we recommend low-order basis.

The code solves several types of problems: driven solution in one frequency point, driven solution in
frequency bandwith given frequency step (solution in each point or FFS), eigenmode, EMS andEMI
problems.The code canperformparametric solutionwhenoneor severalgeometricor (and)material
parameters changes in a givenorder. The results can be represented as functions of these parameters.

Post-processing includes the calculation of S-, Y- and Z-parameters, field distribution in a vol-
ume, on a surface or along a line, the calculation of cavities intrinsic impedance, specific absorp-
tion rate (SAR) and EMC/EMI parameters. Results are represented in one-dimensional (1D), 2D
and 3D graphs, tables and can be exported in a file.

7. Computation results

Firstly, we validated the code by solving problems having analytical solution. One of such prob-
lems is an eigenvalue problem for cylindrical cavity. A cylindrical cavity has curvilinear surface, so
calculation can demonstrate the quality of surface approximation by a tetrahedron mesh. The
analysed cavity had radius 10mm and height 15 mm. Cavity walls were supposed to be perfectly
conducting. Eight eigen frequencies and eigen fields were calculated using high-order basis func-
tions (LT/QN).
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Computation results together with analytical data are shown in Table 1. The table also con-
tains relative calculation error δ. Azimuthal inhomogeneous modes are twice degenerated.
Numerical errors remove this degeneration, so two eigen frequencies for each mode are given.
Degenerated modes differ by their field, turned by 90° in azimuth direction and computation
results confirm this phenomenon. Difference between degenerated eigen frequencies is no
more than hundreds of per cent.

The table demonstrates that eigen frequency calculation error decreases with mesh refinement
and not exceeds 0.1% on the last mesh.

Another example, an electric dipole, consisted of two perfectly conducting cylinders, connected
to the linear-lumped source (Figure 6). To solve this outer problem, we ought to constrain

Mode Analytical eigen
frequency (EF), GHz

Mesh size

6768 15,026 26,580

EF, GHz δ, % EF, GHz δ, % EF, GHz δ, %

TM010 11.474 11.502 0.235 11.4905 0.135 11.4848 0.085

TE111 13.302 13.317
13.319

0.11
0.135

13.3132
13.3139

0.084
0.089

13.3104
13.311

0.063
0.067

TM011 15.216 15.232 0.098 15.2287 0.077 15.2241 0.052

TE211 17.670 17.696
17.705

0.147
0.198

17.6853
17.6877

0.086
0.102

17.6802
17.6811

0.058
0.063

TM110 18.284 18.3246
18.3287

0.222
0.244

18.3081
18.3102

0.131
0.143

18.299
18.291

0.082
0.083

Table 1. Comparison of analytical and computational eigen frequencies for a cylindrical cavity.

Figure 6. A dipole model: a, dipole structure; b, mesh; c, 3D directivity chart; d, 2D directivity chart in the plane ϕ ¼ 0.
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calculation can demonstrate the quality of surface approximation by a tetrahedron mesh. The
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conducting. Eight eigen frequencies and eigen fields were calculated using high-order basis func-
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Numerical errors remove this degeneration, so two eigen frequencies for each mode are given.
Degenerated modes differ by their field, turned by 90° in azimuth direction and computation
results confirm this phenomenon. Difference between degenerated eigen frequencies is no
more than hundreds of per cent.

The table demonstrates that eigen frequency calculation error decreases with mesh refinement
and not exceeds 0.1% on the last mesh.

Another example, an electric dipole, consisted of two perfectly conducting cylinders, connected
to the linear-lumped source (Figure 6). To solve this outer problem, we ought to constrain
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computational region by the so-called air box with ABC on its surface. The code automatically
determines air box size so that the minimal distance between the dipole and the air box is not
less than λ=4, where λ is wavelength in free space.

Cylinders have diameter 0.5 mm and length 9.5 mm. Together with a lumped port of 1-mm
length, the total dipole length is 20 mm. Excitation frequency was chosen to be 1.5 GHz, so the
ratio l=λ ¼ 0:1. Such a dipole can be considered as elemental (Figure 6a). Its directivity is
described by the formula Dðθ,ϕÞ ¼ 1:5sin2θ:

Figure 6b shows mesh used in simulation. The sphere inside cylinder contains refined local
mesh, surrounding the dipole. The total number of tetrahedrons is 64553. The 3D directivity
chart is shown in Figure 6c, and 2D directivity chart in plain ϕ ¼ 0 in Figure 6d. Calculated
dipole directivity is 1.506 with relative error of 0.4 %. This error can be caused by the finite
diameter of cylinders.

Figure 7a shows handset together with human head and hand phantoms. The handset has
PIFA-type antenna. Reflection coefficient of this antenna in the presence of the phantoms was
calculated by RFS code and code SEMCAD [19], based on FDTD method.

Finite element mesh built by the RFS code in the phantom contains only 200,000 tetrahedrons.
The total mesh size was about 450,000 tetrahedrons. Efficient algorithm of SAR calculation,
implemented in the RFS code, provides using such comparatively small mesh size without the
loss of accuracy. SEMCAD hexagonal mesh had about 1.5 billion of cells.

Figure 7b shows the module of reflection coefficient versus frequency for FRS and SEMCAD.
As can be seen, both codes give similar results, especially for resonant frequencies.

We also calculated maximum SAR level in a brain tissue, averaged on 1 g of the tissue. The
results are shown in Table 2. As can be seen, both codes give similar results, but SEMCAD
solution time was nearly five times greater than RFS.

Figure 7. A handset with human head and hand phantoms: a, model; b, reflection coefficient chart.

Computer Simulation210

8. Conclusion

The problem of high-frequency electromagnetic field simulation is formulated. A short survey
of numerical methods for solving high-frequency electromagnetic problems is presented. It
was shown that one of the most efficient methods for solving inner EMP and outer EMP with
moderate electrical size is the vector finite element method in frequency domain. The algo-
rithm of this method, including mesh generation, building of the global matrix, boundary
conditions approximation, SLAE solving and FFS technique was described. Some peculiarities
of lumped ports and elements implementation into the RFS computer code were also depicted.
Simulation results for a simple systems having analytical solution, as well as for complex
problems, such as handset antenna analysis near human head show high accuracy and effi-
ciency of the code. The code can be used for the solution of antenna problems, waveguide
problems, PCB analysis and microwave resonator problems.

Acknowledgements

The author expresses his deep gratitude for valuable help provided by R.V. Salimov and R.I.
Tikhonov from the Russian R&D Centre LG Electronics Inc.

Author details

Andrey D. Grigoriev

Address all correspondence to: adgrigoriev@eltech.ru

Saint-Petersburg State Electrotechnical University ‘LETI’, Saint-Petersburg, Russia

References

[1] Higdon R.L. Numerical absorbing boundary conditions for wave equation. Math. Comp.
1987;49:65–90.

Frequency, MHz SAR, W/kg

RFS SEMCAD

900 1.08 1.06

2000 1.18 0.99

Table 2. SAR, averaged over 1 g of brain tissue

Computer Simulation of High‐Frequency Electromagnetic Fields
http://dx.doi.org/10.5772/67497

211



computational region by the so-called air box with ABC on its surface. The code automatically
determines air box size so that the minimal distance between the dipole and the air box is not
less than λ=4, where λ is wavelength in free space.

Cylinders have diameter 0.5 mm and length 9.5 mm. Together with a lumped port of 1-mm
length, the total dipole length is 20 mm. Excitation frequency was chosen to be 1.5 GHz, so the
ratio l=λ ¼ 0:1. Such a dipole can be considered as elemental (Figure 6a). Its directivity is
described by the formula Dðθ,ϕÞ ¼ 1:5sin2θ:

Figure 6b shows mesh used in simulation. The sphere inside cylinder contains refined local
mesh, surrounding the dipole. The total number of tetrahedrons is 64553. The 3D directivity
chart is shown in Figure 6c, and 2D directivity chart in plain ϕ ¼ 0 in Figure 6d. Calculated
dipole directivity is 1.506 with relative error of 0.4 %. This error can be caused by the finite
diameter of cylinders.

Figure 7a shows handset together with human head and hand phantoms. The handset has
PIFA-type antenna. Reflection coefficient of this antenna in the presence of the phantoms was
calculated by RFS code and code SEMCAD [19], based on FDTD method.

Finite element mesh built by the RFS code in the phantom contains only 200,000 tetrahedrons.
The total mesh size was about 450,000 tetrahedrons. Efficient algorithm of SAR calculation,
implemented in the RFS code, provides using such comparatively small mesh size without the
loss of accuracy. SEMCAD hexagonal mesh had about 1.5 billion of cells.

Figure 7b shows the module of reflection coefficient versus frequency for FRS and SEMCAD.
As can be seen, both codes give similar results, especially for resonant frequencies.

We also calculated maximum SAR level in a brain tissue, averaged on 1 g of the tissue. The
results are shown in Table 2. As can be seen, both codes give similar results, but SEMCAD
solution time was nearly five times greater than RFS.

Figure 7. A handset with human head and hand phantoms: a, model; b, reflection coefficient chart.

Computer Simulation210

8. Conclusion

The problem of high-frequency electromagnetic field simulation is formulated. A short survey
of numerical methods for solving high-frequency electromagnetic problems is presented. It
was shown that one of the most efficient methods for solving inner EMP and outer EMP with
moderate electrical size is the vector finite element method in frequency domain. The algo-
rithm of this method, including mesh generation, building of the global matrix, boundary
conditions approximation, SLAE solving and FFS technique was described. Some peculiarities
of lumped ports and elements implementation into the RFS computer code were also depicted.
Simulation results for a simple systems having analytical solution, as well as for complex
problems, such as handset antenna analysis near human head show high accuracy and effi-
ciency of the code. The code can be used for the solution of antenna problems, waveguide
problems, PCB analysis and microwave resonator problems.

Acknowledgements

The author expresses his deep gratitude for valuable help provided by R.V. Salimov and R.I.
Tikhonov from the Russian R&D Centre LG Electronics Inc.

Author details

Andrey D. Grigoriev

Address all correspondence to: adgrigoriev@eltech.ru

Saint-Petersburg State Electrotechnical University ‘LETI’, Saint-Petersburg, Russia

References

[1] Higdon R.L. Numerical absorbing boundary conditions for wave equation. Math. Comp.
1987;49:65–90.

Frequency, MHz SAR, W/kg

RFS SEMCAD

900 1.08 1.06

2000 1.18 0.99

Table 2. SAR, averaged over 1 g of brain tissue

Computer Simulation of High‐Frequency Electromagnetic Fields
http://dx.doi.org/10.5772/67497

211



[2] Stratton J.A. Electromagnetic Theory. 1st ed. New York and London: McGraw-Hill Book
Company; 1941. 648 p.

[3] Jackson J.D.Classical Electrodynamics. 3rd ed.NewYork: JohnWiley&Sons, Inc.; 1999. 815p.

[4] Yee K.S. Numerical solution of initial boundary value problems involving Maxwell's
equations in isotropic media. IEEE Trans. Antennas Propag. 1966;14(5):302–307.

[5] Taflov A., Hagness S.C. Computational Electrodynamics: The Finite-Difference Time-
Domain Method. 3rd ed. New York: Artech House; 2006. 1006 p.

[6] Weiland T. A discretization method for the solution of Maxwell's equations for sis-com-
ponent fields. Electron. Commun. 1977;31(3):401–410.

[7] Johns P.B., Beurle R.L. Numerical solution of 2-dimensional scattering problems using a
transmission-line matrix. Proc. IIE. 1971;118(9):1203–1208.

[8] Christpoulos C. The Transmission-Line modelling Method. Oxford: Morgan and Claypool;
2006. 124 p.

[9] Courant R.L. Variational methods for solution of problems of equilibrium and vibration.
Bull. Am. Math. Soc. 1943;5(1):1–23.

[10] Jin J. The Finite Element Method in Electromagnetic. 2nd ed. New York: John Wiley &
Sons, Inc.; 2002. 752 p.

[11] Gibson W.C. The Method of Moments in Electromagnetics. Boca Raton, FL: Taylor &
Francis Group; 2008. 272 p.

[12] Grigoriev A.D., Salimov R.V., Tikhonov R.I. Cellular handsets antenna modelling by
finite element method. J. Commun. Technol. Electron. 2012;53(3):261–270.

[13] Grigoryev A.D., Salimov R.V., Tikhonov R.I. Efficient Analysis of Full Mobile Hanset
CAD Models with Automatic Correction Geometric Errors. In: 26th Annual Review of
Progress in Applied Computational Electromagnetics; April 26–29; Tampere, Finland.
Tampere: Tampere University of Technology; 2010. pp. 416–420.

[14] NedelecJ.C.Mixedfiniteelements inR3.Numer.Meth.1980;35:315–341.doi:10.1007/BF01396415.

[15] Webb J.P. Hierarchical vector basis functions of arbitrary order for triangular and tetra-
hedral finite elements. IEEE Trans. Antennas Propag. 1999;47(8):1244–1253.

[16] Andersen L.S., Volakis J.L. Hierarchical tangential vector finite elements for tetrahedra.
IEEE Microw. Guided Wave Lett. 1998;8(3):127–129.

[17] Grigoryev A.D., Salimov R.V., Tikhonov R.I. Multiple-cell lumped element and port
models foe the vector finite element method. Electromagnetics. 2008;25(6):18–26.

[18] Slone R.D., Lee R., Lee J.-F. Well-conditioned asymptotic wave form evaluation for finite
elements. IEEE Trans. Antennas Propag. 2003; 51(9):2442–2447.

[19] SPEAG. SEMCAD X, intuitive, powerful, DC to light [Internet]. 2014. Retrieved from
http://www.speag.com/

Computer Simulation212

Chapter 10

Modeling and Simulation of Task Allocation with
Colored Petri Nets

Mildreth Alcaraz-Mejia,
Raul Campos-Rodriguez and
Marco Caballero-Gutierrez

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/67950

Abstract

The task allocation problem is a key element in the solution of several applications from
different engineering fields. With the explosion of the amount of information produced
by the today Internet-connected solutions, scheduling techniques for the allocation of
tasks relying on grids, clusters of computers, or in the cloud computing, is at the core
of efficient solutions. The task allocation is an important problem within some branch of
the computer sciences and operations research, where it is usually modeled as an
optimization of a combinatorial problem with the inconvenience of a state explosion
problem. This chapter proposes the modeling of the task allocation problem by the use
of Colored Petri nets. The proposed methodology allows the construction of compact
models for task scheduling problems. Moreover, a simulation process is possible within
the constructed model, which allows the study of some performance aspects of the task
allocation problem before any implementation stage.

Keywords: colored Petri nets, task allocation problem, modeling and simulation, dis-
tributed computing

1. Introduction

The services provided by Internet-based modern applications require the execution of mas-
sively parallel processes in order to produce time-effective information for different require-
ments. The processing of these “Big Data” is very computing, demanding in almost all of the
cases. Thus, vast server farms installed over the world are ready to process the requests from
different users. The digital data available in the web are huge and diverse, therefore complex,
and in a continuous growth rate.
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Nowadays, most of the queries on Internet are produced from smartphones and personal
computers. However, the data traffic on web is expected to grow in an exponential rate, as
the technology related to the Internet of Things (IoT) allows the connection of other devices
from the houses, smart warehouses, automated driving cars, machinery from the agriculture,
UAV’s for goods delivering, or smart cities, to mention a few. In order to cope with the
challenges related to a massive number of connected devices, new ways of computing
emerged. Most of them are based on parallel and distributed computing, such as clusters,
grids, and cloud computing paradigms.

At the core of these paradigms are the tasks scheduling and resources allocation problems.
Adaptations of theory, methods, algorithms, tools, and others are arising in order to cope with
the increasing number of cores per processor, as well as with the interconnected and heteroge-
neous computers, considering that, in many cases, those computing architectures are connected
through the Internet. The tasks scheduling and resources allocation were well studied in the
context of architectures with a relatively small number of processors. One of the fundamental
concerns deals with designing algorithms for an efficiently allocation of the tasks among all the
available processes and resources.

The answer to this question may lead to a hard work, since, in the worst case, it involves an
exponential number of possible solutions [1]. Thus, a simulation process, for scenarios with a
big number of computing elements, or cores, as in cloud and grid computing, is a valuable
tool. In this context, the modeling and simulation are disciplines widely used to obtain feed-
back and statistics information, to improve associated applications and algorithms. Through
experimentation in simulators, a fast prototyping process allows performance evaluation and
parameter tuning for different workload conditions. To perform an efficient simulation pro-
cess, a suitable modeling method is required. The Petri nets (PN’s) and its extension, such as
colored PN (CPN), have been considered as an efficient modeling technique for concurrent and
distributed systems.

The simulation and implementation stages of scheduling and resource allocation problems in
distributed systems have been successfully addressed [2–9]. Moreover, variants of PN’s are
used for modeling and simulation of other distributed concepts related to cloud services and
computing [9–16], as well as in the field of the diagnosis of discrete event systems [17–19],
reconfiguration [20–24], fuzzy inference [25] or identification [26].

This work proposes the modeling of the task allocation problem by the use of a methodology
based on CPN’s. It also shows how to simulate these models in order to obtain relevant informa-
tion for the design process. To illustrate the techniques, this work considers a tree structure and
supposes that the set of tasks and the set of processes are fixed and defined before the task
allocation is performed as in Ref. [27]. The proposed CPN modeling method represents the
behavior of a set of processors, or working threads, that traverse a tree structure from the root
to a single leaf in order to acquire a task. The processes decide what route to take at each node of
the tree structure, by using a decision function. Then, it routes the tree backwards updating some
global variables that serves as inter-process communication mechanism.

The proposed method allows obtaining a CPN, which is a compact representation of the
problem, and at the same time, it allows simulating its behavior and obtaining performance
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graphics. The colored tokens represent the processes, tasks, and other variables of interest in
the problem. A decision function is attached to some transitions of the CPN model. This
function influences the behavior of the process or thread. Due to the graphical nature of the
CPN, in addition to the mathematical fundamentals, this methodology provides a great frame-
work to simulate and analyze the task allocation problem, avoiding the state space explosion,
and thus, having a compact representation of a complex behavior. The flexibility of the model-
ing framework allows simulating different scenarios, using different decision functions, as well
as varying the number of initial processes or threads. Additionally, the Petri Net model can be
easily extended to simulate a wider number of tasks.

The rest of this chapter includes a background of the task allocation and several techniques
that have been used for addressing this problem. The modeling framework based on colored
Petri nets is next presented and the modeling methodology is detailed. This methodology
highlights the main aspects of the task allocation problem, such as the concepts of task and
process, as well as the balancing policies and how to capture them by CPN blocks. The
simulation of the obtained CPN models is then presented and discussed. Some performance
charts are provided. The charts allow the study of key aspects of task allocation problem such
as the effective work done by a processor, the task contention, the effects of different balancing
policies, to mention a few. With this information, the scientists and engineers are able to study
different aspects of the problem prior any implementation stage in a particular field of interest.

2. Task allocation problem

Task allocation problem has been addressed for several purposes and using different tech-
niques. Analytic solutions are in some cases prohibitive since they require the analysis of an
exponential number of possible solutions. Thus, some designs use probabilistic approaches to
produce good solutions in a reasonable time. Jevtić et al. [28] present a distributed bee’s
algorithm for static task allocation inspired on the behavior of a colony of bees and based on
the optimization of a cost function. They also show results using the Arena simulator. Delle
Fave et al. [29] introduced a decentralized optimization for static task assignment based on a
constrained utility function, firstly evaluated by simulations. Johnson et al. [30] state a distrib-
uted multi-agent algorithm for static multi-task allocation as an optimization problem based
on mixed-integer programming. They also provide some results of Monte Carlo simulation.
Zhao-Pin et al. [31] introduced a distributed and static task allocation algorithm for multi-
agents that learn how to determine by themselves what tasks should realize and how to form
coalitions for cooperation, via their proposed profit-sharing learning mechanism. Macarthur
et al. [32] introduced a dynamic and distributed algorithm for multi-agent task allocation
problems, based on fast-max-sum algorithm combined with a branch-and-bound technique,
in order to reduce the execution time in the allocation of task to its respective agent. Alistarh
et al. [27, 33] present a decentralized task allocation, static and dynamic, based on to-do trees,
where decisions on every inner node are based on a probability function.

One of these most used techniques, due to its simplicity of implementation, is based on a
rooted tree structure that the process traverses in order to acquire a task [7, 8]. The tree
structure allows to the working processes for executing a non-deterministic behavior, which
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is quite suitable for real environments. Typically, in these tree structures, every reference to a
task is allocated on the leaves. Thus, every internal vertex allows to a working process taking a
decision based on a function over the number of tasks in every leaf of the subtrees from each
child of the current vertex. Hence, the decision function, which could be a simple deterministic
algorithm, or a sophisticated statistical or stochastic procedure, is a key element for which a
process traverses through the tree structure, in this kind of task allocation techniques.

Figure 1 shows a binary tree that represents a scheduling problem where eight tasks have to be
attended. The height of the tree is H ¼ log2ð8Þ ¼ 3, where the level of v2,2 is 2, the vertex v1,0 is
said to be parent, or ancestor, of v2,0 and v2,1, and the latter two are said to be children, or
descendant, of v1,0. The vertex v0,0 is the root, and every vertex is internal except for all of the
level 3, i.e., v3, x with x∈ ½0, 7�, which are known as leafs of the tree. The tree formed by the
vertexes v2,1, v3,2, v3,3 and the corresponding edges that connects them, is a subtree with v2,1 as
a root.

From the graph theory point of view, a DT is an acyclic graph in which a unique path connects
every node to others, represented in a top-to-bottom fashion, where the root, i.e., initial node,
is plotted at the top of the tree. The DT is a binary decision tree (BDT) if at every node is
considered at most two possible decisions, as shown in Figure 1. For more information on trees
see Ref. [34].

2.1. Task scheduling with DT

By using a tree structure like the one depicted in Figure 1, the task allocation algorithm is
relatively simple. Each working process shares the tree structure and iterates in an infinite
loop, trying to acquire a new task to execute, which is located at the leafs of the tree. Each
working process starts at the root node of the tree and decides whether to go to the left or the
right child node. The process knows an approximation of the total pending tasks at the left and
right subtrees at every step. For example, in Figure 1, each working thread knows that at the
beginning of the scheduling process, at the root node, that there exist four pending tasks at the

Figure 1. A direct rooted full binary tree.
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left subtree and four pending tasks at the right one. Then, at every stage, the processes decide
to traverse to the left or right in an asynchronous fashion. The total number of pending tasks is
backward updated from the lower nodes to the uppers as the tasks are successfully executed
by the threads. Notice that, the number of pending tasks at the left or right subtree is an
approximation since this number may be not updated yet.

Since the processes are asynchronous among them, it is possible that they arrive to the leaf
nodes that may occur at different rates. Every time that a process reaches a leaf, it asks for the
execution of the task. If such a task is free, then the process blocks this task, executes the
activity, and marks the task as executed. Then, it goes back to the root node to seek for a new
task to execute, while the information of the remaining tasks is backward updated from the
leaf to the root node. It is possible that when a process reaches a leaf node, the corresponding
task was already executed by another process. In this case, the process goes back to the root
node, and this miss is counted to measure the effectiveness of the algorithms.

r <
x

xþ y
ð1Þ

In Eq. (1), it represented a decision rule that a working process may execute at every level of
the BDT. Let x be the total number of pending tasks in the left subtree and y be the total
number of pending tasks in the right subtree, while r is a random number. Thus, the probabil-
ity to go to the left subtree in a flip coin is given by r. As greater the ratio, it is greater the
probability to go to the left child of the current node. One of the main objectives of this work is
to measure the effectiveness of a decision rule as Eq. (1) by means of a simulation process.

3. Colored Petri nets

PN’s are a modeling framework that combines a graphical visualization with a mathematical
model [35]. The CPN’s are one of the extensions to PN’s [9, 17, 35–42], which allow the
construction of compact representations of big models. In this section, basic notions of CPN
are presented.

The main characteristic that differentiates CPN from other type of nets resides in the token
definition. In a CPN, the tokens can stand for complex data besides of a single value, such as an
integer, a real, Boolean or strings. This characteristic allows for the representation of elaborated
data types, similar to those used by high-level programming languages. This ability exploits
the multi-set cardinality to construct compact models that otherwise are in the power set of the
colored tokens. The formal definition of a CPN is as follows [35].

Definition 1. A Colored Petri Net (CPN) is a tuple

N ¼ 〈P, T, Pre, Post, B, F, Cp, Ct〉 where its elements are described as:

• P is a finite set of places of N , with m ¼ jPj,
• T is a finite set of transitions of N , such that T∩ P ¼ ∅, with n ¼ jTj,
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by the threads. Notice that, the number of pending tasks at the left or right subtree is an
approximation since this number may be not updated yet.
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task to execute, while the information of the remaining tasks is backward updated from the
leaf to the root node. It is possible that when a process reaches a leaf node, the corresponding
task was already executed by another process. In this case, the process goes back to the root
node, and this miss is counted to measure the effectiveness of the algorithms.
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In Eq. (1), it represented a decision rule that a working process may execute at every level of
the BDT. Let x be the total number of pending tasks in the left subtree and y be the total
number of pending tasks in the right subtree, while r is a random number. Thus, the probabil-
ity to go to the left subtree in a flip coin is given by r. As greater the ratio, it is greater the
probability to go to the left child of the current node. One of the main objectives of this work is
to measure the effectiveness of a decision rule as Eq. (1) by means of a simulation process.

3. Colored Petri nets

PN’s are a modeling framework that combines a graphical visualization with a mathematical
model [35]. The CPN’s are one of the extensions to PN’s [9, 17, 35–42], which allow the
construction of compact representations of big models. In this section, basic notions of CPN
are presented.

The main characteristic that differentiates CPN from other type of nets resides in the token
definition. In a CPN, the tokens can stand for complex data besides of a single value, such as an
integer, a real, Boolean or strings. This characteristic allows for the representation of elaborated
data types, similar to those used by high-level programming languages. This ability exploits
the multi-set cardinality to construct compact models that otherwise are in the power set of the
colored tokens. The formal definition of a CPN is as follows [35].

Definition 1. A Colored Petri Net (CPN) is a tuple

N ¼ 〈P, T, Pre, Post, B, F, Cp, Ct〉 where its elements are described as:

• P is a finite set of places of N , with m ¼ jPj,
• T is a finite set of transitions of N , such that T∩ P ¼ ∅, with n ¼ jTj,
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• B is finite set of color classes,

• F is a set of conditions,

• Cp : P ! B is the color domain mapping,

• Ct : T ! F is a conditional color mapping, and

• Pre, Post∈SjPj· jTj are matrices representing the input and output incidence matrices of N ,
such that Pre½p, t� : CtðtÞ ! BagðCpðpÞÞ and Post½p, t� : CtðtÞ ! BagðCpðpÞÞ are mappings for

every pair ðp, tÞ∈P ·T; where BagðSÞ ¼ ∪ bðsiÞ for all si ∈S, such that bðsiÞ ¼
X

si ∈S.

The incidence matrix is C ¼ Post� Pre. The mapping given by Pre½p, t� : CtðtÞ ! BagðCpðpÞÞ,
defines for each conditional color mapping f of t ði:e: ∀f i ∈ CtðtÞÞ, the token bag to be removed
from p, in the occurrence of t, under color condition f. In the same way, Post½p, t�ðf Þ specifies the
token bag to be added to p, in the occurrence of t, under color condition f.

Definition 2. A marking M of a CPN N is a vector of size m ¼ jPj, such that MðpÞ∈BagðCpðpÞÞ
for every p∈P. The vector M0 denotes the initial marking of the net N and the pair ðN ,M0Þ
is known as a CPN System.

Definition 3. A transition in a CPN System ðN ,M0Þ is said to be enabled for a color condition f

in a marking M iff M ≥Pre½■, t�ðf Þ, denoted as M!t, f .
Definition 4. The marking evolution w.r.t a color condition f is given by M0 ¼ Mþ Post½■, t�ðf Þ

�Pre½■, t�ðf Þ ¼ Mþ C½■, t�ðf Þ, denoted by M!t, fM0. For a general color condition, it is

denoted as M!t M0 where f is implicit in a context.

The net in Figure 2 represents a very simple CPN System ðN ,M0Þ where:

• P ¼ fp1, p2, p3g,
• T ¼ ft1, t2g,
• B ¼ o∪ r, where o ¼ fo1, o2g and r ¼ fr1, r2g are variables,

• F ¼ {f 1, f 2},

Figure 2. A CPN example.
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• Cpðp1Þ ¼ Cpðp2Þ ¼ o, Cpðp3Þ ¼ r,

• Ctðt1Þ ¼ f 1, Ctðt2Þ ¼ f 2,

• Pre and Post are as depicted, and

• M0 ¼ ½fo1, o2g,∅, {r1, r2}�0, where o1 ¼ 1, o2 ¼ 2, r1 ¼ a, r2 ¼ b.

Notice that, at the initial condition, M0 ≥ Pre½■, t1�ðf 1Þ. That is ½fo1, o2g,∅, fr1, r2g�0 ≥ ½fo1, o2g,
∅, {r1, r2}� : {ðo1, r1Þðo2, r2Þ}, thus, t1 can be fired for any color binding fðo1, r2Þðo2, r1Þg due to the

condition in f1. Suppose that, t1 fires for color condition f1 with ðo2, r1Þ, thenM0 ���!t1, ðo2, r1ÞM1, with
M1 ¼ ½fo1g, fo2g, fr2g�0, where o1 ¼ 1, o2 ¼ 2, r2 ¼ b, by Post½■, t1�ðf 1Þ ¼ {ðs1Þ} as detailed in the

figure. Now, M1 ���!t1, ðo1, r2Þ and M1���!t2, ðo2Þ , in such a way, that if t2 is fired, then M1 ��!t2, ðo2ÞM2, with

M2 ¼ ½fo1, o2g,∅,fr1 , r2g�
0
, where o1 ¼ 1, o2 ¼ 4, r1 ¼ a, r2 ¼ b. However, if t1 is fired from M1

for the color condition ðo1, r2Þ, then M1 ���!t1, ðo1, r2ÞM3, with M3 ¼ ½∅,fo1, o2g,∅�0, where o1 ¼ 1,
o2 ¼ 2.

Roughly speaking, the CPN binds the even number in p1 to the character “a” in p3 and the odd
number to character “b.” This is defined by the guard function f 1 attached to t1. The function s1
discards the r element of the token bound to the firing of t1, while the firing of t2 adds two to
the o element of the token and recovers the r element that is put back to the place p3. Thus, the
tones in p1 changes to o1 ¼ 1, 3, 5,… and o2 ¼ 2, 4, 6,…, while the characters “a” and “b” in p3
remain the same all the time. The “R” in the place p3 stands for “resources,” which is the
function intended for the characters in this CPN model.

Notice that, the bindings ðo1, r1Þ and ðo2, r2Þ are discarded by the function f 1. This is one of the
advantages of the CPNmodeling tool, since otherwise, the combinatorial explosion of possible
bindings turns untreatable under some circumstances that typically arises in real applications.
For more information about the CPN modeling formalism and related analysis and tools, see
Ref. [36].

4. Modeling and simulation of task scheduling

The construction of a generalized model for a BDT based on CPN considers d different features
and nT classes. The procedure includes the identification of the transitions and places of the
model, the arcs and its labeling, as well as the multi-set of colored tokens. The remaining of this
section is devoted to detail the methodology and illustrate it by short examples.

4.1. Structure of the task allocation as a CPN

Consider the following steps for the construction of a CPNmodel that captures the structure of
a BDT. It is supposed that the BDT is a full binary tree with a complete set of tasks represented
by a structure called Task Array. Thus, the size of the Task Array is 2H, where the height of the
tree is H.
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• Cpðp1Þ ¼ Cpðp2Þ ¼ o, Cpðp3Þ ¼ r,

• Ctðt1Þ ¼ f 1, Ctðt2Þ ¼ f 2,

• Pre and Post are as depicted, and
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, where o1 ¼ 1, o2 ¼ 4, r1 ¼ a, r2 ¼ b. However, if t1 is fired from M1

for the color condition ðo1, r2Þ, then M1 ���!t1, ðo1, r2ÞM3, with M3 ¼ ½∅,fo1, o2g,∅�0, where o1 ¼ 1,
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number to character “b.” This is defined by the guard function f 1 attached to t1. The function s1
discards the r element of the token bound to the firing of t1, while the firing of t2 adds two to
the o element of the token and recovers the r element that is put back to the place p3. Thus, the
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advantages of the CPNmodeling tool, since otherwise, the combinatorial explosion of possible
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and nT classes. The procedure includes the identification of the transitions and places of the
model, the arcs and its labeling, as well as the multi-set of colored tokens. The remaining of this
section is devoted to detail the methodology and illustrate it by short examples.

4.1. Structure of the task allocation as a CPN

Consider the following steps for the construction of a CPNmodel that captures the structure of
a BDT. It is supposed that the BDT is a full binary tree with a complete set of tasks represented
by a structure called Task Array. Thus, the size of the Task Array is 2H, where the height of the
tree is H.
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Step 1. Labeling nodes in the BDT

Firstly, suppose that the DT is a full binary tree. Then, assign “0” to every left edge and “1” to
every right edge. This labeling represents the result of the flip coin in the task allocation
procedure of a BDT discussed in the previous section.

After that, some information is used to label every node with a pair ðdepth, positionÞ, where depth
is the level of the node, and position is the corresponding position from left to right. For example,
consider the root node ð0, 0Þ in the section of the BDT depicted in Figure 3. It is a fraction of the
tree of height H ¼ 3 of Figure 1. Then, to label the children of the root node proceed as follows:

• Let be depth ¼ depth� of � the� parentþ 1 and position ¼ 2 � position� of � the� parentþ h,
with h ¼ 0 if this node is the left child, h ¼ 1 otherwise.

Therefore, the label of the left child is ðdepth ¼ 0þ 1, position ¼ 0 � 2þ 0Þ ¼ ð1, 0Þ, while the
label of the right child is ðdepth ¼ 0þ 1, position ¼ 0 � 2þ 1Þ ¼ ð1, 1Þ.
Step 2. Building the CPN System

Let ðN ,M0Þ be a CPN System for a dynamic binary decision tree for nT classes and d features
with N ¼ 〈P, T, Pre, Post, B, F, Cp, Ct〉 constructed as follows:

• P ¼ PO∪ PR∪ PA, where PO is the set of places with assigned tokens of type O, PR is the set of
places with assigned tokens of type R, PA is the place with assigned tokens of type A.
jPOj ¼ 2ðH þ 1Þ, jPRj ¼ H and jPAj ¼ 1, where H ¼ log2nT. Places of type O represent
every level from the root to the leaves, forward, and backwards, i.e., a token in one of those
place contains the information of pos, depth, val. Places of type R represent the state of every
subtree from every node at that level, i.e., the value of the data function for every node of
the same level given by pos and depth. Place of type A represent the Task Array state, i.e., the
information of the availability of the task.

• T is the set of transitions with jTj ¼ jPOj.

Figure 3. Relation BDT and CPN.
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• B ¼ o ∪ r ∪ a, for o ¼ ∪ oi, r ¼ ∪ rj, and a ¼ ∪ al where oi ¼ 〈depthi, posi, vali, successi〉, rj ¼
〈depthj, posj, dataj〉, al ¼ 〈posl, readyl〉 for i∈ ½1, d�, j∈ ½1, 2Hþ1 � 2�, and l∈ ½1, nT�, with depthi,
posi, vali, successi, dataj, existl variables and depthj, posj, posl constants.

• F ¼ ff 1, f 2, f 3, f 4g, such that f 1 : ðoi, rj, rkÞjdepthi þ 1 ¼ depthj ¼ depthk ∧ posi�2 ¼ posj ∧ posi�2
þ1 ¼ posk, f 2 : ðoi, rjÞjdepthi ¼ depthj ∧ posi ¼ posj, f 3 : ðoi, ajÞjposi ¼ posj, f 4 : ðojÞ.

• CpðpiÞ ¼ o for all i∈ ½1, jPOj�, CpðpiÞ ¼ r for all i∈ ½jPOj þ 1, jPj� and CpðpiÞ ¼ a for i ¼ 2ðHþ
1Þ þHþ 1.

• CtðtiÞ ¼ f 1 for i∈ ½1, H�, CtðtiÞ ¼ f 2 for i∈ ½H þ 2, jPOj � 1�, CtðtiÞ ¼ f 3 for i ¼ H þ 1 and i ¼
jPOj þ 1:

• Pre½pi, ti�ðf 1Þ ¼ si1jf 1, for i∈ ½1, H�, Pre½pi, ti�ðf 2Þ ¼ si1jf 2, for i∈ ½H þ 2, jPOj � 1�, Pre½pi, ti�ðf 3Þ
¼ si1jf 3, for i ¼ H þ 1, Pre½pi, ti�ðf 3Þ ¼ si1jf 4, for i ¼ jPOj þ 1, Pre½pi, tj�ðf 3Þ ¼ qi1jf 3, for
i ¼ jPOj þ jPRj þ 1, j ¼ H þ 1, Pre½puþi, ti�ðf 1Þ ¼ 2ri1jf 1, for i∈ ½1, H�, Pre½puþi, tu�i�ðf 2Þ ¼ 2ri2
jf 2, for i∈ ½1, H�, where:

• si1: o ! o, such that si1ð〈depthi, posi, vali, successi〉Þ ¼ 〈depthi, posi, vali, successi〉.

• qi1: a ! a, such that i1ð〈posl, existlÞ〉 ¼ ð〈posl, existl〉Þ.
• ri1: r· r ! r, such that ri1ð〈depthj, posj, dataj〉, 〈depthk, posk, datak〉Þ ¼ 〈depthj, posj, dataj〉

〈depthk, posk, datak〉.

• ri2 : r ! r, such that ri2ð〈depthj, posj, dataj〉Þ ¼ 〈depthj, posj, dataj〉.

• Post½piþ1, ti�ðf 1Þ ¼ so1jf 1, for i∈ ½1, H�, Post½piþ1, ti�ðf 2Þ ¼ so2jf 2, for i∈ ½H þ 2, jPOj � 1�, Post
½piþ1, ti�ðf 3Þ ¼ so3jf 3, for i ¼ H þ 1, Post½p1, ti�ðf 3Þ ¼ so4jf 4, for i ¼ jPOj, Post½pi, tj�ðf 3Þ ¼ qo1jf 3,
for i ¼ jPOj þ jPRj þ 1, j ¼ H þ 1Post½puþi, ti�ðf 1Þ ¼ ro1, for i∈ ½1, H�, Post½puþi, tu�i�ðf 2Þ ¼ ro2,
for i∈ ½1, H�, where:

• so1 : o ! o, such that so1ð〈depthi, posi, vali, successi〉Þ ¼ 〈depthi þ 1, posi�2þ hi, vali þ ðhiÞ�
2H�depthiþ1, successi〉, withhi ¼ 0 ifαholds, otherwise 1. α is a decision function.

• so2 : o ! o, such that so2ð〈depthi, posi, vali, successi〉Þ ¼ 〈depthi � 1, posi
2 , vali, successi〉.

• so3 : o ! o, such that so3ð〈depthi, posi, vali, successi〉Þ ¼ 〈depthi, posi, vali, successi ¼ 1if Exist
ðposi, alÞ ¼ 1 otherwise 0〉, where Existðposi, alÞ returns 1 if for a color class al ¼ posl, existl
with posl ¼ posi, existl ¼ 1, otherwise 0.

• so4 : o ! o, such that so4ð〈depthi, posi, vali, successi〉Þ ¼ 〈0, 0, 0, 0〉,

• qo1: a ! a, such that qo1ð〈posl, existl〉Þ ¼ ð〈posl, existl ¼ 0 if Existðposl, alÞ ¼ 1, otherwise1〉Þ:
• ro1: r· r ! r, such that ro1ð〈depthj, posj, dataj〉, 〈depthk, posk, datak〉Þ ¼ 〈depthj, posj, dataj〉

〈depthk, posk, datak〉.

• ro2: r ! r, such that ro2ð〈depthj, posj, dataj〉Þ ¼ 〈depthj, posj, dataj � 1 if successi ¼ 1,
otherwisedataj〉.
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Step 1. Labeling nodes in the BDT

Firstly, suppose that the DT is a full binary tree. Then, assign “0” to every left edge and “1” to
every right edge. This labeling represents the result of the flip coin in the task allocation
procedure of a BDT discussed in the previous section.

After that, some information is used to label every node with a pair ðdepth, positionÞ, where depth
is the level of the node, and position is the corresponding position from left to right. For example,
consider the root node ð0, 0Þ in the section of the BDT depicted in Figure 3. It is a fraction of the
tree of height H ¼ 3 of Figure 1. Then, to label the children of the root node proceed as follows:

• Let be depth ¼ depth� of � the� parentþ 1 and position ¼ 2 � position� of � the� parentþ h,
with h ¼ 0 if this node is the left child, h ¼ 1 otherwise.

Therefore, the label of the left child is ðdepth ¼ 0þ 1, position ¼ 0 � 2þ 0Þ ¼ ð1, 0Þ, while the
label of the right child is ðdepth ¼ 0þ 1, position ¼ 0 � 2þ 1Þ ¼ ð1, 1Þ.
Step 2. Building the CPN System

Let ðN ,M0Þ be a CPN System for a dynamic binary decision tree for nT classes and d features
with N ¼ 〈P, T, Pre, Post, B, F, Cp, Ct〉 constructed as follows:

• P ¼ PO∪ PR∪ PA, where PO is the set of places with assigned tokens of type O, PR is the set of
places with assigned tokens of type R, PA is the place with assigned tokens of type A.
jPOj ¼ 2ðH þ 1Þ, jPRj ¼ H and jPAj ¼ 1, where H ¼ log2nT. Places of type O represent
every level from the root to the leaves, forward, and backwards, i.e., a token in one of those
place contains the information of pos, depth, val. Places of type R represent the state of every
subtree from every node at that level, i.e., the value of the data function for every node of
the same level given by pos and depth. Place of type A represent the Task Array state, i.e., the
information of the availability of the task.

• T is the set of transitions with jTj ¼ jPOj.

Figure 3. Relation BDT and CPN.
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• B ¼ o ∪ r ∪ a, for o ¼ ∪ oi, r ¼ ∪ rj, and a ¼ ∪ al where oi ¼ 〈depthi, posi, vali, successi〉, rj ¼
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• CpðpiÞ ¼ o for all i∈ ½1, jPOj�, CpðpiÞ ¼ r for all i∈ ½jPOj þ 1, jPj� and CpðpiÞ ¼ a for i ¼ 2ðHþ
1Þ þHþ 1.

• CtðtiÞ ¼ f 1 for i∈ ½1, H�, CtðtiÞ ¼ f 2 for i∈ ½H þ 2, jPOj � 1�, CtðtiÞ ¼ f 3 for i ¼ H þ 1 and i ¼
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• Pre½pi, ti�ðf 1Þ ¼ si1jf 1, for i∈ ½1, H�, Pre½pi, ti�ðf 2Þ ¼ si1jf 2, for i∈ ½H þ 2, jPOj � 1�, Pre½pi, ti�ðf 3Þ
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ðposi, alÞ ¼ 1 otherwise 0〉, where Existðposi, alÞ returns 1 if for a color class al ¼ posl, existl
with posl ¼ posi, existl ¼ 1, otherwise 0.

• so4 : o ! o, such that so4ð〈depthi, posi, vali, successi〉Þ ¼ 〈0, 0, 0, 0〉,

• qo1: a ! a, such that qo1ð〈posl, existl〉Þ ¼ ð〈posl, existl ¼ 0 if Existðposl, alÞ ¼ 1, otherwise1〉Þ:
• ro1: r· r ! r, such that ro1ð〈depthj, posj, dataj〉, 〈depthk, posk, datak〉Þ ¼ 〈depthj, posj, dataj〉

〈depthk, posk, datak〉.

• ro2: r ! r, such that ro2ð〈depthj, posj, dataj〉Þ ¼ 〈depthj, posj, dataj � 1 if successi ¼ 1,
otherwisedataj〉.
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• The initial marking, assuming that the Task Array is initially full, is M0 defined as follows:

• M0½1� ¼ fo1,…, odg, where oi ¼ depthi ¼ 0, posi ¼ 0, vali ¼ 0, successi ¼ 0 ¼ 0, 0, 0, 0 for
i∈ ½1, d�.

• M0½jPOj þ i� ¼ ∪ i¼1H ∪ j¼02i�1r2i�2þj ¼ 〈i, j, 2H�i〉 assuming that the Task Array is initially

full, as mentioned.

• M0½2ðHþ 1Þ þHþ 1� ¼ ∪ i¼1nTai where ai ¼ 〈posi ¼ i, existi ¼ 1〉.

• M0½i� ¼ ∅ for i∈ ½2, jPOj�.
Figure 4 shows the relation of the tree structure with the proposed CPN as stated by the
previous definition. Observe that places of type O represent every level from the root to the
leaves, forward, and backwards, i.e., a token in one of those place contains the information of pos,
depth, and val. Places of type R represent the state of every subtree from every node at that level,
i.e., the value of the data function for every node of the same level given by pos and depth. Place of
type A represents the Task Array state, i.e., the information of the availability of the task.

4.2. Dynamics of the task allocation as a CPN

Typically, in these tree structures, every reference to a task is allocated on the leaves. Thus,
every internal vertex allows to a working process taking a decision based on a function over
the number of tasks in every leaf of the subtrees from each child of the current vertex. Hence,
the decision function, which could be a simple deterministic algorithm, or a sophisticated
statistical or stochastic procedure, is a key element for which a process traverses through the
tree structure, in this kind of allocation techniques. The following definitions allow capturing
these dynamics aspects of the task allocation based on a BDT.

Definition 5. The pos is a position function defined from a set of vertexes V of a tree T to the set
of natural numbers N as pos : V ! N, such that posðvÞ ¼ j, where j is the numeric position of
vertex v with respect to all the vertexes in the same level and counting from left to right.

Definition 6. The depth is a function defined from a set of vertexes V of a tree T to the set of
natural numbers N as depth : V ! N, such that depthðvÞ ¼ #edges from the root node to v:

Notice that, in Figure 2, the identification of a vertex v is given by vi, j where i ¼ depthðvÞ and
j ¼ posðvÞ.
Definition 7. The w is a weight function defined from the set of edges E of a tree T to the set

containing 0 and 1 as w : E ! f0, 1g, such that wðeÞ ¼ 0 if e connects a parent vertex to its
left child, and 1 if it connects to its right child. Let consider a vertex v of a tree T denoted as
vi, j such that i ¼ depthðvÞ and j ¼ posðvÞ. Then, for vi,x parent of left child vj,y and right child
vj, z, with their respective edges ei, j, y and ei, j, z, with y < z, by definition of depth, then
wðei, j, yÞ ¼ 0 and wðei, j, zÞ ¼ 1.

Notice that, the weight function w provides a zero for an edge connecting a father with its left
child and a one for the edge connecting it with the right child. In the modeling methodology
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here introduced, it is assumed that there exists a data structure called Task Array, which may
have a reference to a task, if it is initially inserted, and the task has not been taken yet. This Task
Array is mapped to the location of the leaves of a tree of height H from left to right, i.e., the
array has a capacity for referencing a maximum of The quaternion semi�widel tasks. Figure 1
shows a tree of height 3, with 8 leaves that are associated with the location in the Task Array,
where references to task are T0, T1…, T7. Accordingly, the following functions are defined.

Definition 8. The data function is defined from the set of vertexes V of a tree T to the set of
natural numbers N as data : V ! N, where dataðvÞ ¼ # of leaves in the subtree of root v with
a task ready to be taken.

Definition 9. The parent is a function defined from the set of vertexes of a tree T to itself as
parent : V ! V , such that parentðvÞ ¼ y, if v is child of y.

Definition 10. The val is a recursive function defined from the set of vertexes V of a tree T of
height H, to the set of natural numbers N as val : V ! N, such that:

• (Base): valðv0,0Þ ¼ 0.

• (Induction): valðvi, jÞ ¼ val
�
parentðvi, jÞ

�
þ w

�
eposðparentðvi, jÞ, depthðvi, jÞ, j

�
�2H�i, for every pair ði, jÞ,

where 1 ≤ i ≤ H, 0 ≤ j < 2i.

In Figure 2, for example, valðvÞ is shown in the left of every vertex v as valðvÞ=, e.g.,

valðv2,3Þ ¼ val
�
parentðv2,3Þ

�
þ w

�
eposðparentðv2,3Þ, depthðv2,3Þ,3

�
�23�2 ¼ valðv1,1Þ þ w

�
eposðv1,1Þ,2,3

�
�21

¼ val
�
parentðv1,1Þ

�
þ w

�
eposðparentðv1,1Þ, depthðv1,1Þ,1

�
�23�1 þ w

�
eposðv1,1Þ,2,3

�
�21 ¼ valðv0,0Þþ ¼ 0

þwðe0,1,1Þ�4þ wðe1,2,3Þ�2 ¼ 0þ 1�4þ 1�2 ¼ 6.

Observe that function val generates the value of a node based on the value of his parent. Notice
that, there are 8 leaves in level 3, and then, every node value is exactly one entry in the Task
Array. For example, the value 4= at v3,5 points to the entry T4. Now, consider the nodes in level
2, which are 4, exactly the half of those at level 3. Every vertex at this level, points to the first
entry in a range of 2, i.e., v2,0 has a value of 0, v2,1 and has a value of 2. Thus, every vertex at
level 1, points to the first entry of the two partitions of the Task Array, and therefore, v0,0 points
to the first entry of the whole of the Task Array.

For illustration purposes, suppose that there is one node with two threads and eight tasks to be
executed. Accordingly, d ¼ 2 and nT ¼ 8. The CPN System ðN ,M0Þ for modeling this problem
is shown in Figure 4.

Notice that accordingly to the proposed method, a full binary tree is obtained when nT ¼ 2n

for some n, since, in this case, H ¼ log2nT is exactly equal to log2nT. In the particular example,

H ¼ 3, since nT ¼ 23 ¼ 8. Then, jPOj ¼ 2ðH þ 1Þ ¼ 8, with PO ¼ fp1, p2,…, p8g; jPRj ¼ H ¼ 3,
with PR ¼ fp9, p10, p11g; jPAj ¼ 1 with PA ¼ {p12}; jTj ¼ jPOj ¼ 8, with T ¼ {t1, t2,…, t8}; o ¼
{o1, o2} since d ¼ 2; r ¼ fr1, r2,…, r14g, since 2Hþ1 � 2 ¼ 23 � 2 ¼ 14, and a ¼ {a1, a2,…, a8}.

The following functions complement the CPN model:
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• The initial marking, assuming that the Task Array is initially full, is M0 defined as follows:

• M0½1� ¼ fo1,…, odg, where oi ¼ depthi ¼ 0, posi ¼ 0, vali ¼ 0, successi ¼ 0 ¼ 0, 0, 0, 0 for
i∈ ½1, d�.

• M0½jPOj þ i� ¼ ∪ i¼1H ∪ j¼02i�1r2i�2þj ¼ 〈i, j, 2H�i〉 assuming that the Task Array is initially

full, as mentioned.

• M0½2ðHþ 1Þ þHþ 1� ¼ ∪ i¼1nTai where ai ¼ 〈posi ¼ i, existi ¼ 1〉.

• M0½i� ¼ ∅ for i∈ ½2, jPOj�.
Figure 4 shows the relation of the tree structure with the proposed CPN as stated by the
previous definition. Observe that places of type O represent every level from the root to the
leaves, forward, and backwards, i.e., a token in one of those place contains the information of pos,
depth, and val. Places of type R represent the state of every subtree from every node at that level,
i.e., the value of the data function for every node of the same level given by pos and depth. Place of
type A represents the Task Array state, i.e., the information of the availability of the task.

4.2. Dynamics of the task allocation as a CPN

Typically, in these tree structures, every reference to a task is allocated on the leaves. Thus,
every internal vertex allows to a working process taking a decision based on a function over
the number of tasks in every leaf of the subtrees from each child of the current vertex. Hence,
the decision function, which could be a simple deterministic algorithm, or a sophisticated
statistical or stochastic procedure, is a key element for which a process traverses through the
tree structure, in this kind of allocation techniques. The following definitions allow capturing
these dynamics aspects of the task allocation based on a BDT.

Definition 5. The pos is a position function defined from a set of vertexes V of a tree T to the set
of natural numbers N as pos : V ! N, such that posðvÞ ¼ j, where j is the numeric position of
vertex v with respect to all the vertexes in the same level and counting from left to right.

Definition 6. The depth is a function defined from a set of vertexes V of a tree T to the set of
natural numbers N as depth : V ! N, such that depthðvÞ ¼ #edges from the root node to v:

Notice that, in Figure 2, the identification of a vertex v is given by vi, j where i ¼ depthðvÞ and
j ¼ posðvÞ.
Definition 7. The w is a weight function defined from the set of edges E of a tree T to the set

containing 0 and 1 as w : E ! f0, 1g, such that wðeÞ ¼ 0 if e connects a parent vertex to its
left child, and 1 if it connects to its right child. Let consider a vertex v of a tree T denoted as
vi, j such that i ¼ depthðvÞ and j ¼ posðvÞ. Then, for vi,x parent of left child vj,y and right child
vj, z, with their respective edges ei, j, y and ei, j, z, with y < z, by definition of depth, then
wðei, j, yÞ ¼ 0 and wðei, j, zÞ ¼ 1.

Notice that, the weight function w provides a zero for an edge connecting a father with its left
child and a one for the edge connecting it with the right child. In the modeling methodology

Computer Simulation222

here introduced, it is assumed that there exists a data structure called Task Array, which may
have a reference to a task, if it is initially inserted, and the task has not been taken yet. This Task
Array is mapped to the location of the leaves of a tree of height H from left to right, i.e., the
array has a capacity for referencing a maximum of The quaternion semi�widel tasks. Figure 1
shows a tree of height 3, with 8 leaves that are associated with the location in the Task Array,
where references to task are T0, T1…, T7. Accordingly, the following functions are defined.

Definition 8. The data function is defined from the set of vertexes V of a tree T to the set of
natural numbers N as data : V ! N, where dataðvÞ ¼ # of leaves in the subtree of root v with
a task ready to be taken.

Definition 9. The parent is a function defined from the set of vertexes of a tree T to itself as
parent : V ! V , such that parentðvÞ ¼ y, if v is child of y.

Definition 10. The val is a recursive function defined from the set of vertexes V of a tree T of
height H, to the set of natural numbers N as val : V ! N, such that:

• (Base): valðv0,0Þ ¼ 0.

• (Induction): valðvi, jÞ ¼ val
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parentðvi, jÞ

�
þ w

�
eposðparentðvi, jÞ, depthðvi, jÞ, j

�
�2H�i, for every pair ði, jÞ,

where 1 ≤ i ≤ H, 0 ≤ j < 2i.

In Figure 2, for example, valðvÞ is shown in the left of every vertex v as valðvÞ=, e.g.,

valðv2,3Þ ¼ val
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parentðv2,3Þ
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eposðparentðv2,3Þ, depthðv2,3Þ,3
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þwðe0,1,1Þ�4þ wðe1,2,3Þ�2 ¼ 0þ 1�4þ 1�2 ¼ 6.

Observe that function val generates the value of a node based on the value of his parent. Notice
that, there are 8 leaves in level 3, and then, every node value is exactly one entry in the Task
Array. For example, the value 4= at v3,5 points to the entry T4. Now, consider the nodes in level
2, which are 4, exactly the half of those at level 3. Every vertex at this level, points to the first
entry in a range of 2, i.e., v2,0 has a value of 0, v2,1 and has a value of 2. Thus, every vertex at
level 1, points to the first entry of the two partitions of the Task Array, and therefore, v0,0 points
to the first entry of the whole of the Task Array.

For illustration purposes, suppose that there is one node with two threads and eight tasks to be
executed. Accordingly, d ¼ 2 and nT ¼ 8. The CPN System ðN ,M0Þ for modeling this problem
is shown in Figure 4.

Notice that accordingly to the proposed method, a full binary tree is obtained when nT ¼ 2n

for some n, since, in this case, H ¼ log2nT is exactly equal to log2nT. In the particular example,

H ¼ 3, since nT ¼ 23 ¼ 8. Then, jPOj ¼ 2ðH þ 1Þ ¼ 8, with PO ¼ fp1, p2,…, p8g; jPRj ¼ H ¼ 3,
with PR ¼ fp9, p10, p11g; jPAj ¼ 1 with PA ¼ {p12}; jTj ¼ jPOj ¼ 8, with T ¼ {t1, t2,…, t8}; o ¼
{o1, o2} since d ¼ 2; r ¼ fr1, r2,…, r14g, since 2Hþ1 � 2 ¼ 23 � 2 ¼ 14, and a ¼ {a1, a2,…, a8}.
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Figure 4. DS CPN with nT ¼ 8.
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• oi ¼ 〈depthi, posi, vali, successi〉 ¼ 〈0, 0, 0, 0〉, for i∈ {1, 2}. This marking represents the current
state of every process, i.e., at the beginning, processes are at root node v0,0 with a value 0.
Success being 0 means that no task has been assigned to the current process.

• rj ¼ 〈depthj, posj, dataj〉, such that j∈ ½1, jrj�, where: r1 ¼ 〈1, 0, 4〉, r2 ¼ 〈1, 1, 4〉, r3 ¼ 〈2, 0, 2〉,
r4 ¼ 〈2, 1, 2〉, r5 ¼ 〈2, 2, 2〉, r6 ¼ 〈2, 3, 2〉, r7 ¼ 〈3, 0, 1〉, r8 ¼ 〈3, 1, 1〉, r9 ¼ 〈3, 2, 1〉, r10 ¼ 〈3, 3,
1〉, r11 ¼ 〈3, 4, 1〉, r12 ¼ 〈3, 5, 1〉, r13 ¼ 〈3, 6, 1〉, r14 ¼ 〈3, 7, 1〉. These markings provide the
information about the data available for every subtree constructed from the node identified
as vdepth, pos.

• al ¼ 〈posl, tyl〉, such that l∈ ½1, nT�, where: a1 ¼ 〈1, 1〉, a2 ¼ 〈2, 1〉, a3 ¼ 〈3, 1〉, a4 ¼ 〈4, 1〉,
a5 ¼ 〈5, 1〉, a6 ¼ 〈6, 1〉, a7 ¼ 〈7, 1〉, a8 ¼ 〈8, 1〉. These markings provide the information about
the availability of the task located at pos, i.e., ty ¼ 1 if the task is available, 0 otherwise.

The color mapping is CpðpkÞ ¼ o for k∈ ½1, 8�, CpðpkÞ ¼ r for k∈ ½9, 11� and Cpðp12Þ ¼ a. That is,
the places p1,…, p8 accept tokens of type O, the places p9, p10, p11 accept tokens of type R, and
p12 accept tokens of type A. The conditional color mapping is CtðtkÞ ¼ f 1 for k∈ ½1, 3�,
CtðtkÞ ¼ f 2 for k∈ ½5, 7�, and CtðtkÞ ¼ f 3 for k ¼ 4 and k ¼ 9. The Pre- and Post matrices for the
net of this example are shown in Figure 5.

Thus, Figure 4 represents a CPN that captures the structure of a BDT and the behavior of the
working threads over the tree of height H ¼ log2nT ¼ log28 ¼ 3. They represents the places
and transitions for the traveling from the root down to a leaf, and the reverse way from the leaf
up to the root, on the left and right side of the CPN, respectively. Additionally, the central
places, marked as “R,” represent the “resources” in the system, i.e., the shared memory
registers and the tasks.

Consider an initial token in place p1 ¼ 〈0, 0, 0, 0〉 as described by the initial marking M0. Now,
the binding for t1 requires two tokens from p9, besides one initial token in p1, subject to

Figure 5. Pre and postmatrices for CPN DS nT ¼ 8.
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Figure 4. DS CPN with nT ¼ 8.
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• oi ¼ 〈depthi, posi, vali, successi〉 ¼ 〈0, 0, 0, 0〉, for i∈ {1, 2}. This marking represents the current
state of every process, i.e., at the beginning, processes are at root node v0,0 with a value 0.
Success being 0 means that no task has been assigned to the current process.
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1〉, r11 ¼ 〈3, 4, 1〉, r12 ¼ 〈3, 5, 1〉, r13 ¼ 〈3, 6, 1〉, r14 ¼ 〈3, 7, 1〉. These markings provide the
information about the data available for every subtree constructed from the node identified
as vdepth, pos.

• al ¼ 〈posl, tyl〉, such that l∈ ½1, nT�, where: a1 ¼ 〈1, 1〉, a2 ¼ 〈2, 1〉, a3 ¼ 〈3, 1〉, a4 ¼ 〈4, 1〉,
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Figure 5. Pre and postmatrices for CPN DS nT ¼ 8.
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conditions given by f 1: ðoi, rj, rkÞjdepthi þ 1 ¼ depthj ¼ depthk ∧ posi � 2 ¼ posj ∧ posi � 2þ 1 ¼
posk. Since in this case oi ¼ o1 ¼ 〈pos1 ¼ 0, depht1 ¼ 0, val1 ¼ 0, success1 ¼ 0〉 due to si1, then the
required tokens from p9 are rj ¼ r1 ¼ 〈depth1 ¼ 0, pos1 ¼ 1, data1 ¼ 2H�1 ¼ 4〉 and rk ¼ r2 ¼
〈depth2 ¼ 1, pos2 ¼ 1, data2 ¼ 23�1 ¼ 4〉, where data1 ¼ data2 ¼ 4, assuming that the Task Array
is full of tasks to be attended. Thus, the output of t1 due to so1 is o1 ¼ 〈depth1 ¼ depth1 þ 1,
pos1 ¼ pos1 � 2þ h ¼ 1, val1 þ h � 22 ¼ 4, success1 ¼ 0〉 ¼ 〈1, 1, 4, 0〉, assuming h ¼ 1.

The sketches of CPN in Figure 6 show the three main marking evolutions in the CPN subject to
the binding functions f 1, f 2, f 3. The marking evolution subject to f 1 from the current state is
shown in (a). In (b), the tokens oi, rj, rk are taken by the depicted transition, since
f 1: ðoi, rj, rkÞjdepthi þ 1 ¼ depthj ¼ depthk ∧ posi�2 ¼ posj ∧posi�2þ 1 ¼ posk, then oi ¼< 1, 1, 0, 0 > ,
rj ¼< 2, 2, 2 > , rk ¼< 2, 3, 2 > : In (c), the transition has fired, then o1 ¼< 2, 3, 6, 0 >, since

so1ð〈depthi, posi, vali, successi〉Þ ¼ 〈depthi þ 1, posi � 2þ hi, vali þ ðhiÞ � 2H�depthiþ1, successi〉 assum-
ing that hi ¼ 1. The tokens rj, rk remain the same, since success ¼ 0. In (d), the marking evolu-
tion subject to f 3 from the current marking < 3, 6, 6, 0 > is updated to the marking < 3, 6, 6, 1 >

Figure 6. Binding and firing of a CPN transition.
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as shown in (f), since the task reference represented by the marking < 6, 1 > is available as
shown in (e). Notice that, this marking is updated to < 6, 0 > as shown in (f), as expected. In
(g), the input state of the transitions subject to f 2 is represented with the marking < 3, 6, 6, 1 >.
Then, it is binding by f 2 with the token < 3, 6, 1 >, as illustrated in (h). Thus, the input token
< 3, 6, 6, 1 > is updated to < 2, 3, 6, 1 > by so2, as well as, < 3, 6, 1 > is updated to < 3, 6, 0 > by
ro2, as shown in the section (i) of the figure.

One of the main advantages of modeling the task allocation problem by using CPN’s is the
possibility of varying the parameters during the simulation process, as well as the flexibility of
the net structure in order to cope with a greater number of task to be attended. One of the key
parameters for the simulation of the problem is the number of tokens of type O, which
represents the number of processes or threads in a specific problem. The other important
parameter is the decision function α, which is related to the spreading of processes or threads
through the tree, by updating of depth and pos functions. It is clear, for example, that the
distribution of the processes or threads at every level in the tree structure directly influences
the contention at the acquisition of the tasks.

The next section explains the simulation process that is possible to execute with the proposed
modeling methodology and how these simulations can help explore different parameters in
order to optimize the task allocation problem.

5. Simulation of the CPN model

This section shows how to simulate a CPN model as that obtained by the methodology detailed
in the previous subsection. The simulation process allows to investigate the performance of the
model under parametric variations. First, the general characteristics of the simulation framework
are introduced. Then, the simulation and results of a CPN model, representing a problem with
1024 tasks, are given.

In order to simplify the construction of the CPN model by using the herein proposed method-
ology, and thus, simulate its behavior, a CPN tool is used [43]. This environment allows
editing, simulating and analyzing CPN models [36–42] and was successfully used for a variety
of applications areas [44–48].

The model parameters that have to be considered are a number of initially available tasks
ðnTasksÞ, the height of the tree with respect to the number of tasks ðHÞ, and the decision
function ðαÞ. For this example, those values are nTasks ¼ 1024, H ¼ log21024 ¼ 10, and
α ¼ ðr < dataj=ðdataj þ datakÞÞ for a given oi, rj, rk such that depthi þ 1 ¼ depthj ¼ depthk ∧ posi�2
¼ posj ∧ posi�2þ 1 ¼ posk and where r is a randomly generated number. These parameters are
fixed during every simulation process. However, the number of threads is varying between
simulations, with d ¼ 2n, 1 ≤n ≤nTasks, for a total of 10 simulations runs.

In the simulation framework, there are different measurements of parameters that can be
obtained. For illustrative purposes, in this example, the attention is focused on study the impact
on the performance of the task allocation procedure when the number of processes, or working
threads, is increasing.
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5. Simulation of the CPN model

This section shows how to simulate a CPN model as that obtained by the methodology detailed
in the previous subsection. The simulation process allows to investigate the performance of the
model under parametric variations. First, the general characteristics of the simulation framework
are introduced. Then, the simulation and results of a CPN model, representing a problem with
1024 tasks, are given.

In order to simplify the construction of the CPN model by using the herein proposed method-
ology, and thus, simulate its behavior, a CPN tool is used [43]. This environment allows
editing, simulating and analyzing CPN models [36–42] and was successfully used for a variety
of applications areas [44–48].

The model parameters that have to be considered are a number of initially available tasks
ðnTasksÞ, the height of the tree with respect to the number of tasks ðHÞ, and the decision
function ðαÞ. For this example, those values are nTasks ¼ 1024, H ¼ log21024 ¼ 10, and
α ¼ ðr < dataj=ðdataj þ datakÞÞ for a given oi, rj, rk such that depthi þ 1 ¼ depthj ¼ depthk ∧ posi�2
¼ posj ∧ posi�2þ 1 ¼ posk and where r is a randomly generated number. These parameters are
fixed during every simulation process. However, the number of threads is varying between
simulations, with d ¼ 2n, 1 ≤n ≤nTasks, for a total of 10 simulations runs.

In the simulation framework, there are different measurements of parameters that can be
obtained. For illustrative purposes, in this example, the attention is focused on study the impact
on the performance of the task allocation procedure when the number of processes, or working
threads, is increasing.
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Table 1 summarizes some results obtained from the simulations performed on the CPN tools
framework for a model with model described previously. The number of tasks was constant,
while the number of processes was increased by a power of two, represented in the first
column. The second column represents the average of events required per process to complete
all the tasks. It provides a measure of the speed by increasing the number of processes. The
third column represents the total number of readings to the task array. The forth column
represents the total number of read collisions, i.e., when a process reads a task that was
previously attended by other process. The fifth column represents the average of the reads to
the task array executed by each process. The sixth column shows the average of the failed
reads or collisions executed by each process. The seventh column shows the proficiency of the
execution by the total amount of processes. Finally, the eighth column represents the average
of total reads, including the failed ones, to the task array required per task.

The plot in Figure 7 shows the average of event, in the simulation framework, that each process
required for completing all the tasks in the array. Notice that, as the number of processes
increases exponentially, the number of events per processes decreases almost logarithmically.

The plot in Figure 8 shows the average of reads that each process has performed to the task
array for the completion of all the tasks. As in the previous figure, notice that the number of
reads decreases almost logarithmically as the number of processes increases exponentially.

The plot in Figure 9 shows the average of collisions, i.e., a process’s read of a task that was
previously attended by other process, as the number of processes increases. The figure shows
that the maximum number of average collisions occurs when the number of processes is 32 in
these experiments. The collisions, or failed reads, are highly influenced by the decision rule α.

The plot in Figure 10 shows the proficiency of attending all the tasks in the array as the number
of processes increases. The proficiency increases almost exponentially as the number of

Processes (d) Average
events

Reads Collisions Reads per
process

Fails per
process

Proficiency Read
per task

1 22528.00 1024.00 0.00 1024.00 0.00 1.00 1.00

2 11293.25 1027.00 3.00 513.50 1.50 1.99 1.00

4 5667.00 1030.67 6.67 257.67 1.67 3.97 1.01

8 2853.02 1038.00 14.00 129.75 1.75 7.89 1.01

16 1443.81 1051.33 27.33 65.71 1.71 15.58 1.03

32 743.34 1081.67 57.67 33.80 1.80 30.29 1.06

64 384.67 1117.33 93.33 17.46 1.46 58.65 1.09

128 202.77 1175.00 151.00 9.18 1.18 111.55 1.15

256 108.85 1265.67 241.67 4.94 0.94 207.12 1.24

512 55.39 1271.00 247.00 2.48 0.48 412.50 1.24

1024 27.70 1285.50 261.50 1.26 0.26 815.70 1.26

Table 1. Simulation results for nTasks ¼ 1024.
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processes increases to 256. The ideal behavior is to double the proficiency as the number of
processes also double. However, the collisions at reading the tasks undermine this proficiency,
as expected. Notice that, the plot is logarithmic.

Figure 7. Average of events per process.

Figure 8. Average of reads per process.
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The plot in Figure 11 shows the average of work that each process has to do for completing a
task, measured as the number of reads. This number slightly increases as the number of
processes increases due to the growth in the number of collisions.

Figure 9. Average of collisions per process.

Figure 10. Average of proficiency.
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6. Conclusions

This work presented a framework, based on Colored Petri nets, for the modeling and simula-
tion of task allocation problems, which arises in environments such as grid or cluster of
computers. The framework allows the construction of complex problems in a compact way.
Additionally, a simulation process of the constructed models permits the study of different key
aspects of the allocation strategies. Some analysis that could be performed includes the impact
of different decision rules of the processes for allocating the tasks, the effect of a greater
number of processes in the contention of the task’s acquisition or the ration of the increased
speed to the attention of tasks by a greater number of processes, among others. Additionally,
the methodology allows with ease the construction of structures for an incremental model
construction and its respective simulation process.

The proposed methodology allows with ease the extension to n� ary tree structures as well as
tree structures with a greater number of tasks and their respective simulation process.
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Abstract

The consideration of renewable energy sources as sources for the production of electricity, 
demands an approach that would enable an analysis which comprehends various fac-
tors and stakeholders. The Preference Ranking Organization METHod for Enrichment 
Evaluations (PROMETHEE), as a mathematical model for multi-criteria decision-making, 
is one of the ideal methods used when it is necessary to rank scenarios according to spe-
cific criteria, depending on whom the ranking is applied. This chapter presents various 
scenarios whose ranking is done according to defined criteria and weight coefficients for 
each of the stakeholders. This model recognized and accepted according to the theory of 
decision-making could be used as a tool for so-called stakeholder value approach.

Keywords: renewable energy sources, PROMETHEE, the production of electricity, 
stakeholder value, multi-criteria decision-making proces, National Renewable Energy 
Action Plan (NAPOIE), mini hydros, biomass, wind, solar, geothermal energy

1. Introduction

The basis for this chapter was document which established the goals in usage of renewable 
energy sources until 2020 (National Renewable Energy Action Plan of the Republic of Serbia 
further on NAPOIE) [2], as well as the manner in which they are to be achieved. In addition, 
it has the goal to enhance investments in the field of renewable energy sources.

‘According to article 20 of the Treaty Establishing Energy Community (further on: UOEnZ), 
the Republic of Serbia accepted the obligation to apply European Directives in the field of 
renewable energy sources (further on: OIE) —Directive 2001/77/EC on the promotion of the 
use of energy from renewable sources and Directive 2003/30/EC on the promotion of the use 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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of biofuels and other renewable fuels for transport. Those Directives were gradually replaced 
since 2009, and in January 2012 abolished by the new Directive 2009/28/EC of the European 
Parliament and the Council of the 23rd of April 2009 on the promotion of the use of energy 
from renewable sources, amending and subsequently repealing Directives 2001/77/EC and 
2003/30/EC CELEX No. 32009L0028’.1**

With the adoption of the ‘Law of Ratification…’,2 [3] the Republic of Serbia internationally 
committed to create NAPOIE [2].

Data given in Tables 1 and 2 were used as input data for this chapter.

Types of renewable energy sources taken in consideration in this chapter are as follows:

• Mini hydros (up to 10 MW).

• Wind energy.

• Solar energy.

• Biomass.

• Geothermal energy.

The National Renewable Energy Action Plan of the Republic of Serbia (NAPOIE) defined tar-
get values, that is, the amount of GWh expected to be produced from every renewable energy 
source and to be delivered in the system. The defined goal is 2252 GWh obtained from fol-
lowing renewable energy sources: mini hydros, biomass, solar, wind and geothermal energy 
(Table 3).

The goal is to verify the ranking sequence of renewable energy sources if only one of the listed 
renewable energy sources would be delivering the total expected amount of GWh into the 
system and to rank scenarios according to stakeholders3, on the basis of previously defined 
criteria and calculated weight coefficients, and also to establish whether the sequence of 
renewable energy sources is identical for all stakeholders.

On the basis of ranking achieved this way, we may determine which type of renewable energy 
source is the priority, depending on the stakeholder, and also whether the participation of all 
listed types is justified.

A multi-criteria analysis will provide a clearly established sequence of renewable energy 
sources for the stakeholders, and according to clearly established criteria. This sequence is 
important for the establishing of priorities.

1Taken from introduction of document NAPOIE, Ministarstvo energetike, razvoja i zaštite životne sredine, strana 18, 
Beograd 2013 [2].
2Full name “Law on Ratification of the Treaty Establishing Energy Community between the European Community and 
the Republic of Albania, Republic of Bulgaria, Bosnia and Herzegovina, Republic of Croatia, Former Yugoslav Republic 
of Macedonia, Republic of Montenegro, Romania, Republic of Serbia and United Nations Interim Administration Mis-
sion on Kosovo in compliance with the Resolution 1244 of the UN Security Council” (“Službeni glasnik RS”, no. 62/06).
3R. Edward Freeman. The stakeholder theory is a theory of organizational management and business ethics that ad-
dresses morals and values in managing an organization [1].
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Type of renewable energy sources (MW) (GWh) Specific investment 
costs* (€/kW)

Price according to planned installed 
capacity until 2020 (millions €)

HE (over 10 MW) 250 1108 1819 454.8

MHE (up to 10 MW) 188 592 2795 525.5

Plants powered by wind energy 500 1000 1417 708.5

Plants powered by solar energy 10 13 2500 25.0

Biomass: power plants with combined 
production

100 640 4522 452.2

Biogas (manure): power plants with 
combined production

30 225 4006 120.2

Geothermal energy 1 7 4115 4.1

Waste 3 18 4147 12.4

Landfill gas 10 50 2000 20.0

Total planned capacity 1092 3653 – 2322.6

1 Full name “Law on Ratification of the Treaty Establishing Energy Community between the European Community and 
the Republic of Albania, Republic of Bulgaria, Bosnia and Herzegovina, Republic of Croatia, Former Yugoslav Republic 
of Macedonia, Republic of Montenegro, Romania, Republic of Serbia and United Nations Interim Administration Mission 
on Kosovo in compliance with the Resolution 1244 of the UN Security Council” („Službeni glasnik RS”, no. 62/06 [2].

Table 2. Estimated finances for each of the technologies using renewable energy sources in the production of electricity 
needed to complete the planned share in energy production from new capacities until 2020 in electric energy sector1.

Type of renewable energy sources (MW) Estimated work 
hours (h)

(GWh) (ktoe) Participation (%)

HE (over 10 MW) 250 4430 1108 95 30.3

MHE (up to 10 MW) 188 3150 592 51 16.2

Wind energy 500 2000 1000 86 27.4

Solar energy 10 1300 13 1 0.4

Biomass: power plants with combined 
production

100 6400 640 55 17.5

Biogas (manure): power plants with 
combined production

30 7500 225 19 6.2

Geothermal energy 1 7000 7 1 0.2

Waste 3 6000 18 2 0.5

Landfill gas 10 5000 50 4 1.4

Total planned capacity 1092 – 3653 314 100.0

1 Full name “Law on Ratification of the Treaty Establishing Energy Community between the European Community and 
the Republic of Albania, Republic of Bulgaria, Bosnia and Herzegovina, Republic of Croatia, Former Yugoslav Republic 
of Macedonia, Republic of Montenegro, Romania, Republic of Serbia and United Nations Interim Administration Mission 
on Kosovo in compliance with the Resolution 1244 of the UN Security Council” („Službeni glasnik RS”, no. 62/06 [2].

Table 1. The production of electricity from renewable energy sources from new plants in 20201.
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sion on Kosovo in compliance with the Resolution 1244 of the UN Security Council” (“Službeni glasnik RS”, no. 62/06).
3R. Edward Freeman. The stakeholder theory is a theory of organizational management and business ethics that ad-
dresses morals and values in managing an organization [1].
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Type of renewable energy sources (MW) (GWh) Specific investment 
costs* (€/kW)

Price according to planned installed 
capacity until 2020 (millions €)

HE (over 10 MW) 250 1108 1819 454.8

MHE (up to 10 MW) 188 592 2795 525.5

Plants powered by wind energy 500 1000 1417 708.5

Plants powered by solar energy 10 13 2500 25.0

Biomass: power plants with combined 
production

100 640 4522 452.2

Biogas (manure): power plants with 
combined production

30 225 4006 120.2

Geothermal energy 1 7 4115 4.1

Waste 3 18 4147 12.4

Landfill gas 10 50 2000 20.0

Total planned capacity 1092 3653 – 2322.6

1 Full name “Law on Ratification of the Treaty Establishing Energy Community between the European Community and 
the Republic of Albania, Republic of Bulgaria, Bosnia and Herzegovina, Republic of Croatia, Former Yugoslav Republic 
of Macedonia, Republic of Montenegro, Romania, Republic of Serbia and United Nations Interim Administration Mission 
on Kosovo in compliance with the Resolution 1244 of the UN Security Council” („Službeni glasnik RS”, no. 62/06 [2].

Table 2. Estimated finances for each of the technologies using renewable energy sources in the production of electricity 
needed to complete the planned share in energy production from new capacities until 2020 in electric energy sector1.

Type of renewable energy sources (MW) Estimated work 
hours (h)

(GWh) (ktoe) Participation (%)

HE (over 10 MW) 250 4430 1108 95 30.3

MHE (up to 10 MW) 188 3150 592 51 16.2

Wind energy 500 2000 1000 86 27.4

Solar energy 10 1300 13 1 0.4

Biomass: power plants with combined 
production

100 6400 640 55 17.5

Biogas (manure): power plants with 
combined production

30 7500 225 19 6.2

Geothermal energy 1 7000 7 1 0.2

Waste 3 6000 18 2 0.5

Landfill gas 10 5000 50 4 1.4

Total planned capacity 1092 – 3653 314 100.0

1 Full name “Law on Ratification of the Treaty Establishing Energy Community between the European Community and 
the Republic of Albania, Republic of Bulgaria, Bosnia and Herzegovina, Republic of Croatia, Former Yugoslav Republic 
of Macedonia, Republic of Montenegro, Romania, Republic of Serbia and United Nations Interim Administration Mission 
on Kosovo in compliance with the Resolution 1244 of the UN Security Council” („Službeni glasnik RS”, no. 62/06 [2].

Table 1. The production of electricity from renewable energy sources from new plants in 20201.
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For solving this type of problems, one of the mathematical models that can be used is the one 
developed by Jean-Pierre Brans in 1982, for a multi-criteria decision-making in a group of 
alternatives described with several attributes.

2. Theoretical overview of the PROMETHEE

The Preference Ranking Organization METHod for Enrichment Evaluations (PROMETHEE)4 
is part of a group of methods for multi-criteria decision-making within a group of alternatives 
described with several attributes, used as criteria. This method enables a comprehensive struc-
turing of quality and quantity criteria of different importance into a relation of partial organiza-
tion in a unique result (PROMETHEE II), on the basis of which alternatives can be ranked in 
an absolute manner.

We will consider a multi-criteria problem:

  Max  {    (   k  1  (a ) , … ,  k  k  (a ) )     |  a ∈ A  }   ,  (1)

where A is a finite group of activities and ki = 1,…, k are usefulness criteria which should be maxi-
mized or fulfilled according to the principle ‘bigger is better’ (this supposition enables a more 
simple presentation of the method—in cases when some of the criteria are price criteria, they can 
be transformed into usefulness criteria, or we can adjust the proceeding to those criteria as well).

The application of the PROMETHEE is characterized by two steps:

(1) constructing a preference relation within a group of alternatives A,

(2) using this relation to find an answer to the problem (1.1).

In the first step, a complex preference relation is formed (in order to stress the fact that this 
relation is based on the consideration of more criteria, this relation is called outranking rela-
tion), based on the generalization of the notion of the criteria. A preference index is then defined 
and a complex preference relation is obtained, which is shown in a graph representation. The 
essence of this step is that the decision maker (stakeholder) must express his preference 

4Theoretical overview of the PROMEHTEE method is described in brief according to the “Odlučivanje”, Milutin Čupić, 
Milija Suknović, Fakultet organizacionih nauka, Beograd 2010. All general theoretical formulas, functions and graphs 
are taken from Ref. [5].

Renewable energy type Mtoe

Hydro 0.80

Solar 0.60

Biomass 2.25

Wind 0.20

Geothermal energy 0.20

Table 3. Available potentials [4].
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between two alternatives (action and activity), according to every criterion, on the basis of 
the difference (differentiation) of criteria values of alternatives which are being compared.

PROMETHEE II can be a tool for ‘Management philosophy that regards maximization of the 
interests of its all stakeholders (customers, employees, shareholders and the community) as 
its highest objective’.5

The preference relation obtained this way is used so that input and output flows are cal-
culated for each alternative, in graphs or tables. On the basis of these flows, the decision 
maker can apply partial ranking (PROMETHEE I) or absolute ranking (PROMETHEE II) in 
the group of alternatives.

In this chapter, the absolute ranking method PROMETHEE II was used.

2.1. PROMETHEE preference relation

Let k be a real function used to express one of the attributes used as a criterion for comparing 
alternatives:
  k : A → R  (2)

Let us assume that this is a usefulness criterion, that is, that alternatives (scenarios/models) 
are compared according to this criterion on the basis of the principle ‘bigger is better’.

For every alternative a dA, k(a) a criterion value is calculated according to criterion k. When 
two alternatives a, b dA are being compared, the result of that comparison is expressed as 
a preference.

With preference function P

  P : A × A →   [  0, 1 ]     (3)

the intensity of preference for alternative a in relation to alternative b is expressed, with the 
following interpretation:

P (a, b) = 0 marks indifference between a and b, that is, there is no preference of a over b,

P (a, b) ≈ 0 marks weak preference of a over b,

P (a, b) ≈ 1 marks strong preference of a over b,

P (a, b) = 1 marks strict preference of a over b.

Preference function that is added to a given criterion is the difference function of criteria value 
of alternatives, and it can be written as

  P(a, b ) = P(k(a ) − k(b ) )= P(d )  (4)

P(d) is a non-decreasing function that assumes value zero for negative difference values d = 
k (a) − k (b) , if the functions should be maximized, that is, P (a, b) = P (k (a) − k (b)), that is, d = −(k 
(a) − k (b)) if the criterion is minimized (Table 4).

5http://www.businessdictionary.com/definition/stakeholder-value-approach.html.
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between two alternatives (action and activity), according to every criterion, on the basis of 
the difference (differentiation) of criteria values of alternatives which are being compared.

PROMETHEE II can be a tool for ‘Management philosophy that regards maximization of the 
interests of its all stakeholders (customers, employees, shareholders and the community) as 
its highest objective’.5

The preference relation obtained this way is used so that input and output flows are cal-
culated for each alternative, in graphs or tables. On the basis of these flows, the decision 
maker can apply partial ranking (PROMETHEE I) or absolute ranking (PROMETHEE II) in 
the group of alternatives.

In this chapter, the absolute ranking method PROMETHEE II was used.

2.1. PROMETHEE preference relation

Let k be a real function used to express one of the attributes used as a criterion for comparing 
alternatives:
  k : A → R  (2)

Let us assume that this is a usefulness criterion, that is, that alternatives (scenarios/models) 
are compared according to this criterion on the basis of the principle ‘bigger is better’.

For every alternative a dA, k(a) a criterion value is calculated according to criterion k. When 
two alternatives a, b dA are being compared, the result of that comparison is expressed as 
a preference.

With preference function P

  P : A × A →   [  0, 1 ]     (3)

the intensity of preference for alternative a in relation to alternative b is expressed, with the 
following interpretation:

P (a, b) = 0 marks indifference between a and b, that is, there is no preference of a over b,

P (a, b) ≈ 0 marks weak preference of a over b,

P (a, b) ≈ 1 marks strong preference of a over b,
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Preference function that is added to a given criterion is the difference function of criteria value 
of alternatives, and it can be written as

  P(a, b ) = P(k(a ) − k(b ) )= P(d )  (4)

P(d) is a non-decreasing function that assumes value zero for negative difference values d = 
k (a) − k (b) , if the functions should be maximized, that is, P (a, b) = P (k (a) − k (b)), that is, d = −(k 
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2.2. Multi-criteria preference index

Let us assume that the decision maker sets preference function Pi and weight ti; for every cri-
terion ki (i = 1, …,n) of the problem (2.2).

Criterion Definition Graph

Type 1. Common criterion
 P(d ) =   {   

0,
  

d = 0
  

1,
  

d ≠ 0
   

Type 2. Quasi criterion
 P(d ) =   {   

0,
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1,
  

d ≥ m
   

Type 3. Criterion with a growing linear preference
 P(d ) =   {     
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_
 m  ,  
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1,
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Type 4. Linear criterion with an indifference area

 P(d ) =   
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⎪ ⎨ ⎪ 
⎩

   
  0,  d ≤ m 
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Type 5. Criterion with preference levels
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⎪
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⎩
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     d − m _ n − m,    m ≤ d ≤ n    
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Type 6. Gauss’ criterion  P(d ) = 1 − exp   {  −   
 d   2 
 

_
 

2  σ   2 
   }    

1Taken from Ref. [5].

Table 4. Types of functions in the application of the PROMETHEE1.

Computer Simulation242

Weight ti is the measure of relative importance of the criterion ki. If all criteria have the same 
value for the decision maker, all weights are equal.

Multi-criteria preference index IP is defined as the medium of preference functions Pi:

  IP(a, b ) =   
 ∑ 
i=1

  
k
    t  i    P  i  (a, b )

 _________ 
 ∑ 
i=1

  
k
    t  i  

    

IP (a,b) represents intensity, that is, the strength of decision maker’s preference for activity a 
over activity b, when all criteria are compared at the same time. It varies between values 0 and 1.

P (a, b) ≈ 0 marks weak preference of a over b for all criteria,

P (a, b) ≈ 1 marks strong preference of a over b for all criteria.

This can also be shown in a graph. Between two nodes (two activities) a and b there are two 
arches with values IP(a, b) and IP(b, a). This relation is shown in Figure 1. There is no direct 
connection between IP(a, b) and IP(b, a).

Output and input flow:

Input and output flows can be defined for every node (shown in Figure 2.)

(a) Output flow is the sum of values of output flows:

   T   + (a ) =   ∑ 
x∈k

   IP(a, x )  

(b) Input flow is the sum of values of input flows (Figure 3):

   T   − (a ) =   ∑ 
x∈k

   IP(a, x )  

Figure 1. IP relation. Taken from Ref. [5].
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over activity b, when all criteria are compared at the same time. It varies between values 0 and 1.
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arches with values IP(a, b) and IP(b, a). This relation is shown in Figure 1. There is no direct 
connection between IP(a, b) and IP(b, a).

Output and input flow:

Input and output flows can be defined for every node (shown in Figure 2.)
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3. Absolute ranking: PROMETHEE II

If the decision maker wants an absolute ranking, the clear flow is considered:

Absolute ranking (PII, III) is defined in the following manner:

a PII b (a prefers b) if T(a) > T(b).

a III b (a is indifferent to b) if T(a) = T(b).

Elements of scientific research6 are all the elements that have to be defined so that the afore-
mentioned mathematical model could be applied. Those comprehend:

6This research paper gave initial idea for this chapter as well as for stakeholders and used criteria [6, 7].

Figure 2. Output flow. Taken from Ref. [5].

Figure 3. Input flow. Ibid 11, Ref. [5].
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• stakeholders

• criteria

• weight coefficients

• preference functions (for every criterion)

• suggested models.

Stakeholders considered in ranking are as follows:

• State (DR)

• Potential investors (PI)

• Local community (LZ).

3.1. Criteria

PRMOTHEE needs criteria to be defined, according to whom the ranking will be done. 
Criteria used in this study are presented in Table 5.

These 10 criteria can be divided into two categories:

(1) Empirical criteria, based on the data taken from NAPOIE (K1, K2, K3, K5, K9 and K10).

(2) Description criteria (K4, K6, K7 and K8).

Weight coefficients are calculated and given in Table 4.

Since each of the stakeholders treats each of those 10 criteria in a different manner, it is essen-
tial to define weight coefficients so that every criterion has a weight definition in relation to 
the stakeholder. For each of the stakeholders, the criteria were sorted into three categories:

K1 Maximal usage of available potentials

K2 Price according to planned installed capacity

K3 Incentive purchase price

K4 Technology development

K5 Supply safeness, expected work hours

K6 Possibility of combined production of electric and thermal energy

K7 Contribution to local development and welfare

K8 Social acceptability and sustainability of other influences on the environment

K9 Period of investment return

K10 Installed power

Table 5. Criteria for ranking scenarios.
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• Very important,

• Important,

• Of little importance.

An assessment of weight coefficients was made on that basis, with values for K attributed on 
the scale of 1–10, starting from the categorization of the criteria. A representation of weight 
coefficients is given in Table 6.

Preference functions. A preference function is attributed to every defined criterion. Common 
functions according the PROMETHEE are presented in Table 4. For this chapter, the follow-
ing allocation was adopted:

• Type 1. A common function is attributed to K6. Type 1 function is used when there are only 
two expected results, and it provides an obvious preference. Because of that it is attributed 
to criterion K6, since the combined production of electric and thermal energy is either pos-
sible or impossible.

• Type 3. A growing linear preference function is attributed to K2, K3, K5, K9 and K10. Type 
3 function is used when the difference can be a constant value. The maximum value of dif-
ference is taken as decision threshold (m = dmax)

• Type 4. A function with preference levels is attributed to K1, K4, K7 and K8. Type 4 func-
tion is used for discrete value differences and their outputs are discrete preferences 0, ½, 
1 (m and n are decision thresholds). For criterion K1, assumed decision thresholds are m = 
10% dmax, and n = 30% dmax, while for criteria K4, K7, K8 m = 1 and n = 2.

Weight coefficient ti ∑ti

State

k1; k5; k10 (8 + 9 + 10)/3 = 9 0.1636 Very important: 16.36%

k2; k3; k6; k7; k8 (3 + 4 + 5 + 6 + 7)/5 = 5 0.0909 Important: 9.09%

k4; k9 (1 + 2)/2 = 1.5 0.02727 Of little importance: 2.72%

Investors

k2; k3; k4; k9 (7 + 8 + 9 + 10)/4 = 8.5 0.154545 Very important: 15.45%

k5; k6; k10 (4 + 5 + 6)/3 = 5 0.0909 Important: 9.09%

k1; k7; k8 (1 + 2 + 3)/3 = 2 0.03636 Of little importance: 3.63%

Local community

k6; k7; k8 (8 + 9 + 10)/3 = 9 0.1636 Very important: 16.36%

k1; k5 (6 + 7)/2 = 6.5 0.11818 Important: 11.818%

k2; k3; k4; K9; K10 (1 + 2 + 3 + 4 + 5)/5 = 3 0.0545 Of little importance: 5.45%

Table 6. Calculation of weight coefficients.
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3.2. Suggested models

The following models (scenarios) were defined (Table 6):

• The first model (A1) represents allocation A1. This allocation fits the goals planned until 
2020 according to NAPOIE.

• The second model (A2) represents allocation A2, in which the needed energy from renew-
able energy sources would be produced in mini hydros.

• The third model (A3) represents allocation A3, in which the needed energy from renewable 
energy sources would be produced from biomass.

• The fourth model (A4) represents allocation A4, in which the needed energy from renew-
able energy sources would be produced by the Sun.

• The fifth model (A5) represents allocation A5, in which the needed energy from renewable 
energy sources would be produced by the wind.

• The sixth model (A6) represents allocation A6, in which the needed energy from renewable 
energy sources would be produced from geothermal potentials.

N.B.: It is VERY important to point out here that, according to available potentials, as shown 
in Table 7 (data taken from the document ‘Politika Republike Srbije u oblasti OIE’), each of the 
renewable energy sources listed (mini hydros, biomass, solar, wind and geothermal energy) 
can deliver 2252 GWh of energy independently (Table 8 presents coneversion of available 
resources presented in Table 7 from Mtoe to GWh), which represents the remainder from the 
total of 3360 GWh, diminished by the amount delivered by hydro potentials >10 MW. The first 
model A1 of this chapter was given illustratively as the goal which was set to be reached and 
will be used in further researches as a continuation of this chapter.

Scenaria are treated according to the defined criteria. Values of criteria for each scenaria are 
calculated and presetned in Table 9.

A1 A2 A3 A4 A5 A6

GWh GWh GWh GWh GWh GWh

Hydro potential

>10 MW 1108 1108 1108 1108 1108 1108

<10 MW 592 2252 0 0 0 0

Biomass 640 0 2252 0 0 0

Solar 13 0 0 2252 0 0

Wind 1000 0 0 0 2252 0

Geothermal 7 0 0 0 0 2252

Total 3360

Table 7. Scenarios A1–A6.
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• Very important,

• Important,

• Of little importance.
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sible or impossible.

• Type 3. A growing linear preference function is attributed to K2, K3, K5, K9 and K10. Type 
3 function is used when the difference can be a constant value. The maximum value of dif-
ference is taken as decision threshold (m = dmax)

• Type 4. A function with preference levels is attributed to K1, K4, K7 and K8. Type 4 func-
tion is used for discrete value differences and their outputs are discrete preferences 0, ½, 
1 (m and n are decision thresholds). For criterion K1, assumed decision thresholds are m = 
10% dmax, and n = 30% dmax, while for criteria K4, K7, K8 m = 1 and n = 2.

Weight coefficient ti ∑ti

State

k1; k5; k10 (8 + 9 + 10)/3 = 9 0.1636 Very important: 16.36%

k2; k3; k6; k7; k8 (3 + 4 + 5 + 6 + 7)/5 = 5 0.0909 Important: 9.09%

k4; k9 (1 + 2)/2 = 1.5 0.02727 Of little importance: 2.72%

Investors

k2; k3; k4; k9 (7 + 8 + 9 + 10)/4 = 8.5 0.154545 Very important: 15.45%

k5; k6; k10 (4 + 5 + 6)/3 = 5 0.0909 Important: 9.09%

k1; k7; k8 (1 + 2 + 3)/3 = 2 0.03636 Of little importance: 3.63%

Local community

k6; k7; k8 (8 + 9 + 10)/3 = 9 0.1636 Very important: 16.36%

k1; k5 (6 + 7)/2 = 6.5 0.11818 Important: 11.818%

k2; k3; k4; K9; K10 (1 + 2 + 3 + 4 + 5)/5 = 3 0.0545 Of little importance: 5.45%

Table 6. Calculation of weight coefficients.
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3.2. Suggested models

The following models (scenarios) were defined (Table 6):

• The first model (A1) represents allocation A1. This allocation fits the goals planned until 
2020 according to NAPOIE.

• The second model (A2) represents allocation A2, in which the needed energy from renew-
able energy sources would be produced in mini hydros.

• The third model (A3) represents allocation A3, in which the needed energy from renewable 
energy sources would be produced from biomass.

• The fourth model (A4) represents allocation A4, in which the needed energy from renew-
able energy sources would be produced by the Sun.

• The fifth model (A5) represents allocation A5, in which the needed energy from renewable 
energy sources would be produced by the wind.

• The sixth model (A6) represents allocation A6, in which the needed energy from renewable 
energy sources would be produced from geothermal potentials.

N.B.: It is VERY important to point out here that, according to available potentials, as shown 
in Table 7 (data taken from the document ‘Politika Republike Srbije u oblasti OIE’), each of the 
renewable energy sources listed (mini hydros, biomass, solar, wind and geothermal energy) 
can deliver 2252 GWh of energy independently (Table 8 presents coneversion of available 
resources presented in Table 7 from Mtoe to GWh), which represents the remainder from the 
total of 3360 GWh, diminished by the amount delivered by hydro potentials >10 MW. The first 
model A1 of this chapter was given illustratively as the goal which was set to be reached and 
will be used in further researches as a continuation of this chapter.

Scenaria are treated according to the defined criteria. Values of criteria for each scenaria are 
calculated and presetned in Table 9.

A1 A2 A3 A4 A5 A6

GWh GWh GWh GWh GWh GWh

Hydro potential

>10 MW 1108 1108 1108 1108 1108 1108

<10 MW 592 2252 0 0 0 0

Biomass 640 0 2252 0 0 0

Solar 13 0 0 2252 0 0

Wind 1000 0 0 0 2252 0

Geothermal 7 0 0 0 0 2252

Total 3360

Table 7. Scenarios A1–A6.
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4. Mathematical model

Criterion K4: Technology development

Technologies in laboratory and research phases (laboratory) 1

Technologies in pilot programs (pilot) 2

Technologies demanding further improvements to enhance their efficiency (further 
improvement)

3

Commercially ready technologies with a reliable place in the overall local market (com_loc) 4

Commercially ready technologies with a reliable place in the supranational and European 
market (com_EU)

5

Criterion K7: Contribution to local development

Without any influence on local economy (none) 1

Weak influence on local economy(weak) 2

Moderate influence on local economy (only a small number of permanent workplaces) 
(moderate)

3

Moderate to large influence on local economy (opening new workplaces and chains of 
companies in energy production sector)

4

Very large influence on local economy (strong incentive to local growth, creation of small 
industrial regions on wider areas)

5

Type of renewable energy sources Mtoe GWh

Hydro 0.8 9304

Biomass 2.25 26,167

Solar 0.6 6978

Wind 0.2 2326

Geothermal energy 0.2 2326

Table 8. Available potentials of renewable energy sources.

K1 (%) K2 (€) K3 K4 K5 K6 K7 K8 K9 K10

A1 PLAN 43.00 1,356,627,968 9.87 4 3564 1 3 4 6.1 799

A2 Hydro potential <10 MW 24.20 1,998,203,175 9.89 5 3150 0 2 4 9.0 715

A3 Biomass 8.61 1,591,178,750 10.74 4 6400 1 4 4 6.6 352

A4 Solar 32.27 4,330,769,231 18.45 3 1300 0 1 3 10.4 1732

A5 Wind 96.82 1,595,542,000 9.20 4 2000 0 1 3 7.7 1126

A6 Geothermal 96.82 1,323,854,286 8.30 4 7000 1 2 5 7.1 322

Table 9. Scenarios according to K criteria values.
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Criterion K8: social acceptability and sustainability of other influences on the environment

Most inhabitants are against any installations, regardless of their surroundings (no) 1

Inhabitants’ opinion is split (split) 2

Most inhabitants accept installations, since they are far from inhabited areas and have no visible 
damaging effects (vis-res)

3

Most inhabitants accept installations, since they are far from inhabited areas, regardless of 
whether there is a visual contact (res)

4

Most inhabitants are pro installations (OK) 5

Mathematical model representation for the state as a stakeholder
State Min Min Min Max Max Max Max Max Min Max

K1% K2 € K3 K4 K5 K6 K7 K8 K9 K10

A2 Hydro potential 
<10 MW

0.2420 1,998,203,175 9.89 5 3150 0 2 4 9.0 715

A3 Biomass 0.0861 1,591,178,750 10.74 4 6400 1 4 4 6.6 352

A4 Solar 0.3227 4,330,769,231 18.45 3 1300 0 1 3 10.4 1732

A5 Wind 0.9682 1,595,542,000 9.20 4 2000 0 1 3 7.7 1126

A6 Geothermal 0.9682 1,323,854,286 8.30 4 7000 1 2 5 7.1 322

d(a2,ai) Hydro potential 
<10 MW

Differentiation d: difference between scenario a2 and other suggested scenarios

0.0000 0 0.00 0 0 0 0 0 0.0 0

Biomass −0.1559 −407,024,425 0.85 1 −3250 −1 −2 0 −2.4 363

Solar 0.0807 233,266,056 8.56 2 1850 0 1 1 1.4 −1017

Wind 0.7262 −402,661,175 −0.69 1 1150 0 1 1 −1.3 −411

Geothermal 0.7262 −674,348,889 −1.60 1 −3850 −1 0 −1 −1.9 393

P(a2,ai)Hydro potential 
<10 MW

Preference function P: scenario a2 versus other suggested scenarios

0 0 0 0 0 0 0 0 0 0

a3 Biomass 0 0 0.099299 0.5 0 0 0 0 0 0.923

a4 Solar 0 1 1 1 1 0 0.5 0.5 1 0

a5 Wind 1 0 0 0.5 0.62 0 0.5 0.5 0 0

a6 Geothermal 1 0 0 0.5 0 0 0 0 0 1

Ti 0.1636 0.0909 0.0909 0.02727 0.1636 0.0909 0.0909 0.0909 0.02727 0.1636

d(a3,ai)Hydro potential 
<10 MW

Differentiation d: difference between scenario a3 and other suggested scenarios

0.1559 407,024,425 −0.85 −1 3250 1 2 0 2.4 −363

Biomass 0.0000 0 0.00 0 0 0 0 0 0.0 0

Solar 0.2366 2,739,590,481 7.71 1 5100 1 3 1 3.8 −1380
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4. Mathematical model

Criterion K4: Technology development

Technologies in laboratory and research phases (laboratory) 1

Technologies in pilot programs (pilot) 2

Technologies demanding further improvements to enhance their efficiency (further 
improvement)

3

Commercially ready technologies with a reliable place in the overall local market (com_loc) 4

Commercially ready technologies with a reliable place in the supranational and European 
market (com_EU)

5

Criterion K7: Contribution to local development

Without any influence on local economy (none) 1

Weak influence on local economy(weak) 2

Moderate influence on local economy (only a small number of permanent workplaces) 
(moderate)

3

Moderate to large influence on local economy (opening new workplaces and chains of 
companies in energy production sector)

4

Very large influence on local economy (strong incentive to local growth, creation of small 
industrial regions on wider areas)

5

Type of renewable energy sources Mtoe GWh

Hydro 0.8 9304

Biomass 2.25 26,167

Solar 0.6 6978

Wind 0.2 2326

Geothermal energy 0.2 2326

Table 8. Available potentials of renewable energy sources.

K1 (%) K2 (€) K3 K4 K5 K6 K7 K8 K9 K10

A1 PLAN 43.00 1,356,627,968 9.87 4 3564 1 3 4 6.1 799

A2 Hydro potential <10 MW 24.20 1,998,203,175 9.89 5 3150 0 2 4 9.0 715

A3 Biomass 8.61 1,591,178,750 10.74 4 6400 1 4 4 6.6 352

A4 Solar 32.27 4,330,769,231 18.45 3 1300 0 1 3 10.4 1732

A5 Wind 96.82 1,595,542,000 9.20 4 2000 0 1 3 7.7 1126

A6 Geothermal 96.82 1,323,854,286 8.30 4 7000 1 2 5 7.1 322

Table 9. Scenarios according to K criteria values.
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Criterion K8: social acceptability and sustainability of other influences on the environment

Most inhabitants are against any installations, regardless of their surroundings (no) 1

Inhabitants’ opinion is split (split) 2

Most inhabitants accept installations, since they are far from inhabited areas and have no visible 
damaging effects (vis-res)

3

Most inhabitants accept installations, since they are far from inhabited areas, regardless of 
whether there is a visual contact (res)

4

Most inhabitants are pro installations (OK) 5

Mathematical model representation for the state as a stakeholder
State Min Min Min Max Max Max Max Max Min Max

K1% K2 € K3 K4 K5 K6 K7 K8 K9 K10

A2 Hydro potential 
<10 MW

0.2420 1,998,203,175 9.89 5 3150 0 2 4 9.0 715

A3 Biomass 0.0861 1,591,178,750 10.74 4 6400 1 4 4 6.6 352

A4 Solar 0.3227 4,330,769,231 18.45 3 1300 0 1 3 10.4 1732

A5 Wind 0.9682 1,595,542,000 9.20 4 2000 0 1 3 7.7 1126

A6 Geothermal 0.9682 1,323,854,286 8.30 4 7000 1 2 5 7.1 322

d(a2,ai) Hydro potential 
<10 MW

Differentiation d: difference between scenario a2 and other suggested scenarios

0.0000 0 0.00 0 0 0 0 0 0.0 0

Biomass −0.1559 −407,024,425 0.85 1 −3250 −1 −2 0 −2.4 363

Solar 0.0807 233,266,056 8.56 2 1850 0 1 1 1.4 −1017

Wind 0.7262 −402,661,175 −0.69 1 1150 0 1 1 −1.3 −411

Geothermal 0.7262 −674,348,889 −1.60 1 −3850 −1 0 −1 −1.9 393

P(a2,ai)Hydro potential 
<10 MW

Preference function P: scenario a2 versus other suggested scenarios

0 0 0 0 0 0 0 0 0 0

a3 Biomass 0 0 0.099299 0.5 0 0 0 0 0 0.923

a4 Solar 0 1 1 1 1 0 0.5 0.5 1 0

a5 Wind 1 0 0 0.5 0.62 0 0.5 0.5 0 0

a6 Geothermal 1 0 0 0.5 0 0 0 0 0 1

Ti 0.1636 0.0909 0.0909 0.02727 0.1636 0.0909 0.0909 0.0909 0.02727 0.1636

d(a3,ai)Hydro potential 
<10 MW

Differentiation d: difference between scenario a3 and other suggested scenarios

0.1559 407,024,425 −0.85 −1 3250 1 2 0 2.4 −363

Biomass 0.0000 0 0.00 0 0 0 0 0 0.0 0

Solar 0.2366 2,739,590,481 7.71 1 5100 1 3 1 3.8 −1380
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d(a3,ai)Hydro potential 
<10 MW

Differentiation d: difference between scenario a3 and other suggested scenarios

0.1559 407,024,425 −0.85 −1 3250 1 2 0 2.4 −363

Wind 0.8821 4,363,250 −1.54 0 4400 1 3 1 1.1 −774

Geothermal 0.8821 −267,324,464 −2.45 0 −600 0 2 −1 0.5 30

P(a3,ai) Hydro potential 
<10 MW

Preference function P: scenario a3 versus other suggested scenarios

0.5 0.148 0 0 0.637 1 1 0 0.63 0

a3 Biomass 0 0 0 0 0 0 0 0 0 0

a4 Solar 0.5 1 1 0.5 1 1 1 0.5 1 0

a5 Wind 1 0.0016 0 0 0.862 1 1 0.5 0.289 0

a6 Geothermal 1 0 0 0 0 0 1 0 0.131 1

ti 0.1636 0.0909 0.0909 0.02727 0.1636 0.0909 0.0909 0.0909 0.02727 0.1636

d(a4,ai) Hydro 
potential<10 MW

Differentiation d: difference between scenario a4 and other suggested scenarios

−0.0807 −2,332,566,056 −8.56 −2 −1850 0 −1 −1 −1.4 1017

Biomass −0.2366 −2,739,590,481 −7.71 −1 −5100 −1 −3 −1 −3.8 1380

Solar 0.0000 0 0.00 0 0 0 0 0 0.0 0

Wind 0.6455 −2,735,227,231 −9.25 −1 −700 0 0 0 −2.7 606

Geothermal 0.6455 −3,006,914,945 −10.16 −1 −5700 −1 −1 −2 −3.3 1410

P(a4,ai) Hydro potential 
<10 MW

Preference function P: scenario a4 versus other suggested scenarios

0 0 0 0 0 0 0 0 0 0.721

a3 Biomass 0 0 0 0 0 0 0 0 0 0.978

a4 Solar 0 0 0 0 0 0 0 0 0 0

a5 Wind 1 0 0 0 0 0 0 0 0 0.43

a6 Geothermal 1t 0 0 0 0 0 0 0 0 1

ti 0.1636 0.0909 0.0909 0.02727 0.1636 0.0909 0.0909 0.0909 0.02727 0.1636

d(a5,ai) Hydro potential 
<10 MW

Differentiation d: difference between scenario a5 and other suggested scenarios

−0.7262 402,661,175 0.69 −1 −1150 0 −1 −1 1.3 411

Biomass −0.8821 −4,363,250 1.54 0 −4400 −1 −3 −1 −1.1 774

Solar −0.6455 2,735,227,231 9.25 1 700 0 0 0 2.7 −606

Wind 0.0000 0 0.00 0 0 0 0 0 0.0 0

Geothermal 0.0000 −271,687,714 −0.90 0 −5000 −1 −1 −2 −0.6 804
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P(a3,ai) Hydro potential 
<10 MW

Preference function P – scenario a5 versus other suggested scenarios

0 0.147 0.075 0 0 0 0 0 0.481 0.51 a3

Biomass 0 0 0.166 0 0 0 0 0 0 0.962 a4 Solar

0 1 1 0.5 1 0 0 0 1 0 a5 Wind 0

0 0 0 0 0 0 0 0 0 a6 Geothermal 0 0

0 0 0 0 0 0 0 1 ti 0.1636 0.0909 0.0909

0.02727 0.1636 0.0909 0.0909 0.0909 0.02727 0.1636

d(a6,ai) Hydro potential 
<10 MW

Differentiation d – difference between scenario a6 and other suggested scenarios

−0.7262 674,348,889 1.60 −1 3850 1 0 1 1.9 −393

Biomass −0.8821 267,324,464 2.45 0 600 0 −2 1 −0.5 −30

Solar −0.6455 3,006,914,945 10.16 1 5700 1 1 2 3.3 −1410

Wind 0.0000 271,687,714 0.90 0 5000 1 1 2 0.6 −804

Geothermal 0.0000 0 0.00 0 0 0 0 0 0.0 0

P(a6,ai) Hydro potential 
<10 MW

Preference function P – scenario a6 versus other suggested scenarios

0 0.224 0.157 0 0.675 1 0 0.5 0.576 0

a3 Biomass 0 0.089 0.241 0 0.105 0 0 0.5 0 0

a4 Solar 0 1 1 0.5 1 1 0.5 1 1 0

a5 Wind 0 0.09 0.088 0 0.877 1 0.5 1 0.182 0

a6 Geothermal 0 0 0 0 0 0 0 0 0 0

ti 0.1636 0.0909 0.0909 0.02727 0.1636 0.0909 0.0909 0.0909 0.02727 0.1636

IP(a2,a3) IP(a2,a4) IP(a2,a5) IP(a2,a6)

0.1736 0.49084 0.369567 0.340835

IP(a3,a2) IP(a3,a4) IP(a3,a5) IP(a3,a6)

0.398447 0.695355 0.5399 0.421672

IP(a4,a2) IP(a4,a3) IP(a4,a5) IP(a4,a6)

0.117956 0.160001 0.233948 0.3272

IP(a5, a2) IP(a5,a3) IP(a5,a4) IP(a5,a6)

0.116733 0.172473 0.386305 0.1636

IP(a6,a2) IP(a6,a3) IP(a6,a4) IP(a6,a5)

0.29712 0.92625 0.613555 0.391871

N.B.: IP = (ai,as), i,s = 2,3,4,5,6; IP = ∑tjPj(ai,as).
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d(a3,ai)Hydro potential 
<10 MW

Differentiation d: difference between scenario a3 and other suggested scenarios

0.1559 407,024,425 −0.85 −1 3250 1 2 0 2.4 −363

Wind 0.8821 4,363,250 −1.54 0 4400 1 3 1 1.1 −774

Geothermal 0.8821 −267,324,464 −2.45 0 −600 0 2 −1 0.5 30

P(a3,ai) Hydro potential 
<10 MW

Preference function P: scenario a3 versus other suggested scenarios

0.5 0.148 0 0 0.637 1 1 0 0.63 0

a3 Biomass 0 0 0 0 0 0 0 0 0 0

a4 Solar 0.5 1 1 0.5 1 1 1 0.5 1 0

a5 Wind 1 0.0016 0 0 0.862 1 1 0.5 0.289 0

a6 Geothermal 1 0 0 0 0 0 1 0 0.131 1

ti 0.1636 0.0909 0.0909 0.02727 0.1636 0.0909 0.0909 0.0909 0.02727 0.1636

d(a4,ai) Hydro 
potential<10 MW

Differentiation d: difference between scenario a4 and other suggested scenarios

−0.0807 −2,332,566,056 −8.56 −2 −1850 0 −1 −1 −1.4 1017

Biomass −0.2366 −2,739,590,481 −7.71 −1 −5100 −1 −3 −1 −3.8 1380

Solar 0.0000 0 0.00 0 0 0 0 0 0.0 0

Wind 0.6455 −2,735,227,231 −9.25 −1 −700 0 0 0 −2.7 606

Geothermal 0.6455 −3,006,914,945 −10.16 −1 −5700 −1 −1 −2 −3.3 1410

P(a4,ai) Hydro potential 
<10 MW

Preference function P: scenario a4 versus other suggested scenarios

0 0 0 0 0 0 0 0 0 0.721

a3 Biomass 0 0 0 0 0 0 0 0 0 0.978

a4 Solar 0 0 0 0 0 0 0 0 0 0

a5 Wind 1 0 0 0 0 0 0 0 0 0.43

a6 Geothermal 1t 0 0 0 0 0 0 0 0 1

ti 0.1636 0.0909 0.0909 0.02727 0.1636 0.0909 0.0909 0.0909 0.02727 0.1636

d(a5,ai) Hydro potential 
<10 MW

Differentiation d: difference between scenario a5 and other suggested scenarios

−0.7262 402,661,175 0.69 −1 −1150 0 −1 −1 1.3 411

Biomass −0.8821 −4,363,250 1.54 0 −4400 −1 −3 −1 −1.1 774

Solar −0.6455 2,735,227,231 9.25 1 700 0 0 0 2.7 −606

Wind 0.0000 0 0.00 0 0 0 0 0 0.0 0

Geothermal 0.0000 −271,687,714 −0.90 0 −5000 −1 −1 −2 −0.6 804
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P(a3,ai) Hydro potential 
<10 MW

Preference function P – scenario a5 versus other suggested scenarios

0 0.147 0.075 0 0 0 0 0 0.481 0.51 a3

Biomass 0 0 0.166 0 0 0 0 0 0 0.962 a4 Solar

0 1 1 0.5 1 0 0 0 1 0 a5 Wind 0

0 0 0 0 0 0 0 0 0 a6 Geothermal 0 0

0 0 0 0 0 0 0 1 ti 0.1636 0.0909 0.0909

0.02727 0.1636 0.0909 0.0909 0.0909 0.02727 0.1636

d(a6,ai) Hydro potential 
<10 MW

Differentiation d – difference between scenario a6 and other suggested scenarios

−0.7262 674,348,889 1.60 −1 3850 1 0 1 1.9 −393

Biomass −0.8821 267,324,464 2.45 0 600 0 −2 1 −0.5 −30

Solar −0.6455 3,006,914,945 10.16 1 5700 1 1 2 3.3 −1410

Wind 0.0000 271,687,714 0.90 0 5000 1 1 2 0.6 −804

Geothermal 0.0000 0 0.00 0 0 0 0 0 0.0 0

P(a6,ai) Hydro potential 
<10 MW

Preference function P – scenario a6 versus other suggested scenarios

0 0.224 0.157 0 0.675 1 0 0.5 0.576 0

a3 Biomass 0 0.089 0.241 0 0.105 0 0 0.5 0 0

a4 Solar 0 1 1 0.5 1 1 0.5 1 1 0

a5 Wind 0 0.09 0.088 0 0.877 1 0.5 1 0.182 0

a6 Geothermal 0 0 0 0 0 0 0 0 0 0

ti 0.1636 0.0909 0.0909 0.02727 0.1636 0.0909 0.0909 0.0909 0.02727 0.1636

IP(a2,a3) IP(a2,a4) IP(a2,a5) IP(a2,a6)

0.1736 0.49084 0.369567 0.340835

IP(a3,a2) IP(a3,a4) IP(a3,a5) IP(a3,a6)

0.398447 0.695355 0.5399 0.421672

IP(a4,a2) IP(a4,a3) IP(a4,a5) IP(a4,a6)

0.117956 0.160001 0.233948 0.3272

IP(a5, a2) IP(a5,a3) IP(a5,a4) IP(a5,a6)

0.116733 0.172473 0.386305 0.1636

IP(a6,a2) IP(a6,a3) IP(a6,a4) IP(a6,a5)

0.29712 0.92625 0.613555 0.391871

N.B.: IP = (ai,as), i,s = 2,3,4,5,6; IP = ∑tjPj(ai,as).
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a2 a3 a4 a5 a6 T+ T

a2 0 0.1736 0.49084 0.369567 0.340835 0.343711 0.111147

a3 0.398447 0 0.695355 0.5399 0.421672 0.513844 0.364169

a4 0.117956 0.160001 0 0.233948 0.3272 0.209776 −0.33674

a5 0.116733 0.172473 0.386305 0 0.1636 0.209778 −0.17404

a6 0.29712 0.092625 0.613555 0.391871 0 0.348793 0.035466

T− 0.232564 0.149675 0.546514 0.383822 0.313327

The results for State are shown in Figure 4.

The same approach could be usd for detailed calculation for the investors and local commu-
nity as stakeholders.

For the investors as stakeholders:
Determination of preference index

IP(a2,a3) IP(a2,a4) IP(a2,a5) IP(a2,a6)

0.1611 0.590895 0.272998 0.359078

IP(a3,a2) IP(a3,a4) IP(a3,a5) IP(a3,a6)

0.377197 0.640883 0.402209 0.33841

IP(a4,a2) IP(a4,a3) IP(a4,a5) IP(a4,a6)

0.195746 0.206178 0.21615 0.281805

IP(a5,a2) IP(a5,a3) IP(a5,a4) IP(a5,a6)

0.143413 0.087446 0.477263 0.245445

IP(a6,a2) IP(a6,a3) IP(a6,a4) IP(a6,a5)

0.294074 0.041479 0.622703 0.267196

N.B.: IP = (ai, as), i, s = 2,3,4,5,6; IP= ∑tjPj(ai,as).

a2 a3 a4 a5 a6 T+ T

a2 0 0.1611 0.590895 0.272998 0.359078 0.346018 0.09341

a3 0.377197 0 0.640883 0.402209 0.33841 0.439675 0.315624

a4 0.195746 0.206178 0 0.21615 0.281805 0.22497 −0.35797

a5 0.143413 0.087446 0.477263 0 0.245445 0.238392 −0.05125

Figure 4. Chart representation of ranking results for the state as a stakeholder.
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a2 a3 a4 a5 a6 T+ T

a6 0.294074 0.041479 0.622703 0.267196 0 0.306363 0.000179
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5. Chart representation of results

After applying the PROMETHEE, as a tool for stakeholder value approach, and after the rank-
ing, we can reach following conclusions on the basis of results obtained:

The results obtained and shown in the charts indicate, in fact, that, according to defined cri-
teria and weight coefficients, the sequence of types of renewable energy sources is absolutely 
identical regardless of the stakeholder. The sequence of priorities in the application of renew-
able energy sources for the production of electricity goes as follows:

(1) Biomass

(2) Mini hydros

(3) Geothermal

(4) Wind energy

(5) Solar energy

Further activities of all stakeholders should be given to mini hydros and biomass, since they 
have the best relation toward the aforementioned criteria.

According to presented model, potentials of all the mentioned types of renewable energy 
sources are capable for achieving its goals, with the limitation that wind and geothermal 
energy would have, according to such a premise, a 96.82% usage, which is not a convenient 
circumstance, while biomass would have an 8.61% usage and mini hydros 24.20%.

The general conclusion is that the state as a stakeholder should focus its activities regarding 
the production of electricity from renewable energy sources on biomass and mini hydros, 
since, according to listed hypotheses, defined criteria and the application of the mathematical 
model, they proved to be the best solution. The same goes for investors and local community 
as stakeholders.

Methodology use in this chapter is taken into account the criteria and stakeholders which 
where possible to use according to the official available data. The final number of stakolders 
and criteria are endless and just make calculation model more comprehensive.
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