
   
  

Evolutionary Physiology 
and Biochemistry 
Advances and Perspectives 





EVOLUTIONARY 
PHYSIOLOGY AND 

BIOCHEMISTRY -
ADVANCES AND 

PERSPECTIVES 



 
 

 
 

 
  

 

 
 

 
 

 

 
 
 

Evolutionary Physiology and Biochemistry - Advances and Perspectives 
http://dx.doi.org/10.5772/64635 

Contributors 

Vladimir Fedorovich Levchenko, Kira Derkach, Natalia F. Avrova, Yulia A. Vlasova, I.T. Demchenko, Margarita 
G. Belekhova, Natalia B. Kenigfest, G.B. Belostotskaya, Diana M. Guillemard, Sergey V. Kuznetsov, Gennady A. 
Savostyanov, Elena V. Seliverstova, Natalya P. Prutskova, Alexander Shpakov, Alexander V. Spirov, Marat Sabirov, David 
Holloway, Denis B. Tikhonov, Igor A. Zhuravin, Nadezhda Dubrovskaya, Natalia L. Tumanova, Dmitrii S. Vasilev, Natalia 
N. Nalivaeva, Alexander N. Knyazev 

© The Editor(s) and the Author(s) 2018 
The moral rights of the and the author(s) have been asserted. 
All rights to the book as a whole are reserved by INTECH. The book as a whole (compilation) cannot be reproduced, 
distributed or used for commercial or non-commercial purposes without INTECH’s written permission. 
Enquiries concerning the use of the book should be directed to INTECH rights and permissions department 
(permissions@intechopen.com). 
Violations are liable to prosecution under the governing Copyright Law. 

Individual chapters of this publication are distributed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International which permits use, distribution and reproduction of the individual chapters for 
noncommercial purposes, provided the original author(s) and source publication are appropriately acknowledged. 
More details and guidelines concerning content reuse and adaptation can be found at http://www.intechopen.com/
copyright-policy.html.

Notice 

Statements and opinions expressed in the chapters are these of the individual contributors and not necessarily those 
of the editors or publisher. No responsibility is accepted for the accuracy of information contained in the published 
chapters. The publisher assumes no responsibility for any damage or injury to persons or property arising out of the 
use of any materials, instructions, methods or ideas contained in the book. 

First published in Croatia, 2018 by INTECH d.o.o. 
eBook (PDF) Published by  IN TECH d.o.o. 
Place and year of publication of eBook (PDF): Rijeka, 2019. 
IntechOpen is the global imprint of IN TECH d.o.o. 
Printed in Croatia 

Legal deposit, Croatia: National and University Library in Zagreb 

Additional hard and PDF copies can be obtained from orders@intechopen.com 

Evolutionary Physiology and Biochemistry - Advances and Perspectives 
p. cm. 

Print ISBN 978-953-51-3857-0 

Online ISBN 978-953-51-3858-7 

eBook (PDF) ISBN 978-953-51-3967-6 

http://dx.doi.org/10.5772/64635
mailto:orders@intechopen.com
mailto:permissions@intechopen.com


 

 
 

 

We are IntechOpen, 
the frst native scientifc 

publisher of Open Access books 

3,350+ 108,000+ 114M+ 
Open access books available International  authors and editors Downloads 

Our authors are among the 

151 Top 1% 12.2% 
Countries delivered to most cited scientists Contributors from top 500 universities 

Selection of our books indexed in the Book Citation Index 
in Web of Science™ Core Collection (BKCI) 

Interested in publishing with us? 
Contact book.department@intechopen.com 

Numbers displayed above are based on latest data collected. 
For more information visit www.intechopen.com 

www.intechopen.com
mailto:book.department@intechopen.com


Contents

Preface IX

Chapter 1 Introduction: To the 60th Anniversary of Institute of
Evolutionary Physiology and Biochemistry, Russian Academy of
Sciences, Saint Petersburg   1
Alexander N. Knyazev

Chapter 2 Brain Gangliosides and their Function as Natural
Adaptogenes   5
Natalia F. Avrova and Yulia A. Vlasova

Chapter 3 Adaptations and Disturbances of Physiological Functions in
Extreme Hyperbaric Environments   19
Olga Sergeevna Alekseeva, Alexander Ivanovich Krivchenko and
Ivan Timofeyevich Demchenko

Chapter 4 Evolution of Thalamic Sensory Centers in Amniotes: Phylogeny
and Functional Adaptation   31
Margarita G. Belekhova and Natalia B. Kenigfest

Chapter 5 Discovery of the Phenomenon of Intracellular Development of
Cardiac Stem Cell: A New Step in Understanding of Biology and
Behavior of Tissue-Specific Stem Cells   45
Galina B. Belostotskaya, Tatyana A. Golovanova, Irina V.
Nerubatskaya and Michael M. Galagudza

Chapter 6 The New Pharmacological Approaches for the Regulation of
Functional Activity of G Protein-Coupled Receptors   61
Alexander O. Shpakov and Kira Viktorovna Derkach



Contents 

Chapter 1 Introduction: The 60th Anniversary of the Institute of 
Evolutionary Physiology and Biochemistry, Russian Academy of 
Sciences, Saint Petersburg  1 
Alexander N. Knyazev 

Chapter 2 Brain Gangliosides and Their Function as Natural 
Adaptogenes  5 
Natalia F. Avrova and Yulia A. Vlasova 

Chapter 3 Adaptations and Disturbances of Physiological Functions in 
Extreme Hyperbaric Environments  19 
Olga Sergeevna Alekseeva, Alexander Ivanovich Krivchenko and 
Ivan Timofeyevich Demchenko 

Chapter 4 Evolution of Thalamic Sensory Centers in Amniotes: Phylogeny 
and Functional Adaptation  31 
Margarita G. Belekhova and Natalia B. Kenigfest 

Chapter 5 Discovery of the Phenomenon of Intracellular Development of 
Cardiac Stem Cell: A New Step in Understanding of Biology and 
Behavior of Tissue-Specific Stem Cells  45 
Galina B. Belostotskaya, Tatyana A. Golovanova, Irina V. 
Nerubatskaya and Michael M. Galagudza 

Chapter 6 The New Pharmacological Approaches for the Regulation of 
Functional Activity of G Protein-Coupled Receptors  61 
Alexander O. Shpakov and Kira Viktorovna Derkach 



 
 

 
 

VIII Contents 

Chapter 7 

Chapter 8 

Chapter 9 

Chapter 10 

Chapter 11 

Chapter 12 

Chapter 13 

Chapter 14 

Chapter 15 

Chapter 16 

Ontogenetic Development of Neurophysiological Mechanisms 
Underlying Language Processing  75 
Diana M. Guillemard (Tsaparina), Michail N. Tsitseroshin, Alexandr 
N. Shepovalnikov, Elizaveta I. Galperina, Ekaterina A. Panasevich,
Ekaterina E. Kats, Larisa G. Zaytseva and Olga V. Kruchinina

Ontogenetic Development of Neural and Muscular Rhythmic 
Activity and Its Regulation in Mammals during 
Perinatal Period  91 
Sergey V. Kuznetsov, Natalia D. Vdovichenko, Ludmila E. Dmitrieva, 
Natalia N. Kuznetsova, Vladimir A. Sizonov, Maksim A. Terpilowski 
and Olga P. Timofeeva 

Development of the Biosphere in the Context of Some 
Fundamental Inventions of Biological Evolution  105 
Vladimir F. Levchenko, Alexander B. Kazansky and Marat A. Sabirov 

Development of Multicellularity: 
Social/Economic Aspects  121 
Gennady A. Savostyanov 

Protein Reabsorption in the Amphibian Kidney: Comparative 
and Evolutionary Aspects  137 
Elena V. Seliverstova and Natalya P. Prutskova 

The Contribution of Changes in Adenylyl Cyclase Signaling 
System of the Brain and Myocardium to Etiology and 
Pathogenesis of Diabetes Mellitus  153 
Alexander O. Shpakov 

Systems Evolutionary Biology of Waddington’s Canalization 
and Genetic Assimilation  167 
Alexander V. Spirov, Marat A. Sabirov and David M. Holloway 

3D Structures and Molecular Evolution of Ion Channels  187 
Denis B. Tikhonov and Boris S. Zhorov 

Ontogenetic and Phylogenetic Approaches for Studying the 
Mechanisms of Cognitive Dysfunctions  205 
Igor А. Zhuravin, Nadezhda M. Dubrovskaya, Natalia L. Tumanova, 
Dmitrii S. Vasilev and Natalia N. Nalivaeva 

Appendix: The Main Problems and Methods of Evolutionary 
Physiology—A Lecture by Leon A. Orbeli  225 



Leon A. Orbeli 





Chapter 1 

Introduction: The 60th Anniversary of the Institute of 
Evolutionary Physiology and Biochemistry, Russian 
Academy of Sciences, Saint Petersburg 

Alexander N. Knyazev 

Additional information is available at the end of the chapter 

http://dx.doi.org/10.5772/intechopen.73669 

1. Introduction

The history of evolutionary physiology as an independent branch of general physiology goes 
back more than 100 years. In the USSR, until the first third of the twentieth century, the 
problems of evolutionary physiology were addressed mainly by individual scientists and 
small groups scattered in different research and academic institutions. In October 1950, one of 
such groups had emerged in Leningrad under the leadership of Academic Leon Abgarovich 
Orbeli; in September 1954, it was transformed into a small laboratory. Over many years, L.A. 
Orbeli sought to create in the country a large multidisciplinary research center that would be 
united by a common idea and focused entirely on evolutionary problems in all their diversity. 
The first attempt to establish such a center in Koltushi Village near Leningrad (Institute of 
Evolutionary Physiology and Pathology of Higher Nervous Activity) ended with failure—the 
Institute was liquidated. After all, thanks to Orbeli’s great efforts, the Sechenov Institute of 
Evolutionary Physiology of the USSR Academy of Science (presently Sechenov Institute of 
Evolutionary Physiology and Biochemistry of the Russian Academy of Sciences, IEPB) had 
been founded in Leningrad – see Figure 1. 

Soon after that, in March 1956, L.A. Orbeli articulated the main tasks and methods of evolu-
tionary physiology at the First Session on Evolutionary Physiology, and this was actually a 
manifesto of the new branch of domestic physiology (historical article of L.A. Orbeli, see 
below). Four months later, in April 1956, the Presidium of the Russian Academy of Sciences 
approved the structure of the new Institute and its research plan for the coming years. 

A first large-scale attempt to generalize the achievements and prospects of evolutionary phys-
iology in collected reviews of its major divisions was made more than 30 years ago by 
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Figure 1. Sechenov Institute of Evolutionary Physiology and Biochemistry of the Russian Academy of Science at present. 

Academic E.M. Kreps, who then headed the IEPB. He was an inspirer and editor-in-chief of the 
multi-volume series of books issued under the common title “Handbook of Physiology.” Two 
volumes of the series were devoted to domestic and foreign achievements as well as major 
trends and prospects in evolutionary physiology (Evolutionary Physiology, Pt. 1, 2, Handbook of 
Physiology, E.M. Kreps, ed., 1979, 1983). 

Thirty years after the publication of this Handbook, the present compendium offers the 
reviews of some aspects of evolutionary physiology that have been tackled for the last six 
decades and are still under study at the IEPB. The reviews are preceded by a verbatim report of 
that momentous Orbeli’s speech, which became a Bible of domestic evolutionary physiology 
and retains its importance undiminished thus far. The content and rhetoric of this document 
can be regarded, on the one hand, as a monument to that epoch and, on the other hand, as a 
brilliant foresight of the developmental pathways and principles of evolutionary physiology 
for many years to come. 

Unfortunately, the limited volume of the present publication does not allow us to cover the 
variety of evolutionary studies being successfully conducted at the IEPB. Such important areas 
such as evolutionary physiology of sensory and visceral systems, evolutionary immunology, 
endocrinology, neuroendocrinology, psychoneuroendocrinology, somnology, and some others 
have to be left beyond the scope of this book. The multiple evolutionary studies performed on 
invertebrate animals are also omitted. Without question, further publication of relevant 
reviews would be extremely useful for the popularization and promotion of evolutionary 
studies and evolutionary physiology in general. 

The research status quo at the IEPB is presented on the site http://iephb.ru/ as well as in the 
Journal of Evolutionary Biochemistry and Physiology [ISSN: 0022-0930 (Print) 1608-3202 
(Online)], http://link.springer.com/journal/volumesAndIssues/10893. The Journal was founded 
in 1965 by the then Director of the IEPB Academic. E.M. Kreps. 

http://link.springer.com/journal/volumesAndIssues/10893
http://iephb.ru
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Chapter 2 

Brain Gangliosides and Their Function as Natural 
Adaptogenes 

Natalia F. Avrova and Yulia A. Vlasova 

Additional information is available at the end of the chapter 

http://dx.doi.org/10.5772/intechopen.73648 

Abstract 

In brain gangliosides and phospholipids of stenothermal cold-water teleost fishes, higher 
content of polyenoic and monoenoic fatty acids was revealed than in brain gangliosides 
and phospholipids of warm-water stenothermal teleosts. The changes in fatty acid com-
position of lipids during adaptation of fishes to living in cold water (or at great water 
depth) are directed to the maintenance of liquid-crystalline state of cell membranes 
and their optimal fluidity, physical state, and microheterogeneity. The results of cluster 
analysis of the data on composition of carbohydrate component of brain gangliosides of 
various ectothermic vertebrates were used to create the dendrogram. This dendrogram 
was found to correspond appreciably to the tree of classical taxonomy of vertebrates. The 
changes in molecular organization of brain gangliosides in the course of evolution of 
vertebrates are suggested to contribute to differentiation of brain and complication of its 
functions in phylogenesis. The main brain gangliosides (GM1, GD1a, GD1b, GT1b) may 
be considered to be typical adaptogens. They protect neurons against the action of excit-
atory amino acids, hydrogen peroxide, amyloid β-peptide, and other toxins. Protective 
effect of gangliosides against these toxins depends on activation of Trk receptor tyrosine 
kinase and downstream protein kinases.

Keywords: gangliosides, adaptogens, neuroprotection, signal transduction pathways

1. Introduction 

From the beginning of 1960s of the previous century till the present time, the main investiga-
tions in the laboratory of comparative neurochemistry of our Institute (from 2014 becoming a 
part of laboratory of molecular endocrinology and neurochemistry) were devoted to studies 
of brain lipids. This choice was made by Professor E.M. Kreps, who founded the laboratory 
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and was its head for many years. Professor Kreps was a prominent and outstanding scien-
tist. He was a member of Russian Academy of Science (RAS) and for many years, a Head of 
Division of Physiology of Russian Academy of Sciences. Professor E.M. Kreps had a gift of 
scientific foresight, as in 1960s, studies of cell membrane lipids did not attract much attention 
from investigators. But later it became evident that such studies were necessary for under-
standing of biochemical mechanisms of action of hormones, second messengers, mediators, 
and other physiologically active compounds, of processes of animal adaptation to changes of 
environment and functional activities, and of mechanisms of various disease pathogenesis. 
The clinical trials of various lipids may result in appearance of new drugs. In the laboratory of 
comparative neurochemistry, the comparative studies of various lipids, including phospho-
lipids, cholesterol and its esters, cerebrosides, sulphatides, and gangliosides, were performed 
[1–3]. The aim of the present short review is to describe as an example of comparative brain 
lipid investigations performed under the guidance of Professor E.M. Kreps the studies of 
vertebrate brain gangliosides and to characterize the recent data on the mechanism of exog-
enous ganglioside protective action on neurons and cells of neuronal cell lines obtained by 
his collaborators. 

2. Changes in brain ganglioside fatty acid composition as a result of 
natural adaptations of fishes to the conditions of environment

Gangliosides are the most complex glycolipids in animals, containing sialic acids. The
four main brain gangliosides in mammals (GM1, GD1a, GD1b и GT1b) consist of fatty
acid, long-chain base residues and carbohydrate chain of four monosaccharides which
form bonds with 1–3 sialic acid residues. Gangliosides appeared at relatively late stages
of animal evolution, as components of cell membranes of various organs of Deuterostomia
(types of Echinodermata and Chordata). It was shown that in the course of evolution of
vertebrates, ganglioside content of brain increases along with the increase in the degree
of brain differentiation leading to its more complex organization [3, 4]. Comparative study
of cell membrane lipids of various organs appears to be a fruitful approach to elucidation of
their role in adaptation of organisms to changing conditions of environment and functional
activity [3, 5]. 

The differences in fatty acid composition of brain gangliosides were found to be highly signifi-
cant when stenothermal teleosts living at low and relatively high water temperature were com-
pared. These differences are more pronounced than the differences in fatty acid composition of
phospholipids (Figure 1). Probably, it may be due to the fact that the main places of ganglioside
localization in vertebrates are plasma membranes of neurons, including their synaptic mem-
branes, the maintenance of their functional activity at optimal level being especially important
to organisms [5]. Thus, saturated fatty acids content in brain ganglioside was much lower in
cold-water stenothermal teleosts than in warm-water ones (83.4 ± 1.5 and 50.9 ± 4.9% from total
fatty acid content, respectively). The content of monoenoic and polyenoic fatty acids in brain
gangliosides was, on the contrary, much higher (Figure 1) in cold-water fishes (35.3 ± 3.6% and
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Figure 1. Fatty acid composition of lipids from brain of warm-water and cold-water stenothermal species of teleost 
fishes.

13.8 ± 4.0%, respectively), as compared with warm-water fishes (16.1 ± 1.6% and less than 1%
from their total content, respectively). The differences between the two groups of fishes were
highly significant (p < 0.01 in all cases).

Fatty acid composition of gangliosides and phospholipids from brain of seven stenother-
mal cold-water teleost species living at water temperature of 0–10°C (Bathylagus antarcticus, 
Lampanyctus australis, Antimora rostrata, Coelorinchus sp., Comephorus baicalensis, Comephorus 
dybowskii, Cottocomephorus inermis) and of seven stenothermal warm-water teleost species liv-
ing at temperature of 23–25°C (Cheilopogon exsilience, Lepophidium profundorum, Calamus sp.,
Coryphaena hippurus, Lethrinus chrysostomus, Rhomboplites aurorubens, Sphyraena picudilla) is 
shown in Figure 1. The highest content of unsaturated fatty acids in brain gangliosides was
characteristic of the fishes living in water at great depth. At adaptations of fishes to environ-
mental temperature, the most pronounced changes was revealed in the contents of fatty acids
18:0, 22:1, 24:1, and 22:6 ω3 in brain phospholipids and gangliosides, and they may be called
“the adaptation tools” [3]. 

At the natural adaptations of cartilaginous and ganoid fishes to the temperature of the habitat, 
the changes in the content of saturated and monoenoic fatty acids in brain gangliosides were 

http://dx.doi.org/10.5772/intechopen.73648
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revealed, while polyenoic fatty acids were practically absent in these brain lipids. Studying 
37 species of cartilaginous, ganoid, and teleost fishes it was found [6] that the portion of satu-
rated fatty acids in brain gangliosides increased essentially and significantly at augmentation 
of the environmental temperature (r2 = 0.21, r = 0.46, p < 0.005). In contrast, the contents of 
monoenoic and long-chain fatty acids in fish brain gangliosides correlated negatively to the 
environmental temperature (r2 = 0.26, r = −0.51, p < 0.002 and r2 = 0.34, r = −0.58, p < 0.001, 
accordingly), but the correlation between the content of polyenoic fatty acids in brain ganglio-
sides of teleost, ganoid, and cartilaginous fishes and the temperature of their habitat was not 
revealed [6]. It may be explained by the fact that polyenoic fatty acids are characteristic mainly 
for gangliosides from teleost brain but not for gangliosides from ganoid and cartilaginous fish 
brain [3, 7]. 

The introduction of one double bond in the fatty acid molecule decreases the temperature 
of its melting point by several tens of degrees, and the introduction of several double bonds 
in the molecule has more pronounced effect. The differences in brain ganglioside fatty acid 
composition of warm-water and cold-water species appear to be the results of idioadaptations 
of fishes to the temperature of their habitat. They are directed to the maintenance of brain cell 
membrane fluidity, physical state, and microheterogeneity at the optimal level for function 
of enzymes, receptors, and other bioactive compounds and make possible the survival of ani-
mals in changing conditions of environment.

3. The differences in the structure and composition of carbohydrate 
component of ganglioside molecule between representatives of 
various vertebrate classes

We did not reveal the correlation between the composition and structure of brain ganglio-
side carbohydrate component and the water temperature at which the fishes are living. It 
was of interest to apply one of the cluster methods of analysis which may provide objective 
interpretation of a large amount of experimental data [6]. To estimate the similarity or the 
difference of various species, a number of features of their organization may be used which 
may be determined quantitatively. We have not met in the literature such studies devoted to 
brain lipids. In our case, the construction of dendrograms was carried out by the unweighted 
pair-group method of averages. “Unweighted” means that each of the parameters has equal 
significance or “weight”.

The content of individual gangliosides (GP, GQ, GT1b, GD1b, GD1a, GD3, GM1) and the
summarized content of their two minor fractions (GM2 + GM3) in brains of 24 species of exo-
thermic vertebrates, investigated by us, were used as the eight parameters of the molecular
organization, capable of being evaluated quantitatively. (To characterize ganglioside structure
we used the nomenclature of Svennerholm, which is the most widely used nomenclature of
gangliosides. Letters M, D, T, Q, and P indicate the number of sialic acid residues in the gan-
glioside molecule mono, di, tri, tetra, and pentasialogangliosides, respectively. Thus, GM1 is
monosialoganglioside. The figure (1) corresponds to four saccharide residues, (2) corresponds
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to three saccharide residues, and (3) corresponds to two saccharide residues in the ganglioside
molecule. These parameters were evaluated as percentage of the total content of brain gan-
gliosides of the species and were expressed in arbitrary units. The content of the ganglioside 
was expressed as value 1 if its content in the brain of this species is equal to 1–10%, as value
2 at 11–20%, as value 3 at 21–40%, as value 4 if the content was more than 40%. If the content
of ganglioside fractions in the brain of a species was less than 0.5% of total brain ganglio-
sides, it was labeled by the 0 value. Then, the dendrograms were generated by PAUP program
ver.4.0b8 for Mackintosh using the unweighted pair-group method of averages optimized
according to the maximum parsimony principle [6]. 

The dendrogram, constructed based on the cluster analysis of the data on composition of 
carbohydrate component of brain gangliosides of the ectothermic vertebrates (Figure 2), cor-
responds appreciably to the tree of classical taxonomy of vertebrates. The species of cartilagi-
nous and ganoid fishes form separate clusters and are sisterly branches for each other. Species 
of these fishes do not form sisterly groups with any representatives of teleosts, amphibians, or 
reptilians. All teleost fishes are in ranges of single separate branches on the cladogram. But in 
contrast to the classical systematics of the vertebrates, two investigated species of amphibians 
(of Anura group) do not form a separate branch but stand among species of teleosts form-
ing sisterly groups with their species. Probably, these animals have the composition of brain 
ganglioside carbohydrate component characteristic of their common ancestors. It should also 
be noted that there is a great difference in the level of central nervous system organization 
between various species of teleost fishes. It is well known to the zoologist that some species 
of teleosts have a more differentiated and higher organized brain than representatives of the 
class of Amphibia. If the level of brain organization has an influence on the structure and 

Figure 2. The dendrogram of relative similarity of different vertebrate species according to the parameters of the 
molecular organization of the carbohydrate component of the brain gangliosides. 

http://dx.doi.org/10.5772/intechopen.73648
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composition of brain ganglioside carbohydrate component, it may explain why Anura do not 
form a separate branch on the dendrogram. In contrast to amphibians, the investigated reptil-
ians form a separate branch on the dendrogram (Figure 2). 

Among the higher vertebrates, only reptilians are submitted on the cladogram. But much 
lower content of polysialogangliosides and much higher portion of monosialogangliosides 
are characteristic of both reptilian and avian and mammalian brain in comparison with the 
lower vertebrate brain. As it is known, there were cardinal modifications in the organization 
of animals and their separate organs at entrance of vertebrates on dry land, which are a typical 
example of an aromorphosis [8]. Carbohydrate components of the glycolipids and glycopro-
teins play an essential role in cell differentiation and intercellular interaction, including cell 
recognition and adhesion, especially in the development of organs and tissues. Modifications 
of the brain gangliosides composition and structure, associated with appearance of the higher 
vertebrates, have provided, apparently, together with many other biochemical modifications, 
the molecular bases of the aromorphosis at transferring of vertebrates to the terrestrial life-
style and amniotic development of embryos, that was accompanied by differentiation and 
complication of brain functions. 

Other differences in composition of the brain gangliosides in various vertebrate classes are 
observed in the comparison of bony and cartilaginous fishes. They, in particular, reflect elon-
gation of the carbohydrate chain of these lipids during evolution of vertebrates; it is typical 
also of ontogenetic development of mammals. These modifications of brain gangliosides com-
position in vertebrates may be also suggested to be associated with aromorphic modifications 
in the organization of animals. 

In our research, the ganoid fishes have formed a single cluster; simultaneously, they are 
included into sisterly group with high-organized cartilaginous fishes. Views of zoologists on 
systematic position of the ganoid fishes are inconsistent. These fishes are surveyed as one of 
the superorders of the class of bony fishes. But some zoologists, on the contrary, emphasize 
a common origin of ganoids and cartilaginous fishes (e.g., see [9]. Our results (Figure 2) cor-
respond with the data of the latter group of morphologists. Researches of hybridization of 
DNA of various fish species [10] and the study of composition and structure of various lipids 
(phospholipids, gangliosides, cerebrosides, and sulphatides) from fish brain [3] provide evi-
dence that ganoid fishes have essential difference both from teleosts and from cartilaginous 
fishes that it is necessary to consider them as the taxon of the higher order than one of the 
superorders of bony fishes, probably, as a separate class or subclass.

4. Protective effect of main brain gangliosides (GM1, GD1a, GD1b, 
and GT1b) on damaged nerve cells or cells of neuronal cell lines

Gangliosides possess the functions of adaptogenes not only in ectothermic animals but in
mammals too. It appears not to be due to the changes of brain ganglioside fatty acid composi-
tion, as the relative content of their saturated and unsaturated fatty acids was shown not to
change as a result of cold stress [11]. But exogenous gangliosides administered to mammals
with damaged brain increase the viability of brain neurons and improve the functional state
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of the animals, if the injury is caused by ischemia and reperfusion, various toxins, or trauma.
Brain gangliosides possess the protective action on cultured neurons as well. The protec-
tive effect is characteristic for the main brain gangliosides (GM1, GD1a, GD1b, and GT1b).
The most stable ganglioside GM1 is usually used in such experiments. It was found that the
protective effect of GM1 against the toxic action on the nerve cells of serum-free medium
devoid of growth factors or glutamate depended on the activation of Trk receptor tyrosine
kinase [12–14]. We have for the first time shown that GM1 ganglioside increases the viability
of nerve cells or cells of neuronal lines at application of other toxic compounds—of amyloid
peptides [15–17] or hydrogen peroxide [14], the protective action of GM1 being also based on
the activation of Trk receptor tyrosine kinase.

5. Gangliosides exert the protective effect on neurons and cells of 
neuronal cell lines not only at micromolar concentrations but at 
nanomolar concentrations as well

The protective effect of gangliosides on cultured nerve cells is, as a rule, studied using their 
micromolar concentrations (10–50 μM). But in cerebrospinal fluid (CSF) and in brain intercel-
lular space of humans and animals, gangliosides are present in nanomolar concentrations. 
Thus, the total content of four main brain gangliosides (GM1, GD1a, GD1b, and GT1b) was 
found to constitute on average 92 nM in human CSF [18]. The physiological concentrations 
of gangliosides which act on brain nerve cells from outside in vivo appear to be nanomolar 
concentrations. We were the first to show that the protective effect of gangliosides against the 
toxic action of glutamate on cerebellar granule cells is well expressed both in micro and at 
nanomolar concentrations [19]. Thus, glutamate increased the number of dead granule cells 
from 12 ± 3% to 47 ± 4% of total cell number. But if granule cells were preincubated with 
10 nM or 10 μM GM1 prior to application of glutamate, then the number of dead neurons 
decreased to 24 ± 4% and to 20 ± 5%, respectively (p < 0.01 in all cases). Gangliosides GD1a, 
GD1b, and GT1b at nanomolar concentrations also increased granule cells’ viability. Later on 
[14], it was shown by us that the protective effect of GM1 at nanomolar concentrations also 
depended on activation of Trk receptor tyrosine kinase, as it was previously shown for gan-
gliosides at micromolar concentration. 

GM1 and GD1a gangliosides at nanomolar concentrations increase the viability of the cells of
neuronal line PC12 exposed to hydrogen peroxide as well, their effect being also mediated by
activation of Trk receptor tyrosine kinase. But in these cells, the protective effect of gangliosides
at nanomolar concentrations was lower than their effect at micromolar concentrations [20]. 

6. The mechanism of neuroprotective effect of GM1 and other main 
brain gangliosides 

Activation by GM1 ganglioside of protein kinase regulated by extracellular signals (ERK1/2) 
and of protein kinase B (Akt) takes place downstream of Trk receptor tyrosine kinase; it was 
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shown using brain slices [21] and PC12 cells [20]. Activation of these protein kinases by GM1 
is of importance for realization of the protective effect of GM1. Thus, it was shown [20] that 
the protective effect of GM1 against the toxic action of hydrogen peroxide is significantly 
diminished in the presence of the inhibitor of ERK1/2, or Akt, or protein kinase C. These data 
are in agreement with the data showing that ERK1/2 activation by GM1 increases the viability 
of retinal neurons after the axotomy of optic nerve [22]. But only in the presence of the inhibi-
tors of all these protein kinases, the diminution of the protective effect of GM1 is pronounced 
and comparable with the effect of the inhibitor of Trk receptor tyrosine kinase which abol-
ishes the protection. 

Using immunoblotting it was shown that GM1 ganglioside both at nano and micromolar 
concentrations activated protein kinase B (Akt) in control PC12 cells [20]. The effect of GM1 
on ERK1/2 activity was shown to be more pronounced in micro than in nanomolar concen-
tration. Hydrogen peroxide itself activated ERK1/2. And preincubation of PC12 cells with 
GM1 at nanomolar concentration and even more at micromolar concentration caused the fur-
ther increase of ERK1/2 activity in PC12 cells that was significant. The activation of Akt and 
ERK1/2 was shown to take place downstream of Trk receptor tyrosine kinase [20]. 

7. GM1 ganglioside normalizes the rate of respiration of PC12 cells 
and of mitochondria isolated from rat brain, which decreased as a 
result of prooxidant action

It was shown by us [23] that preincubation of PC12 cells with GM1 ganglioside prevents
to a large extent the decrease of the rate of basal and uncoupled respiration, caused by
the action of hydrogen peroxide. Besides, GM1 and GD1a gangliosides were shown to
normalize the respiratory rates of mitochondria isolated from rat brain and exposed to 
prooxidant—tret-butyl hydroperoxide (tBHP). GM1 was shown to decrease the ratio of pro-
apoptotic to antiapoptotic proteins Bax/Bcl-xL in control PC12 cells (from 1.0 to 0.79 ± 0.08,
p < 0.05). As activation of ERK1/2 and Akt may lead to inactivation of proapoptotic protein
Bad, which reacts with antiapoptotic proteins like Bcl-2 and Bcl-xL [24], the protective effect
of GM1 and its ability to stabilize mitochondria may be a result of activation of these pro-
tein kinases [20]. 

GM1 and GD1a gangliosides were found to normalize the respiration rate of isolated rat brain 
mitochondria diminished as a result of their exposure to tBHP. It is of interest that the protec-
tive effect of these gangliosides was abolished in the presence of the inhibitor of Trk receptor 
tyrosine kinase K252a. In brain mitochondria, various protein kinases are present, including 
Trk receptor tyrosine kinase A and B [25, 26]. It was shown [26] that the protective effect of 
nerve growth factor on isolated brain mitochondria is abolished in the presence of the inhibi-
tor of this protein kinase—K252a. It may be suggested that the protective effect of GM1 and 
other gangliosides may be to a certain extent due to their action on mitochondrial signaling 
pathways. 
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8. GM1 and GD1a gangliosides prevent TLR4 translocation 
into lipid rafts and protect PC12 cells from the toxic bacterial 
lipopolysaccharide action

Interesting data were obtained by us together with the group led by Dr. R.G. Parnova from 
our Institute studying the mechanism of protective effect of gangliosides against the toxic 
action of bacterial liposaccharide (LPS) which is the main bacterial toxin, initiating meningo-
encephalites in humans. GM1 and GD1a gangliosides were shown to cause the pronounced 
increase of viability of PC12 exposed to toxic concentrations of LPS. Their protective effect 
against LPS action on PC12 cells was found not to depend on modulation of Trk receptor tyro-
sine kinase, and it was not revealed if PC12 cells were exposed to GM1 and GD1a in nanomo-
lar concentration [27]. The protective effect of these gangliosides was similar to the protective 
effect of methyl-beta-cyclodextrin, which is known to destroy lipid rafts in cell membranes. It 
is known that LPS recognition and receptor complex formation occur in lipid rafts, and gan-
gliosides play a key role in their formation and maintenance. Using subcellular fractionation, 
in combination with immunoblotting, and antibodies to TLR4 and flotilin (a marker of lipid 
rafts), it was shown that pretreatment of PC12 cells with GM1 ganglioside completely elimi-
nated the effect of LPS on translocation of TLR4 into lipid rafts that is necessary to induce the 
toxic effect of LPS on the cells.

Most probably it can be explained by the fact that ganglioside incorporation in cell plasma 
membranes changes raft composition and properties. The results obtained suggest that gan-
glioside-induced prevention of TLR4 translocation into lipid rafts is a mechanism of protec-
tion against LPS action in various cells. Thus, the mechanism of protection by gangliosides 
against the toxic action of LPS appears to be quite different from the mechanism of their 
protection against the toxic effect of long incubation in serum-free medium and against gluta-
mate, amyloid beta-peptide, or hydrogen peroxide action on the nerve cells which is mediated 
by activation of Trk receptor tyrosine kinase.

9. Conclusion 

The considerable differences in brain lipid fatty acid composition were revealed between 
stenothermal cold-water and warm-water teleost fishes. The differences in fatty acid compo-
sition of brain gangliosides (which are characteristic components of neuronal plasma mem-
branes including synaptic membranes) were found to be more pronounced between these 
two groups of teleosts than the differences in brain phospholipid fatty acid composition. The 
increase of relative content of monoenoic and polyenoic fatty acids (especially of 22:1, 24:1, 
and 22:6 ω3) in the brain lipids of teleost species living in cold water appears to be an impor-
tant part of natural adaptations of these fishes to the conditions of their environment. Such 
changes in composition during adaptation to living in cold water (or at great water depth) 
provide the preservation of liquid-crystalline state of cell membranes and the maintenance of 
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optimal cell membrane fluidity and microheterogeneity for the function of enzymes, recep-
tors, and other proteins. In cartilaginous and ganoid fishes, the adaptation to living in cold 
water appears to be reached mainly by the increase of monoenoic fatty acid content in brain 
gangliosides, as polyenoic fatty acids were revealed (in low content) only in brain ganglio-
sides of the few species of these fishes.

The correlation between the composition and structure of brain ganglioside carbohydrate 
component and the water temperature at which the fishes are living was not revealed. The 
dendrogram, constructed based on results of the cluster analysis of the data on composition 
of carbohydrate component of brain gangliosides of the ectothermic vertebrates, corresponds 
appreciably to the tree of classical taxonomy of vertebrates. The species of cartilaginous and 
ganoid fishes form separate clusters and are sisterly branches for each other. Species of these 
fishes do not form sisterly groups with any representatives of teleosts, amphibians, or reptil-
ians. All teleost fishes are in ranges of the single separate branch on the dendrogram. The 
studied reptilians form a separate branch on the dendrogram. 

Among the higher vertebrates, only reptilians are submitted on the cladogram. But much 
lower content of polysialogangliosides and much higher content of monosialogangliosides as 
compared to lower vertebrate brain are characteristic not only for reptilian brain but for avian 
and mammalian brain as well. As is known, there were cardinal modifications in the organi-
zation of animals and their separate organs at entrance of vertebrates on dry land, which are 
a typical example of an aromorphosis [8]. Carbohydrate components of glycolipids and gly-
coproteins play an essential role in cell differentiation and intercellular interaction, including 
cell recognition and adhesion, especially in development of organs and tissues. Modifications 
of the brain gangliosides composition and structure, associated with appearance of the higher 
vertebrates, may be suggested to provide, apparently, together with many other biochemical 
modifications, the molecular bases of the aromorphosis at transferring of vertebrates to the 
terrestrial lifestyle and amniotic development of embryos that was accompanied by differen-
tiation and complication of brain functions. 

The administration of exogenous GM1 or other main brain gangliosides (GD1a, GD1b, GT1b) 
to animals with the damaged brain protects brain neurons from death and improves the func-
tional state of the animals. Various main brain gangliosides have the similar effects as typical 
adaptogens. The increase by GM1 of the viability of neurons and of cells of neuronal lines 
treated by glutamate or left in media devoid of neurotrophic factors was shown to depend 
on activation of Trk receptor tyrosine kinase. According to our data, GM1 ganglioside also 
protects neurons and PC12 cells against toxic action of amyloid peptides and hydrogen per-
oxide. This effect is also mediated by Trk receptor tyrosine kinase. It was shown that GM1 
and other main brain gangliosides exert the protective effect on nerve cells not only at micro-
molar concentration but at nanomolar concentration as well, which appears to be their physi-
ological concentration in cerebrospinal fluid and intercellular brain space. GM1 ganglioside 
normalizes the rate of respiration of PC12 cells and of mitochondria isolated from rat brain, 
decreases the proapoptotic to antiapoptotic protein ratio Bax/Bcl-xL, and activates ERK1/2 
and Akt downstream of Trk receptor tyrosine kinase. Another mechanism of protective effect 
of GM1 and GD1a gangliosides was revealed studying their ability to increase the viability 
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of PC12 cells exposed to bacterial LPS. In this case, the protection was not mediated by Trk 
receptor tyrosine kinase. The results obtained suggest that ganglioside-induced prevention of 
TLR4 translocation into lipid rafts is a mechanism of protection of cells against the effect of 
LPS, as LPS interaction with its receptor in lipid rafts is necessary to induce its toxicity. The 
understanding of the mechanism of the protective effect of gangliosides on nerve cells is of 
importance for the increase of the efficiency of clinical trials of these lipids as drugs for the 
treatment of ischemic, neurodegenerative, and other diseases concerned with central nervous 
system damage. 
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Abstract 

Academician E.M. Kreps founded the Laboratory of Hyperbaric Physiology in 1960. Heads of 
the Laboratory were G.L. Zaltsman (1960–1972), A.I. Selivra (1972–1975), I.A. Aleksandrov 
(1975–1982) and I.T. Demchenko (1983–2009). In 2009, the Laboratory was merged with the 
Laboratory of Respiratory Physiology (A.I. Krivchenko). For more than five decades, Hyper-
baric Laboratory has conducted basic and applied researches dealt with CNS oxygen toxicity, 
the high pressure nervous syndrome and nitrogen narcosis. Main achievements of basic 
researches are as follows: identified key mechanisms of adaptive responses of CNS and 
cardiorespiratory systems to breathing gas mixtures at high pressure, neurophysiological 
mechanisms of CNS oxygen toxicity and high pressure nervous syndrome, and pathogenesis 
of nitrogen narcosis. Main achievements of the translation of hyperbaric researches are as 
follows: new technology for 1000 m dive of animals (monkeys) using the gas mixture (He-N2-
O2), new compression and decompression profiles for free escape of monkey from a depth of 
700 m, use preconditional hypoxia and hyperthermia for the protection of nitrogen narcosis. 
Currently, main researches are focusing on the evaluation of molecular and cellular mecha-
nisms of biological responses to extreme hyperbaric environments. 

Keywords: hyperbaric oxygen, high pressure nervous syndrome, nitrogen narcosis, 
CNS oxygen toxicity, reactive oxygen and nitrogen species, oxidative stress, hyperoxic 
vasoconstriction, hyperoxic baroreflex 

1. Introduction 

Hyperbaric physiology researches have been conducted at the Institute of Evolutionary Phys-
iology and Biochemistry of the Russian Academy of Sciences (IEPhB) during last 60 years and 
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can be divided into three periods. The initial stage of hyperbaric studies is directly linked to 
academician Leon A. Orbeli (founder of IEPhB), who had great interest in scientific and 
practical aspects of the diving. Since 1935, he headed the commission for a coordination of 
technical projects aimed on the development of new technology for underwater diving in the 
USSR (former Soviet Union). After the World War II, these works were intensified markedly in 
order to improve the technology for raising the sunken ships, cleaning rivers, lakes and bays, 
and building new bridges. At that time, the breathing oxygen-helium mixture was introduced 
in deep sea diving. It was necessary to examine the biological effects of the helium and to 
develop the decompression tables for saturation diving. In 1956, academician Leon Orbeli 
founded the Institute of Evolutionary Physiology and organized a small group to study the 
biological effects of inert gases under pressure. According to Orbeli’s conception, hyperbaric 
biological research in addition to practical aspects will help to substantiate the role of extreme 
environmental factors in the evolution of physiological functions. In 1960, new director of the 
IEPhB academician Evgeny M. Kreps organized the Laboratory for Environmental Physiology 
and invited Henry L. Saltzman, a former naval doctor, to conduct physiological studies in 
hyperbaria. For next 8 years, the world standard results were obtained regarding the physio-
logical responses to oxygen, helium, and nitrogen under high pressure [1]. 

By the mid 1960s, a new trend in the hyperbaric researches has been appeared. George F. Bond 
(US NAVY officer) offered a new technology that consists of the pressure chamber is installed on 
the board of ship, and divers living in hyperbaric conditions for several weeks are delivered to 
the sea bottom by special bell with subsequent return to the pressurized chamber. Academician 
E.M. Kreps has initiated a discussion of novel diving technology at Russian Academy of Sci-
ences, which resulted in a new building, the installation of hyperbaric facilities and substantially 
expanded stuff. Since then, the second phase of hyperbaric researches began in the Institute. 
Animals (guinea pigs, rats and rabbits) were exposed to normoxic helium-oxygen gas up to 41 
ATA for 2–3 weeks following physiological and morphological examinations. Many experts 
were involved in these studies, and the results of 10 years of experimental work were summa-
rized in the book [2]. From 1972 to 1983, experimental studies were focused on the biological 
effects of indifferent gases, toxic effects of hyperbaric oxygen and morphological changes and 
functional disorders after prolonged hyperbaric exposures. At the same time, academician E. 
Kreps initiated the construction of new hyperbaric facilities. In 1983, the Laboratory was headed 
by Professor Ivan T. Demchenko. One year later, a new hyperbaric complex "KIZH-100" has 
been put into operation. KIZH-100 was specially designed for hyperbaric studies on animals 
when breathing gas mixtures are at pressures up to 101 ATA (atmospheres absolute). The 
number of staff of Hyperbaric Laboratory has been increased to more than 70 specialists in 
1985. It has been purchased and installed world-class equipment for physiological and biochem-
ical studies on animals and for the efficient operation of chambers. The main subject for hyper-
baric studies were the monkeys (Macaca irus). In the short time, new approaches and methods 
were developed for experiments on monkeys with chronically implanted electrodes and probes. 
The continuous exposure of monkeys in helium-nitrogen-oxygen mixtures under high pressure 
was up to 5 weeks. The focus of the research was to explore the possibility of 1000 m diving with 
a protection of the high pressure nervous syndrome. The results were published by Russian 
Physiological Journal [3] and later in the Proceeding of III International Meeting “High Pressure 
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Biology,” Durham, USA, 1993 [4] and in the V International Meeting “High Pressure Biology 
and Medicine,” St. Petersburg, Russia, 1997 [5]. The experimental results obtained in KIZH-100 
remain unique in the international research practice. Unfortunately, the economic situation in 
Russia since the 1990s did not allow continuing saturation diving studies. 

The third period of hyperbaric researches in IEPhB started since 1991. Because of limited funding, 
the chamber saturation diving studies were discontinued. Main efforts have been directed to study 
cellular and molecular mechanisms of action of helium, nitrogen and oxygen under pressure. Valery 
B. Kostkin evaluated the molecular effects of hyperbaric environmental factors [6]. Alexander N. 
Vetosh and Olga S. Alekseeva studied the biological effects of hyperbaric nitrogen at normoxic and 
hypoxic conditions [7–10]. Hyperbaric studies in the Institute have been supported by the Foreign 
Members of the Russian Academy of Sciences, Professor Peter B. Bennett and Professor Claude A. 
Piantadosi (Duke University, Durham, USA). Important support for hyperbaric research was pro-
vided by its former employees: D.N. Atochin (Harvard University, Boston, USA) and D.R. 
Gutsaeva, (Medical College of Georgia, Augusta, USA). Long-time cooperation with American 
colleagues has been productive in studying molecular mechanisms of hyperbaric oxygen toxicity. 

2. CNS O2 toxicity 

Over the past 50 years, Hyperbaric Physiology Lab has carried out basic researches to explore 
mechanisms by which hyperbaric oxygen (HBO2) elicits CNS O2 toxicity. The objectives of 
these studies were: (1) to determine the temporal and spatial profiles of reactive oxygen and 
nitrogen species (RONS) in the brain during the development of HBO2-induced seizures; (2) to 
evaluate the physiological and pathological responses to HBO2 related to oxygen seizures 
development and (3) to identify the crucial large-scale sites for CNS O2 toxicity. Achievements 
of these studies were published (see References) and are briefly described here as follows: 

(1) Concise accomplishments of studies. We have confirmed and expanded the concept that primary 
HBO2-derived originators initiated toxic effects on CNS are reactive oxygen and nitrogen species 
(RONS). We measured RONS (•O2 

˜ , OH˜, H2O2, NO• , and ONOO˜) in the brain during HBO2 

exposures at 5–6 ATA and found their excessive production and progressive accumulation, as a 
function of the inspired oxygen partial pressures and the time of exposure [11–13]. We clarified 
that one root component of RONS is superoxide anion excessively produced in HBO2 as a by-
product of the nonspecific transfer of electrons to O2 by either mitochondrial electron transport 
proteins or by non-mitochondrial enzymes. Brain H2O2 and OH˜ levels increased in HBO2 as a 
result of excessive •O2 

˜ production and superoxide dismutase (SOD) and catalase activity [13]. 
Nitric oxide (NO•) is the other root component of RONS excessively produced in HBO2 by L-
arginine biotransformation involving endothelial and neuronal NOS, as demonstrated on knock-

˜ out mice [14]. HBO2 stimulates the production of •O2 and NO• leading to an increase in 
peroxynitrite (ONOO˜) formation prior to seizures. Neuronal NOS-derived NO• generates the 
bulk of brain ONOO˜, which mediates neurotoxic effects of HBO2 [13]. We also found different 

˜ rates of •O2 - and NO• accumulation in the brain and showed that an emergence of •O2 
˜/NO• 

imbalance is crucial for oxygen seizures development [15]. NO• is exquisitely sensitive to 
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˜ inactivation by •O2 , and extracellular superoxide dismutase (SOD3) regulates NO• bioavail-
ability [15]. Thus, excessive formation and accumulation of RONS in the brain are inevitable in 
HBO2 and can be considered as a trigger for the development of CNS O2 toxicity. 

(2) Concise accomplishments of studies. Physiological and pathological responses to HBO2 have been 
determined as follows. CNS responds to HBO2 by a progressive disruption of the brain’s normal 
electrical activity finally manifested by generalizing EEG spikes [1, 16, 17]. The appearance of EEG 
spikes (seizures), as a sign of CNS O2 toxicity, always followed by excessive RONS accumulation 
in the brain [11, 13]. Any interventions limiting RONS production or their scavenging prevented 
EEG seizures. For example, systemic nonselective NOS inhibition with L-NAME prevented O2 

seizures [16, 19], and the source of NO•-mediated HBO2 seizures is neuronal NOS as demon-
strated experiments on gene knockout (nNOS˜/˜ , eNOS˜/˜ and iNOS˜/˜) mice [13]. Transgenic 
mice with SOD3 overexpression showed higher susceptibility to HBO2 than wild type demon-
strating important role of •O2 

˜/NO• balance for CNS O2 toxicity [15]. Thus, EEG spiking activity 
is mediated by RONS accumulation in the brain, and the hypersynchronization of neuronal firing 
signifies the brain overexcitation and impairment of CNS functions. CNS-derived somatic (motor) 
responses in dogs, cats, rabbits, rats and mice to HBO2 are manifested by the progressive behav-
ioral and motor disturbances such as intensive grooming, local jerks, “wet-dog” shakes, fast-
running and finally tonic and clonic convulsions with the loss of consciousness. These distur-
bances correlated with specific EEG patterns and final convulsions always followed EEG spikes 
with short delay [1, 20]. Rats treated with myorelaxants (tubocurarine or pancuronium bromide) 
did not exhibit any motor responses in HBO2 at 5 or 6 ATA but paroxysmal EEG activity has been 
manifested [16]. We think that any local or generalized motor jerks or convulsions (seizures) in 
HBO2 are secondary to CNS dysfunction and not direct effects of hyperbaric oxygen on skeletal 
muscle. Supporting findings of this point is that systemic nonselective NOS inhibition with 
L-NAME prevented both EEG seizures and motor convulsions in HBO2 [16, 19]. 

The lungs’ responses to hyperoxia are O2 pressure dependent. In HBO2 ≤ 2.5 ATA, motor 
convulsions or EEG seizures have never been observed at least for 16 h exposures [21]. Because 
the entire surface of the lung is directly exposed to the hyperoxic environment for many hours, 
the inflammatory responses are developed slowly with destruction of the alveolar-capillary 
barrier, edema, impaired gas exchange, respiratory failure and death. However, the lungs 
respond to O2 at 5 or 6 ATA by acute damage [22]. Pulmonary damage, characterized by 
transpulmonary leakage of protein and focally distributed intra-alveolar hemorrhage, devel-
oped rapidly, and key factors for lung injury were left ventricular function impairment and 
abruptly elevated pulmonary venous pressure leading to the cardiogenic lung injury [22]. 
Systemic NOS inhibition protected against HBO2-induced pulmonary damage in eNOS˜/˜ 

and iNOS˜/˜ mutants compared to that seen in wild-type (WT) mice, but nNOS˜/˜ mutants 
were relatively protected [14]. Collectively, these findings demonstrate that neuronal NOS 
(nNOS) play a prevalent role in the development of HBO2 pulmonary toxicity [19]. 

Responses of autonomic nervous system (ANS) to HBO2 are O2 partial pressure and time 
exposure dependent. When HBO2 does not exceed 2.5 ATA (clinical HBO settings), the parasym-
pathetic (vagal) activity dominates as indicated, a decrease in heart rate, cardiac output and 
respiration. In this case, ANS controls cardiovascular and pulmonary functions reflexively 
mainly through baroreflex activation triggered by a rise in arterial pressure due to hyperoxic 
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vasoconstriction [23]. Resulting afferent discharges from the arterial baroreceptors evoke central 
responses that suppress efferent sympathetic activity and augment parasympathetic outflow 
providing short-term adaptation to hyperoxic environments. HBO2 exposures exceeding 3 ATA 
also initially exhibit prevalent vagal tone but then autonomic imbalance appears in favor of 
sympathetic activation and parasympathetic withdrawal. Progressively increased sympathetic 
outflow affects cardiac function and pulmonary hemodynamic, leading to lung injury [16]. 

Cardiovascular system responds to HBO2 by systemic vasoconstriction, bradycardia, cardiac 
output reduction and redistribution of organ blood flow. Moderate HBO2 (<2.5 ATA) induces 
cerebral vasoconstriction that is associated with increased •O2 

˜ production and a decrease in 
NO• availability around the vessel’s smoth muscle. Hyperoxic vasoconstriction is attenuated 
in SOD3+/+ mutant or eNOS-/- mice demonstrating critical role of •O2 

˜/NO• balance in cere-
brovascular responses to HBO2 [15]. Extreme HBO2 (>3 ATA) induces biphasic CBF response: 
transient vasoconstriction followed by hyperemia [16–18]. HBO2-stimulated NO• production 
increased CBF and oxygen delivery prior to the appearance of EEG spikes. Transgenic SOD3+/+ 

mice are more sensitive, while eNOS˜/˜ mice are more resistant to HBO2-induced seizures. 
HBO2 seizures are associated with an increase in cerebral blood flow (CBF) that hastens the 
onset of convulsions through delivery of a toxic oxygen dose. Endothelial-derived NO• has a 
principal contribution to the development of hyperemia preceding O2 seizures. 

(3) Concise accomplishments of studies. Hyperbaric studies have identified neuronal discharges 
related to HBO2 seizures both in CNS and periphery. Earlier neurophysiological studies of 
CNS O2 toxicity have shown that the development of oxygen EEG seizures is dynamic process 
that comprises three distinct stages. The first stage characterized by a formation of single 
unstable foci of neuronal excitation in subcortex centers (reticular formation, thalamus and 
hypothalamus), following the appearance of stable and multiple foci in mesodiencephalic 
parts of the brain during the preconvulsive second EEG stage [1]. Finally, in the third convul-
sive stage, the process terminates in a synchronization of paroxysmal EEG activity in all parts 
of the brain [1]. Stages in EEG seizures correlate with a balance between excitatory and 
inhibitory neurotransmission. Our work demonstrated that the brain excitability in HBO2 is 
occurred first in subcortical structures after a significant reduction in extracellular GABA 
content and a minor increase in glutamate [25]. The Glu/GABA imbalance appears to be the 
critical trigger for the hypersynchronization of neuronal firing manifested as EEG spiking 
activity. CNS O2 toxicity is linked also with the autonomic nervous system. Neuronal endings 
(receptors) stimulated or inhibited by an alteration in arterial PO2, intravascular pressure and 
RONS in visceral tissues initiate three types of reflexes such as chemoreflex, baroreflex and 
cardiac sympathetic afferent reflex, by which ANS modulates brain excitation. We showed that 
afferent signaling from aortal and carotid baroreceptors normally restrain brain excitability, 
but in HBO2 5 or 6 ATA, baroreflex is impaired and seizure latency shortened [24]. Cerebro-
vascular responses to HBO2 affected by RONS are also critical contributors to CNS O2 toxicity. 
Hyperoxic vasoconstriction decreases CBF and delays seizures, but cerebral hyperemia accel-
erates seizure development through the alterations of oxygen content delivery. 

Thus, our studies outlined here dealt with temporal and spatial RONS accumulation in the 
brain during extreme hyperoxic exposures, RONS-related physiological and pathological 
responses in HBO2 and CNS O2 toxicity initiation and progression. However, an overall view 
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of CNS O2 toxicity should also be comprised primary targets affected by RONS, in particular, 
their location, molecular structures and mechanisms of RONS-target interactions. All of these 
issues are remained still obscure and are the object of future studies. 

3. High pressure nervous syndrome 

High pressure nervous syndrome (HPNS) is a neurological disorder occurs when man dives 
below 150 m using helium-containing breathing gas. The severity of HPNS depends on the rate 
of descent, the depth and the percentage of helium. First noted in the 1960s, HPNS was referred 
as “helium tremor.” Helium tremor was reported by G.L. Zaltsman in his human studies since 
1961 [26]; however, this experimental fact was not available in English-language publications 
until 1967 [27]. At the same time, P. Bennett investigated helium tremor and widely described its 
patterns in 1965 [28]. The term “high pressure nervous syndrome” was introduced by Brauer in 
1968 to describe the combined symptoms of tremor, electroencephalography (EEG) changes, and 
somnolence that appeared during a 362 m chamber dive [29, 30]. Main symptoms of HPNS in 
humans are dizziness, nausea, vomiting, postural and intention tremors, fatigue and somno-
lence, myoclonic jerking, stomach cramps, decrements in intellectual and psychomotor perfor-
mance, poor sleep with nightmares, and increased slow wave and decreased fast wave activity 
on electroencephalogram [31]. In animal study, HPNS is manifested by tremor, myoclonic jerks, 
convulsions and specific patterns on EEG including spiking activity [31]. 

In Hyperbaric Physiology Lab, HPNS was evaluated in experiments on monkeys exposed to 
heliox at 101 ATA. Polarographic measurements demonstrated physiological levels of brain PO2 

at 101 ATA, when oxygen pressure in inspired gaseous mixture was 0.35 ATA, but decreased in 
normoxic heliox mixture [4, 5, 32]. Monkeys have shown the signs of HPNS (tremor upper limbs, 
specific EEG pattern) at 20–25 ATA but these symptoms were delayed by adding nitrogen (7 or 
10%) to heliox. Using neuropharmacological approaches, Alexandr Sledkov has shown that 
HPNS manifestation is a result of an increase in brain excitability and the threshold for excitabil-
ity, in various brain structures was different [33]. In rabbits, the lowest threshold response to 
increased helium pressure (about 15 ATA) had the limbic system and especially, the hippocam-
pus [33]. This neuropharmacological study also showed that the adrenergic system does not 
involve in the HPNS pathogenesis, and its pharmacological activation does not lead to an 
alteration in functional activity of the subcortex. Activation of dopaminergic system prevents 
the development of HPNS manifestations. The serotonergic system may play a role in the 
mechanisms of HPNS manifestations, but the hypothesis of its compliance with the so-called 
“serotonin syndrome” has not been confirmed. Activation of the cholinergic system in hyper-
baric conditions is very dangerous because of the sharp drop in the sensitivity thresholds and 
seizures. Apparently, HPNS implementation that takes place chiefly through N-cholinergic has 
confirmed the protective effect of N-cholinolytics, whose mechanism of action is based on 
reducing the level of hippocampal excitability, when the suppression of muscarinic receptor type 
comes with potentiation effect of HPNS. Activating the GABAergic system plays a protective 
role in HPNS. The mechanism of this protective effect of brake amino acids, possibly nonspecific 
and acts by enhancing inhibitory and excitatory inhibition processes in the CNS [33]. 
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4. Hyperbaric nitrogen narcosis 

Nitrogen narcosis is a condition that occurs in divers when breathing compressed air. Behnke 
et al. were the first to prove that the nitrogen in compressed air is responsible for signs and 
symptoms of narcosis, characterized as “euphoria, retardation of the higher mental processes 
and impaired neuromuscular coordination” [31]. When divers go below the depths of approx-
imately 30 m, an increase in the partial pressure of nitrogen alters mental state similar to 
alcohol intoxication. This discovery stimulated a research of biological effects of hyperbaric 
nitrogen in Military Medical Academy in Leningrad, Russia [1]. In the Laboratory of Hyper-
baric Physiology, nitrogen narcosis studies have been carried out since 1960s on three lines. 

The first line of research concerned the electrophysiological analysis of CNS responses to 
hyperbaric nitrogen breathing. Zaltzman et al. investigated nitrogen, argon and helium narco-
sis in animals (dogs, rabbits and mice) by multichannel EEG recording. The results of EEG 
analysis in rabbits have shown that air pressure at 5 ATA suppressed the alpha wave but the 
beta activity increased. At pressure of 8 ATA, EEG exhibited slow theta activity, and an 
exposure to 12 ATA led to pronounced suppression of EEG activity [1]. The first EEG changes 
in the dogs were observed under the pressure of argon-5 atm, nitrogen-10 atm and helium-15 
atm. The EEG patterns in hyperbaric argon and nitrogen were similar. The progression of EEG 
changes had three stages such as the depression of cortex activity, the domination of theta 
rhythm in the brain subcortex with the transition to delta activity, and the generalization of 
delta activity. At 35–40 atm of nitrogen, EEG generalization was unstable. A peculiar feature of 
the hyperbaric helium was that the theta rhythm in the brain stem structures developed and 
generalized without any preliminary suppression of the activity of cortex against a back-
ground of increased activity in the structures of the striatal system [1]. 

The second line of research concerned the determination of physiological and biochemical 
correlates of nitrogen narcosis. Alexander Vetosh has found behavior correlates in the progres-
sion of nitrogen narcosis [7]. He determined the patterns of motor activity and posture reflexes 
in mammals exposed to hyperbaric nitrogen and developed quantified scale of nitrogen nar-
cosis levels. It was established experimentally that mammals can maintain vital functions 
while breathing oxygen-nitrogen mixtures at density up to 151 g/l. This is 117 times greater 
than the density of air. Continuing this line of research, O. Alekseeva et al. found the biochem-
ical markers of the nitrogen narcosis. They also reported an increase in heat shock proteins of 
HSP-70 family in nitrogen narcosis stage [8, 9]. 

The third line of research concerned the mechanisms of nitrogen narcosis. According to the 
literature, the primary molecular mechanism of nitrogen narcosis is based on the ultrastruc-
tural changes in biological membranes of neurons in the brain due to excess dissolved nitrogen 
in their lipids [31]. A new suggestion about the mechanism of nitrogen narcosis was offered by 
A. Vetosh [7] and expanded by O. Alekseeva [8]. They showed a correlation between nitric 
oxide (NO•) formation, generation of heat shock proteins and the progression of nitrogen 
narcosis. They suggested that RONS formed in hyperbaric nitrogen are implicated in narcosis 
through the alteration in cellular function leading to motor, emotional and cognitive symp-
toms of nitrogen narcosis. Studies showed that L-NAME, nonselective inhibitor of NOS, 
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significantly delayed the nitrogen narcosis symptoms [7]. Hypoxic preconditioning before 
nitrogen diving mobilized HSP-70 family of proteins in blood and brain, and delayed the signs 
of nitrogen narcosis by 67% [8, 9]. Thus, the problem of biological action of hyperbaric nitrogen 
has a long history, and we think that the abovementioned experimental data contribute to the 
understanding of the pathogenesis of nitrogen narcosis as well as the creation of technological 
and pharmacological methods of its correction. 

Extreme hyperbaric environments perturb various cellular processes at the molecular level due 
to the effects of pressure per se, gas partial pressure alone, through an intensive production of 
reactive oxygen and nitrogen species (ROS/RNS), which can incorporate in redox signaling 
pathways stimulating adaptive physiological responses or damaging cellular machinery. 
Altered pressure environments are routinely encountered in hyperbaric medicine (hyperbaric 
oxygen therapy) and diving (hyperbaric gases), and next basic research will focus on the 
obtaining data for better understanding of these potential applications. 
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Abstract 

This chapter is a continuation of our previous study of the forebrain evolution in vertebrates 
using some new tests allowing evolutionary transformations to be revealed. As such tests, 
we chose the expression of calcium-binding proteins as neuronal functional markers and the 
metabolic activity of cytochrome oxidase, characterizing the level of neuronal activity. Here, 
we report the results of our study of the thalamic visual and auditory centers in reptiles 
(turtles, Emys orbicularis and Testudo horsfieldii) and birds (pigeon, Columba livia) with a  
special focus on differences in their parallel visual thalamofugal and tectofugal channels 
and auditory lemniscal and extralemniscal channels. A comparison with data obtained in 
other Sauropsida amniotes was drawn to elucidate the role of phylogenetic and functionally 
adaptive factors determining variable distribution of calcium-binding proteins and meta-
bolic activity, as well as to identify evolutionary conservative and plastic traits in the organi-
zation of these thalamic sensory centers. 

Keywords: visual system, auditory system, Ca-binding proteins, metabolic activity, 
Sauropsida amniotes, evolution 

1. Introduction 

Since the creation of Charles Darwin’s theory of evolution [1], most studies in the field of 
evolutionary neuroscience were focused mainly on the phylogenetic continuity in the evolu-
tion of the central nervous system in vertebrates. A central problem of comparative neurobiol-
ogy was a search for homologous brain structures in different taxa of vertebrates through the 
identification of common ancestral (plesiomorphic) and acquired (apomorphic) traits (see for 
references [2–4]). At the same time remarkable diversity of brain structures in every vertebrate 
divergent lineage is a result of two evolutionary pathways – phylogenetic history and adaptive 
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specialization (apomorphosis and idioadaptation according to Severtsov [5]). The second 
pathway is a key in the origin of homoplasy (parallel and convergent evolution). Two non-
antagonistic but rather complementary approaches – historical (phylogeny) and causal (evolv-
ing adaptive mechanisms) Dobzhansky considered necessary for the evolutionary synthesis 
[6]. A combination the embryogenetic, morphological, histochemical and functional appro-
aches as well as the introduction of modern molecular and genetic methods led to a partial or 
even total revision of some classical views of brain evolution. One of the most crucial achieve-
ments was the revision of the old concept of the homology between the basal ganglia and 
isocortex in Sauropsida amniotes and mammals. According to the new concept, a great part of 
the avian and reptilian telencephalon, previously considered as a homolog of the striatum, has 
a pallial origin and is homologous to the mammalian cortex. Like in mammals, the basal 
ganglia (striatopallidum) occupy only the ventral part of the telencephalic hemisphere. On this 
basis, the nomenclature of telencephalic structures in birds has been modified [7–10]. Birds 
were thus rehabilitated as possessors of the highly developed pallium as compared to the 
telencephalic cortex in mammals. Behavioral studies conducted in various species of birds 
and reptiles also led to the reevaluation of their cognitive capabilities, in some avian species 
as compared to those in primates [9, 11–13]. However, the issues of what parts of the mamma-
lian cortex are homologous to the avian telencephalic pallial parts targeted by the thalamic 
relаy nuclei still remain a matter of indefatigable debate. 

While the homology of the thalamofugal (geniculocortical) pathway in amniotes is now gen-
erally accepted, two alternative hypotheses have been advanced regarding the homology of 
the thalamopallial tectofugal and auditory pathways. According to the “neocortex hypothesis, 
” the thalamic projection fields in the pallium of birds and reptiles are homologous to the 
mammalian isocortex (a dorsal pallium derivative) [7, 8, 10, 14, 15]. The “claustroamygdalar 
hypothesis” draws a homology between them and a part of the claustroamygdalar complex (a 
ventral/lateral pallium derivative) [4, 16, 17]. Respectively, thalamic projection nuclei in reptiles 
and birds are comparable either with dorsothalamic relay nuclei in mammals (“neocortex 
hypothesis”) [8, 10, 14, 15] or a part of the thalamic complex of intralaminar and posterior 
nuclei (“claustroamygdalar hypothesis”) [4, 16, 18]. There is no final solution for this problem. 

2. Results and their evolutionary implications 

Phylogenetic transformations in the sensory thalamo-telencephalic systems were considered by 
the classics of comparative neurology as critical for understanding the forebrain evolution. In the 
laboratory of A.I. Karamian, the visual, auditory and somatosensory systems were investigated 
for many years (1958–1989) in the wide range representatives of different vertebrate classes. It 
was established that these systems consist of parallel pathways, having different morphological 
and functional characteristics, and different rates of phylogenetic development (see Refs. [19–22]). 

We are carrying out comparative studies of the visual and auditory systems in amniotes, and 
birds (Archosauria), descending from a common ancestor and thus, having a key significance 
for understanding the forebrain evolution. As new complementary tests, characterizing the 



Evolution of Thalamic Sensory Centers in Amniotes: Phylogeny and Functional Adaptation 33 
http://dx.doi.org/10.5772/intechopen.73650 

organization of the visual and auditory centers, we used: (1) immunohistochemical analysis of 
expression of parvalbumin (PV) and calbindin (CB), calcium-binding proteins serving as func-
tionally selective neuronal markers and (2) histochemical evaluation of cytochrome oxidase (CO) 
metabolic activity reflecting the level of neuronal functional activity. Expression of calcium-
binding proteins was studied using the standard procedure of immunohistochemistry on free-
floating 40 μm sections. Monoclonal mouse anti-PV (Sigma, USA) diluted 1:1000 and polyclonal 
rabbit anti-CB (Swant, Switzerland) diluted 1:5000 were used. Cytochrome oxidase activity was 
revealed on free-floating 40 μm sections according to the convenient histochemical method using 
cytochrome c from bovine heart, type III (Sigma, USA) as well. Sections were observed and 
analyzed using the microscope Zeiss Axio Imager A1 (Zeiss, Germany). Images were taken from 
representative sections with the digital camera mounted on the microscope. Digital images were 
created using Adobe Photoshop 7.0 (Adobe Systems Incorporated, USA) and assembled into 
montages. General adjustments of color, contrast, and brightness were made. 

This chapter offers a brief comparative survey of our previously published and recently obtained 
results in the thalamic visual and auditory centers in turtles and pigeons, as well as their analysis 
in the light of the relevant literature data and present knowledge in this field. We set ourselves the 
task of elucidating: (1) to what extent the patterns of PV and CB immunoreactivity coincide in 
homologous centers of reptiles and birds; (2) whether the expression of PV and CB correlates with 
CO activity; and (3) whether these data can shed light on the role of the phylogenetic and 
functional (adaptive) factors in determining the PV and CB specificity of the sensory centers. 

2.1. Visual system 

Across all sauropsids (nonarchosaurian reptiles, Archosauria: birds and crocodiles), the visual 
system includes two main pathways projecting to the telencephalon, tecto- and thalamofugal, 
that have different properties. Within the tectofugal pathway in reptiles and birds, projections of 
retinal ganglion cells successively relay in the optic tectum, thalamic nucleus rotundus (Rot), 
which further projects to the visual dorsolateral region of the anterior dorsal ventricular ridge 
(ADVRdl) in reptiles and to the entopallium (Ent) in birds. Within the thalamofugal pathway, 
retinal ganglion cells directly project to the thalamic relay nucleus geniculatus lateralis, pars 
dorsalis (GLd), which then projects, in reptiles, to the dorsolateral cortex and, in birds, to the 
hyperpallial Wulst. Homology between these systems in reptiles and birds is generally accepted. 
They are comparable, according to “neocortex hypothesis, ” to the mammalian thalamo (nucleus 
lateralis posterior+pulvinar)-extrastriate and geniculo-striate systems, respectively [3, 8–10]. 

Our results show that the tectofugal thalamic center Rot has a higher metabolic (CO) activity 
both in turtles (Figure 1a-c) and pigeons (Figure 1d, f) as compared to the thalamofugal center 
GLd. This correlates with the leading role of the tectofugal (collothalamic and extralemniscal) 
visual system in visual behavior [3]. Differences in the level of CO activity between the Rot and 
GLd are less significant in pigeons, probably due to a more highly developed thalamofugal 
visual system in birds. 

As for the CaBPr immunoreactivity, the Rot in reptiles and birds differs by the distribution, 
ratio of РV- and СВ-ir neurons, and intensity of their labeling. In the turtle Rot, strongly labeled 
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Figure 1. The activity of cytochrome oxidase in visual centers of turtles and pigeons. Rostrocaudal transverse unilateral 
sections of the thalamus in turtle (a-c) and pigeon (d-f). Note a high CO activity in the rot and a weaker CO activity in the 
GLd, both in turtle and pigeon. CO—Cytochrome oxidase; Dla—N. Dorsolateralis anterior; Dma—N. Dorsomedialis 
anterior; Fpl fasciculus prosencephali lateralis; GLd—N. geniculatus Lateralis, pars dorsalis; rot—N. rotundus; Tr—N. 
triangularis; Tro—Tractus opticus; Trtt—Tractus tectothalamicus. D—Dorsal; and L—lateral sides. Dorsal and lateral sides 
are the same here and in other figures. Scale bar: 500 μm. 

CB-ir cells prevailed (Figures 2b and 3a), whereas РV-ir cells were less numerous (Figures 2b 
and 3b). On the contrary, in the pigeon Rot, strongly labeled РV-ir neurons were prevailing, 
whereas СВ-ir cells exhibited a restricted distribution pattern and mainly weak labeling 
(Figures 2d and 3c). In the triangular part of the Rot (Tr), strongly labeled РV- and СВ-ir cells 
were observed to overlap (Figures 2d and 3c, d). According to multiple studies in other 
reptilian and avian species, a great interspecies variability was found in the number of РV-
and СВ-ir neurons, ranging from the mixed content of both types to the existence of only one of 
them (see for Refs. [23, 24]). At the same time, both in turtles and pigeons, the Rot has an 
abundant PV innervation (Figure 3d along with a high CO activity (Figure 1a–f). In birds, the 
tectorotundal pathway contains multiple parallel channels, deriving from different types of 
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Figure 2. Different specificity to parvalbumin and calbindin of rotundo-telencephalic pathways in turtle (a, b) and pigeon 
(c, d). Schematic drawings of unilateral transverse sections of the brain at the level of the rot (b, d) and telencephalic areas 
(a, c), receiving projections from the rot. Circles indicate CB-ir neurons, triangles indicate PV-ir neurons (black are for 
strongly, white are for weakly labeled cells), and dots indicate immunoreactive terminals. Black arrows mark PV-ir input 
and striped arrows mark CB-ir input. ADVRdl—Dorsolateral anterior dorsal ventricular ridge; CB—Calbindin; cxl— 
Cortex lateralis; Ent—Entopallium; path—Pallial thickening; PV—Parvalbumin; rot—N. rotundus; Str—Striatum; Tr—N. 
triangularis; And Tro—Tractus opticus. 

tectal neurons [25, 26] and processing different aspects of visual information [27, 28]. We found 
that tectorotundal projection neurons in birds and reptiles expressed PV and CB [29, 30]. Thus, 
a heterogeneous distribution of РV and СВ immunoreactivity in the avian and reptilian Rot 
may relate to different chemospecificity of parallel tectorotundal channels. 

Both in the turtle GLd (Figure 3a, b and the largest GLd subnuclei (DLAmc, DLL) of pigeons 
(Figure 3e, f), strongly labeled CB-ir neurons prevailed with РV-ir cells being less numerous. 
The other avian GLd subnuclei were found to contain cells immunoreactive either to both 
proteins or only to PV, as in the LdOPT [24]. At the same time, both in turtles and pigeons, CO 
activity in the GLd was lower than in the Rot with an exception for the LdOPT, where it was 
very high. Similar to the Rot, there is a great interspecies variability in the patterns of РV and 
СВ immunoreactivity in the GLd of reptiles and birds (see for references [24]). 

In turtles, rotundal РV- and СВ-ir neurons project to the ADVRdl (Figure 2a, b); in pigeons, 
rotundal neuronal projections terminate in the Ent (Figure 2c, d). Geniculate neurons immu-
noreactive to these proteins project to the dorsolateral cortex in turtles (see details in [23, 31, 
32]) and to the Wulst in birds (see Ref. [24]). The density of telencephalic innervation (immu-
noreactive dotted neuropil) positively correlates with the number of corresponding immuno-
reactive cells in the projection thalamic nuclei [23, 31, 32]. 

The prevalence of PV expression in the Rot and CB expression in the GLd in the zebra finch [33, 
34] allowed concluding that in birds, the tectofugal system (Rot-Ent) is PV-specific, while the 
thalamofugal system (GLd-Wulst) is CB-specific. By contrast, in the comparable visual 
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Figure 3. Patterns of parvalbumin and calbindin immunoreactivity in the rot and GLd in turtle and pigeon. Microphoto-
graphs of unilateral transverse sections of the thalamus in turtle (a, b) and pigeon (c-f)). Note the prevalence of CB-ir (a) 
and lesser number of PV-ir (b) cells in the turtle rot in contrast to the prevalence of PV-ir (d) and lesser number of CB-ir 
cells (c) in the pigeon rot. Both in turtle GLd (a, b) and pigeon GLd—DLAmc, DLL (e, f), prevalence of CB-ir cells (a, e) and 
lesser number of PV-ir cells (b, f). CB—Calbindin; Dla—N. Dorsolateralis anterior; DLAmc—N. Dorsolateralis anterior 
magnocellularis; DLL—N. Dorsolateralis anterior lateralis, pars lateralis; Dma—N. Dorsomedialis anterior; GLd—N. 
geniculatus Lateralis, pars dorsalis; PV—Parvalbumin; rot—N. rotundus; Tr—N. triangularis; And Tro—Tractus opticus. 
Scale bar: 100 μm. 

pathways of mammals [34], the distribution of PV and CB is quite opposite: the extrageniculo-
cortical system (LP/Pulv-extrastriate cortex) is CB-specific. However, the data obtained in the 
zebra finch cannot be transposed to all avian species because there is a great interspecies 
variability in the pattern of CaBPr immunoreactivity in the centers of the tecto- and 
thalamofugal pathways (see Ref. [24]). Similar variability exists in the reptilian thalamic cen-
ters of the tecto- and thalamofugal systems, being mainly CB-specific in both cases [23, 24, 31, 
32, 35]. Thus, the examples of both similarity and dissimilarity in PV and CB immunoreactivity 
can be found in homologous visual thalamic centers of reptiles and birds. Here, we disregard 
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the expression of other CaBPr, although, for example, calretinin has been demonstrated in the 
visual and auditory thalamic centers in reptiles and birds [23, 32, 34–36]. 

A study of CaBPr in the thalamus of higher mammals (primates) allowed E. Jones [37] to put 
forward a hypothesis that PV prevails in the phylogenetically younger, highly specialized 
lemniscal (core) centers, whereas CB is predominant in the phylogenetically older, less special-
ized structures (matrix), including the extralemniscal regions (belt/shell) of the sensory nuclei. 
These findings and the data on CaBPr in the brain structures of nonprimate mammals [37–39], 
Sauropsida amniotes and anamniote vertebrates (see [24]), led to a conclusion that distribution 
of different types of PV- and CB-expressing neurons in brain structures depends on the level of 
phylogenetic development. However, a high variability in the neuronal PV and CB immuno-
reactivity in the lemniscal parts of the homologous thalamic sensory nuclei in amniotes, 
including nonprimate mammals, revealed numerous exceptions of the Jones’ concept. Alto-
gether, they have led us to conclude that at every stage of phylogenetic history, the specificity 
to different СаВРr types depends on the functional factor (see discussion in [24]). 

2.2. Auditory system 

The auditory system in all amniotes contains two parallel pathways such as lemniscal and 
extralemniscal. Both of them derive from the mesencephalic auditory center, but from its 
different regions: the lemniscal stems from the core region, while the extralemniscal—from 
the peripheral belt region. The lemniscal pathway projects to the core (Red+Revm) of the 
thalamic auditory center nucleus reuniens (Re) in reptiles and to the core (nCe Ov) of the 
nucleus ovoidalis (Ov) in birds. The extralemniscal pathway projects to the peripheral regions 
of these nuclei, respectively, to the Revl in reptiles and the Ovl and Ovm in birds. Both 
pathways have different morphological, neurochemical, and functional characteristics and 
different targets in the auditory telencephalic regions: the lemniscal—in the core (central area 
of the ADVRvm in reptiles, L2 in birds), whereas the extralemniscal—in the belt (peripheral 
area of ADVRvm in reptiles, L1, L3, CMM in birds) [40–48]. 

The distribution of PV and CB immunoreactivity as well as CO activity was different in the 
central and peripheral regions of the thalamic auditory centers in turtles and pigeons, reflecting 
their core-belt organization. In turtles, the core region (Red+Revm) contains both СВ- and РV-ir 
cells as well as a neuropil with prevailing CB immunoreactivity (Figure 4b, c), and exhibits high 
CO activity (Figure 4a). The belt region (Revl) is distinguished by a weak immunoreactivity to 
both proteins and a low CO activity (Figure 4a–c). The prevalence of CB-ir cells in Red+Revm 
positively correlates with a high density of CB-ir neuropil in its projection telencephalic field 
(ADVRvm) that decreased at the border with the ADVRm (Figure 4e). PV immunoreactivity of 
neuropil in the ADVRvm was far less dense, while CO activity was rather high, but only outside 
of neuronal clusters (Figure 4d). 

Pigeons have a more distinct core-belt organization of the thalamic auditory center Ov as 
compared to the turtle Re. The Ov core region (nCe Ov), like the turtle Red+Revm, contains 
both СВ- and РV-ir cells and neuropil, but with prevailing PV immunoreactivity. The density of 
dotted PV-ir neuropil and the degree of cell labeling therein were greater (Figures 5c, d and 6a) 
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Figure 4. Distribution of calbindin and parvalbumin immunoreactivity and CO activity in the thalamic (re) and telence-
phalic (ADVRvm) auditory centers in turtle. Transverse unilateral sections at the levels of re (a-c) and ADVRvm (d-f)). A, 
d—CO activity, b, e—CB, c, f—PV immunoreactivity. Note the highest level of both CB and PV immunoreactivity and CO 
activity in the red+Revm (core of the re) in contrast to the Revl (belt of the re). Compare the ADVRvm both strongly CB-ir 
(e) and moderately CO-active (d) terminal neuropil with weakly PV-ir neuropil (f). White areas in d—CO-negative cell 
clusters. ADVR s– Anterior dorsal ventricular ridge; ADVRm—Medial part of ADVR; ADVRvm—Ventromedial part of 
ADVR; CB—Calbindin; CO—Cytochrome oxidase; Pedd—Pedunculus dorsalis; PV—Parvalbumin; re—N. Reuniens; red 
—Re dorsalis; Revl—Re ventrolateralis; and Revm—Re ventromedialis. Scale bar: 100 μm. 

than in CB-ir neuropil and its cells (Figures 5e, f and 6b). A high CO activity of neuropil and its 
cells clearly distinguished the nCe Ov from the peripheral nuclei Ovl and Ovm, where this 
activity was absent (Figure 5a, b). 

Like in mammals, the ratio and distribution of СВ- and РV-ir neurons in the lemniscal (core) 
regions of the Re and Ov significantly differ not only across different Sauropsida taxa but also 
in different species within the same taxonomic group [33, 36, 37, 48, 49]. These interspecies 
differences relate to peculiarities in the morphofunctional organization of the lemniscal centers 
in different species, specifically with different localization of brain stem auditory input pro-
jections, encoding information about different parameters of sound signaling. Overall, the 
variability in CaBPr expression in the lemniscal (core) centers is determined by specific mech-
anisms for processing each auditory modality. Thus, the phenotypic diversity in the CaBPr 
expression in lemniscal auditory centers may be considered as a result of the complicated 
interplay between phylogenetic history and ecology-dependent functional specialization with 
the leading role of the functionally adaptive factor. 
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Figure 5. Distribution of calbindin and parvalbumin immunoreactivity and CO activity in the thalamic auditory center 
(Ov) of the pigeon. Transverse unilateral thalamic sections at the level of the Ov. (a, b)—CO activity located only in the nCe 
Ov (core). (c, d)—Strong PV immunoreactivity located only in the nCe Ov. (e, f)—CB immunoreactivity located in the nCe 
Ov, Ovl, and Ovm. Note strongly stained PV-ir and weakly stained CB-ir cells in the nCe Ov (core) in contrast to strongly 
CB-ir cells in Ovl and Ovm (belt), which are morphologically different from CB-ir cells in the nCe Ov. Note also a high level 
of CB immunoreactivity in the DMP (e). CB—Calbindin; CO—Cytochrome oxidase; DMP—N. Dorsomedialis posterior; 
nCe OV—N. centralis Ov; Ov—N. Ovoidalis; Ovl—Ov lateralis; Ovm—OV medialis; PV—Parvalbumin; rot—N. rotundus; 
SPO –– Nucleus semilunaris parovoidalis; and TrOv—Tractus ovoidalis. Scale bars: 100 μm (a, c, e) and 50 μm (b, d, f). 

In the extralemniscal peripheral Ov regions (Ovl and Ovm) of pigeons, a distinct monospeci-
ficity to CB was revealed. These nuclei contained only CB-ir cells and dense CB-ir neuropil 
(Figures 5e, f and 6b), being completely devoid of PV immunoreactivity (Figures 5c and 6a). 
At the same time, CB-ir cells were more densely packed, strongly labeled, and exhibited a 
different morphological type as compared to CB-ir cells in the nCe Ov (Figures 5f and 6b). This 
feature is typical for the belt Ov regions in all the studied avian species and for some belt nuclei 
in the mammalian auditory thalamic center (nucleus geniculatus medialis) (see for Ref. [48]). 
Such a strong similarity indicates a high evolutionary conservatism of the extralemniscal 
auditory thalamic center. It is determined by the fact that peripheral parts of the auditory 
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Figure 6. Core-belt organization of the pigeon nucleus ovoidalis. Schematic drawings of transverse sections of the Ov. 
The core nCe Ov contains both PV-ir (a) and CB-ir (b) cells and dotted neuropil. Note: Strong labeling of PV-ir and weaker 
labeling of CB-ir cells, high density of PV-ir neuropil, and low density of CB-ir neuropil. Belt Ovl, Ovm, and SPO contain 
only strongly labeled CB-ir cells and neuropil (b) and devoid of PV-ir cells (a). CB—Calbindin; nCe OV—N. centralis Ov; 
Ov—N. Ovoidalis; Ovl—Ov lateralis; Ovm—OV medialis; PV—Parvalbumin; SPO –– Nucleus semilunaris parovoidalis; 
and TrOv—Tractus ovoidalis. 

centers have multiple connections with many other nonauditory, including limbic centers, 
which provide the involvement of auditory information in different vital functions of the brain, 
responsible for feeding, reproductive, communicative, and other behaviors served species 
survival [43, 44, 46, 50]. 

3. Conclusion 

In reptiles and birds (Archosauria), the patterns of calcium-binding protein (PV and CB) 
expression and metabolic (CO) activity have been shown to differ in distinct areas of the visual 
and auditory thalamic centers related to different parallel channels within the tecto- and 
thalamofugal visual pathways as well as the lemniscal (core) and extralemniscal (belt) auditory 
pathways. No unambiguous positive correlation has been found in the thalamic centers 
between PV immunoreactivity and high CO activity. The level of metabolic activity is likely to 
depend on the functional significance of the thalamic centers. The remarkable interspecies 
variability in PV and СВ expression in homologous centers within every phylogenetic lineage 
appears to result from complicated interrelationships between phylogeny and epigenetic 
ecology-dependent functional adaptation, reflecting both conservative and plastic traits in 
their evolutionary development. The patterns of PV and СВ immunoreactivity in the thalamic 
centers of the reptilian and avian visual and auditory systems provide evidence in favor of 
their homology with the mammalian dorsothalamic projection nuclei and, accordingly, the 
homology of their projection pallial areas with the mammalian isocortical sensory zones, 
supporting thereby the Karten’s isocortical hypothesis [7, 10]. 
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Abstract 

In our experiments with an in vitro culture of rat cardiac cells, we identified and described for
the first time the phenomenon of intracellular development of CSCs in mature CMs with for-
mation of the “cell-in-cell structures” (CICSs). Recently, we have confirmed the reproducibil-
ity of our results and existence of this phenomenon in rats of different age groups, 1-year-old
bull, adult mice and humans. Moreover, we demonstrated the 5–10 times increase in the
amount of CICSs after exposure of in vitro cultures to hypoxia and acidosis, that is, these con-
ditions stimulate intracellular development of CSCs. Our data strongly suggest that transitory
amplifying cells (TACs), which release from CICSs, are present as a very rare cell population in
adult and old rats. Therefore, we assume that TACs are important for renewal of myocardium
during ontogenesis. TACs should be considered as the major source of cells that can reduce
myocardial damage in adult mammals with various pathologies of the cardiovascular system.
In conclusion, precise and exhaustive analysis of the phenomenon of intracellular develop-
ment of CSCs, CICSs and TACs will pave the way for cell technologies of new generation in
regenerative medicine.

Keywords: primary culture of myocardial cells, mature cardiac myocytes, resident cardiac
stem cells, proliferation, differentiation, cell-in-cell structure, transitory amplifying cells

1. Introduction 

The founder of the study of stem cells (SCs) in adult organism is A.A. Maximow, who in 1909
first used the term «stem cell» and proved the existence of pluripotent hematopoietic stem

© 2018 The Author(s). Licensee InTech. Distributed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 License (https://creativecommons.org/licenses/by-nc/4.0/), which permits use, distribution 
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cell publishing a paper «The Lymphocyte as a stem cell common to different blood elements
in embryonic development and during the post-fetal life of mammals» [1]. However, the
ideas of our fellow-countryman A.A. Maximow, a Professor at the Saint Petersburg Imperial
Military Medical Academy and Head of the Department of Histology and Embryology, were
developed only in the 1960s, when Canadian scientists E. McCulloch and J. Till found hema-
topoietic SCs in the bone marrow [2]. The next breakthrough in this direction was made by
Russian scientist A.Ya. Friedenstein, a Corresponding Member of the Academy of Medical
Sciences of the U.S.S.R. [3]. He found in the bone marrow not only hematopoietic, but also
stromal SCs, that can turn into cells of bone, cartilage, fibrous and fatty tissue. Going back
to the ideas of A.A. Maximow, it should be emphasized that he suggested the existence of
progenitor cells in certain tissues, marking them as stem mesenchymal cells. In this concept,
he not only put their embryonic origin, but also their differentiation potency, ability to pro-
gressive differentiation into all kinds of connective tissue in postnatal development, such as
reparative histogenesis.

Basic elements of the stem cell concept, developed in the study of the hematopoietic
system, have been further extended to other rapidly renewing organs and tissues. It was
found that the undifferentiated tissue-specific SCs (progenitor cells) are located in vari-
ous organs and tissues, such as skin [4], cornea [5], kidney [6], liver [7], tooth [8, 9] and 
others, and that they are responsible for renewal of their cell population, replacing dead
cells.

Although the detailed discussion of the characteristics of tissue-specific SCs is beyond the
scope of this review, the brief history of neuronal SC discovery is described below as an
example of long-lasting debate between “classical” views and new original ideas. Despite
the fact that a paper by J. Altman, titled «Are new neurons formed in the brains of adult
mammals?» [10] and published in the Science Magazine in 1962, and a few other publica-
tions by him, have proved the existence of neurogenesis in the adult mammalian brain,
a concept that «the nerve cells do not regenerate» still persisted. Only twenty years later
neurogenesis was again «discovered», but in the brains of birds. In the mid-1980s, Professor
F. Nottebohm at Rockefeller University (U.S.A.) was able to show that in the vocal cen-
ter of adult male canaries, a neurogenesis process occurs constantly in varying degrees
[11]. In the late 1980s and early 1990s neuronal SCs have also been found in adult amphib-
ians at the laboratory of our Institute of Evolutionary Physiology and Biochemistry of the
U.S.S.R. Academy of Sciences, led by physiologist, endocrinologist and morphologist, a
Corresponding Member of the Academy of Sciences, Andrey L. Polenov [12, 13]. In the
same time period, neuronal progenitor cells were identified and studied first in the embryos
[14], and then in the adult vertebrate animals [15]. These studies, along with the following
works, have led to recognition of the existence of neuronal SCs, that has become not only
an important fundamental discovery in stem cell biology, but also open up the prospects
for their use in the treatment of peripheral nerve injury [16], spinal cord trauma [17, 18], 
acute cerebral injury [19], and neurodegenerative diseases, such as Alzheimer disease and
multiple sclerosis [20–22].
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2. Which cells are involved in the renewal and regeneration of the 
mammalian myocardium? 

Paradoxically, mammalian heart was considered as an organ not capable of self-renewal until 
the beginning of the XXI century. It was widely believed that the cardiomyocytes formed in 
the first days after birth, persist throughout life and cannot be replaced in case of damage or 
destruction, and an increase in heart size from birth to adulthood is due to hypertrophy of 
cardiomyocytes but not to their proliferation [23].

The first signs of a possible myocardial recovery, manifested in the resumption of DNA syn-
thesis, have been observed in the studies of Russian scientists in the late 1970s-80s [24–26], 
while the data on increased telomerase activity, stimulation of cyclins and cyclin-dependent 
kinases, and enhanced proliferation of myocytes in mammals, including humans, in the later 
stages of cardiac insufficiency after myocardial infarction began to appear at the turn of twen-
tieth and twenty-first centuries [27–30].

Existence of the SCs in adult mammalian heart and their participation in remodeling of 
injured myocardium was revealed for the first time only in 2002 in the paper by Hierlihy et al. 
[31] and later papers [23, 32–35]. A number of studies performed on the culture of heart cells, 
yielded valuable information about types of the resident CSCs, their clonogenicity and ability 
to differentiate [32, 36–41]. Also, it was found that cardiac SCs are present in the myocardium 
in trace amounts: c-kit+ – 1 per 104 myocytes [32], Islet-1+ – 500-600 in the heart of a 1-5-day-old 
rats [38], SP+ (Sca1) – 500-1000 in the adult heart [39].

Nevertheless, in spite the discovery of the resident CSCs in the heart of mammals, including 
humans, and accumulation of knowledge about their biology, there is no consensus in the 
scientific community about the regenerative potential of the myocardium. To date, there is 
no unifying theory that can explain the fact that the ability of mammalian myocardium to 
regenerate after injury is lost in a few days after birth [42], and also why body’s own resident 
CSCs, as well as externally injected CSCs [43–46], or mesenchymal SCs [47–49], or bone mar-
row SCs [50] are unable to form mature cardiomyocytes in the infarct zone. Answers to these 
questions, on one hand, will establish a real picture of the self-renewal of myocardial cells 
in normal conditions and changes in homeostasis in injured heart in various cardiovascular 
diseases, and on the other hand, will make possible to develop a considered tactics to influ-
ence on regenerative processes using modulators of proliferation of the resident cardiac cells.

3. Intracellular development of stem cells: a new step in the 
understanding of biology and behavior of tissue-specific stem cells

From 2005 to 2011, when we studied the behavior of neonatal myocardial cells in primary
culture, we confirmed existing concept that after a burst of mitotic activity in the first 2-4
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days of postnatal life in vivo [51], the division of neonatal CMs in culture also terminated
in 4-5 days after seeding in vitro [52]. At the same time, just like in the body, a mitotic
division of 60% of the cells is observed, and after the cessation of this division, a growth
of their volume is occurred, that is also similar to the process of hypertrophy of the CMs
in vivo. It has been shown that the volume of CMs increased from 819±68 µm3 on the 
1st day to 1532±212 µm3 on the 3rd day and up to 3246±190 µm3 on the 6th day of culturing.
Moreover, the growth rate of cultured cells is almost completely coincides with the speed
of myocyte hypertrophy in the body. Just like in the body, hypertrophy was accompanied
by formation of polyploid and multinucleate, mostly binucleate cells. Besides, it was first

Figure 1. The formation of cardiomyocyte colonies in the primary culture of rat neonatal myocardial cells. (A–C) The 
optical sections of colonies formed by Isl1+, c-kit+, and Sca1+ CSCs on the 11th day in vitro (DIV). (D-F) Differentiation of 
c-kit+ CSCs inside the colony on the 13th DIV. (G–I) Progressive increase in the contraction rate of the same colony during 
culturing. (G) The 18th DIV, the contraction rate: 25 beats/min. (H) The 25th DIV, the contraction rate: 46 beats/min. (I) 
The 30th DIV, the contraction rate: 58 beats/min.
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shown that the resident CSCs of three types (c-kit+, Sca1+, Isl1+) in the primary culture of
newborn rat myocardial cells form colonies of contracting cardiomyocytes by dividing and
subsequent cardiac differentiation, simulating the cardiomyogenesis process from a single
immature stem cell to functionally mature cardiomyocyte (Figure 1). Therefore, the forma-
tion of contractile cardiomyocyte colonies is a complete model for a basic research, testing
of drugs and identification of the regenerative potential of CSCs for possible application of
the resident self-renewing cells in the treatment of myocardial injury [53, 54]. In addition,
immunocytochemical study of the freshly isolated suspension (ex vivo) of myocardial cells
from rats of different age groups, adult mice, young bulls and humans, revealed the pres-
ence of colonies of different maturity formed by resident CSCs of all three types (Figure 2). 
This made it possible to suggest that the colony formation is a way of myocardial self-
renewal that allows to replace the lost cells throughout the life of mammals, including
humans.

By study of myocardial cells in monolayer culture from newborn, 20- and 40-day old rats with
help of antibodies to CSC antigens and confocal microscopy technique we first revealed the
presence of small immature cells (5-6 µm in diameter) of all three types inside mature cardio-
myocytes with formation of «cell-in-cell structures» (CICSs). It was found that the cell that has
penetrated inside, usually located near the nucleus, or between two nuclei, and stored in the vac-
uole, membrane of which protects this cell from the host cell cytoplasm (Figure 3). Intracellular
regions of large cells expressing CSCs antigens increase in size during culturing. Expression
of the Ki-67 protein that plays an important role in the regulation of cell division in such vacu-
oles indicates on proliferation inside located CSCs. As a result of increase in their number, the
size of the vacuoles increases, and the membrane thickens and becomes more dense forming
a capsule. As time goes by, a formation of two to five openings (pores) occurs in the capsule
that appears to provide gas exchange and exchange of metabolites between CSCs and host cell
(Figure 3 С, D, F). Expression of cardiac (Figure 3) proteins (α-sarcomeric actin, sarcomeric
α-actinin and Troponin T) suggests that the host cells appear to be a mature cardiomyocytes [55].

Figure 2. CSC-derived colonies in freshly isolated myocardial cell suspensions (ex vivo) of different mammalian 
species. The nuclei of the cells have been stained with Hoechst. Transmitted light and fluorescent images are 
merged. Cardiomyogenic differentiation is verified with expression of sarcomeric α-actinin and troponin T. (A) An 
undifferentiated small Sca1+-colony inside a fragment of myocardium of 40-day-old rat. (B) An undifferentiated small 
c-kit+-colony from myocardium of an adult mouse. (C) A large volume c-kit+-colony inside a fragment of myocardium of 
one-year-old bull. (D) An undifferentiated small c-kit+-colony inside a fragment of myocardium of 45-year-old woman.
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Figure 3. The CSCs inside CMs and the formation of CSC-containing CICSs in the cultures obtained from newborn and 
20- and 40-day-old rats. (A–C) Early stages of CICS formation. (A) c-kit+ CSC inside a newborn rat CM obtained (day 
in vitro 6). (B) Isl1+ CSC inside a newborn rat CM (day in vitro 4). Вoth the CSC and the host cell exhibit proliferative 
ability, as documented by the expression of Ki67. (C) Sca + CSC encapsulated between the nuclei of the host cell (20-day-
old rat, day in vitro 11). (D–F) The CICS capsule in detail. (D) c-kit+ CSC-containing CICS with a prominent coating 
(“capsule”) with three pores (white arrows) obtained from a newborn rat, day in vitro 6. (E) Erosion (black arrow) of 
the Isl1+ CSC-containing CICS capsule obtained from 40-day-old rat, day in vitro 8. The pores are also visualized (white 
arrows). The capsule interior is positive for sarcomeric α-actinin. (F) Erosion (black arrow) of the c-kit+ CSC-containing 
CICS capsule obtained from a newborn rat, day in vitro 20. The pores are seen (white arrows). The nuclei of the cells have 
been stained with Hoechst, transmitted light and fluorescent images are merged.

Long-term observation of CICSs in primary culture of newborn, 20- and 40-day old rats revealed
that intracellular development of CSCs ended by rupture of CICS-capsule and release of large
quantities (up to 200) of transient amplifying cells (TACs), positive against SC-proteins of one
of the three CSC-subtypes investigated by us and cardiac proteins (Figure 4). In the process of
further development of descendants of the original CSC, expression of the stem antigens is
reduced, but at the same time, synthesis of cardiac proteins is increased which allowed to sug-
gest a reasonable expectation that the TACs appears to be an intermediate stage between CSCs
and cardiomyocytes.

The presence of the similar CICSs, intact and opened, and the TACs of varying degrees of 
maturity in suspension of myocardial cells (ex vivo) of rats in different ages from the 1st 
day of life (Figure 4) to old age (1.5 years), adult С57bl/6 mice, 1-year-old bull, and human 
(45 years old) allowed to suggest that self-renewal of the myocardium may occur by proliferation 
and initial differentiation of CSCs inside mature cardiomyocytes throughout the life of mam-
mals including humans.
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Figure 4. Identification of “cell-in-cell structures” (CICSs) in freshly isolated suspension of myocardial cells (ex vivo) 
of mammals of different species. (A–D) Intact CICSs. (A) Sca1+ CICS from myocardium of 1.5-year-old rat. (B) Sca1+ 

CICS from myocardium of 1-year-old bull. (C) c-kit+ CICS from myocardium of an adult mouse. (D) Sca1+ CICS from 
myocardium of 45-year-old woman. (E and F) Opened CICSs. (E) c-kit+ CICS from myocardium of an adult mouse. (F) 
c-kit+ CICS from myocardium of 45-year-old woman. (G and H) The release of transitory amplifying cells (TACs) from 
opened CICSs. (G) Opened CICS and TACs from myocardium of 4.5-month-old rat. (H) Opened CICS and TACs from 
myocardium of 7-month-old rat.

Because the colonies of contracting cardiomyocytes and intracellular structures are formed in 
the culture with almost the same frequency (1-2 cases per 100,000 cells plated), we have put 
forward a hypothesis that the formation of new cardiac cells from resident CSCs may occur 
by colony formation as well as by intracellular development in mature myocardial cells. It 
is suggested, therefore, that both processes are present in a healthy heart and, apparently, 
maintain homeostasis of the heart muscle by replacing the dead cells with new functionally 
active cardiomyocytes.

It has been found for the first time that in experiments in vitro under simulated conditions
of myocardial ischemia zone like acidosis and hypoxia suppress the growth of colonies by
blocking the differentiation of resident CSCs, but at the same time, stimulate their intra-
cellular development, increasing the amount of intracellular structures by several times.
Therefore, it has been suggested that Ca2+-overload, as well as acidosis and hypoxia, accom-
panying myocardial infarction, cause the death of not only the mature myocardial cells, but
also of the resident CSCs that are forced to «hide» inside large cardiac cells, which allows us
to understand their passive role during myocardial infarction. This also explains irrationality
of stimulation of resident CSCs for proliferation, differentiation and cell therapy application
(introduction of exogenous SCs into the injured region) during the acute phase of ischemia
and infarction.
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4. Analysis of problems of mammalian myocardial regeneration in 
the light of the new experimental data 

Penetration of one or more cells to another to form the «сell-in-cell structures» (CICSs) was
revealed 90 years ago by W.H. Lewis [56] in blood cells. The following terms are used to identify
the processes leading to the formation of «сell-in-cell structures»: entosis, emperitosis, cannibal-
ism, emperipolesis and cytophagocytosis. Entosis, firstly described in 2007 [57], is the process 
of active invasion of one cell (effector cell) into another (host cell). Terms «cannibalism» and
«cytophagocytosis» are used to describe the phenomenon of active ingestion by the host cell
of another cell which in this case is more passive [58]. Emperipolesis was established in 1956
[59] to indicate the penetration, movement and existence processes of one cell inside the other 
and, according to Overholtzer and Brugge [58], is suitable to refer to all phenomena in which
the formation of structures of «сell-in-cell» type occurs, regardless the fate of cell located inside.

Unlike cytophagocytosis in which dead or dying cells to be destroyed within 30-60 min are 
captured, if CICS is formed, cell trapped inside nonphagocytic cell can survive for several 
days or even weeks. But cells in the host cell cytoplasm are surrounded by vacuole mem-
brane that is, presumably, a fragment of a host cell membrane formed after its invagination. 
Movement of the effector cells, their division, and sometimes exit outside of the host cell were 
monitored [58].

It is known that the formation of «сell-in-cell structures» occurs both in the lower and in 
the higher forms of organisms, as well as the penetration of cells of lower forms into cells of 
highly organized species (parasitism). It is also shown that this phenomenon is typical for 
immune system cells (cytophagocytosis and emperipolesis) and tumors (entosis), occurring 
in the inflammation regions [60]. However, there is no information in the scientific literature 
to date on the formation of such structures in the myocardium.

Discovery of previously unknown mechanism of CSC development within mature cardiac myo-
cytes with subsequent formation of cardiac positive TACs is of great interest not only as another
new variant of the «сell-in-cell structure» formation, but also, more significantly, as a phenom-
enon allowing to reveal the nature of the biological processes that underlie the behavior of CSCs.

Moreover, our in vitro and ex vivo data on the intracellular development of CSCs allow to
offer a new perspective into consideration of myocardial infarction problems. The reason is
that the current understanding of the physiology of cardiac muscle cells is highly contra-
dictory. For example, data on the rate of formation of new cardiomyocytes range from less
than 1% [61–63] to more than 40% per year [64]. In addition, parallel to accumulation of data
on the participation of CSCs in cardiomyogenesis, some papers periodically appear argu-
ing in favour of division of mature CMs in the adult heart [64–67], reviving debate about
what cells, resident CSCs or mature CMs, participate in the renewal of adult myocardium.
In addition, Omatsu-Kanbe et al. [68] found a small population of cells (d~10 µm) that can
be differentiated in contracting CMs without preliminary division. In turn, Kimura et al.
[69] showed the presence of small dividing cells with characteristics of neonatal CMs: small
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size, mononuclearity and insignificant oxidative DNA lesions, in the myocardium during
hypoxia. Similar neonatal-like cells have been described even after experimental ischemia
[70], which allow to suggest that in the myocardium of adult animals these effects stimu-
late the proliferation of insignificant amount of small cardiac positive cells that are unable,
however, to recover the injured myocardium. Therefore, next questions are brought to the
fore: what are these cells, where are they located in a healthy heart, and why they are unable
to regenerate a myocardium in case of injury? Since the division of large (with a volume of
more than 20,000 µm3) terminally differentiated CMs is contradicted [71], and small divid-
ing cells exceed the size of resident CSCs, a question arises about the origin and the physi-
ological role of these cells.

Proliferative activity of TACs, formed by intracellular proliferation of CSCs, gave us the rea-
son to consider this category of cells as a main regenerative source in the myocardium of adult 
mammals. We suggest that these cells are able not only to renew the myocardium throughout 
life, but also partially participate in its regeneration, if not in the acute phase of ischemia and 
infarction, then possibly during the recovery period or in chronic heart failure.

Thus, discovery of the phenomenon of intracellular development of CSCs is opening further 
perspectives in the study and solution of the problems of myocardium, and can be seen as a 
new step in understanding the nature of resident CSCs and development of the approaches 
for use of cell technologies in regenerative medicine.
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Abstract 

The G protein-coupled receptors (GPCRs), a large family of the receptors that specifically 
interact with a number of signal molecules, play a key role in the regulation of funda-
mental cell processes, and the pharmacological action of over 40% of drugs is carried 
out through GPCRs. In the last years, a significant progress was made in the creation 
of selective regulators of GPCRs interacting with their allosteric sites, such as the syn-
thetic peptides corresponding to intracellular regions of receptors (GPCR-peptides) and 
the low-molecular weight agonists and antagonists of GPCRs. This review describes the 
recent results obtained by us and other authors in the development of GPCR-peptides 
and low-molecular weight agonists and the prospects of their use in clinics. 

Keywords: low-molecular weight agonist, G protein-coupled receptor, allosteric 
regulation, GTP-binding protein, thienopyrimidine 

1. Introduction 

The G protein-coupled receptors (GPCRs) are a large family of cell surface receptors that 
specifically interact with a number of signal molecules, such as amino acids, nucleotides,
peptides, proteins, lipids and odorants. GPCRs play a key role in the regulation of funda-
mental cell processes including growth, metabolism, differentiation, motility and apopto-
sis [1, 2]. The evolution of GPCRs has about 700 million years, and they are characterized 
by the similarity of the structural and functional organization and membrane topology [3]. 
GPCRs contain seven transmembrane regions (TM) forming a transmembrane channel, 
N-terminal extracellular and C-terminal intracellular domains (CTD) and three extracellular 
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and three intracellular loops (ICLs). The ICLs of agonist-bound GPCR interact with αβγ-
heterotrimeric GTP-binding proteins (G proteins) and β-arrestins, which regulate activity of
adenylyl cyclase (AC), phospholipase C, phosphatidylinositol 3-kinase, mitogen-activated 
protein kinases and G protein-gated ion channels. In most cases, the membrane-proximal 
regions of the second and third ICLs are involved in the interaction with G proteins, while 
the third ICL and CTD with β-arrestins. The extracellular regions are responsible for ligand
recognition and participate in the formation of high-affinity ligand-binding (orthosteric)
site, which is usually located in the transmembrane channel of GPCRs and, in certain recep-
tors, is placed in a large ectodomain. 

The action of over 40% of the currently used drugs affecting physiological and biochemi-
cal processes is carried out through GPCRs [4]. The changes in GPCRs and their signaling 
cascades lead to a large number of diseases, indicating that the search of new selective and 
effective regulators of GPCRs is the critical challenge to medical endocrinology and biochem-
istry. Nowadays, one of the most widely used approaches to create GPCR regulators is the 
development of synthetic analogs of natural hormones, which specifically interact with the 
orthosteric site of GPCR and having high efficiency and selectivity. This approach began to 
give very good results when the 3D structure for a number of GPCRs was established using 
X-ray analysis of their crystal forms [5]. In the last years, a significant progress was made in 
the development of GPCR regulators interacting with the allosteric sites of receptor. For this 
purpose, a few strategies can be used, and among them, greatest interests are the design of 
peptides corresponding to intracellular regions of GPCRs (GPCR-peptides) and the creation 
of low-molecular weight (LMW) agonists and antagonists. The GPCR-peptides and LMW 
regulators specifically bind to the allosteric sites of receptor located in the ICLs and in the 
transmembrane domain, respectively. 

This review describes the recent results obtained by us and other authors in the development 
of GPCR-peptides and LMW agonists and the prospects of their use in clinic. 

2. The GPCR-peptides and their lipophilic derivatives 

Currently, a lot of data were obtained that synthetic peptides corresponding to intracellu-
lar regions of GPCRs specifically influence the activity of cognate receptors and intracellu-
lar pathways dependent on them [6–9]. Since the regions interacting with G proteins and 
β-arrestins are located primarily in membrane-proximal segments of ICLs, conformation of 
these regions in full-size GPCR is stabilized by hydrophobic segments of TM and by interac-
tions between N- and C-termini of ICLs. Therefore, the modification of GPCR-peptides by 
hydrophobic radicals and lipophilic amino acid sequences simulating TM, as well as the cycli-
zation of GPCR-peptides should lead to significant increase in biological activity of modified 
GPCR-peptides, which was confirmed by the in vivo and the in vitro experiments [6, 8, 10, 11]. 
GPCR-peptides modified by hydrophobic radicals and amino acid sequences, which are simi-
lar in physicochemical properties to TM segments, are able to penetrate the plasma mem-
brane, to incorporate into the TM/ICL interfaces formed by membrane-proximal segments of 
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ICLs and cytoplasmic portion of TM, and to interact with the allosteric sites of cognate GPCR 
(Figure 1). The GPCR-peptides modified by hydrophobic radicals, primarily by palmitoyl 
and myristoyl radicals, are designated as pepducins [6]. They influence the signal transduc-
tion, acting as intracellular allosteric agonists or antagonists, and are capable of triggering the 
appropriate cell response in the absence of hormonal stimulus [12–16]. As pepducins specifi-
cally interact with complementary regions of cognate GPCR, their effects are receptor specific. 
Pepducins do not affect even the closely related receptors and are active only in tissues and 
cells where the receptors homologous to them are expressed [17, 18]. 

Lipophilic derivatives of GPCR-peptides corresponding to ICLs of types 1, 2 and 4 prote-
ase-activated receptors (PARs) influence platelet aggregation, inflammation, angiogenesis, 
apoptosis, transformation and metastasis [19]. Pepducin P1pal-7 (PZ-128), a derivative of 
N-terminal segment of the third ICL (ICL3) of PAR1, functions as antagonist and significantly 
inhibits PAR1-mediated platelet aggregation and arterial thrombosis, being a good alterna-
tive to LMW PAR1-antagonists used to treat arterial thrombosis. The compound PZ-128 sup-
presses the tumor growth and metastasis, reduces the cell viability in breast, ovarian and lung 
carcinoma cells, inhibits PAR1-mediated migration of lung cancer cells and decreases lung 
tumor growth [20, 21]. The efficiency of PZ-128 is comparable to that of Bevacizumab, a widely 
used antitumor agent and angiogenesis inhibitor. Lipophilic derivatives of GPCR-peptides 
corresponding to ICLs of the chemokine receptors CXCR1, CXCR2 and CXCR4 also possess 
the potent antitumor activity [12, 13]. The CXCR4-derived pepducins with high efficiency

Figure 1. The molecular mechanisms of action of GPCR-peptides modified by hydrophobic radicals. Specific interaction 
of GPCR-peptide (in green) with complementary region (in purple) of the cognate receptor leads to: (1) the disconnection 
of the interaction between receptor region (in green) homologous to GPCR-peptide with complementary region; (2) the 
changes in conformation of complementary region that is involved in the interaction with G protein α-subunit; and, 
finally, (3) the activation or, on the contrary, inhibition of G protein α-subunit and downstream effector enzymes.
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suppress the survival and metastasis of disseminated lymphoma xenografts, which can be 
the basis of their application in treating lymphoid malignancies [13]. The pepducin P2pal-18S 
corresponding to the ICL3 of PAR2, an allosteric antagonist of this receptor, and its analogs 
protect acinar cells against injury induced by bile acid and reduce the severity of acute bili-
ary pancreatitis in mice, which indicates a good opportunity for their use in management of 
patients with high risk of acute biliary pancreatitis [22]. 

We synthesized and studied a large number of lipophilic GPCR-peptides that correspond 
to the ICL3 of type 1 relaxin receptor (RXFP1), 5-hydroxytryptamine receptor of the type 
6 (5-HT6R) and the receptors of luteinizing hormone/chorionic gonadotropin (LH/ChG-R) 
and thyroid-stimulating hormone (TSHR). These receptors are involved in the regulation 
of nervous, endocrine and reproductive systems. Binding of these receptors to hormones
induces activation of G s proteins and the enzyme adenylyl cyclase (AC), which leads to 
increase in intracellular cyclic adenosine monophosphate (cAMP) level and activation of 
cAMP-dependent enzymes and transcriptional factors. The choice of the ICL3 for synthesis 
of GPCR-peptides was due to the fact that this loop is responsible for specific binding and
activation of G proteins [23]. 

The C-palmitoylated 11-mer peptide QVKKE(Nle)ILAKR619–629K(Pal) corresponding to 
C-terminal portion of the ICL3 of RXFP1 stimulated AC activity and GTP-binding capacity of 
Gs proteins and, in addition, reduced regulatory effects of relaxin. The influence of 11-mer pal-
mitoylated peptide on the AC signaling system (ACSS) was more pronounced as compared 
with 15-mer peptide 615–629 lacking fatty acid radical, while unmodified 11-mer peptide was 
not active [14]. The C-palmitoylated peptide KHSRKALKASL258–268K(Pal)A corresponding to 
the ICL3 of 5-HT6R stimulated the activity of Gs proteins and AC much more effectively than 
its unmodified analog [15]. The similar results were obtained for PAR1-derived peptides. 
Peptide PAR1-295-313, lacking hydrophobic radical, had a little effect on activity of calcium 
channels, while its palmitoylated analog caused a rapid stimulation of Ca2+ influxes [6]. The 
regulatory effects of peptides 619-629-K(Pal) and 258-268-K(Pal)A were tissue specific. The 
peptides 619-629-K(Pal) stimulated AC in plasma membranes isolated from the myocardium 
and brain that are enriched by the receptors RXFP1, but had no effect in the skeletal mus-
cles where there are no RXFP1 [14]. Palmitoylated 5-HT6R-peptide was effective in the brain 
rich in 5-HT6R, but not in the myocardium and testes where 5-HT6R are absent or expressed 
very little [15]. These results give grounds to make a conclusion that modification of GPCR-
peptides by hydrophobic radicals is one of the most perspective approaches to enhance their 
specific biological activity.

In the in vitro experiments, the lysine-palmitoylated peptide 612-627-K(Pal)A, the derivatives 
of C-terminal portion of the ICL3 of TSHR, stimulated the basal AC activity and GTP bind-
ing of Gs proteins in the thyroidal membranes and reduced the AC activity stimulated by 
TSH [16]. In the in vivo experiments, single and 3-day treatment of rats with intranasally or 
intramuscularly administered peptide 612-627-K(Pal)A led to increase of thyroid hormones 
level and, in the case of 3-day treatment, to decrease of plasma TSH concentration. Two hours 
after a single intranasal administration of peptide 612-627-K(Pal)A (450 µg/kg), the level of 
free thyroxine (fT4) and total 3,5,3′-triiodothyronine (tT3) was increased by 31 and 37%. The 
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stimulating effect of 612-627-K(Pal)A on thyroid function was enhanced on the second day
of treatment and then weakened, which was due to the decrease of thyroid sensitivity to 
the peptidic TSHR agonist. The evidence for this was the weakening of stimulating effect of
intranasally administered thyrotropin-releasing hormone on the production of thyroid hor-
mones in rats treated for 2 days with 612-627-K(Pal)A [11]. Unmodified peptide 612-627-KA
possessed a low activity in the in vitro experiments and had no influence on thyroid status
of animals irrespective of the mode of administration [11, 16]. Thus, the ability of peptide 
612-627-K(Pal)A to stimulate the production of thyroid hormones gives grounds to consider 
it as a prototype for creating the novel thyroid regulators. 

To estimate the effect of localization and length of fatty acid radicals on biological activity 
of GPCR-peptides, we synthesized the series of acylated analogs of peptide 562–572 corre-
sponding to the ICL3 of LH/ChG-R and studied their influence on gonadotropin-sensitive 
ACSS in rat testicular membranes. The lipophilic derivatives of peptide 562–572 containing 
palmitoyl and decanoyl radicals at the N- or C-terminus, or at both termini, were investigated. 
We showed that lipophilic peptides modified by fatty acid radicals at the C-terminus, where 
in full-size LH/ChG-R the sixth TM is located, stimulated in a dose-dependent manner the 
basal AC activity and GppNHp binding of Gs proteins and reduced the AC stimulating effect 
of human ChG [24]. The C-palmitoylated peptide 562–572 was much more active than its dec-
anoyl counterpart. The N-acylated peptides had no effect on the ACSS. These data support the 
view that hydrophobic radical in GPCR-peptides mimics TM and must be comparable with 
it in the size and hydrophobicity. The establishment of the criteria for modification of GPCR-
peptides with hydrophobic radicals is one of the most promising ways to create drugs capable 
of regulating the biochemical and physiological processes in vivo. 

The progress achieved in development of GPCR-peptides open up prospects for their wide 
application in pharmacology and medicine as drugs to treat cancer, immunological, endo-
crine, cardiovascular and other diseases, as well as in fundamental biology as an instrument 
to study the molecular mechanisms of GPCR interaction with ligands and intracellular reg-
ulatory and effector proteins. The modification of GPCR-peptides can significantly change 
their selectivity, efficiency, bioavailability and stability, which allows unlimited expand the 
field of the use of the peptides. Note, in the last years, the works were carried out on the devel-
opment of peptides corresponding to functionally active regions of receptor tyrosine kinases, 
G proteins and the enzymes generating the second messengers [7, 9]. 

3. The low-molecular weight (LMW) allosteric regulators of 
receptors of glycoprotein hormones 

Unlike most of the other GPCRs, LH/ChG-R and TSHR have a large N-terminal extracellular 
domain (ectodomain), which forms orthosteric site for high-affinity binding of glycoprotein 
hormones [25, 26]. Typically, high-affinity binding of ligand occurs in the orthosteric site 
located in transmembrane channel of receptor. The transmembrane channel of LH/ChG-R 
and TSHR, on the contrary, involves the allosteric site that remains free when receptor is 
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occupied by hormone. The binding of glycoprotein hormones causes conformational 
rearrangements in ectodomain and leads to the changes in the interaction between ectodo-
main and extracellular loops of GPCR. This induces the conformational changes in the trans-
membrane channel and allosteric site located therein, in ICLs forming G protein-binding 
surface of receptor and causes activation of G proteins and intracellular effectors, including 
AC and phosphoinositide-specific phospholipase C (PLC) [26, 27]. 

The first LMW ligands of LH/ChG-R, the derivatives of thienopyrimidines, were discovered 
in 2002 [28]. They possess the ability to penetrate into transmembrane channel, specifically 
interact with the allosteric site located therein and, as a result, activate LH-dependent signal-
ing cascades. Based on the structure of thienopyrimidine derivatives, in the recent years, the 
LMW agonists and antagonists of TSHR were developed, which opened a new way in the 
pharmacological treatment of thyroid diseases [29, 30]. 

The LH and human ChG, the endogenous ligands of LH/ChG-R, are the αβ-heterodimers 
consisting of highly conservative α-subunit and variable β-subunit, and the β-subunit deter-
mines specificity of gonadotropins binding to LH/ChG-R ectodomain. Meanwhile, the use of 
LH and human ChG in medicine is limited by the rapid development of resistance of repro-
ductive tissues to these hormones, their immunogenicity, and the requirement of parenteral 
administration of gonadotropins. All this makes it necessary to develop the new LH/ChG-R 
regulators, which differ in the mechanisms of action from gonadotropins. Searching for such 
regulators led to the discovery of several classes of chemical compounds, including the pyr-
azole and 1,3,5-terphenyl derivatives. The most active among them were the thienopyrimidine 
derivatives, such as compound Org 41,841, N-tert-butyl-5-amino-4-(3-methoxyphenyl)-2-
(methylthio)thieno[2,3-d]pyrimidine-6-carboxamide and its analog Org 43553 [28, 31]. 

The Org 43553 binds specifically to LH/ChG-R (Kd, 2.4 nM), and the treatment of cells with 
[125I]-ChG does not cause the dissociation of Org 43553. At nanomolar concentrations, Org 
43553 activates AC and cAMP-dependent transcriptional factors with the efficiency of 62 and 
80% of that LH, but had a little effect on the activity of receptor of follicle-stimulating hormone 
and TSHR [31]. It is known that gonadotropins via Gq protein stimulate PLC, and activation 
of this enzyme requires higher concentrations of LH and human ChG [32]. The treatment of 
cells with the compound Org 43553 at concentrations of 10−6 and 10−5 M resulted in an increase 
of PLC activity to 33–37%, which is less than 5% of the corresponding effect of LH. These 
data indicate that the binding of LH/ChG-R with Org 43553 has a little effect on ability of this 
receptor to interact with Gq proteins and activate phosphoinositide turnover [31]. 

The Org 43553 was active in the in vivo conditions, including the oral administration [33, 34]. 
A single oral administration of Org 43553 at a dose of 50 mg/kg induced the ovulation in 
immature mice and adult rats. Ovulated oocytes were characterized by high fertility, and their 
implantation resulted in the formation of normal embryos. Oral administration of Org 43553 
at the same dose to adult male rats increased the plasma level of testosterone. The study of 
pharmacokinetics of Org 43553 showed that, in comparison with gonadotropins, this com-
pound degrades more quickly [33]. A decrease in the half-life has a great practical impor-
tance, since it allows reducing the risk of ovarian hyperstimulation syndrome, one of the most 
severe complications of gonadotropin-stimulated ovulation. A single oral administration of 
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Org 43553 to female rats had no effect on the size of ovaries and on the permeability of ovar-
ian blood vessels, and even multiple treatments of animals with Org 43553 did not result in 
the development of ovarian hyperstimulation syndrome [34]. The cause of this is that the 
compound Org 43553 reduces the level of vascular endothelial growth factor, a crucial inducer 
of vascular permeability, while gonadotropins increase the concentrations of this factor. At a 
dose of 300 mg, Org 43553 induced ovulation in 83% of women of reproductive age. In the case 
of experimental animals, the signs of ovarian hyperstimulation syndrome were not observed, 
and this fact indicates good prospects for the use of Org 43553 in the induction of ovulation 
in clinics [35]. 

We studied new analogs of Org 43553, the compounds TP01 and TP02, which were synthe-
sized by acylation of thienopyrimidine precursor at the 5-amino group using isonicotinoyl 
and thiophene-3-carbonyl chlorides, respectively. Both compounds were active in the in vitro 
conditions, stimulating ACSS in the reproductive tissues [36, 37], and in the in vivo, increas-
ing testosterone level in the case of different mode of drug administration to male rats [38]. 
The TP01 and TP02 stimulated the basal AC activity in plasma membranes isolated from the 
testes and ovaries of rats, and the EC50 values for their effects on AC activity amounted to
1.05–1.12 mM and 280–365 nM, respectively. Along with this, in testicular membranes, the TP01 
and TP02 increased GTP-binding capacity of Gs proteins [36]. The AC stimulating effect of human
ChG in the presence of thienopyrimidine derivatives was retained, and at low, nonsaturating 
concentrations, the additive effect of human ChG and TP01/TP02 was observed, indicating dif-
ferent localization of gonadotropin- and thienopyrimidine-binding sites in LH/ChG-R [37]. 

In the in vivo experiments on rats, the compound TP01 administered intraperitoneally at a 
dose 15 mg/kg after 3 and 5 h increased the plasma testosterone level by 83 and 339% and at 
a dose 27 mg/kg—by 134 and 325%, respectively. The increase of testosterone level 3 h after 
TP01 treatment at the doses 15 and 27 mg/kg was 13 and 21% of that induced by human ChG 
(i.p., 250 IU/rat). Meanwhile, the TP01 action was more prolonged, and 5 h after injection, 
the TP01-induced increase of testosterone level was 44–46% of that of human ChG [38]. It 
is important that TP01 was active when given orally, and at a dose of 50 mg/kg, it increased 
testosterone level by 230 (3 h) and 417% (5 h). The TP02 was less active when administered 
orally, which is probably due to reduced ability to achieve the Leydig cells as a result of rapid 
degradation of TP02 or its impaired absorbability in the gastrointestinal tract. 

Recently, we synthesized another thienopyrimidine derivative, 5-amino-N-tert-butyl-2-(methyl-
sulfonyl)-4-(3-(nicotinamide)phenyl)thieno[2,3-d]pyrimidine-6-carboxamide (TP03) and 
showed that TP03 at a concentration of 10−4 M stimulated AC activity by 213% in rat testicular 
membranes, and the EC50 value for its effect was 390 nM [39]. The TP03 when administered 
intraperitoneally (25 mg/kg) and orally (50 mg/kg) significantly increased the plasma testos-
terone level in male rats, and in this respect, it was more effective than TP01. These data indi-
cate that TP03 can be used to develop the drugs regulating the steroidogenesis in Leydig cells. 

In the case of TSHR, the most important task is the development of LMW compounds with 
activity of inverse agonists and neutral antagonists that inhibit the basal and hormone/anti-
body-stimulated activity of TSHR, respectively [40]. It was found that in Graves’ disease the 
TSHR-stimulating antibody causes hyperstimulation of the thyroid gland, which leads to 
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dysfunction of hypothalamic-pituitary-thyroid axis [41]. Nowadays, the effective methods for 
treating hyperthyroidism were not developed. The approaches that are commonly used are 
invasive and effective only in treating the complications of hyperthyroidism, without affect-
ing the causes of thyroid pathology. 

In 2008, Susanne Neumann and colleagues developed highly selective TSHR neutral antagonist 
NIDDK/CEB-5 that is structurally close to Org 43553 [42]. The treatment of TSHR-expressing 
HEK-EM 293 cells with 30 μM of the compound NIDDK/CEB-52 significantly decreased effects
of TSH and TSHR-stimulating antibody on AC activity, and the IC50 value for inhibitory effect
of this compound was 4.2 µM. The 24-h incubation of thyrocytes with TSH and NIDDK/ 
CEB-52 (10 μM) led to a threefold decrease in TSH-induced expression of the gene encod-
ing thyroid peroxidase that is required for iodination of tyrosine residues on thyroglobulin 
and, thereby, controls the production of thyroid hormones. In 2011, a potent TSHR inverse 
agonist NCGC00229600, 2-(3-((2,6-dimethylphenoxy)methyl)-4-metoxyphenyl)-3-(pyridin-
3-ylmethyl)-2,3-dihydroquinazolin-4(1H)-one, was developed, and it, unlike NIDDK/CEB-52,
suppressed both basal and stimulated TSHR activity [43]. The NCGC00229600 decreased effect
of TSHR-stimulating antibody on AC activity by 30–75% in human thyrocytes and in the pri-
mary culture of fibroblasts obtained from the retro-orbital space of patients with Graves’ disease
[43, 44]. The ability of NCGC00229600 to suppress TSHR activity in retro-orbital fibroblasts is
very important because AC overstimulation in these cells induced by TSHR-stimulating anti-
body is one of the main causes of ophthalmopathy, severe symptom of Graves’ disease. 

Newly developed neutral furan-containing antagonist NCGC00242364 selectively inhibited 
TSH-induced AC activity in TSHR-expressing cells and suppressed the effects of TSH and 
TSHR-stimulating antibody on thyroxine production and expression of the genes encoding 
Na+-I− cotransporter and thyroid peroxidase in female mice BALB/c [40]. These data dem-
onstrate high efficiency of the NCGC00242364 and its analogs in the treatment of Graves’ 
disease. It is very important that these compounds had no effect on the basal TSHR activity, 
which allows avoiding the development of hypothyroid states typical for TSHR inverse ago-
nists [40]. The inverse agonists are more suitable to treat nonautoimmune hyperthyroidism 
caused by activating mutations in TSHR. 

The development of LMW ligands of LH/ChG-R and TSHR allows creating a wide range of 
drugs for selective regulation of hypothalamic-pituitary-gonad and hypothalamic-pituitary-
thyroid axes. The LMW agonists of LH/ChG-R can be used to induce ovulation and fertiliza-
tion in females and to enhance the production of steroid hormones in males with androgen 
deficiency and hypogonadotropic states. The inverse agonists and neutral antagonists are 
useful for contraception and treatment of hormone-dependent tumors of the reproductive 
system. The LMW antagonists and inverse agonists are the promising drugs for prevention of 
hyperactivation of the thyroid gland by TSH and TSHR-stimulating antibody, while the full 
TSHR agonists can be used in the diagnostics of thyroid cancer and in radioiodine therapy. It 
should be noted that LMW regulators are active when administered orally because they do 
not degrade in the gastrointestinal tract and are easily absorbed into blood. They are effective 
even when they act on mutant forms of GPCRs that are not capable to processing and translo-
cation into the plasma membrane. The LMW agonists act as highly selective pharmacological 
chaperones for the cognate receptors. The agonists penetrate into the cells, bind to mutant 



   

 

  

  

  

  

  

  

  

The New Pharmacological Approaches for the Regulation of Functional Activity of G… 69 
http://dx.doi.org/10.5772/intechopen.73322 

GPCRs located in the cytoplasm or endoplasmic reticulum, stabilize their active conforma-
tion, preventing receptor degradation in proteasomes and facilitating GPCR translocation 
into the plasma membrane [45, 46]. 
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Abstract 

During the last 20 years, new data on the neurophysiological mechanisms underlying 
different types of cognitive activity, especially speech and its ontogenetic formation,
were obtained in the Laboratory of Children’s Neurophysiology headed by Prof. M.N.
Tsitseroshin. Using the analysis of the spatial-temporal structure of regional interactions
of cortical bioelectric potentials (so-called functional connectivity), we investigated how
specific language levels, such as phonology, grammar, and semantics, are represented
in the brain. The data obtained in children vs. adults indicate that the speech percep-
tion and production require joint and extremely coordinated activities of both hemi-
spheres, along with the obligatory and differentiated involvement of “classic” speech
centers in the left hemisphere, especially Wernicke’s area. Another line of our research
is to explore the differences, which arise during verbal processing in adults and children
with impaired vs. non-impaired speech, particularly with alalia, dysarthria and stut-
tering, using behavioral and EEG data. Our data obtained in children vs. adults allow
assessing the degree of maturity in the organization of the central processes of maintain-
ing the studied types of verbal activity in children of different ages. These data allow
expanding modern concepts about the brain mechanisms of verbal activity in children
in the norm and pathology.

Keywords: speech processing, phonology, grammar, semantics, EEG, brain, 
development, interhemispheric interactions, speech pathology
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1. Introduction 

A study of the functional interaction between various parts of the cerebral cortex (so-called
functional connectivity) is of fundamental importance for understanding the neural basis
of cognition [1–14]. A growing number of studies that have appeared in the last decade tes-
tify the renewed interest in functional interactions among different brain parts, in both the
background state and under cognitive activity [13, 15]. Unraveling functional connections in
the human brain, with a main focus on the formation of the integrative brain mechanisms,
has been a long-term research goal of the Laboratory of Child’s Neurophysiology at the
Sechenov Institute of Evolutionary Physiology and Biochemistry of the Russian Academy of
Sciences headed by Prof. M.N. Tsitseroshin. The original methods designed in the laboratory
to analyze the primary and secondary EEG parameters provided new insight into the gen-
esis of these mechanisms. It was shown that the spatial-temporal structure of interregional
interactions of cortical bioelectrical activity (i.e., functional connectome) in healthy subjects
is highly spatially ordered (Figure 1).

It was shown for the first time that the structure of the distant EEG statistical relationships
in adults does not arise randomly or chaotically, but occurs in a strictly ordered manner 
(Figure 1A). The implementation of various types of cognitive activity is associated only
with transitional changes in the spatial structure of the interregional interactions while
maintaining the integration processes of the brain activity characteristic of the resting
state. Our studies have shown that this ordered structure of cortical interactions retains
its topological invariance also in other background states of the brain, in particular, at
different stages of natural and hypnotic sleep. Stable distortion of the ordered structure
of intracortical interactions was detected only in case of cerebral pathology [5, 16–19] 
(Figure 1B).

During brain maturation, this order gradually increases, reflecting the formation of integra-
tive relationships in the cortex and subcortical structures. This process creates a stable mor-
phofunctional basis for the effective performance of learning processes and optimization of
adaptive reactions. The authors consider this phenomenon as one of the fundamental features
of the whole brain’s functional organization required for the brain’s normal activity. The
orderliness of the spatial organization of brain biopotential field reflects the functioning of
main integrative mechanisms of the brain. Based on the data obtained using factor analysis
of EEG, it is possible to specify some morphofunctional brain systems (factors), which are
directly involved in the processes of brain activity integration. According to these ideas, the
factor I reflects general properties of the wave bioelectric processes occurring on the con-
vexital surface of the cortex. It also reflects a degree of generalized nonspecific modulating
influences of the brainstem and medulla on the cortical fields’ activity. Factor II reflects the
frontal-occipital relationships, that is, processes of activity integration for the anterior and
posterior portions of each hemisphere by means of long association pathways and thalamo-
cortical associative systems. Factor III reflects interhemispheric interactions, that is, processes
providing coupled activity of the cerebral hemispheres by means of the commissural fibers
with the involvement of the striopallidar and limbic systems.
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Figure 1. New method of EEG data representation in 3D factor space. (A) In the norm, the location of the radius vectors
(the angles between vectors reflect the cross-correlation between EEG processes in different cortical areas) and electrodes 
is very similar, indicating strictly ordered spatial interactions of cortical areas’ activity. (B) In case of cerebral pathology, 
the revealed topological violations of the radius vectors’ location. At the top—projections of EEG radius vectors on 
the plane of factors I–II. At the bottom—same on the plane of factors II–III. Numbers of EEG radius vectors (1–12) that 
correspond to EEG leads in the left charts.

Methodological approaches used in our laboratory, including the priority methods (patent 
RU № 2177716 of 10.01.2002), allow quantitative assessment of the contribution of the left 
and right hemispheric cortical fields to the organization of neurophysiological mechanisms 
underlying various types of cognitive activity, including speech [7].

2. Neurophysiological mechanisms underlying language 
development 

Current data on the principles of organization of the central nervous system and mental 
activities allow linking the processes of cognitive activity with the simultaneous involvement 
of numerous spatially distributed cortical and subcortical structures. An appropriate way to 
study patterns of cortical interactions is analysis of the spatiotemporal organization of brain 
activity oscillations. Currently, it is of no doubt that language processing relies on a wide-
spread network of brain regions [1–5, 20–26]. Great importance is also attached to the role 
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of cortical networks and functional connections between different parts of the brain, in both 
adults and children [21, 22, 27–33].

Despite a long period of study, the question about a special role of the left and right hemispheres
in providing the speech function as well as on the degree of involvement of interhemispheric
relationships in these processes is still at the peak of interest [34]. Considering the well-known
concepts of a greater significance of the right hemisphere for the speech processes in children
vs. adults [35, 36], a study of the central mechanisms of the speech function formation in the
children’s ontogeny is of particular relevance.

The issues of the levels of involvement of the left and right hemispheres in supporting ver-
bal activity are of continuing interest of investigators; however, their analysis sometimes yields
mutually contradictory results. The use of the state-of-the-art neuroimaging methods, such
as functional magnetic resonance imaging (fMRI), has unexpectedly increased the number of
reports with the evidence of predominantly left-sided location of the neural centers responsible
for speech perception and production [32, 37–39]. Thus, Binder et al. [37], while reviewing 120
articles on cortical locations of the areas associated with semantic speech processes, reported
that 68% of 1145 fMRI or PET activations were detected in the left hemisphere cortex areas,
32% in the right hemisphere, and 10% in the cerebellum. The locations of right-sided foci were
generally homologous to those of several left-sided foci—in the angular gyrus, posterior middle 
temporal gyrus, and cingulate gyrus. But, these data summation by a special algorithm led the
authors to conclude mainly left-sided lateralization for verbal semantic processes. Price [38] has 
come to similar conclusions considering 100 fMRI speech studies reported in 2009. However,
other authors, despite some left hemisphere advantages, defend the bilateral cerebral organiza-
tion of language processing. This viewpoint was emphasized in the Hickock and Poeppel model
[20]. The studies by Hagman et al. [40], using fMRI combined with diffusion tractography,
pointed out that the subject gender has a significant influence on the speech processing lateral-
ization. The results of spectral coherence and cross-correlation analysis of EEG-data provided
a highly reproducible result associated with significant changes in both hemispheres during
verbal processing, with increased levels of hemispheric interactions [21, 22, 30, 31]. Two ear-
lier studies in this area [41, 42] emphasized that changes in EEG spectral power and coherence
during speech processing are seen in both hemispheres showing no signs of any predominant
lateralization (“These results do not indicate any lateralized EEG changes during verbal tasks”)
([42], p. 357). Our studies of cortex regional interaction organization in children and adults,
during different verbal tasks, have been shown the long-distance connection activation between
cortical biopotentials of the left and right hemispheres [1–5, 7, 43, 44]. According to Ross [24], 
“functional localization in the brain is a robust dynamic and four-dimensional process. It is
a learned phenomenon driven over time by large-scale, spatially distributed neural networks
seeking to efficiently maximize processing, storage, and manipulation of information for cogni-
tive and behavioral operations.” Yourganov et al. [45] also pointed out that connectome-based
approaches should be used in combination with lesion-based ones to fully elucidate whether
structurally damaged or disconnected regions relate to the aphasic impairment and its recovery.

During the past 20 years, new data have been obtained in our laboratory on neurophysi-
ological mechanisms underlying different types of cognitive activity, especially speech and
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its formation in ontogenesis. Special attention was paid to analysis of interhemispheric inter-
actions and the involvement of the left and right hemispheres in speech. Our investigations
were focused on the central mechanisms underlying speech processing at different language
levels: phonological, semantic, syntactical, and lexical. On the other hand, we investigated
both analytical speech processing (auditory perception and analysis of verbal signals) and
synthetic speech processing (mental formation of words from sets of phonemes, mental for-
mation of sentences from sets of words). We also investigated EEG correlates of verbal task
performance in healthy adults and children as well as children with dysarthria, alalia, and
typical speech development. Our results obtained in children vs. adults allow us to assess the
degree of maturity of the central processes providing the maintenance of the studied types
of verbal activity in children at different ages. The results of our research allow expand-
ing modern concepts about the brain mechanisms of verbal activity in children in the norm
and pathology; they can also assist in developing effective approaches to early correction of
speech disorders.

At the semantic and syntactical language levels, we investigated the spatial organization of
brain biopotentials in healthy adults during the perception of sentences with syntactical or
semantic mistakes. At the syntactical language level, we used sentences containing the fol-
lowing syntactical mistakes: (1) gender agreement errors: in personal endings of verbs, for
example—“Pod stolom sidel sobaka”(“A dog [feminine] sat [masculine] under the table”)
and in gender endings of adjectives—“Devochka nadela goluboe yubku (“The girl put on
a blue [neuter] skirt [feminine]”); (2) mistakes in Russian nouns: in inflections of nouns—
“Ya prochital interesnuyu knizhkoy” (“I have read an interesting [accusative case] book
[instrumental case]”). As for semantic, the stimulus material contained the following types
of semantic mistakes: (1) mistakes in constructions reflecting the time sequence of events
(“Winter comes after spring”) and (2) constructions containing a semantic paradox (“A tor-
toise overtook a deer”). Our results revealed changes in distant biopotential relationships,
which were both similar and specific to the type of mistakes. In both cases, the interhemi-
spheric biopotential relationships increased significantly as compared to eyes-closed rest-
ing conditions. At the same time, almost the total absence of changes in intrahemispheric
EEG correlations was observed. An increase in contralateral interactions was particularly
characteristic of the activity of Broca and Wernicke’s areas and the middle temporal zone of
the right hemisphere. Distant EEG relationships in Broca’s area increased more significantly
during the detection of semantic rather than grammar mistakes in adults. Obtained data also
showed that detection of grammatical and syntactic mistakes was supported by the inter-
central connections related to the functional system responsible for the detection not only of
verbal but also any other stimuli [3] (Figure 2).

The recent data [46] provide evidence that sensitivity to syntactic complexity is widespread 
across the language system, contrary to many previous neuroimaging studies that reported 
only a few, localized foci of syntactic complexity effects.

The other line of our research addresses the neurophysiological mechanisms underlying the
maintenance of mental speech activity associated with the synthesis of speech units from elemen-
tary components (mental composing words from a set of phonemes and composing sentences
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Figure 2. Increase in interhemispheric interactions during speech perception and production in adults and children aged
5–6 years. Left side—mental synthesis of speech units: composition of words from the set of auditory presented phonemes and
composition of sentences from a set of auditory presented words. Right side—detection of semantic and syntactic mistakes
in auditory presented sentences; analysis of verbal material during phoneme recognition in auditory presented words [4].

from a set of words) in healthy adults [2] and children aged 5–6 years [4]. During the mental
composition of words from an auditory presented set of phonemes (phonemic synthesis) or
sentences from a set of words, the adults exhibited specific changes in the spatial structure of
the statistical EEG relationships with a significant increase in the interhemispheric interactions.
During the performance of both tasks, changes in the interhemispheric interactions were typical
for the temporal, temporo-parieto-occipital (TPO), inferofrontal, and occipital areas of both hemi-
spheres (Figure 2). Phonemic synthesis was associated with a more pronounced increase in the
contralateral interactions in the left hemisphere, as well as with generating sentences from words
in the right hemisphere. The coherence analysis of EEG showed maximal changes in the delta,
theta, and beta frequency bands with rather slight changes in the alpha frequency band (Figure 3, 
adults). For all frequency bands, changes in EEG coherence were the greatest in Wernicke’s and
the TPO areas of the right and left hemispheres during the performance of both tasks, especially
during the phonemic synthesis. These findings suggest that neurophysiological processes under-
lying mental generation of words and sentences require coordinated activity of the left and right
hemispheres, which is accompanied by an increase in the interhemispheric interactions in EEG,
especially in the temporal, inferofrontal, and TPO areas.



 

 

 

Ontogenetic Development of Neurophysiological Mechanisms Underlying Language Processing 81 
http://dx.doi.org/10.5772/intechopen.73654 

Figure 3. Changes in the spatial structure of EEG coherence connections in different frequency bands (delta, theta, alpha, 
beta) in adults while composing words from a set of phonemes and sentences from a set of words (baseline compared). 
Below—the same in children aged 5–6 years. Red lines show increases and blue lines show decreases of EEG coherence 
connections. Significant changes at p≤ 0.05 are shown.

In children aged 5–6 years, the composition of words from a set of auditory presented pho-
nemes and of sentences from sets of words showed significant changes in the spatial structure
of interregional EEG relationships [4] (Figure 2). Both tasks evoked significant increases in
interhemispheric interactions between different cortical areas. Cross-correlation relationships
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showed a particular increase in biopotential oscillations in the inferior frontal areas of both
hemispheres, as well as in the anterior, intermediate, and posterior temporal areas, central and 
parietal areas of the cortex, and TPO areas of the left and right hemispheres. However, some
differences in the topical features of changes in EEG cross-correlation relationships were also
observed (Figure 2). In children, maximal changes toward increased interhemispheric connec-
tions were observed for EEG connections between the frontal areas (particularly inferior and
posterior) and all temporal cortical of the right and left hemispheres (i.e., anterior, intermedi-
ate, and posterior) and TPO areas during word composition task. In turn, maximal increases
while composing sentences from a set of words were characteristic of interhemispheric EEG
connections in the posterior cortical areas (including the posterior temporal ones), TPO areas,
and occipital areas of both hemispheres. It should be noted that in children, the activity asso-
ciated with the formation of words represents a more difficult task than that associated with
the formation of sentences. The rate of composing words from sounds was much slower in
children than the rate of composing sentences from words. This may be due to the children
preschool age, and they are still unable to read and write, so they do not operate with visual
images while inventing words, comparing to adults [2].

This verbal task seems to be more abstract and difficult for children than for adults. Some EEG 
coherence interactions decrease (especially long distance) in children while composing words 
may be due to a greater subjective difficulty of the task being performed. Weiss and Mueller
[22] pointed that successful creative speech activity is accompanied by increases in coherence 
between EEG signals from distant cortical zones while increased subjective difficulty in per-
forming linguistic tasks correlates with a decrease of EEG coherence connections.

In children, some differences in theta and delta frequency bands were observed: mainly a 
decrease in coherent interactions during composing words and, conversely, an increase in the 
coherent interactions of EEG oscillations during composing sentences (Figure 3, children).

Bastiaansen et al. also demonstrated an increase in spectral power of the theta band during 
performing sentence-processing tasks [47]. Since the increase in theta activity during verbal 
tasks is associated with memory processes, it is likely that increase in the coherence of EEG 
oscillations in the theta range can be due to features of sentence composing associated with 
an increase in the efficiency of information processes [21, 22].

Thus, in children of preschool age, composing of speech units from more elementary compo-
nents revealed complex patterns of changes in the distant interactions of bioelectrical activity 
in different areas of both hemispheres. The complexity of these patterns with the decrease and 
increase in the correlation and coherent EEG interactions seems to reflect the formation of the 
spatial structure of systemic interactions between these cortical areas, whose joint action is 
necessary to support verbal utterance generation during the postnatal ontogeny period.

To explore the regional brain interactions biopotentials at the phonological language level, we
compared subject’s performance results of three phonological tasks: phoneme recognition in
words, сomposing a word from a set of phonemes, and controlled oral word association test.
Cross-correlation and coherent analyses of EEG revealed differences in the spatial-temporal
structure of brain biopotential interaction in adults. A significant increase of the interhemispheric
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relations was observed during phoneme recognition, especially in theta and delta frequency
bands between temporal areas of both hemispheres [44] (Figure 2). During word composition
task, changes in the hemispheric interactions were most pronounced in the temporal, especially
Wernike’s and temporo-parieto-occipital areas of both hemispheres [2] (Figure 2). A remarkable
increase in regional interactions in the occipital areas accompanied by a decrease in interac-
tions in frontal areas was observed during controlled word association. Our data showed that
differences in the structure of regional interactions of brain biopotentials during verbal tasks
at the phonemic language level depend on different task performance in spite of phonological
specificity tasks.

The essential role of joint activity of both cerebral hemispheres in providing speech was also
revealed during the analysis of the violations of systemic brain activity organization in chil-
dren with developmental speech disorders such as alalia, dysarthria, and stuttering [1, 5, 6, 16].
A study of irregularities in the brain activity systemic organization, in children with various
types of speech pathology, also allows deeper understanding of processes of formation of the
neurophysiological mechanisms underlying language functions. In 12 children aged 3–4 years 
with motor alalia and 15 children aged 5–6 years with dysarthria were detected both signifi-
cant differences in the nature and localization of violations of the systemic interaction of brain
potentials and were revealed indicators of similarity (Figure 4) [16].

Figure 4. Disturbances in interregional interaction of cortical fields’ activity in 3-year-old children with motor alalia.
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To specify the role of hemispheric interactions in pathogenesis of these verbal impairments,
it is important to consider the data showing that in case of both alalia and dysarthria there
were revealed two types of changes in systemic interaction of brain cortical biopotentials
with the direction of these changes differing in the right and left hemispheres [1]. In all chil-
dren with these types of verbal pathology, against the background of a decrease in EEG con-
nections of one of the hemispheres, the interregional interaction of bioelectrical activity in
the brain cortex also significantly exceeded the interaction in the contralateral hemisphere,
as compared to the normative level; this was especially characteristic of children with dys-
arthria (Figure 5).

It cannot be ruled out that the revealed exceeding over the normal level of regional interaction
of the cortical bioelectrical activity in children with alalia and dysarthria can be pathological,
making the adequate development of verbal functions difficult.

Figure 5. Infringements of systemic interaction of brain biopotentials in children aged 5–6 years with dysarthria.
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Thus, the evidence of the essential role of joint activity of both brain hemispheres in providing
speech was obtained by the analysis of the violations of the systemic organization of brain activ-
ity in children with deviations of speech development, such as alalia, dysarthria, and stuttering.

The other series of our studies [48, 49] addresses the role of multiple factors that determine the indi-
vidual variety of neurophysiological mechanisms providing learning and using two languages.
Speech formation is influenced by both common factors of bilingual and monolingual and bilin-
gual special factors. Common factors include genetic and environmental effects explaining the
individual differences in the morphofunctional organization of the speech function. Apparently,
bilinguals have a large variability of the central mechanisms providing speech function due to
various factors affecting language environment. These conditions include the age of the second-
language acquisition, language proficiency, linguistic similarity of languages, the method of lan-
guage acquisition, and the intensity and situation of use, and individual sensitivity to the above
factors can be different. Unique features of the brain, existing only at the initial stages of postnatal
ontogenesis, need for language acquisition, are effectively used in the situation of bilingualism.
With age, the individual variability of EEG activation patterns during verbal activity in bilinguals
increases. Perhaps with age during second-language acquisition, the brain is forced to manipu-
late a large number of additional cerebral mechanisms responsible for speech functions. There is
a serious reason to believe that second-language acquisition contributes to the expansion of the
functional capabilities of the brain and creates the basis for successful cognitive activity.

3. Conclusions 

The results of long-term investigations conducted in our laboratory were presented in the 
collective monograph “The Formation of the Integrative Functions of the Brain” [7], edited by 
N.P. Bechtereva. According to the pivotal idea running through this monograph, the impor-
tant feature of the integrative mechanisms of the brain consists in providing at the consecu-
tive stages of postnatal ontogenesis a correlative formation of new functions and functional 
systems, including those that are not fully determined by the “phylogenetic laws.” This idea, 
originating from the works by Severtsov and Schmalhausen, could account for evolutionary 
leap in the development of the brain in great apes, which led to rapid qualitative and quan-
titative changes resulted in the emergence of the perfect brain of modern men able to master 
and perform a variety of functions, including those that were not caused by long processes 
of phylogenetic development. These functions, in particular, include such aspects of abstract 
logical thinking as the ability to perform complex mathematical operations, create techni-
cal devices, and operate them at a distance. These functions also include those, which allow 
modern people to learn the principles of their own brain’s organization. Based on our experi-
mental data [50], we have suggested that speech could have evolved through the correlative 
phylogenetic development of stereognosis and language systems.

Thus, our recent data indicate that the implementation of complex verbal and mental activities
associated with speech perception and production in children at different ages and in adults
requires joint and extremely coordinated activities of both hemispheres along with an obligatory
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and differentiated involvement of the classical speech centers in the left hemisphere. These find-
ings support the view on the role of interactions between both hemispheres as decisive for speech
processing, as well as on the involvement of both hemispheres in the organization of different
language levels. A quantitative analysis of the results obtained on children vs. adults allows
assessing the degree of maturity of the organization of central processes underlying verbal-mnes-
tic activity in preschool children. The new information about the formation of the lateralization
of verbal processing in children’s ontogenesis was obtained. The evidence for the essential role
of joint activity of both brain hemispheres in providing speech was supported by the analysis of
violations of the systemic organization of brain activity in children with impaired speech. The
results of our research allow expanding modern concepts about the brain mechanisms of verbal
activity in children in the norm and pathology. They can also assist in developing new and effec-
tive approaches to early correction of speech disorders.
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Abstract 

This review covers our recent advantages in studying the ontogenetic aspects of physi-
ological mechanisms underlying regulation of rhythmic behavior. We have revealed that 
excitation patterns that emerged at early stages of phylogenetic development of life forms 
contribute greatly to the rhythmic activity of living vertebrates and invertebrates. These 
patterns govern spontaneous excitation, which is easily observed during the early stage 
of ontogenesis. The intensity and patterns of rhythmic activity are determined by nature 
and kinetics of certain metabolic reactions. During perinatal and sometimes postnatal 
periods (as in prematurely born animals), endogenic rhythmicity of developing physi-
ological structures is strongly pronounced due to relatively stable living conditions. This 
rhythmic behavior is coordinated within an entire organism. Its integration in multiple 
systems is driven by amplitude and frequency modulation yielding rhythms of various 
frequency ranges. Indeed, it is the complex and conjoint functioning of physiological 
systems that maintains homeostasis in developing organisms. We present the results of 
our authentic research concerning the evolution and ontogeny of regulatory mechanisms 
of motor, cardiovascular, and respiratory systems. The aspects of intact and disrupted 
development are considered, involving the changes in dopaminergic, norepinephriner-
gic, and cholinergic system activation.
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1. Introduction 

Endogenic rhythmic activity prevails during prenatal and—in immature animals—postnatal 
periods due to relatively stable living conditions. This rhythmic activity is strongly coordi-
nated on an organism level. Its integration is done through amplitude and frequency modula-
tion which yields rhythms of several frequency ranges. Only conjoint activity of all systems 
provides the main life-supporting factor—homeostasis of a developing organism. 

The concept of archetypal “primary rhythms” was formulated by Voĭno-Yasenetskii A.V.
as a result of long-term physiological research. Excitation rhythms detected in a com-
plex organism or a cell located in a non-oscillating environment are considered primary 
rhythms. “Development of periodic nature of rhythmic excitation of cells is a result of 
subordinacy of biochemical processes kinetics to periodic impact of external environment 
during the early stages of life development” [1]. Primary rhythms are not exclusively 
attributable to primitive life forms or early developmental stages of living organisms.
Complexes of periodic activity also persist in higher animals during the ontogenetic devel-
opment and maturation of reticular systems, involved in synchronization of other brain
structures. Considering the principles of CNS evolution during ontogenesis of vertebrates,
Voĭno-Yasenetskii emphasized that it is the rhythm that serves a basis for CNS motor func-
tion development, and brain development in all warm-blooded animals follows the same
principle of evolution [1]. 

We hold onto a classification of biorhythms, proposed by J. Salanki, who divided biological 
rhythms into three categories: micro, meso, and macrorhythms [2]. Rhythms which fall into 
a mesogroup and have a period between 1 s and several minutes are of the greatest inter-
est for us. Excitable structures of organisms including Protozoa and higher animals produce 
primary rhythms which belong to this group. It should be noted that endogenic rhythms of 
various frequency ranges often coexist and are to be considered in a robust relationship. 

The problem of endogenic rhythms origin is very complicated and is not resolved yet. We 
could not provide even a superficial review of available hypotheses and scientific data within 
the scope of this chapter. Therefore, we briefly discuss several publications concerning peri-
odic nature of biochemical and biophysical processes. It was shown that glycolysis oscillation 
period falls into the 1–3-min interval; succinate oxidation has a period of 15 s, and ATPase 
rhythm has a period of 3–5 s [3–6]. Analysis of background oscillations of neuron cytoplasmic 
microstructures has revealed rhythms with periods of 1–2 s (movement and aggregation of 
mitochondria, chromatin pulsation) and 15–30 s (change of distance between axon hill and 
nuclear) [7]. The research carried out on isolated crawfish mechanoreceptors has helped reg-
ister oxygen consumption oscillations with a period of 11–18 s, where amplitude increases 
dramatically on cell functional state change. Spectral analysis helped establish several groups 
of discrete periods of oscillations of mitochondria aggregations in various functional states of 
a neuron: 3–5, 11–18, 28–40 s, and 1–3 min. Time parameters of cellular energetics are proba-
bly associated with metabolic energy expenditure. “Superslow rhythmic oscillations of action 
potential,” according to Aladzhalova N.A. terminology [8], or “slow electric processes,” 
as defined by Ilyukhina V.A. [9], were found and extensively studied in cortex and deep 
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structures of the brain in warm-blooded animals. These groups of potentials embraced rhyth-
mic oscillations with periods between 2 s and 6 h. It was detected that sleep spindles in new-
born rabbit cortex have a period of 10–15 s and coincide with motor activity [10]. Rhythms 
with period ranges considered in this chapter were classified by researchers into near-second 
(2–12 s), decasecond (15–20 s), near-minute rhythms (1 min) [8], or ζ-waves (2–10 s), τ-waves 
(12–60 s), ε-waves (1–5 min). Each range includes several subranges with varying physiologi-
cal features [9]. 

Currently, there are no generally accepted time intervals for rhythm periods of given fre-
quency ranges. Scientific data obtained in our research let us classify them into the following 
groups: near-second rhythms with a period of 0.5–3.5 s, decasecond rhythms (4.5–45 s), near-
minute rhythms (50–120 s), and multiminute rhythms (125–600 s). This classification is not 
robust, because rhythm periods may vary greatly due to certain functional changes (periods 
sometimes shift quite considerably to an adjacent frequency range) [11]. We avoid contigu-
ously defining the rhythm periods, because rhythm lability is an indispensable feature of an 
excitable structure. 

2. Development of rhythmic functions during prenatal ontogenesis 
in rats 

It is well established that endogenic rhythms of near-second and near-minute periods—the 
basis of spontaneous excitation—have relatively close origins, independent of the excitable 
structure or a functional system they belong to. Our data, backed by other researches, have 
shown that rhythms of the same frequency range detected in various functional systems of an 
organism are tightly adjacent by their ontogenetic dynamics and share regulatory, mediatory, 
and metabolic status on a certain developmental stage. Ontogenetic trends of rhythm timing 
parameters are most marked in near-second rhythms, which are detected in the gastrointes-
tinal tract, motor, and respiratory activity. Rhythm period decreases soon after birth and up 
to postnatal day 16 (P16). For instance, a respiration rhythm decreases from 1.3 to 0.4 s and 
a locomotor rhythm—from 1.4 to 0.7 s. Later, gut rhythmic segmentation period declines 
from 3.5 to 2.2 s, probably due to changes in feeding behavior. Decasecond and near-minute 
rhythms do not undergo such dramatic changes, and their timing parameters do not alter 
over time. It is probably related to two aspects: (1) high rhythm variability is due to a wide 
frequency range and (2) such rhythms often have a modulating activity, that is, generated by 
early maturating structures [11, 12]. 

Spontaneous periodic motor activity is a dominant type of motor activity within prenatal 
and early postnatal periods of ontogenesis. Its periods are conventionally classified into near-
second, decasecond, and near-minute periods (Figure 1). It was shown that heart, respira-
tory, and motor activities in rat fetuses with normal blood circulation change on embryonic 
days 15–20 (E15–20). Motor activity of rat fetuses has a complicated periodic pattern, result-
ing from three main types of locomotion. The first type corresponds to a generalized activ-
ity—body flexions and limb movement. Generalized activity peaks on E18 and completely 
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Figure 1. Examples of rhythms of various frequency ranges. Ontogenetic dynamics (a, on the left) of period of near-
second rhythm and its reproduction (a, on the right) in pattern activity of gastrointestinal tract (1), SPMA (2), and 
respiration (3). Abscissa: Age of rat pups (days), ordinate: Period of rhythm (s). Time bar for electrograms: 10 s. (b) the 
appearance of decasecond periodicity present in SPMA of the 5-day-old rat pup (1), SPMA of the 2-day-old rat pup 
after administration of isoamine at a dose of 3 mg/kg (2), spontaneous contractions of isolated duodenum after addition 
to incubation solution of lysenyl at a concentration of 3 × 10–8 M (3), mechanogram of the 5-day-old rat pups after 
administration of hydrogen peroxide at a dose of 125 mg/kg (4), respiratory rhythm of 0-day rat pup after administration 
of lobeline at a dose of 50 mg/kg (5), respiration of adult human (6). (c) The appearance of the near-minute activity 
rhythm in SPMA of the 5- (1) and 10-day-old (2) rat pup, cardiointervalogram of the 5-day-old rat pup (3), spontaneous 
contractions of isolated ileum of the 30-day-old rat pup (4), and spontaneous contractions of isolated duodenum of adult 
rat (5). Time bar (s): (a), (b)—10, (c)—30.

disappears on E20. Burst duration increases initially from 17.1 ± 1.8 s on E16 to 36.7 ± 12.0 s 
on E18 and then decreases to 9.7 ± 1.0 s on E20. The second type of locomotion is related to 
local body movements which have a duration of about 5 s. They may produce series of 3–7 
movements occurring in a decasecond range. The third type arises as short—about 300 ms—
irregular extensor jerks. Local movements and jerks are typical of all ages, but they appear to 
be the main type of activity on E20. The development of respiratory activity sees a gradual 
transition from separate breaths on E16 to a series of breathing movements on E17–18 and 
then to episodes of periodic respiratory activity. 

The analysis of interactions between respiratory and locomotor systems has shown that every 
breathing movement in 16-day fetuses is accompanied by an extensor jerk. Respiratory and 
locomotor activities are mostly uncoupled by E19. Heart rate increases from 175.9 ± 6.1 on 
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E15 to 271.8 ± 5.9 bpm on E20. Newborn rats have a volatile respiratory activity with con-
siderable variations of rhythm and amplitude. Sometimes apnea periods are detected in rat 
puppies. Respiratory rhythm is strongly associated with other aspects of respiratory activity. 
Destabilization of respiratory rhythm accompanies not only complexes of motor activity but 
also single jerks. Respiratory rate variations which are related to SMA and observed at various 
ages have different trends. Rat puppies on P0-1 exhibit a tendency toward decreasing respira-
tory rate during rest (between complexes of locomotor activity), wherein a burst of locomotor 
activity is accompanied by acceleration of respiratory rate. SMA intensity declines by 2-week 
age; respiratory rate increases at rest and decreases during the burst of motor activity [13]. 
SMA which is detected in rat puppies during early postnatal ontogenesis consists of bursts of 
motor activity and rest periods. Activity-rest complex usually has a decasecond (40–45 s) or a 
near-minute rhythm. Decasecond rhythms can also be components of near-minute rhythms. 
Near-second rhythm as a basis of locomotor activity in mature animals is observed within 
bursts of motor activity with decasecond and near-minute rhythms. Near-minute rhythm of 
SMA is the most pronounced during early postnatal ontogenesis, while decasecond rhythm 
begins to prevail in the course of maturation. On acquiring a sense of sight and at the end of 
breastfeeding phase, periodic complexes of motor activity are replaced by near-second loco-
motor rhythm [14, 15]. 

Rhythmic activity of a certain frequency range can be simultaneously triggered by multiple 
physiological systems. Comparable rhythm parameters detected in many structures imply 
that there are common mechanisms of oscillation. The main candidate is a shared metabolic 
substrate. It is well known that evolution favors structures with slow oxidative phosphory-
lation, because it makes them less vulnerable to environmental changes. Phylogenetically 
oldest structures rely mostly on pentose phosphate cycle. They are able to retain automatic 
rhythmic functioning even in unfavorable conditions [16]. 

Our research has revealed that inhibitors of pentose phosphate pathway enhance the activ-
ity of physiological systems being studied. For instance, administration of hydroquinone to 
rat puppies completely eliminates rest from a typical activity-rest cycle of SMA, increases 
duration and amplitude of locomotor activity, and minimizes modulating rhythms [17]. 
Glucose is catabolized not only in pentose phosphate pathway but also mostly in glycoly-
sis and citric acid cycle. Therefore, we carried out a research involving inhibitors of citric 
acid cycle. Newborn rats who were given sodium fluoroacetate intravenously died within 
a week: cachexia and developmental growth failure were observed. Heart and respiratory 
functions were not impaired in puppies unlike mature rats. This fact indicates that excitable 
structures are less dependent on aerobic metabolism at early ontogenesis. It is also supported 
by the absence of SMA arrest in test animals after administration of inhibitors. Citric acid 
cycle inhibition affects amplitude but not the pattern of SMA. The analysis of experimental 
and theoretical data suggests that cholinergic system plays a key role in physiological regula-
tion when aerobic pathways are inhibited. Thus, a set of features specific to phylo- and onto-
genetically early stages is manifested. Given that endogenic rhythmic activity is strongly tied 
with pentose phosphate cycle, we propose a hypothesis that citric acid cycle inhibition leads 
to redirecting carbohydrates to pentose cycle in excitable structures involved in excitation 
propagation [18]. 
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Thus, we have established that glycolysis plays an important role in motor activity of newborn 
rats. Further research has revealed that bursts of SMA consisting of decasecond and near-
minute rhythms are accompanied by a drop in serum glucose level. It should also be noted 
that activity pattern is affected by a feed state: emptying of stomach is followed by an arousal 
of decasecond rhythms and rapid jerks. Glucose level decreases by approximately 25% during 
rest and by 25–40% during activity. We have not detected any age- and pattern-related diver-
sity. There is a seasonal variability in serum glucose level in newborn rats. However, there is a 
strong correlation between glucose level and motor activity pattern during all seasons except 
spring. The differences are smoothened in spring [19, 20]. 

Analysis of physiological parameters—heart and respiratory rate—in intact newborn rats has 
also shown a high correlation with season and feeding state. We also studied SMA parameters 
and blood glucose level in fed and fasting states (after a day-long starvation). Overall, blood 
glucose level in starved rats was 1.5–2.5 times lower than that in fed animals. Administration 
of glucose to fasting and—to a less extent—fed animals of all ages led to potentiation of near-
minute rhythm of activity. Postnatal day 0 is an exception, as administration of glucose to fed 
animals intensifies decasecond rhythm and decreases overall motor activity. Blood glucose 
level and ontogenetic dynamics of SMA parameters in fasting rat puppies show a significant 
correlation that is not observed in fed animals: blood glucose level is higher during activ-
ity than at rest. Revealed ontogenetic variability of response toward glucose tolerance test is 
probably induced by morphofunctional maturation of locomotor system and carbohydrate 
metabolism juvenility. Our results suggest that intensity, duration, and pattern of SMA in 
newborn rats strongly depend on feeding state and can vastly change due to induced hypo- 
and hyperglycemia [21]. 

3. Development of cross-system interactions in perinatal ontogenesis 
of rats 

The exact mechanisms of development and interactions of modulating rhythms remain 
unclear, but these problems are essential for ontogenetic physiology. It is well known that 
interactions between heart-vascular and respiratory systems are crucial for normal function-
ing of an organism. During prenatal ontogenesis, SMA plays a substantial role in morpho-
genesis and homeostasis. Functional activity of these systems has a rhythmic nature, and its 
coordination is crucial for homeostasis and adaptation to external and internal factors. In this 
section, we review some aspects of systemic interactions and regulation during late prenatal 
and early postnatal periods of ontogenesis. 

We have obtained evidence that cardiorespiratory and viscerosomatic interactions emerge 
during prenatal period (E17–20) in rat fetuses. Tachycardia accompanied by R-R-intervals 
fluctuations develops during episodes of rhythmic respiratory activity. We have observed 
heart rate variability (HRV) in decasecond and near-minute ranges. Analysis of functional 
activity of cardiovascular and somatomotor systems has revealed that heart rate variability 
and burst of locomotor activity are independent. HRV becomes more synchronized with 
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motor activity during maturation. Short-term heart decelerations associated with motor activ-
ity are specific to E17–18. Their duration and amplitude are weakly dependent on locomotion 
intensity. Decelerations are superseded by acceleration reactions that are typical of a mature 
organism on E19–20. It is related to development of coordinating function of nervous system 
[22]. 

We have analyzed slow-wave oscillations of heart rhythm and motor activity in fetuses for 
any correlations with mother’s heart rate in three frequency ranges: decasecond, D1–0.02–
0.2 Hz; near-minute, D2–0.0083–0.02 Hz, and multiminute, D3–0.0017–0.0083 Hz. Pearson 
coefficient of correlation, its sign, and time shift have been estimated as correlation parame-
ters. No correlation has been found in D1 range without regard to age. Correlations are higher 
in D2 and D3 ranges. Maximum correlation has been detected on E18–19, when motor activity 
peaks. Respiratory and cardiovascular systems of mother affect the variability of rhythmic 
processes in fetuses to a certain extent. Heart rates of mother and fetus strongly correlate 
with E17 and E20, when motor activity is at its breakpoint–rising and falling, respectively. In 
most cases, heart rate variability of mother outruns variability of fetus in D2 and D3 ranges. 
Specific mechanisms of heart rate synchronization between mother and fetus are not known 
yet. There are two hypotheses: (1) similar oscillators with close parameters in mother and 
fetus and (2) mother’s rhythm affecting fetus directly [23]. 

An example of synchronizing slow-wave constituents of rhythmic activity of mentioned func-
tional systems is given in Figure 2. 

Interactions between physiological systems through slow-wave rhythms manifest themselves 
more completely during postnatal ontogenesis. Respiratory system in fetus changes dramat-
ically after birth, interfering with other excitable structures. During first hours after birth, 
interactions between somatomotor and cardiovascular systems strengthen. Accelerations are 
typical of newborn rats, being greatly affected by intensity of motor burst. Interactions medi-
ated by D2 and D3 rhythms are most pronounced in intact rat puppies: extent of cooperation 
goes down in the following pairs—somatomotor and cardiovascular systems, somatomotor 
and respiratory systems, respiratory and cardiovascular systems. Correlation decreases from 
D3 to D1 range, D3 having a highest correlation. D1 rhythms do not participate in intersys-
temic interactions. Changes in SMA intensity and pattern have a tendency to outrun modulat-
ing oscillations in D2 and D3 ranges of heart and respiratory rhythms [13, 24]. Consequently, 
systemic interactions in newborn rats are accomplished mostly by slow-wave oscillations of 
D2 and D3 ranges. Rhythms of decasecond range, D1, do not play an important role in inte-
grative processes. 

These mesorhythms were detected in fast temperature fluctuations in newborn rats up to 
1 week of postnatal development. It was observed that body temperature fluctuated with 
an amplitude of 0.04–0.09°C, which corresponded to near-second and near-minute rhythm 
ranges. These temperature fluctuations coincide with rhythmic excitation in other functional 
systems. There is a clear correlation between bursts of SMA and temperature oscillations. 
Simultaneous recording of rectal temperature, respiratory rate, SMA, and electric activity of 
stomach established that temperature oscillations were more frequent than motor bursts or 
stomach activity. High-amplitude spiking activity of stomach muscles surpasses complexes 
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Figure 2. An example of production of initial signals. In (а)—EMG filtration (1), periodograms of the respiration rhythm 
(2), periodograms of the cardiac rhythm (3) to the slow-wave components (diapasons D1, D2, and D3). Abscissa: time 
(s), ordinate: the amplitudes of EMG signals, D1, D2, and D3 (stand. units); the periodograms of respiration and cardiac 
rhythms (s). 

of motor activity and fits temperature peaks. Temperature fluctuations are unlikely to play 
a key role in thermal regulation due to low amplitude and high frequency. Most probably, 
these oscillations are mediated by systemic vasomotor reactions. Such temperature variations 
may indicate metabolic dynamics and may serve as a trigger to rhythmic excitation. They may 
also be involved in synchronization of rhythmic activity in various structures [25]. 

4. Monoaminergic regulation of rhythmic activity during perinatal 
ontogenesis in rats 

Maintaining relevant rhythmic activity of physiological systems is essential for normal func-
tioning and homeostasis. It is well known that rhythmic activity of visceral and somatic 
organs or systems of organs includes not only inner rhythms but also the activity of inter-
acting structures (outer rhythms). Rhythmic activity integration is accomplished with its 
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amplitude and frequency modulation by rhythms of higher orders. Integration pattern is
related to development of regulatory systems. It was shown that alterations in thresholds 
of cholinergic and adrenergic systems could result in severe functional disorders including 
cardiovascular and respiratory abnormalities [15]. 

Catecholaminergic system is notable for its early ontogenetic development. However, research 
carried out on fetuses is limited. This fact complicates analysis of underlying processes lead-
ing to dysfunction development in newborn animals. We have conducted a pioneering physi-
ological research in rat fetuses (E17–20) and in newborn rats (P0–1) in vivo. Results included 
cardiovascular, respiratory, and somatomotor activity parameters in dynamics. The experi-
ments were conducted in intact and test animals that were exposed to physiological and phar-
macological activation of dopaminergic and noradrenergic systems [26–29]. 

L-DOPA was administered to animals to increase catecholamine levels in doses of 25, 50, and 
100 mg/kg. The activation of catecholaminergic structures was induced by administration of 
isoamine (an indirect adrenergic agonist) in doses of 3 and 10 mg/kg. Moreover, we studied 
action of L-DOPA and isoamine after blockade of D1-receptors (by an antagonistic drug SCH-
23390, 0.1 mg/kg) and D2-receptors (sulpiride, 50 mg/kg).

It was discovered that injection of L-DOPA resulted in continuous generalized motor activ-
ity in dose-independent (E17–18) and dose-dependent manner (E19–20). Respiratory rate
in fetuses increases after L-DOPA injection. The number of fetal respiratory movements
(gaspings) increases by 3–7 times. Heart rate is not affected considerably by L-DOPA. Our
experiments that involved clonidine, an α-adrenergic agonist (1 mg/kg), administration
to fetuses show that noradrenergic system of fetuses is capable of stimulating respiratory 
activity. 

Novel head movements having a near-second rhythm appear between E18 and E19 during 
ontogenesis in 92% of fetuses. Mature activity patterns emerge in response to L-DOPA after 
E19: stereotypical head movements (circular movements, lateral and dorsoventral flexions) 
and alternating forelimb movements. Effects of L-DOPA derivatives—noradrenaline and 
dopamine—were brought into question. Based on theoretical and experimental data obtained 
by us and other authors, we expected L-DOPA to activate noradrenergic system. Stereotypical 
behavior in mature animals is currently associated with dopaminergic system by many 
authors. It seems well reasoned to suggest that dopaminergic system is also responsible for 
stereotypy in fetuses. We studied the effects of dopamine antagonists in fetuses on E19–20 and 
revealed that D1- and D2-receptor blockade did not affect motor activity of fetuses. L-DOPA 
induced the same effects when given with inhibitors. It implies that stereotypy in fetuses is 
not linked to dopamine system. Dopamine antagonists do not alter gasping and do not block 
L-DOPA effects on respiratory activity. DOPA can act as a CNS neurotransmitter binding to 
D2 and β2-adrenergic receptors [30]. We studied propranolol effects and came to conclusion 
that this phenomenon might be linked to noradrenergic system. 

Endogenic monoamines triggered by isoamine tend to stimulate motor activity in fetuses 
on embryonic days 17–18. Isoamine induces two types of reactions on E19–20: a short
activation of motor activity followed by inhibition (in 60% fetuses) and overall inhibition
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(in 40% fetuses). It is likely that noradrenergic regulation is altered on E19–20 (before
birth). Excessive concentration of catecholamines favors an increase of motor activity. 
Endogenic catecholamine release is followed by a short-term stimulation and then inhi-
bition. Activation of catecholaminergic pathways leads to significant increase of motor
activity during postnatal ontogenesis. Isoamine augments respiratory movements by two 
times on E17–18. We have observed an activation of respiratory activity in 60% fetuses and
reduction in 40% fetuses on E19–20. Heart rate rises slightly on E17–18 and then decreases
on E19–20. Heart rate and respiratory rate decrease slightly in newborn rats on administra-
tion of isoamine. D1- and D2-receptor blockade does not alter motor activity, respiratory,
and heart rates of fetuses. Subsequent physiological or manual activation of catecholamin-
ergic systems results in multiple reactions due to ontogenetic and individual features of 
animals. 

Newborn rats are also subject to dose-dependent increase of SMA by L-DOPA. Stereotypical 
head movements (up-down, from side to side), body movements, and alternating limb 
movements are observed. Motor bursts occurring in a decasecond rhythm are significantly 
enhanced. Two-week rat puppies are also subject to increase of motor activity triggered by 
L-DOPA. However, this effect is less pronounced than in newborn rats. Locomotor rhythms 
are dominant in such motor activity. 

Catecholaminergic system-induced respiration effects change remarkably on P0–1: excessive 
catecholamines release results in an increase of respiratory movements (gaspings) during pre-
natal period, and respiratory rhythm slows down on P0–1. Release of catecholamines potenti-
ates SMA in newborn rats. D1-receptor blockade stimulates SMA. D2-receptor antagonists 
slightly augment SMA. L-DOPA further stimulates motor activity and changes its pattern. We 
detected oscillation complexes which had a period of about 3–6 min and tendency to expand 
and shift to a continuous mode. Motor complex patterns consist mostly of locomotor rhythms. 
Stereotypical movements are preserved. Isoamine injected after D2-receptor blockade had a 
weaker effect than that injected after L-DOPA administration.

Heart rhythm of intact newborn rats is a sinus rhythm with amplitude and frequency modu-
lation. Single or multifocal extrasystoles are occasionally detected. Slow-wave modulation 
of heart rhythm in intact rat puppies consists of frequency oscillations falling into decasec-
ond and near-minute ranges. These modulations are subdivided into asynchronous (mostly) 
and synchronous (with SMA complexes), the latter bearing a tachycardial pattern. Moreover, 
irregular bradycardial decelerations unrelated to motor activity are observed in heart rhythm. 
These fluctuations have a duration of about 10–30 s and an amplitude of 130–150% to a mean 
rhythm period of heart rate. D1-receptor blockade does not alter heart rate, while D2-blockade 
decreases heart rate. L-DOPA lowers respiratory rate when administered to newborn rats 
on P0–1. D1-receptor blockade does not change respiratory rate, but subsequent injection of 
L-DOPA leads to irregular respiration rhythm and low respiratory rate. D2-receptor blockade 
decreases respiratory rate, but this effect is opposed by L-DOPA. Stimulation of amplitude 
modulation is accompanied by an irregular respiratory rhythm. 

We would like to draw attention to the data obtained during heart rate variability analysis. 
Spectrum power alterations in various frequency ranges were analyzed against physiological 
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parameters registered on administration of various drugs. It was revealed that newborn rats 
had unidirectional changes in spectra related to activity of catecholaminergic systems, while 
rat fetuses (E17–18) displayed a large variability due to the influence of multiple regulatory 
systems. During prenatal period, L-DOPA enhances neural regulation of vagosympathetic 
balance in 50% rat fetuses, which is caused by alterations in humoral and metabolic factors. In 
the rest 50% fetuses spectrum power is shifted toward slow-wave activity. Moreover, in 75% 
newborn rats, L-DOPA enhances high-frequency constituents of spectra, that is, humoral and 
metabolic influence is minimized. The observed changes involved activation of both sym-
pathetic and parasympathetic systems. But parasympathetic effects are more pronounced, 
which is reflected by LF/HF coefficient means. Isoamine boosts sympathetic effects by 70–75%. 
It was revealed that neural regulatory mechanisms began to play a more important role in the 
regulation of heart rhythm in newborn rats. Sympathetic effects were observed in 60% ani-
mals. However, vagosympathetic balance shifts toward parasympathetic effects due to their 
prevalence in overall spectra. 

So, it is known that D1 and D2 receptors are subject to heterochrony (in terms of physiological 
development). Earlier it was proposed that D1 receptors are physiologically inhibited within 
30 days of postnatal ontogenesis [31]. This fact is backed by another research [32, 33]. But 
herein we show that D1- and D2-receptor blockade affects respiratory activity greatly on E17. 
Moreover, there are differences in the response to dopamine receptors antagonists in fetuses 
on E17–18 and E19–20. Similar results were obtained earlier as a result of motor activity analy-
sis in fetuses on E21 with D1- and D2-receptor antagonists [33]. Based on our results, we sug-
gest that catecholaminergic systems undergo significant changes during prenatal ontogenesis 
(E18–19). It is supported by the fact that an increase of catecholamines on E19 is accompanied 
by appearance of stereotypical movements, which is not inhibited by dopamine receptors and 
β2-adrenoreceptor blockade.

Thus, we have shown that effects of catecholaminergic and dopaminergic systems on heart 
and respiratory regulation change dramatically after the birth. Catecholaminergic system 
changes are the most pronounced. Respiratory system response to physiological and exces-
sive concentrations of endogenic monoamines alters within a few hours in newborn rats. The 
variability of observed response depends on several factors: age, feeding state, and season. 
The significance of two latter ones was demonstrated in our recent work involving complex 
biochemical and physiological methods [19]. The key role of functional changes occurring in 
respiratory system and catecholaminergic structures activation is supported by our research 
dedicated to systemic interactions and reviewed in Section 3. 
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Abstract 

Traditionally, the evolution of flora and fauna on the Earth as well as the evolution of
their physical and chemical environment are considered separately. At the same time,
when considering the global evolutionary changes, it becomes clear that the evolution
of all these components occurs in close relationship and that they together constitute a
unified evolutionary process. Thus, we should talk about their co-evolution and that the
whole biosphere is a united functional system. In this chapter, we briefly discuss some of
the major “inventions” of ancient life that are responsible for global biosphere transfor-
mations and which “worked” in the biosphere until now (photosynthesis, eukaryotic cell,
multicellular organism, and the other findings). The evolution of the Precambrian life as
well as the Phanerozoic stage of the biosphere evolution are considered in this context.

Keywords: evolution, co-evolution, ecosystems, biosphere, inventions of life

1. Introduction 

Traditionally, when discussing biological evolution, specialists build independent evolution-
ary trees for different taxa, such as animals and plants, apart from the fact that many evo-
lutionary events in each case would not have been possible without the concerted events in 
several macrotaxa. The evolution of life on the planet is the evolution of the entire biosphere 
as a united system [1–3]. For example, the emergence and development of higher flowering 
plants is interconnected with the development of pollinating insects. Classic examples of an 
ancient co-evolutionary relationship are lichens, which are a result of exo-symbiosis (mutual-
ism type) of fungi mycelium and algae cells. More recent examples of symbiotic relationships 
are some species of ants and aphids, which are so deep that both cannot exist separately [4]. 
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Moreover, the evolution of life on the planet occurs simultaneously with the transformation 
of biogenic habitat. Thus, in the geological timescale, it makes sense to consider the evolution 
of the biosphere as an integrated system, which includes not only the biota but also bio-inert 
and inert matter in terms of Vernadsky [1], as well as ecosystem, landscape, and the whole 
global planetary structure. Life as an active and most dynamic component of the biosphere 
permeates the entire environment. It gradually transforms environment and thereby changes 
the conditions of its own existence. However, bio-inert and inert matter, geological and land-
scape structure of the upper layer of the Earth’s crust with a thickness of about 10 km (i.e., the 
biosphere) is much more inert.

Life with its activity quickly evolves and adjusts to the environment. Thus, there is a large 
temporal asymmetry between the processes of evolution of living and inert matter. The evo-
lution of life changes in two ways: by spontaneous self-modification (genetic, epigenetic) 
and through accumulation of changes in the environment, partly caused by the activity of 
organisms themselves (ecological inheritance [5–7]). From this standpoint, the evolution of 
the biosphere consists of a sequence of leaps between qualitatively different stages. Each stage 
is related with some principally new “invention” of life, has a relatively long history of its 
own specific organization of its biogeochemical cycles, energy flows, and associated specific 
ecological relationships: producer (producents)-consumer (consuments)-reducer (reducents).

Small disturbances in balance of each such system caused by small changes of environmen-
tal conditions were usually compensated, thanks to adaptive evolution at the species level 
(appearance and disappearance of some species). At significant violations of the biogeochemi-
cal cycles, caused by external and/or internal reasons, global environmental crises took place, 
associated with mass extinctions of the traditional biological forms, replacing them with fun-
damentally new ones, the emergence and/or the wide dissemination of which was previously 
limited by competition.

It is easy to see that classical evolutionary phenomena of aromorphoses and ideoadaptations 
[8] are observed also at the biosphere level and almost simultaneously in different taxa, indi-
cating the influence on the course of processes of co-evolution mechanisms. For example, the 
so-called great Permian extinction (end of Permian period, about 250 Mya, when more than 
70% of species disappeared) dramatically decreased the total biological diversity [9]. This 
opened opportunities for the emergence of new forms, primarily in the Triassic.

As a rule, a number of forms of the earlier system do not disappear completely during crises.
They are included in new ecosystems as representatives of evolutionary descendants of the more
ancient biota. Moreover, despite significant evolutionary change, they usually are conserving
successful evolutionary inventions of the past, and these findings allow them to “fit” into the
new system of the biosphere. Modern biosphere utilizes many findings of ancient life and even
could not exist without them. Among the main evolutionary innovations, which once established
have not disappeared, and are used by living organisms of the contemporary biosphere, is the
emergence of eukaryotic cells, which opened the road to evolution of multicellular organisms.

There are different ways of using the innovations of the past. One of the most striking exam-
ples is the discovery of the process of photosynthesis, which allowed terrestrial life to get
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out of the clutches of material resources, and the energy deficit of archaic biosphere that
existed, apparently due to chemosynthesis. Photosynthesis gave the biosphere a huge gain
in energy resources.

In order to be preserved, ancient life also changed its habitat. This is particularly notice-
able in the case of bacterial forms of life. The traces of ancient biospheres surround us, and 
their numerous representatives are necessary for the existence of the modern biosphere, 
for example, the bacterial environment of the rumen of ruminants, where cellulolytic and 
other bacteria realize chemical transformations based on anaerobic processes—fermentation 
and decay of plant food components. The digestive system of mammals would be unable to 
digest plant food without help of endosymbionts—bacterial communities [10]. Thus, organ-
isms with anaerobic metabolism, inhabiting once, apparently, the entire ancient biosphere, 
now exist in the form of microcosm in organisms of modern animals. Obviously, the evolu-
tion of the biosphere is reflected in mutually agreed evolutionary transformations of all life 
forms. Therefore, speaking about evolution of the biosphere, we should talk about biological 
co-evolution of all living on the planet. Important aspects—biochemical and physiological—
of this process are studied in the framework of evolutionary physiology and biochemistry. 
However, since the co-evolutionary aspect is usually not discussed at all, many factors and 
evolutionary mechanisms often attract the attention of researchers who used to work at the 
organism and population levels.

The aim of this chapter is not to give a coherent and complete account of the events in the 
biosphere evolution (it is only because of the enormous amount of material that could be 
included in consideration) but touch only some general trends and some striking evolution-
ary events, reflected in contemporary forms of life. Our goal is to attract attention to biosphere 
aspect of the biological evolution [11], which often escapes researchers’ notice. We will try 
to trace some of the most important innovations implemented in the process of evolution of 
life on Earth. These innovations, actively used by living organisms in both the past and the 
modern biosphere, were key endogenous factors of biosphere evolution as a whole system.

2. The early stages of the evolution of life 

We know very little about the earliest stages of evolution of life on our planet. Most research-
ers believe that the life on the Earth appeared in the range of 3–4 Gya and was represented 
by prokaryotic organisms—Archaebacteria (at present allocated also another macrotaxa 
Archaea, which exists today, and from which, apparently, originated more complex prokary-
otic organisms—[12, 13]). There is no doubt that by the end of the Archean (about 2.5 Gya), life 
was already widespread in the world, mainly in the aquatic environment. The oldest Archean 
prokaryotic biosphere probably used mineral resources available in the geospheres of the 
planet, and, in the first place, abiotic organic matter which is a non-renewable resource. Most 
likely, resources for this life were hydrocarbons that were typical for the crust and surfaces 
of many small planets in the solar system during its formation and during the early stages 
of evolution [14, 15]. As for the atmosphere, there is no consensus among geologists on this 
issue, and specialists suggest that it could be either predominantly methane, ammonia, or a 
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mixture of carbon dioxide and nitrogen with a substantial admixture of methane and ammo-
nia [16]. These hydrocarbons, especially liquid fractions, are possibly related to the so-called 
Archean and Proterozoic oil, which is poorly suitable for industrial use and has presumably 
abiotic origin. Sun has contributed to the existence of early life on Earth indirectly, mainly by 
supporting the chemical cycles and the overall temperature and climate balance of the planet.

About 2 Gya, there was a very important event which predetermined the direction of fur-
ther evolution of life on the Earth: appearance, rise, and wide dissemination of photosyn-
thetic organisms—cyanobacteria. With the appearance of a significant amount of atmospheric
oxygen, ancient biota fundamentally changed because oxygen is poison for most anaerobic
organisms, typical of the early Archean. There was the so-called Oxygen Catastrophe [17, 18].
Another—though perhaps no less important factor that contributed to a very rapid change
of biota after the emergence of photosynthesis—was probably the exhaustion of available
resources, that is, organic matter for the use by anaerobic organisms. You can imagine a variety
of scenarios, up to the fantastic (e.g. burning out of hydrocarbons in an oxygen atmosphere)
but there is no evidence in favor of any mechanism of the transition to the photosynthetic
biosphere.

The result of the emergence and development of the first communities of photosynthetic 
and aerobic organisms was that biota has changed dramatically, and life and its evolution 
began to be related not only to the availability of resources of organic matter but also with the 
solar activity in the diapason of visible spectrum. With certainty, we can say that at this time 
already existed ecosystem biosphere organization with closed cycle of organic matter, which 
ceased to be a non-renewable resource. In addition to the phytoplankton in the ocean lived 
zooplankton [17, 18] and bacterial organisms. It is not difficult to conclude from the previous 
statement, it is this circular organization (i.e., producer-consumer-reducer) that defines and 
identifies up to the present time the main features of all forms of co-evolution of the biosphere 
life. We would also like to draw attention to the fact that, in this case, the organic matter of 
biotic origin, worked out by the organisms that preceded this “aerobic revolution,” as well as 
atmospheric carbon dioxide have not disappeared and entered into a new metabolic cycle of 
the biosphere.

Approximately 1 billion years ago, in the life of the biosphere, there was another very impor-
tant event: eukaryotic organisms appeared and after the phytoplankton crisis at the turn of 
Vendian and Riphean (about 800 Mya) came to dominate [18]. According to popular concep-
tion of symbiogenesis [19–21], they arose as a result of the merger of prokaryotic cells, one 
of which was to carry out functions of the nucleus. But the most important for the further 
evolution of life at the same time was the fact that eukaryotes were able to give rise to multi-
cellular organisms. In contrast to the dense cell walls of prokaryotic cells, eukaryotic cell walls 
became more permeable, making possible a more intense and varied exchange of substances 
between organism and environment. In parallel, there was also a significant change in the 
whole system of cell receptors, necessary for the management of permeability, and princi-
pally new types of receptors appeared [22]. As a result, all this has contributed to origin of 
multicellular organisms (which was not possible in the case of prokaryotes) and accompanied 
with the structural and functional differentiation of individual cells or groups of cells. This 
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was a necessary condition for the emergence of further tissues and organs with specific func-
tions and features of their different structures. The emergence of multicellular organisms was, 
without doubt, a new revolution in the biosphere. By the beginning of the Cambrian (about 
550–570 Mya), which is considered as the beginning of “the era of advanced life,” the oceans 
were already home to many species of multicellular plants and invertebrate animals.

Exact period of coming organisms ashore is difficult to date because the accidental getting of 
organisms to coastal, small-scale and temporary existing reservoirs, where they could exist 
for some period, was not an exceptional event. In the upper Vendian (Ediacaria), in Cambrian, 
and even Ordovician periods reigned the so-called bacterial mats based on cyanobacteria com-
munities. They covered shallow waters, filling intermittent irregularities of land. However, it 
is well established that in the Silurian period already existed “true” terrestrial multicellular 
plants with a complex structure and stem—psilophytes—and to the Carboniferous period the 
plants fully settled on land.

Further evolution of life on the planet, too, was uneven. This was largely due to the geologi-
cal events and the impact of external factors of astrophysical nature on the planet, leading to 
crises and radical change of biota. The most striking well-known crises of this kind were the 
extinction in the Permian and Cretaceous periods, the beginning of which was characterized 
by a decrease of carbon dioxide concentration in the atmosphere and planetary cooling [23, 
14, 15]. However, the dependence of all life and its evolution on photosynthetic organisms 
within the Phanerozoic history (i.e., ~570 million years and later) has never decreased, and the 
biosphere actually was and continues to be the united system that supports its own existence 
and operation of its components, using solar energy.

3. Phanerozoic eon 

Phanerozoic eon of the biosphere evolution, which began with the Cambrian period about 
570 Mya and is still ongoing, can be described as the time when life came out from the oceans 
and confidently conquered the land, which saw the emergence of all the modern types of 
plants and animals, and at last, man appeared, who became by the figurative expression of 
V.I. Vernadsky’s [1] “geological force.” The evolution of life in the Phanerozoic was uneven, 
as reflected in the fossil and geological records.

The beginning of the Phanerozoic eon was marked by the separation of the paths of the evo-
lution of multicellular animals and dividing them into two large groups: invertebrates and 
vertebrates. This was due to the emergence of the first chordates (usually mentioned lancetnik 
that appeared in the lower Cambrian), which gave rise to all the past and present vertebrates, 
including humans).

As for plants, new groups of multicellular organisms emerged: first lower and then higher 
vascular organisms, for example, horsetails and ferns, which became a part of a major share 
of large-sized ground vegetation formed by Carbon. A little earlier, during the Carboniferous 
period, the ancestors of the first gymnosperms appeared in the upper Devon, and widely 
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spread across the planet just after the Permian crisis, that is, in the Triassic. After the mid-
Mesozoic eon, in early Cretaceous period (135–140 Mya), finally, flowering plants appeared, 
which were pollinated by pollinators insects.

It is hardly appropriate to discuss in this chapter many evolutionary and co-evolutionary 
events in the evolution of life in the Phanerozoic eon. Many special works are dedicated to 
the study of such events, including “a skeletal revolution,” the emergence of systems of trans-
port of substances inside the body, the “invention” of hemoglobin and blood circulation, the 
occurrence of thermoregulation of bodies, terrestrial respiration, senses, nervous system, 
brain, social behavior, and more [24]. From our point of view, the examination of the evo-
lution of the entire biosphere is conveniently conducted in the framework of the so-called 
energy approach, especially as many evolutionary innovations are related with the global 
tendency of increasing in time of the energy flow through biosphere. Many researchers (e.g., 
see [14, 15, 25]) emphasized the importance of the energy characteristics in considering such 
systems as the ecosystems and biosphere as a whole.

4. The evolution of the biosphere as a united system of planetary life 

Based on the earlier view, and also based on the fact that the evolution of life on the Earth 
should be seen as the panbiosphere global process of permanent mutual (reciprocal) adaptation 
of organisms in ecosystems and biogeocoenoses,1 the physico-ecological concept of biosphere evo-
lution has been developed [14, 15]. In the framework of this concept, the relationships between 
the various evolutionary processes at different levels of biological organization, as well as 
general problems of evolution of biosphere, are discussed. Observed during the Phanerozoic 
eon, increase of energy flow, passing through the biosphere, is understood as the physical 
evolution of the biosphere. This increase is a result of the process of the emergence of new 
plant producers and plant communities, which more efficiently used the Sun’s energy. The 
rise of energy flow in its turn leads to increase in the production of organic matter used 
by consumers and decomposers, strengthening biosphere circulation and other important 
changes in planetary life.

In the early stages of the evolution of mechanisms for the use of solar energy, which began 
in the Proterozoic era, physical evolution can be correlated with the improvement of the 
chemical processes of photosynthesis, increasing the efficiency of chlorophylls. As a result, 
the evolution worked out the most efficient chlorophylls, used by plants up to the present 
time. Almost all of the main producers of organic matter in the biosphere, including the most 
important present producers, such as the highest vascular plants, in varying degrees, rely 
on sets of chlorophylls a and b [26]. Evolution of chemical aspects of photosynthesis com-
pleted to the Phanerozoic eon and elaborated optimal for Earth’s conditions chlorophylls. 
Eukaryotic life, appeared in the Proterozoic began to go out on the land [18, 26, 28]. This, as 
already mentioned, was provided by the unique abilities of eukaryotes to create complex 

1Biogeocoenosis is a large ecosystem considered within a framework of concrete plant communities [27].
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multicellular organisms with different functions of specific tissues and organs, which gave 
a huge number of new possibilities and ways of existence of these organisms in the environ-
ment. For example, the extraction of water from under the top layer of soil by roots and carry-
ing out of photosynthesis by organs above the surface, where lighting conditions are usually 
better—one of the abilities unavailable to single-celled plant organisms.

The growth of the photosynthetic ability of terrestrial plant communities and coupled with 
this process of physical evolution of the biosphere occurred at this stage due to the occurrence 
and development of adaptations, which led to the increase of the area of photosynthetic sur-
face of leaves and sometimes other formations. Thus, Phanerozoic evolution of the biosphere 
has largely been associated with morphological changes [18, 28] of terrestrial plants and, 
respectively, of multicellular animals—consumers of organic matter and the oxygen which 
these plants produce.

It is also important to remember one more factor that played a huge role in the evolution of 
life on the planet during the Phanerozoic era, namely, the presence of an oxygen atmosphere 
[17, 18, 29]. It was oxygen that offered animals to intensify metabolism, to move from water 
to land, and significantly increase the size of some of them. The concentration of oxygen in 
the atmosphere in the Phanerozoic eon fluctuated, and in the epoch of coal accumulation 
exceeded, apparently, the contemporary one. Here, we return to the thesis about the ecosys-
tem organization of the biosphere, representing the over-organismal living system  [3, 7, 30], 
sometimes figuratively called the “super-organism.”

The importance of animal components of the biosphere is beyond doubt: animals in combi-
nation with plant and reducents organize a closed and well-functioning biosphere cycle; in 
other words, a continuous process of “biosphere metabolism” [30]. Evidently, evolutionary 
changes in plant and animal species are linked also via the change of geospheres, including 
the atmosphere.

Here, we do not consider the mechanism of physical evolution of the biosphere, which is described
in the monograph [14, 15, 17] and is based on the well-known notion that the biosphere is a united
functional system. Note, however, that in the framework of this approach, the physical evolution
is explained as a consequence primarily of external astrophysical factors. These are the factors of
the scale of the galaxy, influencing the intensity of geological processes and outgassing of carbon
dioxide from the bowels of the Earth with a period of the galactic year of about 200 million years
and factors of the scale of the solar system, causing periodic oscillations of orbital parameters of
our planet and climatic changes on the Earth every few tens of thousands of years. The impact of
these factors stimulates evolutionary processes in the biosphere and leads to an increase in the
flow of energy through it, as a result of the selection and wide dissemination of producers, which
more effectively are using the flow of solar energy (Figure 1).

In the end, during the Phanerozoic eon, new macrotaxons of plants and animals and new
ecosystems and biogeocoenoses arose, energy flow through terrestrial plant communi-
ties increased by nearly two orders of magnitude, and the speed of circulation of organic
matter in the biosphere increased dramatically. All this affected the course of biological
evolution [14, 15].
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Figure 1. Phanerozoic evolution of the biosphere. The oscillations of carbon dioxide concentration in atmosphere, the 
epochs of global cooling, the development of different macrotaxa, and increase of photosynthetic index (it characterizes 
the community productivity) are given by [14, 15].

To conclude this section, we note that to date, the possibility of increasing the energy flow 
through the biosphere, ecosystems, by traditional ways, that is, by increasing the photosyn-
thetic index of the plant communities, seems to have exhausted—changing the trends of evo-
lution of life on Earth.

5. Some general features of the evolution of the biosphere 

Laws of evolution of ecosystems and the biosphere, the known laws of micro and macroevo-
lution, as well as regularities known from evolutionary biochemistry and physiology should 
be considered and coordinated together. One of the features of the evolutionary processes 
of the biosphere is that every time they take place in conditions of irreversible changes on 
the Earth, produced by previous evolutionary process. Therefore, we can speak of a kind of 
“memory” of the biosphere, and what is contained in this memory to a certain extent directs, 
canalizes occurring in the biosphere subsequent evolutionary changes. The most important 
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elements of this memory are those which are fixed in the genomes of organisms and, con-
sequently, the particularities of their morphology and biochemical mechanisms and is also 
reflected in the geospheres of the planet, its geological history. These, for example, are the 
emergence of an oxygen atmosphere about 2 Gya; the emergences of various biogenic sedi-
ments, rocks, and minerals in the bowels of the Earth; the emergence of modern water; and 
atmospheric balance of the planet. That life controls certain features of its own evolution is 
reflected in the paradigm of autocanalization of the biosphere evolution [30].

All this may suggest that the process of biosphere evolution is similar in some aspects to suc-
cessive deployment, which resembles the ontogenetic development, when each phase starts 
only after completion of the previous one. However, this similarity is not complete though, 
because the biosphere changes are not pre-programmed. The similarity can be discussed only 
in relation to the evolution of the entire biosphere as a whole but not in relation to changes 
in ecosystems, populations, or genotypes. After all, the final goal of ontogenesis is the stage 
an adult organism reaches with certain morphological and physiological characteristics that 
allow it to exist and reproduce in a particular environment. But the biological and biosphere 
evolution, most likely, do not have any final goal. The only permanent “goal” (more cor-
rect to call it an imperative) of the functioning of the biosphere is the preservation of life 
itself through new adaptations and co-adaptations of different organisms and ecosystems 
in a changing environment. In other words, imperative for the biosphere as a system is the 
maintenance of life on the planet in any way, like using relatively small adaptive changes in 
the large components or (and) through significant evolutionary changes on the species level, 
even at the cost of destruction of entire taxa [15, 17, 18].

Observable predetermination and directedness of the physical evolution of the biosphere 
toward a more energetically developed and, accordingly, productive state with high biodi-
versity [31] do not mean predetermination of biological evolution. Selection usually acts on 
a limited number of parameters and fixes the first met biological forms by chance, as long as 
they meet these conditions. Therefore, features of the natural environment that occurs at a 
particular stage in the evolution of the biosphere, not rigidly determine the ways of biological 
evolution [17, 30, 32] does not require that the performer of a particular ecosystem functions 
were very specific, for example had concrete origin.

Thus, the reason for the directionality of biological evolution toward complication, leading to 
the emergence of increasingly complex biological forms (while retaining many archaic one), 
is the evolution of the whole biosphere [14, 15, 17]. As was mentioned above, in the process 
of this evolution takes place the increase of energy flow through biosphere, as well as the 
complication of the mechanisms, supporting conditions on the planet, favorable for more 
advanced life forms (“planetary homeostasis”). Other aspects of this process are the complica-
tion of relationships between components of the biosphere and increase the number of simultaneously 
present in the biogeochemical cycle of organic matter. All these phenomena involve irreversible 
changes of geospheres of the planet and accumulation of “burden of evolution” in the form 
of morphofunctional and morphogenetic changes of the organisms and, consequently, con-
straints on possible ways of further biological evolution [17, 30]. Therefore, we should talk 
about autocanalization of biosphere evolution, which is a consequence of the fixation of the 
irreversible changes occurring in the geosphere and the biosphere.
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6. Some main trends of evolution of the biosphere 

Let us summarize now the most important trends in the evolution of the biosphere, some of
which have been briefly described earlier. First, it should be noted, that earthly life was very
lucky, because even the most severe crises on the planet could not bring to extinction of all
taxa or to drive biosphere back to earlier developmental stages. Throughout its evolution, the
biosphere coped with the changes; moreover, they stimulated her to further evolution (“every-
thing that does not kill me only gives me new strength”—Nietzsche). The presence of biosphere-
geosphere memory and genetic memory of the organisms is allowed not to lose the successful
discoveries, which is, in fact, technologies of survival. Thus, the process of evolution led to the
emergence of increasingly complex forms.

The main features and trends of evolution of the biosphere are briefly outlined as follows:

• the increase in the flow of energy flowing through the biosphere (this conclusion was made 
on the basis of data for Phanerozoic eon);

• an increasing amount of organic matter simultaneously involved in the biotic cycle (reli-
ably known for the Phanerozoic eon);

• ecosystem structure of the biosphere (at least from mid-Proterozoic eon);

• increase in the completeness of biogeochemical cycle of the biosphere (from one-directed 
flow in open ecosystems of bacterial mats up to ~95% completeness of cycle in a number of 
ecosystems by the end of the Phanerozoic eon);

• expansion of the scope of buried bio-inert substance of the planet (from Archean);

• complication in the structural and functional diversity of the biosphere and its compo-
nents (differentiation) that was required for the survival of many organisms to have more 
complex behavior and, ultimately, contributed to the emergence and development of the 
nervous system and brain (Phanerozoic eon);

• increasing biodiversity [31] and diversity of ecosystem types (at least from the Proterozoic 
eon);

• increase in the sustainability of the biosphere and its components in the case of non-cata-
strophic disturbances is related to the increase in biodiversity.

All of the above and a number of other evolutionary changes occurred under the pressure of 
autocanalization mechanisms, which did not determine strictly each step of biological evolu-
tion but, as in the case of ontogeny, implied continuity. This is related to some analogy of 
the processes of development and evolution, allowing to call the evolution of the biosphere 
by “non-directed ontogeny,” in which concrete specific forms of organisms are not strongly 
predefined, but the general characteristics of interaction of the whole system of the biosphere 
with the inanimate nature are more predefined. At least on the Earth, this “ontogenesis” led 
to the emergence of increasingly complex biological forms right up to the human beings and 
complication of the system of the biosphere. The main functional imperative of the biosphere at all 
stages of its evolution was the preservation of life itself on the planet in any way.
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We do not dwell here on the philosophical premises and conclusions, following from this 
assertion. Much on this subject can be found in the monograph by O. Bazaluk [33]. Let’s 
look at the process of evolution not from the point of view of changes in the structural and 
functional features of living things but as the process of creation of new and existing means 
of survival and exploitation of the environment by life. From this point of view, the evolution 
of the biosphere is the invention, preservation, improvement, and accumulation of different 
technologies of storage, and the implementation of process of life. With these positions, in the 
evolution of life on the Earth were the following main stages:

• the appearance of protobionts with memory to store information about the successful tech-
nologies of survival. The main innovation of this phase—the emergence of the genetic code 
(apparently, early Archean eon);

• the emergence of technologies for the use of mineral resources of the planet. The main in-
novation of this phase—the emergence of chemosynthesis and of the primitive metabolism 
(around the same time as the previous stage);

• the emergence and rise of organisms able to use photosynthesis. The main innovation of 
this phase is the development of mechanisms of photosynthesis to use energy from the 
Sun. In parallel, the emergence and spread of aerobes and the development of aerobic me-
tabolism; in fact, fixation of the ecosystem organization of planetary life (upper Archean 
eon, Proterozoic eon) [34];

• the emergence of eukaryotic cells as believed to be the result of symbiosis of prokaryotes 
[19–21]. The main innovation of this stage—effective new nuclear apparatus of eukaryotic 
cells and the development of specific method of transfer of genetic information—sexual 
reproduction. Besides that, there was altered cell membrane, a complex of new cell re-
ceptors emerged, allowing better control of the permeability to various chemicals (middle 
Proterozoic eon);

• the emergence and broad spreading of multicellular organisms. The main innovation of 
this phase is the emergence of the communication system between cells and the mechanism 
of their differentiation in the ontogeny of multicellular organisms (upper Proterozoic eon).

It is important to note that with the appearance of another main innovation, the old evo-
lutionary findings usually do not disappear. They not only continued to exist and develop
but also combined with newly acquired features. Similar features of evolution can be seen
not only in the early stages of the evolution of life but also later and also when consid-
ering the emergence of organs, physiological systems, and the development of physi-
ological functions. When studying different groups of organisms, a number of particular
regularities have been opened to confirm these general regularities (K. Baer, G. De beer,
R. Garstang, E. Haeckel, E. Cop, S.V. Meyen, A.N. Severtsov, A.L. Takhtajan, K. Waddington
and I.I. Schmalhausen, etc.). These general regularities, apparently, are also applicable to
ecosystems and the biosphere [14, 17]. Close in its meaning regularities were also aptly for-
mulated by L.A. Orbeli in the form of “principles of evolutionary physiology” [35]. Among
them are the following:
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• the principle of intensification of the processes that provide the functionality of biological 
systems (including in terms of resource consumption);

• the principle of the increasing of multifunctionality of the components of biological systems;

• the principle of the increasing of duplication components of biological systems that per-
form a particular function;

• the principle of overbuilding (or superstructure): new functions do not simply replace the
old one but are built on the old functions, replace them, and manage them.

It is not hard to see that these principles which were formulated for evolutionary physiology 
can explain events in the evolutionary history of the biosphere. Apparently, they are universal 
and in varying degrees applicable to explain the evolution of biological systems of various 
levels of the organization.

Homo sapiens, appeared at the end of Phanerozoic eon, began to use for their needs fossil raw 
materials and energy sources inaccessible to other organisms (e.g. fire, nuclear energy). They 
continued general tendency of intensification of energy flow and biogenous cycles in the bio-
sphere evolution. Humans’ extremely rapid spreading across the planet and increasing role in 
biosphere processes is obliged first of all to the fact that they use language for communication 
and transmission of information about their technological discoveries. Biological evolution 
has ceased to play a crucial role in their survival on Earth.

7. Conclusion 

This chapter is not an exhaustive description of the evolutionary events in the biosphere. 
However, we hope that we were able to show the resemblance and the connection of the 
evolution of biological systems at different levels of biological organization in the process of 
development of life on Earth.

We discussed that the evolution of the biosphere is uneven, that is, periods of abrupt change
(crises) is changed by much longer periods of relative stability. What could be the cause of
a sharp, “explosive,” and at the same time, global changes in the entire biosphere? Based
on the earlier description, we can distinguish two types of reasons, conventionally, divid-
ing them into “external” and “internal.” The first type includes global change of the abiotic
environment that occurred under the influence of planetary and cosmic factors. The second
type which consists of the “main innovation” is a radical change in the uses of the environ-
ment associated with the emergence of new technologies of survival, including new ways of
organizations and associations of living systems (eukaryotes, multicellular organisms, eco-
systems, etc.).

In conclusion, it is important to say, that humankind, which, according to V.I.Vernadsky [2] is 
the new “geological force”, plays an increasingly important role in key biosphere processes. 
Now, we can add, that humankind is the force, which became a new factor of evolution, 
realizing conception of autocanalization of evolutionary process. However, despite the rapid 
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development of non-biological technology, man, being a biological creature, cannot ignore 
its own earthly nature, because all the main stages of biosphere evolution are reflected in the 
human genetic memory and in the processes of his development. That is why existence of 
man is possible only as co-existence with all other living creatures [6]. This need in the “other” 
is applied to all organisms and was “imprinted” early in evolutionary history, before the 
emergence of the mind, and originates probably from Archean times, when the first simplest 
ecosystems appeared. After all, to find a “friend” and assistant contributed to the survival. 
This need, combined with the pursuit of invention of new technologies, creates one of the 
main contradictions of the inner world of modern man. Here, we are coming close to the non-
biological evolution of the noospheric environment [2] in which the human beings, the inven-
tors play an important role and have to take responsibility for the destiny of his beautiful 
home—the biosphere. Whether their inventions are accepted depends largely on the culture 
in which they exist.
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Abstract 

This article describes a philosophy of an arising multicellularity on the basis of division 
of functions between cells. Laws of the division are discussed in elementary multicel-
lularity units, called histions. There is a variety of the histions that have different social 
structures. Several parameters have been proposed to describe them quantitatively and 
to systematize them by means of a periodic table. Consideration is given to the rules that 
govern polymerization of histions as well as the formation of regular cellular networks 
using them. It is shown that these types of networks could serve as biological tissue mod-
els that enable one to predict the tissue development. It has been found that arising mul-
ticellularity can result in a drastically decreased metabolites production per cell and thus 
creates the need in their economically justified unequal distribution.

Keywords: evolution physiology, division of functions, multicellularity, cell sociology, 
measuring of development, cell network, spatial organization of tissue, cell economic 

1. Introduction 

It was found long ago that the cell specialization and integration (i.e., the division of “labor” 
between cells and/or the cells cooperation) form the basis for a multicellular organism devel-
opment. On that ground, Virchow considered an organism as a cellular state and emphasized 
its social aspect. Later on, Chandebois [1] and Gass and Hall [2] discussed cellular sociology. 
Then, with the advances in genomics and proteomics, scientists [3] discussed molecular sociol-
ogy. The problem of labor division was relegated to the background in subsequent theoretical 
researches which focused on the ensuing altruism and on its benefits [4–8]. Some experimental 
studies were devoted to specific mechanisms of the cell specialization/integration [9–12]. Even 
bioeconomics was suggested for studying economic aspects of development [13, 14]. 
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But both social and economic aspects of the multicellular organism development due to the 
labor division have been understood rather intuitively and/or qualitatively, remaining unex-
plored so far. Therefore, many significant development features are still incomprehensible. For
example, what laws of the labor division govern the organism development? Why does the 
development have such characteristic features as cycling, directivity, reiteration, and parallel-
ism? How are potencies gained and realized? What kind of parameters could be used to mea-
sure a degree of development and to predict those results? How we could build mathematical 
models of natural systems in the form of a periodic table? Any answers to these questions are 
unavailable today. Accordingly, there is not any theory that would be able to measure and to 
predict development of organisms as well as to construct their non-genealogic natural systems. 

We think that a formal description of labor division could be used as the basis for analysis of 
social/economic aspects of development and for the successful elaboration of their predictive 
theory, based on an abstract model of the elementary multicellularity unit as an example. It 
is common knowledge that a major breakthrough in the understanding of the phenomena 
under study often began from building those abstract models. The simplest cellular groups, 
which arise as the result of the functional division between cells, could be such kind of models, 
as applied to multicellular organisms, and these groups will be elementary multicellularity 
units. In our case, they are called histions [15]. To describe a histion development, we propose 
a formal language whereby some new encouraging results have been obtained [16, 17]. They 
are summarized below. 

2. Basic concepts 

Our work uses the following basic notions: 

• list L of functions a, b, c, d,… to be divided; 

• list of performers (cells designated as circles); 

• potencies to divide functions; 

• potency realization conditions; and 

• the organism as a performer who executes the entire list L. 

The basic concepts are outlined below: 

List L of functions are to be divided wherein the functions are lettered a, b, c, d …. An organ-
ism can perform a function from the list L in three different regimes, such as:

1. Autonomous survival (AS), which is inherent in single-cell organisms. In this regime, we 
denote function performers by circles and functions—by small letters above the circles (see 
Figure 1, line m, wherein the cell is in column 0). All functions of that sort are fulfilled for 
themselves only by means of the archaic processing. Thus, they lack any potency to the 
division of functions. 
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Figure 1. Schematic representation of elementary development acts. The upper line shows a growing number m of the 
functions that are gaining generative potencies and storing the sequence which is designated by numbers above capital 
letters. The middle line n illustrates realization of potencies based on the fact that the ancestor of the m = 5 line generates 
five daughter cells transforming them into more and more specialized ones. An increased number n of specialization 
acts leads to a rise in the cellular energidity (energeticity) which is denoted by the number of letters inside ovals. The 
lower line N schematically shows the cell specialization/integration stages and the formation of the simplest histions. 
The ciphers before histions indicate the total number N of their development acts. 

2. Acquisition of potencies (AP): In this regime, some novelties are carried out which impart 
the division and specialization potencies to the functions, with the improved processing 
of them. In this case, we denote functions by capital letters above the circles and poten-
cies—by numbers above the letters (Figure 1 m). The number m of functions transferred 
into the AP regime is a significant parameter of development. A sequence of the transfer is 
fixed by the number of the gained potencies indicating a phylogenetic age of the function. 
These numbers represent an arithmetic progression of integers 1, 2, 3, …, m. The novelties 
lead to the appearance of an ancestor with generative potencies who is capable of giving a 
different-type offspring that is suitable to specialize in various functions.
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3. Realization of potencies (RP): In this regime, an ancestor produces m daughter cells using a 
series of asymmetric mitotic cell divisions accompanied by transferring his own potencies 
to them (Figure 1 n). 

The arising daughter cells convert the obtained potencies into structural ones and become 
committed (or determined). The determined functions as well as those potencies are desig-
nated both by capital letters and by numbers within the circles (Figure 1 n wherein the left and 
the right numbers designate non-realized and realized functions, respectively). The number n 
of the committed cell functions, that have obtained structural potencies, is the second signifi-
cant parameter of development. It also defines the cell specialization degree varying within
the range 0 ≤ n ≤ m. The committed cells can realize their potencies via symmetric mitosis with
the similar-to-themselves cells production as well as through specialization and improved pro-
cessing of the function fulfillment. In this case, the number of function specialization acts cor-
responds to the number of the function potencies and appears to be variable. The same degree 
of the achieved specialization is provided for all functions by the fact that young functions get 
to specialize from a more and more differentiated state and perform the specialization with
increasing numbers of partners. 

The arising specialized cells integrate into histions by way of the metabolic cooperation and 
by the service exchange as well (Figure 1, N). Histions are elementary social units of mul-
ticellularity. Each change of function fulfillment conditions is the elementary act of histion
development. Transitions AS → AP create generative functional potencies for the production 
of different-type specialists and well correlate with anagenesis. Transitions AP → RP convert 
these potencies into the structural ones and realize them through the cell specialization to corre-
late with cladogenesis. The cell integration as well as the composition and structure of histions 
are conveniently modeled by graphs, as shown in Figure 1. Therein, cells and functions are 
designated by circles and letters, respectively, and intercellular communications by arrows.

3. Quantitative characteristic of histion potencies 

The potencies gained can be evaluated quantitatively. In this case, the basic function division 
parameters m and n not only permit the whole pool of potencies (the potenciom) to be found 
but also they make possible the division of these potencies into individual sorts. Besides, we 
may discuss the pool structure as well as evaluate pool changes in the process of develop-
ment. The dynamics of potency variations has been analytically treated in [16, 17] and graphi-
cally shown in Figure 2 (here values m and n were increased to 10 for clearness). 

Clear regularities can be traced in tendencies to changing numerical relationships between 
different potencies for every m value. The intersection points of the curves that show the 
number of potencies divide a histion life cycle into five intervals. So, a projection of the first 
point of intersection on to abscissa (shown by the left broken line) limits a histion “childhood” 
period. The next point of intersection (shown by the left solid line) restricts a histion “juve-
nile” period. The interval between the two solid lines corresponds to the histion “youth” and 
is characterized by a maximum of non-realized structural potencies and, accordingly, by the 
best possibility for adaptation. The point of intersection of non-realized generative potencies 
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Figure 2. Variation of the number of generative and structural potencies in developing the m = 10 histion. Here the 
quantity n is laid off as abscissa and the number S of potencies as the ordinate. Gen + and Gen − are the numbers of 
non-realized and/or realized generative potencies, respectively. Str + and Str − are the numbers of non-realized and/or 
realized structural potencies. The left broken line is drawn through the first point, thus limiting a “childhood“ zone (i.e., 
a cycle phase, rich of generative potencies and poor of structural ones). The left solid line is drawn through the second 
point. Both lines restrict a “teen-age or juvenile” zone (a phase with the lesser number of generative potencies but with 
the increased number of structural ones). The third (central) point bisects the life cycle. The right solid line is drawn 
through the fourth point. Both solid lines bound a zone of the adaptive maximum or “youth” (a cycle phase with the 
maximum number of isotopes and nonrealized structural potencies, as well). A cycle zone laying between the right solid 
line and the broken line corresponds to the phase of the histion “maturity,” wherein the number of realized structural 
potencies is high and a stock of non-realized ones is diminishing but remains therewith pretty high. In addition, there 
are the rest of non-realized generative potencies. Further to the right, a zone is situated that corresponds to the “old-age” 
phase when the histions have realized all potencies, thus losing their plasticity and environmental sensitivity, whereas 
their regeneration capacity and adaptability are minimized. 

and realized structural potencies divides the life cycle in two. Spacing between the right solid 
line and the broken line corresponds to the histion “maturity.” The “old age” and the end of 
the cycle lie farther to the right. 

Thus, the explored dynamics of potencies for the first time puts forward quantitative criteria 
for the life cycle division into the five periods (that had long been understood by intuition 
only), such as: “the childhood,” “juvenile” period, “youth,” “maturity,” and “old age” and 
marks those initial and end points. 

4. Law of conservation of histion potencies 

The above-described dynamics of potencies enables one to come to the following important 
conclusion: The total number S of all histion potencies is dictated in every histion family by a 
value of parameter m (or by the number of functions available in the AP state). Hence, S varies 
only as parameter m changes, remaining unchanged with m constant. This concept is valid as 
a governing law in application to the “labor division” procedure. We can now state the law as 
follows: In the development of histions, the total number of potencies remains constant at any 
value n, but the ratios between generative and structural potencies and/or between realized 
and non-realized potencies are variable. This law is graphically shown in Figure 2. 
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Two important consequences follow from this law: The first one is that the development is 
bound to be cyclic because it has its own start (a universal ancestor with non-realized poten-
cies) and its end (when all of the potencies have been realized). The second consequence is 
that any histion development inevitably involves a division of cells into stem cells and non-
stem cells for the following reason. 

In any development cycle with constant m, the proportion of non-realized generative poten-
cies decreases and the number of specialized histion cells grows. As a result, there comes a 
time when there appears a shortage of potencies for all cells. This occurs in the point of inter-
section of two curves: one corresponding to the number of realized potencies and the other to 
the number of non-realized generative potencies (Figure 2, left broken line). Beginning with 
the moment of the passage through that point, a share of the arising specialized cells (the 
functions of which will have generative potencies in the AP state) will decrease. In Figure 1, 
such functions are denoted by capital letters with digits above them. Cells having such func-
tions will be the stem cells. Yet, most of the arising cells have functions that remain without 
generative potencies in the AP state. In Figure 1, they are denoted by capital letters with 0 
above them. Cells of this sort become the working cells that are capable of generating alike 
descendants only. Therefore, the law of conservation of histion potencies for the first time 
offers a simple explanation of the cyclic development as well as of the causes for the division 
into stem cells and specialized cells. 

5. Evaluation of the progressive histion development 

An integral measure N of the histion progressive development is to be found using param-
eters m and n that can be tested experimentally. As such a measure, the total number of 
development acts, can be taken, whereas N will be composed of two terms, such as: a sum 
S of all function potencies and the number n of the specialized functions realizing structural 
potencies, as follows: 

N = S + n, or N = ½ (m + 1)m + n (1) 

For the histions in Figure 1, N is shown in front of each of them. This quantity can be easily 
determined from histion structures. It is also possible to solve the inverse problem, that is, to 
define both m and n and a structure of a histion from N value [15, 16]. 

I shall note that up to now, there has been no convenient parameter offered to evaluate the 
progressive development. We were fortunate to discover it owing to the formal description 
of the labor division only. It has been suggested to name the offered unit (N) of progressive 
development as Lamark [16, 17]. 

So, m and n parameters not only make possible a quantitative dynamics description of poten-
cies but also they allow a measure to be found for evaluating their progressive development. 
However, our description is a theoretical one so far. Testing of the predictable dynamics of 
potencies shall now become an important challenge for experimental biology of development. 
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6. Development rules 

Division of functions between cells is governed by a set of simple rules or postulates [15, 16]. 
Several examples of such rules are cited below: 

1. Every histion cell is provided with a chance to fulfill any function from set L. Only function 
fulfillment conditions are variable.

2. Every cell can specialize for fulfillment of any single function only. In this case, n param-
eter will indicate the number of the cell types involved in the histion. 

3. Histion cells are equal in the number of partners. 

4. Integration of partners is always mutually beneficial and so on.

These rules may be modified to take into account different environmental conditions and to 
obtain histion families with varying compositions and social structures [16, 17]. 

7. Law of periodic histion development 

By analyzing the above development rules, we have found that there exists such a combina-
tion of rules which can be characterized by a law of periodic histion development stating: The 
histion composition and structure repeat periodically as the total number N of development 
acts increases. 

Thus, we can classify histions using a periodic table by arranging them in ascending order N 
and combining the same m-value histions in a row and the same n-value histions in a column, 
as shown in Figure 3. This table gives us an idea of a multitude of directions available for a cell 
specialization as well as of their relationship variants, that is, of the histion social structure. 

The parameters of this table have a biological significance and are suitable for a quantitative 
analysis of progressive development. Thus, that row number m indicates the number of func-
tions in the GP state while the column number n indicates the number of functions in the RP 
state. The number N that is cited in the upper left-hand corner of a table cell indicates the 
total number of histion development acts. In addition, every table cell contains the number 
H of isotopes which differ in their cell compositions. So, an isotopic coordinate appears and 
the table becomes three dimensional. The H value is equal to the number of combinations of 
m elements taken n at a time that is cited in the lower left-hand corner of a table cell. Within 
each table row, the number of isotopes gradually increases, then it reaches a maximum in the 
middle of the row (area corresponding to the adaptive maximum zone), and is minimized 
again at the end. That forms the basis for the divergence in the beginning of the development 
and for convergence—in the end. The table, which is formally based on the Pascal’s triangle, 
serves as a natural parametric system of histions, demonstrating their megaevolutionary vari-
ability. A histion position in the table uniquely determines all the properties of a histion which 
is also inherent in natural systems [18]. The proposed table offers certain advantages over any 
options built on other, rather intuitive, grounds [19]. 
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Figure 3. A periodic table of histions with different kinds of the function divisions between cells. Cell 0 of the table 
contains an independent wide-ranging single-cell organism lacking any potency and performing all functions (denoted 
by small letters) for himself only. A table row № (m) shows the number of the functions having potencies acquired for 
specialization. A table column № (n) indicates the number of specialized functions (denoted by capital letters inside 
a circle) and, correspondingly, of specialized cells. The number of non-realized and realized structural potencies is 
indicated by left and right numbers cited above letters in circles. The number placed in the upper left-hand corner of 
the table cell denotes an ordinal number N of a histion. The number in the lower left-hand corner of the table cell is 
the number H of isotopes varying in the composition of specialized functions but having the same N. The numbers 
located in the right part of the table cell display from top to bottom the numbers of non-realized and realized generative 
potencies as well as the numbers of non-realized and realized structural potencies. 

The periodic table includes all histions that are possible in the framework of the adopted rules 
of development. The development itself can be represented as the histion’s advance on table 
columns and rows and along the isotopic coordinate, as well. For example, when moving 
down the columns, the acquisition of generative potencies occurs, while in moving on the 



  
 

Development of Multicellularity: Social/Economic Aspects 129 
http://dx.doi.org/10.5772/intechopen.73658 

Figure 4. Some examples of coincidence of monomeric histion structures with the spatial organization of cleavage of C. elegans 
in the development. Here, histions are simplified, their numbers agree with those shown in Figure 4. Real photographs of 
the cleavage have been taken from the internet resource http://Wormatlas.org. A—Founder cell; P—Stem cell.

rows to the right, their realization occurs in the progressive development, just representing 
the histion’s macroevolutionary variability. When moving along the isotopic coordinate, a 
search of isotopes is carried out in the deviant development. 

The above-described ideas accord well with the existing knowledge of the basic laws of mul-
ticellular organism phylogenesis. Versatile, full of potencies, single-celled ancestors of all sub-
sequent histions are placed in the zero column of the table. When moving along the rows to 
the right of the table, these potencies are being realized by way of increasing the number of 
specialized histion cells at the expense of asymmetrical mitosis of the cells’ ancestor. Within 
each line, the depletion of potencies leads first to the isolation of stem cells and then to the 
completion of the histion development cycle. To ensure the histions’ survival, their positions 
in the middle of line (i.e., within the zone of adaptive maximum) and approaches to it via 
microevolution shall be the most advantageous ones. 

Any continuation of further development as well as the approach to the right end of the line 
leads to the loss of all specialized members of the histion. Thereby, it causes reverting into the 
single-cellular state, an additive increase of the number of generative potencies, and the tran-
sition to the beginning of the next line. Then everything is repeated again. Thus, the histion 
development is characterized by such features as: finiteness, directivity, attainment and loss 

http://Wormatlas.org
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of diversity, parallelism, and repeatability. The same properties are typical for the develop-
ment of real biological organisms in different taxonomic categories. Therefore, the proposed 
table serves as a model for building natural systems of real organisms. 

As mentioned above, a set of rules may be modified so as to allow the development of histions 
in variable conditions. For example, when canceling the rule of the equal number of partners 
for each histion cell, the existence becomes possible of such a set in which the number of cell 
partners depends on the number of their structural potencies. The reality of such histions is 
verifiable. Since a direct observation of histions is possible but early in the development (at 
the cleavage stage, when they exist in the monomeric form), a correlation has been studied 
between histion models and spatial organization versions in the development of blastomeres 
(Figure 4, such a correlation shows a good agreement of models with the reality). 

Other examples were reported earlier [15]. These results confirm the validity of the histion 
theory. Thus, histions are a new object of developmental biology. They represent an indepen-
dent and the so-far overlooked level of the biological organization between cells and tissues. 

8. The formation of cellular networks 

In organism development, a monomeric state of histions is quickly replaced by their polymer-
ized state. This view gives a clue to the elaboration of a predictive theory of biological tissue 
structures. The basis for this theory is the proposition that it is histions, and not the cells, as 
such, that are the elementary morphofunctional units of tissues. This understanding is justi-
fied by the fact that most of the tissues consist of several, rather than of one, types of cells. 
We can assume that tissues are the result of polymerizing histions and represent one-, two-, 
or three-dimensional cellular networks. The regularity of networks can be considered as a 
manifestation of the histion structure of tissues. Such networks reflect sociology of tissues and 
characterize tissue properties. Network structures give us information on variants of three-
dimensional organization of tissues. However, modern experimental histology does not have 
any effective methods for studying the three-dimensional structure organization and remains 
two-dimensional histology. Unfortunately, the existing mathematical theory of the structure 
of biological tissues [20, 21] fails to put forward the needed set of models. This is why tissue 
engineering lacks any scientific basis up to the present.

A notion of histions has given insight into a theory of spatial organization of tissues providing 
a new effective approach to the study of tissue structures [15]. So, based on the known histion 
composition/structure and using histion polymerization rules, it is possible to calculate a vari-
ety of cellular network structures. The cellular networks may be conceived as geometric and 
topological models of the spatial tissue organization. A set of such models allows one to predict 
a tissue development and then to experimentally find its histoarchitecture unknown earlier.

So, it has been shown that for a two-dimensional case (single-layer epithelium), the existence 
of 11 regular models is possible for the cellular networks known as regular parquets of Kepler. 
We have already found nine of the models in real tissues and predict the detectability of two 
more [15]. 
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For a three-dimensional case (multilayered tissues), a family of regular models has been con-
structed too. Using such models in computer simulation by means of special programs, Gistoarkh 
and Gistored give the chance to animate and visualize cell shapes and their interrelation in the 
layer space. With the help of the constructed models, any reconstruction of three-dimensional 
structures of multilayered tissues is reduced to comparison of their cuts with the sections of the 
models followed by the choice of that from them which well corresponds to reality. 

Reconstructing cell shapes and cellular network topologies has been carried out by this 
method for a number of integumentary and sensory epithelia [15, 22, 23]. At the same time, 
the reconstruction requires less cuts while the accuracy attainable allows us for the first-time 
determination of tissue topologies and those variations in development. Regular structures, 
translational symmetry, and stoichiometric composition are typical for all cellular networks. 
Also, it has been shown that changes of cellular networks in development are comparable 
with phase transitions. At the same time, various defects giving some additional properties 
to tissues are also typical of such networks [24]. By way of illustration, let us compare three 
tissue models (such as cellular mosaics, a network, and a histion) with the real tissue structure 
in order to see how the tissue models correlate with it (Figure 5). 

From this analysis, it can be concluded that further studies into tissue structures should be
focused on the elucidation of the composition and structure of their cellular networks and of 

Figure 5. An example of coincidence between the real АВ2 tissue structure (the auditory epithelium of the cochlea of 
birds) and its model as cellular mosaics, a network, and its histion. Hair cells are dark, supporting cells are light. 
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histions, as well. The use of such models drastically improves the performance of exploring 
the spatial organization of the real cell layers. The analysis of networks opens a new line of 
investigation into the structure of biological tissues. It is of interest to study predictability of 
their changes both in development and in disease. Moreover, such an approach would become 
particularly important and promising for tissue engineering. Parameters of cellular networks 
could serve for these purposes as new diagnostic signs. 

9. Economic results of the multicellularity development 

The division of labor and the technological progress can lead to ever-increasing productivity 
and consumption of goods per head. From the times of Adam Smith, just the same result of
development was considered normal and preferable in the human community. However, this 
is not true of the development of multicellular organisms. Despite the fact that the division of 
functions between cells can, in principle, cause the consumption and production of metabolites 
per cell to increase, that idea could be implemented in the early stages of development only. So 
it failed to be widely used later on because a limited number of niches and the biosphere as a 
whole as well as the unlimited ability of organisms and cells to reproduce themselves ultimately 
lead to the permanent deficiency of available resources. As it was noted by Malthus, the perma-
nently improved economy of the multicellular organism vitality has become one of the major 
trends in the organism development. This is one of the fundamental laws of development [25]. 
In this case, the number of metabolites produced per cell materially decreases. For example,
compared with the original single-cell organism, the specific (per cell) production and consump-
tion of metabolites in animals with a body weight of about 100 kg goes down to 10 times and 
even to 100 times less—in large animals, even more. 

And how did the cell need change therewith? To evaluate them, the following should be 
emphasized: the versatility of the basic molecular mechanisms, such as: cellular bioenerget-
ics, reduplication, transcription, and translation, enables the single-cell organism to spend for 
synthesizing 1 g of DNA, RNA, or protein as many macroergs of nitrous bases and of amino 
acids as the higher organism cells spend. Thus, reproductive needs of developing cells remain 
practically unchanged. In contrast, the needs of cells for performing specialized functions 
decrease regularly in development. Growing specialization and the accompanying bioengi-
neering progress have made possible the economy’s improvement of many processes associ-
ated with environmental adaptation, searching for food, and the production of metabolites. 

If we compare the metabolites’ productivity decline with the constancy of reproductive needs, 
we shall see that the quantity of metabolites produced in an organism is insufficient to pro-
vide reproduction of all cells. This means that the percentage of the cells capable to reproduce 
themselves is bound to decline. This can be accomplished by a number of measures. Firstly,
this is ensured by the very structure of the periodic table because the law of conservation of 
potencies as well as the depletion of potencies sets a limit to the number of cells involved in 
the development. Secondly, this is provided by the function order in the development. So a 
resource-consuming reproduction function is among the first involved in the development.
Such a measure causes division of an organism into the reproductive system (constituting the 
least part by weight) and the soma that is the largest part of the organism. Therewith, the 
reproductive system is supplied according to a high reproductive norm, whereas the soma 
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switches over to a more economical regime of the specialized vital activity. Thirdly, the soma 
also generates two different size populations of cells. The smaller one consists of the stem cells
and of the fissioning committed cells that are relevant to the beginning of table rows. These
populations make up cambia (the local reproductive “incubator” zones) and they are sup-
plied according to the high reproductive norms. The majority of cells are non-reproducible 
(or working) cells and they are related to the ends of table rows, say much like keratocytes or 
nucleus-free red blood cells. The supply norms for these kinds of cells are substantially lower. 
In response to the above-described measures, a share of reproduced cells regularly decreases 
in the organism development (from 100% at early stages down to less than 1% in the grown-up 
individual). Obviously, the realization of these measures was accompanied by changing devel-
opment rules. For example, rule number 1 is no longer applicable to all the cells of the body.

In order to separate various systems and populations according to their blood supply levels, the 
organism had to work out different physiological compartments in the form of various anatomi-
cal organs. Further, to provide uneven blood supply to different compartments, the organism
has formed a system for providing both a separated blood supply and a selective uneven distri-
bution of metabolites as the saying is “Some feast, and some fast.” The non-uniformity is graphi-
cally shown in Figure 6 using the Lorentz’s diagram where the hatched area can be a quantitative
measure of divergence between the uniform and the real blood supply to different organs [15]. 

Therewith, the organism imposes a ban on the free migration of most working cells between 
compartments. The above-discussed complex of measures enabled the organism to essentially 
decrease productive consumption expenses per cell and thereby to increase the organism’s 
economical efficiency.

Thus, a non-uniform distribution of metabolites is vitally important for the existence of a devel-
oped multicellular organism. From the Lorentz diagram, a trend becomes clear of a spontane-
ously proceeding process caused by various damaging factors. Such processes are focused on 
leveling a distribution of metabolites (Figure 6, the arrow and the dotted line). That is, the rich

Figure 6. Unequal blood supply of different organs and tissues represented as a Lorentz diagram that is built using the 
data obtained by Folkov and Nil, after [15]. OX: Percentage of the total weight; OY: Percentage of the total volume per 
minute. x1 and y1—Bone, adipose and/or connective tissues; x2 and y2—Skeletal muscles; x3 and y3—Skin; x4 and y4— 
Digestive apparatus; x5 and y5—Brain; and x6 and y6—Heart. The arrow indicates a development trend of spontaneous 
processes which decrease inequality of distribution. 
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will grow poorer, while the poor will grow slightly rich. The redistribution of metabolites can 
be revealed in various kinds of pathologies, such as atrophies and/or inflammations. But if such
redistribution is carried out in combination with the redistribution of potencies, it can reveal itself 
as an uncontrollable increase of some kinds of cells followed by their arbitrary settling down in
different compartments (organs). This effect takes place in the malignant tumor growth with
metastasis. Full equalization of metabolites distribution corresponds to the death of the organism.

So, to be able to survive at scarce resources, multicellular organisms had to take a number of 
measures, such as: 

• the caste division of cell populations into those having potencies for developing and those 
lacking them, when the reproduction is not allowed for most cells; 

• non-uniform distribution of metabolites; 

• forming of special “incubators” for carrying out a controllable centralized production of 
just as many specialized cells as it is required to conform to the vacancies available; 

• regulated choice of a profession; and 

• a strict ban on the free migration of most working cells. 

And these measures have made it possible to get the overall result of the progressive develop-
ment including technological progress and improving of the vital activity economy. 

10. Conclusion 

Division of functions between cells generates a multicellular organism with its inherent soci-
ology and economy, wherein there is no room for the equality of cells. These developmental 
aspects have their own mechanisms and are regulated according to their own laws, unknown 
so far. They should become the subject of a special study. Within the framework of the study, 
it is necessary to tackle such problems as: 

1. determination of L, m, and n parameters which are inherent in multicellular organisms; 

2. elucidation of mechanisms and of the sequence of obtaining both generative and structural 
potencies and of their realization, as well as the determination of the number of the poten-
cies and of those dynamic changes in development; 

3. investigation into monomeric histion compositions/structures and construction of their 
parametric systems; 

4. investigation of cellular networks and elaboration of three-dimensional histology; 

5. quantitative analysis of metabolites’ distribution in a real organism. 

The resolution of these issues will become a step forward to the development of a nomoge-
netic theory that would allow not only modeling but also measuring of the multicellularity 
development (both in norm and in disease). Also, this would enable development to be con-
trollable thus providing the scientific basis for tissue engineering and regenerative medicine.
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Abstract 

Protein reabsorption in the renal proximal tubule (PT) is a vitally important process 
which prevents the loss of filtered proteins and provides their participation in subse-
quent metabolism. Despite considerable changes in renal structure and function in the 
process of evolution, very little is known about the functional similarities or specifics 
of tubular protein reabsorption in the kidney of lower vertebrates compared with the 
mammalian and human kidney. This article presents an overview of our recent studies 
on protein reabsorption in the kidney of amphibians, which are used as one of the main 
animal models for current biological and biomedical research. In frogs, newts, and rats, 
the absorption capacity of epithelial PT cells was studied after the introduction of green 
fluorescent protein (GFP), yellow fluorescent protein (YFP), and lysozyme. Molecular 
mechanisms of receptor-mediated protein endocytosis were also investigated by immu-
nohisto- and immunocytochemistry, electron, fluorescent, and laser scanning confocal 
microscopy. 

Keywords: amphibians, cubilin, comparative physiology, endocytosis, evolution, frog, 
kidney, megalin, protein reabsorption, proximal tubule

1. Introduction 

Renal protein reabsorption is a process which reduces urine protein excretion and allows the
absorbed proteins to participate in subsequent metabolism. It also provides the retrieval of
other specific substances including the conservation of carrier-bound vitamins. Detailed inves-
tigations of this process are of great importance for understanding renal physiology, tubular
disorders, and homeostatic control mechanisms. Reabsorption of filtered proteins occurs in the
epithelium of proximal tubule (PT). Despite the high absorption capacity of mammalian PTs,
increasing protein uptake and prolonged overload situation may lead to tubular proteinuria

© 2018 The Author(s). Licensee InTech. Distributed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 License (https://creativecommons.org/licenses/by-nc/4.0/), which permits use, distribution 
and reproduction for non-commercial purposes, provided the original is properly cited. 
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and tubule injury and subsequently may induce tubular interstitial damage [1, 2]. Obviously, 
extensive studies of tubular protein reabsorption are of great importance for renal physiology
and pathology of proteinuric diseases in humans and mammals. Probably for this reason, such
studies are limited by primarily clinical investigations and use of theoretical and mammalian
animal models, although a novel model was also proposed using the axolotl [3]. To date, the
process and mechanisms of protein reabsorption in mammalian PTs have been rather well
explored at the cellular and molecular level. At the same time, very little is known about tubu-
lar reabsorption and endocytic transport of proteins in the non-mammalian kidney. Despite
considerable and progressive transformation of vertebrate renal structure and function in the
process of evolution (e.g., see [4]), the structure and function of PTs do not appear to have
undergone major evolutionary changes [5]. It can be assumed that PT functions are mostly
evolutionarily conserved, but this assumption does not have sufficient experimental founda-
tions, at least in relation to protein reabsorption. There is no sufficient information about the
degree of the similarities or differences in tubular protein uptake, molecular mechanisms, and
regulation of this process in the ascending series of the vertebrates or during ontogeny. Our
interest in the study of renal protein reabsorption in the amphibian kidney is due to several
reasons. Amphibians occupy a key position in the evolution of terrestrial vertebrates and
bridge the gap between the aquatic fishes and the terrestrial vertebrates. The basic renal physi-
ology of these poikilothermic tetrapods is relatively well understood, primarily with regard
to water and ion transport but not to tubular protein uptake. Along with that, amphibians as
animal models are one of the main objects of current biological and biomedical research. In this
chapter, we present a brief survey of available information about tubular protein reabsorption 
and molecular mechanisms of protein endocytosis in the kidney of amphibians, based on our
research within the context of existing literature and current ideas about molecular and cel-
lular mechanisms of endocytosis. Some comparative and evolutionary aspects of the issues
involved are also considered.

2. Structural and functional basis of glomerular filtration and 
tubular protein reabsorption in the amphibians 

Vertebrate kidneys develop via three successive stages of formation in the process of evolu-
tion or during ontogeny—pronephros, mesonephros, and metanephros. Pronephros consti-
tutes the mature kidney in most primitive vertebrates (cyclostomes); it is the earliest stage in
fishes and tetrapods and the functional embryonic kidney in amphibians. Mesonephros is the
permanent kidney of amphibians and most fish, replacing the pronephros of the embryonic
and larval stages. It serves as the main excretory organ of aquatic vertebrates and as a tempo-
rary kidney in reptiles, birds, and mammals. During embryogenesis in amniotes, pronephros
is succeeded by the mesonephros, which gradually degenerates, and a more complex meta-
nephros arises caudal to the mesonephros and develops as functional adult kidney of higher
vertebrates. The nephron is the basic structural and functional unit of the kidney. Glomeruli,
proximal, and distal segments as major parts of the kidney nephrons are present in nearly all
vertebrates. It is known that the filtration properties of the glomeruli are determined by the
pore size of the filtration barrier and depend on the physical–chemical properties of plasma
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proteins. The cut-off molecular mass for filtration of plasma proteins in renal glomeruli during
normal conditions has generally been assumed to be lower than the molecular mass of serum
albumin and some other large proteins (in the range of 60–85 kDa). Structure of the filtration
barriers within the glomeruli of studied amphibians and mammals is very similar [6, 7]. It con-
cerns the ultrastructure of the glomerular wall, in particular capillary endothelium, basement
membrane, endothelial cell layer, and slit diaphragm, limiting permeability.

According to our morphological studies, the glomerular filtration barrier in the kidney of Rana 
temporaria showed the classic three-component structure (Figure 1A), as described in other
anuran and urodel species [8–10]. It is composed of a layer of capillary endothelial cells facing
the blood, a heterogeneous glomerular basement membrane, and a visceral epithelial cell layer
which faces the urinary space of Bowman’s capsule. Mesangial cells are distributed between the
capillary loops. The ultrastructure of the PT has also typical features of these parts of the neph-
ron [8, 9, 11, 12]. Well-preserved endocytic apparatus, including vesicles, dense apical tubules,
endosomes, and lysosomes (Figure 1B), indicates the active uptake capacity of the PT cells [8, 13]. 

Studies of proximo-distal patterning of the nephrons in the frog, Xenopus laevis, showed the 
presence of early physiological specialization of PTs at the stage of pronephros [14]. In par-
ticular, it was found that pronephric PT has an early and a late segment and different trans-
porters are expressed within unique subdomains similar to those in mammalian metanephric 
PT. The ability of tadpole pronephros to filter and reabsorb fluorescently tagged proteins 
(serum albumin, codfish parvalbumin) was also revealed after cardiac injections.

In our morphophysiological studies, we investigated the mechanisms of protein reabsorption in
the amphibian mesonephros by the methods of fluorescent and confocal microscopy, immuno-
histo-, and immunocytochemistry. Experiments were performed on common frogs (Rana tem-
poraria), newts (Triturus vulgaris), and also Wistar rats (Rattus norvegicus) for some comparisons. 

Figure 1. The ultrastructure of glomerular filtration barrier (A) and apical area of proximal tubular cell in the kidney 
(B) of the frog Rana temporaria. Arrows point to the foot processes of podocytes covering thin lamina rara externa; 
asterisks show the processes of mesangial cells, arrowheads demonstrate numerous fenestrae of the endothelial cells. 
En, endosome; DT, dense apical tubules; Ld, lamina densa; M, mitochondria; Mv, microvilli; N, nucleus; P, podocyte; Tj, 
tight junction; V, vesicle. Scale bar 1 μm. Author’s drawings.
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Figure 2. Protein reabsorption in the proximal tubules of the amphibian and rat kidney. In panels: The uptake pattern 
of GFP, YFP, and lysozyme; 30 min (A−D, F, G), 5 min (E), and 20 min (H) after protein introduction. Scale bars: 100 μm 
(A, B), 25 μm (C−H). Author’s drawings.

We used recombinant fluorescent proteins, green fluorescent protein (GFP), and yellow fluores-
cent protein (YFP), which turned out to be freely filtered in glomeruli and reabsorbed in epithe-
lial cells of PTs after intravenous injections in frogs, as in rats [15]. Earlier, intestinal absorption
and the resulting accumulation of these fluorescent proteins in renal PTs after their intragastric
administration were established [16]. Later, the uptake of lysozyme in the amphibian kidney
was also demonstrated [17]. Some examples of tubular reabsorption of abovementioned pro-
teins in amphibians and rats are shown below (Figure 2). 

3. Protein uptake pattern in the amphibian and rat kidney and 
quantification of protein reabsorption

In our studies, protein uptake was analyzed after intravenous (i.v.) protein introduction in 
immobilized (double-pithed) frogs and anesthetized rats. Intraperitoneal (i.p.) injection and 
subcutaneous (s.c.) introduction (into dorsal lymph sac) were applied to mobile amphibians. 
Before and during experiments, amphibians were in terms of optimal hydration. Absorbed 
GFP or YFP was detected in fixed kidney slices by fluorescent or laser scanning confocal 
microscopy. In frogs, these proteins were revealed in epithelial layer of PT profiles situated 
in the dorsolateral part of the kidney including supraglomerular zone and superficial areas 
(Figure 2A and B). Initially diffuse, a specific signal was visualized in endocytic vesicles of PT 
cells 10–30 min after protein injections. Bright fluorescent vesicles were located predominantly 
in apical cytoplasm near brush border and also in perinuclear areas (Figure 2C and D). In rats, 
the fluorescent PT profiles were revealed in periglomerular areas of the rat kidney cortex 
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(Figure 2E); the distribution of the protein-containing vesicles was similar to that seen in frogs 
(Figure 2F). Renal uptake of lysozyme in frogs and newts (after i.v. and i.p. injection, accord-
ingly) was proved by immunohistochemistry using rabbit anti-hen lysozyme (as primary 
antibody) and Alexa Fluor 488 conjugate (secondary goat anti-rabbit IgG conjugated with 
Alexa Fluor 488). Intracellular distribution of labeled lysozyme in a vesicular compartment of 
PT cells does not differ fundamentally from the uptake pattern of GFP and YFP (Figure 2G 
and H). To discover regularities in protein reabsorption we used a variety of approaches for 
quantification of protein uptake [15]. After GFP introduction at the doses 0.034–34 μg/100 g 
body weight, reabsorption of this protein in the kidney was dose-dependent in both frogs and 
rats [15]. The specific fluorescence intensity, maximum fluorescence, and fluorescence density 
increased in response to increasing doses of GFP and a high positive correlation was revealed. 
Reabsorption of fluorescent proteins was also time dependent [15, 18]. With increasing time 
after injection, there was an accumulation of vesicles with GFP or YFP and a movement of 
some fluorescent endocytic vesicles from the apical cytoplasm to perinuclear and basal areas. 
As shown in our recent studies, the number of the formed fluorescent endocytic vesicles is 
the most suitable and rather adequate parameter for quantitative morphological analysis of 
the protein absorption rate over a fixed period of time [19]. The dynamics of the accumulation 
of various proteins in renal PT cells within 30 min after i.v. injections were generally similar 
(Figure 3A) and prolonged for fluorescent proteins in frogs (Figure 3B). 

Figure 3. Time-dependent protein uptake pattern in the frog and rat kidney. Ordinate: The average number of protein-
contained vesicles (per five neighboring epithelial cells). (A) The uptake of GFP and lysozyme in rats and frogs; (B) the 
absorption dynamics of YFP in frogs; R2, approximation confidence. Inverted confocal images of tubule profiles show 
the accumulation fluorescent endocytic vesicles with increasing time after YFP injection. Scale bars: 10 μm. Author’s 
drawings.
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4. Comparative analysis of renal protein uptake in the rat and frog 
kidneys 

Known stability of the molecular structure of GFP and YFP and their resistance to lysosomal 
degradation give an advantage in detection of completely absorbed proteins, allowing us to 
estimate the uptake and intracellular transport of intact protein molecules for quite a long 
time. Using these proteins, we focused our research on functional differences in the kidneys 
of mammals and amphibians based on more detailed comparative analysis of protein uptake. 
Despite the similarity of the basic patterns of tubular protein absorption in rats and hydrated 
frogs after injections of equal doses of different proteins, it is obvious that tubular handling 
of GFP is quicker in rats compared to frogs (Figure 3A). Granular fluorescence in rat PT cells 
appeared 2–5 min after GFP introduction (Figure 2E). In 30 min, the number of vesicles with 
internalized protein significantly increased and fluorescent vesicles scattered over the epi-
thelial cell cytoplasm (Figure 2F). However, in the subsequent period, the number of GFP-
containing vesicles in PT cells and the means of maximum fluorescence have dramatically 
decreased [15, 20]. In 1–2 h, green fluorescent vesicles were absent in the vast majority of PTs. 
Since the disappearance of GFP signal signifies the destruction of its molecular structure, it is 
reasonable to suggest that in the rat kidney GFP is metabolized in some fashion and at least a 
partial lysosomal degradation of this protein occurs.

In contrast to rats, in the frog PT cells intracellular transport GFP and YFP and the gradual 
accumulation of fluorescent vesicles took place for a long time and had a similar character, 
regardless of the way of protein introduction [15, 20, 21]. It means that in frogs these pro-
teins are filtered at a relatively slow rate and remain in circulation for quite a long time. 
Absorbed fluorescent proteins migrated from apical cytoplasm to perinuclear zone only in 
40–60 min. Process of absorption and accumulation of injected protein lasted for 1.5 h and 
then ended (Figure 3B), without reduction in the number of fluorescent vesicles as a sign of 
protein degradation.

As shown in our comparative physiological study of renal functions, in hydrated frogs an
intense water diuresis occurs, in contrast to rats whose values of osmotic free water clearance
indicate antidiuresis [20]. Despite the active fluid filtration, the protein absorption rate in the
frog kidney was substantially slower than that in the rat kidney. This can be due to a slower
glomerular filtration rate (GFR), resulting in a longer period of protein circulation in blood
and in prolonged tubular protein reabsorption. According to our research, creatinine clear-
ance-measured GRF in frogs is 0.028 ml/min, that is about 8 times slower than GRF in rats.
Generally, GFR in the kidney of Rana temporaria corresponds to the range of this parameter
measured for a number of tailless and tailed amphibian species. Specifically, it most closely
approximates the GFR values in such amphibian species as the Chilean toad (Calyptocephalella
gayi), clawed frog (Xenopus laevis), and northern leopard frog (Rana pipiens)—0.031, 0.05, and
0.056 ml/min, respectively (see [22]). Thus, the peculiarities of the protein uptake revealed
in the frog kidney, as compared with the rat kidney, consisted of a lower protein reabsorp-
tion rate, intracellular distribution of internalized protein in cytoplasmic compartments, and
protein degradation rate.
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5. Hormonal modulation of protein uptake in the frog kidney: effect 
of arginine vasotocin (AVT) 

The contribution of the glomerular activity to the process of renal protein reabsorption may
be very important for amphibians because in their mesonephros, unlike the mammalian meta-
nephros, the degree of diuresis highly depends on the blood flow through the glomerular capil-
laries. The role of glomerular filtration in controlling the volume of extracellular fluid differs
markedly in lower and higher vertebrates [23–25]. For instance, in fish, amphibians, and rep-
tiles, GFR is not constant, and diuresis depends on variable or intermittent glomerular filtration,
in contrast to birds and mammals [24]. In fish and poikilothermic tetrapods, tubular water reab-
sorption is far less variable compared with that of higher vertebrates [23]. In semiaquatic frogs,
urine flow is the greatest in hydrated animals and reduced during dehydration [23, 24], and
GFR is hormone dependent [25]. Arginine vasotocin (AVT) causes a reduction of GFR by con-
stricting the preglomerular arteries [26–28]. The glomerular action of AVT is supported by the
location of vasotocin receptors subtype 1 over the glomeruli in the amphibian kidney [27, 29]. 

We suppose that AVT-induced decline in GRF and following reduction of tubular fluid flow 
can hinder the transfer of proteins to their binding sites on the luminal membrane of frog PT 
cells and reduce the rate of protein reabsorption. To study the effect of AVT on tubular protein 
reabsorption in hydrated frogs, we estimated the pattern of GFP uptake after preliminary 
injections of this hormone [15, 30]. When AVT (0.1 fmol–1 nmol) was introduced 20 min before 
GFP, reabsorption of injected protein decreased in a dose-dependent manner. At the dose over 
1 pmol, AVT provoked irregular GFP uptake pattern and the clusters of fluorescent PTs were 
observed in only some dorsolateral parts of the kidney. Absence of differences in GFP reab-
sorption between frogs after injections of low AVT doses and control animals suggests that 
in hydrated frogs, at room temperature and without osmotic stimulus, most of the glomeruli 
are continually active. Uneven distribution of fluorescent PT profiles may be a consequence 
of a decrease or complete cessation of filtration in individual glomeruli. The data suggests 
that not all of the glomeruli or preglomerular vessels are equally responsive to AVT. To insure 
whether AVT-induced reduction of GFP uptake is a consequence of the hormone effect on the 
vascular tone, a V1a receptor antagonist was applied [15, 30]. Administration of V1 antagonist 
(0.01−1 nmol) 10 min before AVT significantly increased GFP uptake reduced by the action 
of AVT. Thus, in Rana temporaria, AVT may indirectly modulate the tubular protein transport 
and its effect is mediated by V1a-like receptors.

6. Molecular and cellular mechanisms of endocytosis in the 
amphibian kidney 

In mammalian and human kidneys, the filtered proteins are reabsorbed in PT cells by receptor-
mediated endocytosis, then are transferred into endosomes, and finally to lysosomes for deg-
radation. According to modern concepts, this process involves two main membrane receptors,
megalin (megalin/lrp2) and cubilin, and also amnionless, and their coordinated action-mediated

http://dx.doi.org/10.5772/intechopen.73659


 
 
 

 

 
 
 
 

 

 

 
 

  

 

  

144 Evolutionary Physiology and Biochemistry - Advances and Perspectives 

internalization of different proteins [1, 31]. Existence of genes for megalin, cubilin, and amni-
onless in Xenopus genome was established and the expression of these receptors in Xenopus
tadpole pronephros was discovered [32], suggesting their participation in endocytic protein
uptake in amphibians. In other lower vertebrates, megalin- and cubilin-dependent endocytosis
was shown for the zebrafish pronephros [33]. 

In our studies, the expression of endocytic receptors in PT cells of the frog mesonephros was 
revealed after injections of YFP [18] and lysozyme [17] using polyclonal antibodies against 
megalin and cubilin. In 15–30 min, absorbed YFP was colocalized with immunolabeled mega-
lin or cubilin in apical endocytic vesicles (Figure 4A–D). 

In the process of time-dependent lysozyme absorption during 10–30 min, similar internaliza-
tion of megalin, cubilin, and lysozyme was revealed in frogs and also in newts. After protein
injections, receptor-specific signals were initially distributed diffusely, along the base of the
brush border (Figure 4E), and then became more intensive and punctate, in the subapical area
of PT cells (Figure 4F). So, the involving endocytic receptors in the tubular uptake and vesicu-
lar protein transport in the amphibian kidney were proved. No detectable receptor signal was
found in PTs of control animals. This indicated to a ligand-induced process of endocytosis with
participation of megalin and cubilin, as also noted for zebrafishes [33]. In order to identify the
early step of lysozyme internalization, antibody against clathrin was used. This adaptor pro-
tein was detected in most PT profiles (Figure 4G). The availability of clathrin in most of the PTs 
of both control and lysozyme-injected frogs confirms the data about constitutive expression
of clathrin and its involvement in the continuous uptake of essential nutrients in mammalian
cells [34]. Initial colocalization of clathrin and lysozyme and following divergence of both sig-
nals were detected (Figure 4H and I), pointing the movement of lysozyme to the early and

Figure 4. Demonstration of YFP and lysozyme internalization rote in the frog proximal tubular cells by 
immunohistochemistry and confocal microscopy. In panels: absorbed YFP (A), immunolabeled megalin (B), colocalization 
of their red and green signals (yellow) on merged image (C), and the same for YFP and cubilin (D); immunodetection of 
megalin (E), cubilin (F), and clathrin (G) after lysozyme introduction; colocalization (yellow) of lysozyme and clathrin 
(H) and following divergence of their green and red signals (I), merged; double-labeling of lysozyme (green) and LAMP1 
(red), merged (J); the combined uptake of YFP (red) and GFP (green) and their colocalization (yellow) after injection of 
GFP 1 h before YFP (K), merged. Scale bars: 10 (A−F, H−K) and 40 μm (G). Author’s drawings.
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late endocytic compartment within 20–30 min. When lysozyme and lysosomal marker LAMP1
antibodies were used, there was no convergence of immune signals (Figure 4J). So, lysozyme
was retained within endosomal compartment during this time, in contrast to the faster protein
traffic in the mammalian kidney. It may be connected with lower metabolic rate and following
inhibition of the intracellular transport in hibernating frogs [17]. 

The results of our immunohistochemical studies of the mechanisms of protein endocytosis were
confirmed by immunocytochemistry. Immunoelectron microscopy revealed more detailed intra-
cellular localization of GFP, lysozyme, endocytic receptors, and clathrin 10–30 min after protein
injections (Figure 5). 

As shown by the distribution of gold particles, absorbed proteins can be detected in the
apical cytoplasm underneath the brush including intermicrovillar space, in small api-
cal vesicles and large endosomes (Figure 5A and B). Similar label distribution including
intermicrovillar invaginations of luminal membrane and vesicular structures was typical
for cubilin, megalin, and clathrin (Figure 5C–E). Immunodetection of clathrin proved the
internalization of lysozyme via clathrin-coated vesicles. Overall, we provided the evidence
that protein reabsorption in the frog mesonephros occurs by receptor-mediated clathrin-
dependent endocytosis.

Figure 5. Electron micrographs of the apical region of proximal tubule cells from protein-injected frogs. In panels: 
immunostaining of GFP (A), lysozyme (B), cubilin (C), megalin (D), and clathrin (E). En, endosome; Mv, microvilli; V, 
vesicle. Arrows shows the distribution of gold particles. Scale bar: 1 μm. Author’s drawings.
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7. Effects of combined protein injections and previous protein 
loading 

According to existing data, the results of in vivo and in vitro studies concerning the selectiv-
ity and competition of tubular reabsorption of proteins in mammals do not always have a
clear explanation and are not well understood. As YFP and GFP are filtered and absorbed
in the kidney in the same way, these proteins may be competitive in the absorptive process.
We examined the uptake and intracellular traffic of both GFP and YFP under different condi-
tions for competitive absorption in vivo after simultaneous and sequential introduction of
equal amounts of these proteins [18, 19]. After simultaneous introduction of GFP and YFP,
predominantly colocalized fluorescent signals indicated accumulation of both proteins in the
same endocytic vesicles. When two proteins were injected in sequence, one before the other or
vice versa, the second protein can be colocalized with the first protein but also located in indi-
vidual endosomes (Figure 4K) because most of the vesicles containing the first protein moved
from the apical cytoplasm to other cell areas. Effect of combined injections did not depend
on the order of GFP and YFP introduction [18]. Therefore, the total result is shown below 
(Figure 6A). With increasing time interval between injections, a progressive accumulation of
the first protein was viewed in 60 and 120 min compared with control (30 min after injection
of this protein alone). So, the second protein should be more competitive in the process of the

Figure 6. Changes in absorption capacity of frog renal proximal tubule epithelial cells. (A) The effect of combined 
introduction of two fluorescent proteins: pre-injected protein (1, 3) and the other protein (2, 4) introduced after 30 and 
90 min, respectively; (B) the result of immunofluorescence detection of megalin (1), cubilin (2), and lysozyme (3) on 
the fifth day after cessation of lysozyme loading. Significant differences: *p < 0.05, **p < 0.01, ***p < 0.001, compared 
with control (A) or the third day after stopping the load (B); ###p < 0.001, compared with 1 and 2, respectively (one-way 
ANOVA followed by a Newman–Keuls test). Author’s drawings.
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absorption because significant amount of the first protein have been already absorbed in PT
cells. However, the second protein uptake decreased.

The results demonstrate the availability of the mechanism capable to limit in vivo the absorp-
tion capacity of renal PT cells in frogs. The physiological implication of this downregulation
is unknown. In mammals, it may be due to deficiency of endocytic receptors on the apical
plasma membrane of PT cells and linked to changes in the initial steps of endocytosis, as
due to inhibition of protein hydrolysis in the lysosomes and subsequent recycling of recep-
tors [31, 35]. Not all proteins used in various experimental models inhibited bovine serum
albumin endocytosis in mammalian PT cells [35–37]. When lysozyme was used instead of
GFP in our frog experiments, it did not change the uptake of pre-injected YFP [19]. At the
same time, 4-day lysozyme loading reduced YFP reabsorption and expression of endocytic
receptors [19, 38]. Absorption capacity of PT cells was restored on the fifth day after cessa-
tion of loading and the number of YFP-associated profiles reached the control level [38]. 
Recovery of tubular YFP reabsorption occurred with a simultaneous increase in the number
of internalized endocytic receptors and decrease in accumulation of lysozyme within PT
cells (Figure 6B). 

Thus, the results suggest the dependence of receptor-mediated endocytosis in the frog kidney 
on the molecular nature of absorbable ligands, conditions of their competitive absorption, and 
lysosomal accumulation in PT cells. 

8. Conclusions 

In general, morphophysiological study of the capacity for protein reabsorption in PT of the 
amphibian kidney was performed. Dose- and time-dependent tubular protein uptake and the 
existence of mechanisms limiting the protein absorption in epithelial PT cells were shown in 
frogs. Subcellular localization of endocytic receptors, megalin and cubilin, was revealed in 
amphibian PT cells after protein treatment. Intracellular trafficking of injected proteins was 
coincided with the distribution of megalin and cubilin. Specific marking of endocytic path-
ways revealed clathrin-dependent internalization of lysozymes and its subsequent transfer to 
endosomes. Thus, the protein uptake in the amphibian mesonephros is mediated by megalin 
and cubilin that confirms a critical role of endocytic receptors in the renal reabsorption of pro-
teins in amphibians as in mammals. Based on our data, a frog model can be successfully used 
for investigating molecular mechanisms involved in the process of renal protein reabsorption 
and its comparative aspects.
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Abstract 

The functional changes in hormone-sensitive adenylyl cyclase (AC) signaling system of 
the central nervous system (CNS) and periphery play a crucial role in etiology and patho-
genesis of diabetes mellitus (DM). The identification of these changes in AC signaling 
system and the abnormalities in AC signaling network are necessary for creation of the 
new strategies to treat and prevent diabetic pathology. In this chapter, our data and the 
results of other authors on the changes in hormone-sensitive adenylyl cyclase signaling 
system (ACSS) in the diabetic brain and heart and on their contribution to etiology and 
pathogenesis of DM and its complications, diabetic cardiomyopathy in particular, are 
presented and analyzed, and the promising approaches to treat DM and its complica-
tions, which are based on the restoration of AC signaling cascades and their functional 
interaction, are discussed. 

Keywords: diabetes mellitus, adenylyl cyclase system, brain, myocardium, 
bromocriptine 

1. Introduction 

Diabetes mellitus (DM) is a major global health problem affecting more than 350 million people
worldwide. It is one of the most severe metabolic disorders in humans characterized by hyper-
glycemia due to insulin deficiency or insulin resistance of target tissues. Insulin-dependent,
type 1, and non-insulin-dependent, type 2, DM (DM1 and DM2) induce a large number of dis-
eases in the nervous, cardiovascular, endocrine, and other systems, and these complications 
of DM are found in more than one-quarter of diabetic patients [1–4]. It is generally accepted 
that the changes in hormonal signaling systems in the CNS and periphery play a crucial role 
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in etiology and pathogenesis of DM and its complications. For a long time, the main attention
was focused on the signaling systems regulated by insulin, insulin-like growth factor-1, and 
leptin, whose functional activity is largely impaired in DM1 and DM2 [5–8]. Meanwhile, in 
recent years, numerous data in favor of the close relationship between the changes in G pro-
tein-coupled signaling systems and the pathogenesis of DM were obtained. These systems are 
regulated by a broad spectrum of hormonal agents, such as amino acids and their derivatives, 
peptide and glycoprotein hormones, and nucleotides, which bind specifically to G protein-
coupled receptors (GPCRs) seven times penetrating the plasma membrane. 

The central role among these systems belongs to adenylyl cyclase signaling system (ACSS), 
which is represented in all types of cells and tissues and is responsible for hormonal regula-
tion of fundamental cellular processes. The ACSS has the following main components: (1) 
G protein-coupled receptor (GPCR) recognizing and specifically interacting with hormonal 
stimuli, (2) αβγ-heterotrimeric G protein of the stimulatory (Gs) and inhibitory (Gi) types, 
(3) the enzyme adenylyl cyclase (AC) catalyzing the formation of cyclic AMP (cAMP), and 
(4) cAMP-activated protein kinase (PKA) and cAMP-activated guanine nucleotide exchange 
factors (Epac1 and Epac2) that control the cAMP-dependent intracellular cascades and tran-
scription factors. As the pathological changes in ACSS lead to dysfunctions in most organs 
and tissues, they are one of the causes of severe complications of DM such as diabetic cardio-
myopathy, nephropathy, encephalopathy, and metabolic and endocrine disorders. 

This chapter describes our data and the results of other authors on the changes and abnor-
malities in hormone-sensitive ACSS in the diabetic brain and heart and their contribution into 
etiology and pathogenesis of DM and its complications, diabetic cardiomyopathy in particu-
lar, and on the approaches to treat DM, which are based on the restoration of AC-signaling 
cascades and their functional interaction. 

2. The ACSS in the diabetic brain 

It is shown that in DM, the functional activity of cAMP-dependent signaling pathways regu-
lated by dopamine (DA), serotonin, and melanocortin peptides in the brain and especially in 
its hypothalamic area is changed significantly. This triggers neurodegenerative processes in 
the CNS and affects the central regulation of energy homeostasis, inducing peripheral insulin 
resistance and abnormalities in the lipid and carbohydrate metabolism (Figure 1). 

The brain DA controls locomotor activity, cognition, feeding behavior, and via central mecha-
nisms regulates functions of the endocrine and cardiovascular systems. The DA stimulates 
AC activity via Gs protein-coupled dopamine receptor of the type 1 (DA1R) and inhibits hor-
mone-stimulated AC activity via Gi protein-coupled DA2R. In the hypothalamus and brain-
stem of rats with the streptozotocin (STZ) model of DM1, the concentration of DA and the 
number of DA2R decreased significantly [9]. The hypothalamus and brainstem are involved 
in the control of glucose homeostasis and feeding behavior. In patients and experimental 
animals with DM2 and metabolic syndrome, the activity of brain D2-dopaminergic system 
also reduced, as illustrated by a decrease of dopamine level and DA2R expression [9, 10]. 
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Figure 1. The interaction between hypothalamic signaling systems and their influence on the peripheral energy 
homeostasis and the functioning of organs and tissues. 

We showed that in the brain and in the hypothalamus of rats with acute and moderate STZ-
induced DM1 and with neonatal and high fat diet (HFD)/STZ models of DM2, the inhibitory 
effect of DA2R-agonists on forskolin-stimulated AC activity and on the expression of the Drd2 
gene encoding DA2R was reduced significantly, especially in DM1 [11–14]. Meanwhile, the 
functional activity of DA1R pathway in the CNS of diabetic rats was changed to a small extent. 

The restoration of brain D2-dopaminergic system in experimental and human DM2 can be 
achieved using the alkaloid bromocriptine (BC), a selective DA2R-agonist that activates DA2R 
and decreases intracellular cAMP level in neurons. In DM2, the BC inhibits the activity of 
hypothalamic neurons controlling glucose production and lipid synthesis in the liver, activates 
dopaminergic neurons regulating insulin sensitivity, and via central mechanisms improves 
functions of the cardiovascular system, preventing the development of severe forms of dia-
betic cardiomyopathy [10, 15, 16]. The effect of BC therapy on glucose homeostasis in DM2 is
comparable to that of metformin, widely used antidiabetic drug, and, as demonstrated in clini-
cal trials and in animal models, the co-administration of BC with metformin, glipizide, and 
pioglitazone enhances their glucose-lowering effect and reduces effective doses of these drugs,
thereby preventing their adverse effects [17, 18]. The glucose-lowering effect of glipizide when
co-administered with BC is also increased in rats with the alloxan model of DM1 [19]. 
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We demonstrated that 2-month BC treatment of rats with HFD-induced DM2 resulted in the 
improved glucose homeostasis and insulin sensitivity [20, 21]. The ВС partially restored sensi-
tivity of brain ACSS to agonists of 5-hydroxytryptamine receptors of the subtype 1B (5-HT1BR) 
and somatostatin receptors, which indicates a functional relationship between DA2R signaling 
and the somatostatin and serotonin systems in the CNS [21]. The treatment of diabetic rats with 
BC also led to normalization of adrenergic signaling in the myocardium and to restoration of AC 
sensitivity to gonadotropin in testes, indicating a broad therapeutic potential of BC in DM2 [20]. 

Brain serotonin, acting on different types of 5-HTRs, regulates feeding behavior, motor activ-
ity, pain, depression, and learning. This neurotransmitter is also involved in the control of the 
cardiovascular, endocrine, and reproductive systems and in the regulation of production of 
insulin and other hormones by pancreatic islets [22]. It was shown that in patients with DM1 
and DM2 and in animals with experimental models of DM1, the brain level of serotonin and 
its precursor tryptophan and the ratio of free-total tryptophan were significantly decreased. 
The decreased serotonin level and the changes in serotonin metabolism due to decrease in 
activity of tryptophan-5-hydroxylase-2, the rate-limiting enzyme in serotonin biosynthesis, 
led to impairment of serotonin signaling pathways in the brain and to alteration of the num-
ber and affinity of 5-HTRs, which weakens serotonin-mediated regulation of lipid and carbo-
hydrate metabolism and insulin sensitivity [23, 24]. 

Based on serotonin deficiency in the diabetic brain, it can be assumed that increasing the sero-
tonin level in CNS is an appropriate approach to normalize feeding behavior and improve 
glucose homeostasis and insulin sensitivity impaired in diabetic pathology. This suggestion is 
confirmed by the results obtained in treating diabetic patients with fluoxetine and other selec-
tive serotonin reuptake inhibitors. These inhibitors induced weight loss, reduced the plasma 
levels of glucose and glycated hemoglobin, and improved insulin sensitivity [25, 26]. 

We showed that long-term treatment of rats with neonatal and HFD/STZ DM2 using intrana-
sally administered serotonin (IS) restored hormonal sensitivity of ACSS in the brain and in the 
periphery and improved metabolic parameters and cognitive functions [12, 13, 27]. The 8-week 
treatment of female rats with neonatal DM2 with IS (20 μg/rat daily) restored AC-mediated
regulatory effects of monoamines and relaxin in the brain, β-adrenergic agonists in the myo-
cardium, and gonadotropins in ovaries [12, 28]. Along with it, using the Morris water test, we 
found that IS treatment improved DM-induced impairment of learning and spatial memory 
[12]. The 2-month IS treatment of male rats with HFD/low-dose STZ model of DM2 decreased 
the body weight, improved the glucose tolerance and insulin-induced glucose utilization, and 
also reduced the level of triglycerides and LDL-cholesterol, and the LDL/HDL-cholesterol ratio, 
which indicates the normalization of lipid metabolism. Besides, IS treatment restored hormonal 
sensitivity of ACSS in the hypothalamus and normalized the ratio of β1-, β2-, and β3-adrenergic 
receptors (β-ARs) in the myocardium of diabetic rats. Based on these findings, we can conclude
that increasing the brain serotonin level may be an effective way to treat DM2 and its complica-
tions that are induced by abnormalities in the brain and peripheral AC signaling [13]. 

The hypothalamic melanocortin system plays a very important role in regulation of feeding 
behavior, insulin sensitivity, and lipid metabolism [29]. The sensor components of this sys-
tem are Gs protein-coupled melanocortin receptors of the types 3 and 4 (MC3R and MC4R). 
They are activated by α-melanocyte-stimulating hormone (α-MSH) and other peptides of
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the melanocortin family generated from pro-opiomelanocortin (POMC) that is produced by 
POMC-expressing neurons of the arcuate nucleus of hypothalamus. The binding of MC3R 
and MC4R with agonists leads to activation of AC and cAMP-dependent signaling cascades. 
Along with melanocortin peptides, the agouti-related peptide (AgRP) with MC4R antagonis-
tic activity is produced in the arcuate nucleus, and it inhibits regulatory effects of α-MSH and
triggers G protein-independent arrestin signaling [30]. 

The inhibition of MC4R-signaling cascades led to hyperphagia, metabolic disorders, insulin resis-
tance, and eventually to DM2 [31]. Mice lacking MC4R and agouti mice with increased AgRP 
expression had the reduced insulin sensitivity, and treatment of healthy mice by MC4R antag-
onists and high-dose AgRP enhanced appetite and induced insulin resistance [32, 33]. Some 
patients with DM2 and metabolic syndrome were characterized by mutations in the Mc4r gene 
and by impaired MC4R signaling [34]. The α-MSH and other MC4R agonists, on the contrary, had 
an antidiabetic effect when administered to rodents with obesity and insulin resistance. They
reduced food intake and normalized the glucose and insulin level and energy metabolism [31, 32]. 

We showed that in the hypothalamus of rats with neonatal and HFD/low-dose STZ DM2, the 
activity of MC4R-signaling pathway decreased significantly. This was illustrated by decrease 
of the Mc4r gene expression and the stimulating effects of α-MSH and selective MC4R-agonist 
THIQ on AC activity and GTP-binding capacity of Gs proteins. The long-term treatment of 
diabetic animals with BC and intranasally administered insulin and serotonin significantly 
restored MC4R signaling, and this coincided with the improvement of insulin sensitivity and 
the carbohydrate and lipid metabolism [13]. 

One of the approaches to restore hypothalamic melanocortin system in DM2 is the use of 
selective MC4R-agonists, as demonstrated in the experiments with obese and diabetic ani-
mals. But currently, there are no available highly selective MC4R-agonists, while melanotan-
II, the most widely used non-selective MCR agonist, leads to a large number of adverse effects 
[35]. Currently, new agonists of MC4R are being developed intensively, but they have not 
been used in clinic yet. The most effective among them are α-MSH analogs modified by fatty 
acid radicals at the N-terminus, highly selective MC4R agonist BIM-22493 [36, 37]. The BIM-
22493 easily penetrates across blood-brain barrier, activates hypothalamic MC4R-signaling 
pathways, and, as a result, decreases food intake, body weight and fat mass, and improves 
glucose tolerance. It should be noted that even a long-term treatment of experimental ani-
mals with BIM-22493 had no adverse effects on the cardiovascular system and blood pressure 
[37]. The effectiveness of MC4R agonists can be significantly enhanced when they are com-
bined with agonist of glucagon-like peptide-1 receptor, which is widely used to treat DM2. 
Co-administration of BIM-22493 and liraglutide, a stable agonist of glucagon-like peptide-1 
receptor, into diabetic mice prevented insulin resistance and improved energy expenditure 
much more effectively as compared to monotherapy [38]. 

3. The ACSS in the diabetic heart 

The DM1 and DM2 are closely associated with severe cardiovascular diseases, such as acute 
myocardial infarction, congestive heart failure, and atherosclerosis [39, 40]. The pathological 
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changes in contractile function of the heart in DM are largely due to impairment of the adren-
ergic, cholinergic, and purinergic pathways of AC regulation in cardiomyocytes [28, 39, 41–44]. 
The adrenergic signaling has a very important role in the functioning of the cardiovascular sys-
tem, and it changes to the greatest extent in DM. In rats with the STZ model of DM1, the expres-
sion of genes encoding β-ARs and the activity of the receptors are altered and the pathological
changes are enhanced with increasing duration and severity of DM [41]. In the cardiac muscle, 
there are three pharmacologically distinct subtypes of β-ARs. The Gs protein-coupled β1-AR 
stimulates AC activity, β2-AR interacts with the G s and Gi proteins, and is able to both stimulate 
and inhibit AC activity, while β3-AR interacts preferably with Gi protein, inhibiting AC. 

In diabetic rats with 6–14 week DM1, the expression of gene encoding β1-AR was signifi-
cantly reduced, while the expression of β2-AR gene, on the contrary, was increased. The 
number of functionally active β-ARs on the surface of cardiomyocytes was reduced for
both β1 - and β2-ARs, which is caused by increasing the rate of β2-AR degradation and the 
deterioration of post-translational processing of receptor [41, 45]. Meanwhile, the mRNA 
level for β3-AR and the number of these receptors on the surface of cardiomyocytes in rats 
with 14-weeks DM1 increased 2 or more times in comparison with control animals. The 
specificity of changes for β-AR subtypes in diabetic heart resulted in alteration of the β1/ 
β2/β3 ratio. In the myocardium of diabetic rats, the ratio was 40:36:23, while in the myocar-
dium of healthy rats, the ratio was 62:30:8 [45]. The treatment of diabetic rats with insulin 
led to normalization of the β1/β2/β3 ratio (57:33:10). The specific changes in β-AR activity
including two or threefold increase in the number of β3-AR were identified in the cardiac
muscle of patients with DM2 and metabolic syndrome, as well as in patients with acute 
heart failure [46]. The study of genotype of patients with DM2 and metabolic syndrome 
allowed detecting the mutation in a codon 64 of β3-AR gene, which led to a significant
increase of activity of mutant receptor [47]. We also showed significant changes in the β1/ 
β2/β3 ratio in the myocardium of rats with different models of diabetic pathology, and the
ratio was restored when the animals were treated with intranasal insulin and, in the case of 
DM2, with D2-agonist BC and metformin [13, 20, 28, 44]. The increase of β3-AR activity pre-
vents AC hyperactivation caused by the increased catecholamine levels characteristic for 
diabetic cardiomyopathy. The increase of β3-AR activity can also be a compensatory mech-
anism contributing to the preservation of functional activity of endothelial NO-synthase 
and soluble guanylyl cyclase that regulate vascular contractility [46]. However, with pro-
longed duration of DM, the increase of β3-AR signaling in the myocardium leads to imbal-
ance of adrenergic regulation and induces the negative inotropic effect of β-AR agonists
and bradycardia [41]. 

The apoptotic processes in the cardiac muscle contribute significantly to etiology and 
pathogenesis of diabetic cardiomyopathy, and they largely depend on the β1-AR signaling. 
A decrease in β1-AR activity in the cardiac muscle in DM1 leads to inhibition of apoptotic 
processes in cardiomyocytes and prevents myocardial dysfunction and acute heart failure. 
It should be noted that in healthy animals, β1-AR agonists induce apoptosis in rat cardiomyo-
cytes, while β1-AR antagonists suppress it [48]. 

We studied ACSS activity in the myocardium of rats with acute DM1 induced by high-dose 
STZ and found the decrease of the basal level of GTP-binding and the AC stimulating effect of 
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guanine nucleotides, which indicates a weakening of Gs protein function in cardiomyocytes 
of diabetic animals [49]. Meanwhile, the stimulation of AC by forskolin that directly interacts 
with catalytic site of the enzyme did not change, indicating the preservation of AC catalytic 
activity. The AC stimulating effect of β-agonists was decreased, but to a small extent, while 
the corresponding effect of relaxin, a peptide hormone that plays an important role in regula-
tion of the cardiovascular system, was decreased by 48%. The study of ACSS in the heart of 
rats with 7-month DM1 induced by multiple injections of low-dose STZ shows the decrease 
of both basal and forskolin/guanine nucleotides-stimulated AC activity, demonstrating the 
reduced activity of both AC and Gs protein [50]. A significant decrease in the norepineph-
rine and isoproterenol effects on AC activity, more pronounced than in acute DM1, was also 
observed. The changes of ACSS activity significantly depended on the age of rats when DM1 
was initiated [44, 50]. Our results indicate that changes in adrenergic signaling cascades in the 
heart are highly dependent on the experimental model of DM1. 

Unlike DM1, in DM2, the number of β-ARs in the myocardium is not substantially different 
from control, but the sensitivity of β-ARs to agonists and their effects on AC are decreased 
significantly [11, 13, 51–53]. The changes in β-AR signaling strongly vary in rats with different 
models of DM2 depending on duration and severity of the disease [11, 44, 49, 53, 54]. In the 
myocardium of rats with 8-month neonatal model of DM2, the effect of isoproterenol on AC 
activity was increased, although to a small extent. When the duration of DM2 was 18 months, 
this effect was reduced as compared with the control group. The stimulating effect of relaxin 
on AC was reduced in DM2 with different durations, and in 18-months DM2, it did not exceed 
46% of that in control [42]. The decrease of effect of guanine nucleotides on AC was shown, 
indicating a weakening of Gs protein function, and one of the causes for this is hyperhomo-
cysteinemia, typical for severe DM2 [54]. 

It was shown that the treatment of diabetic rats with thyroid hormone levothyroxine was 
effective for restoration of the number and functional activity of β-ARs [55, 56]. This indi-
cates a close relationship between hypothyroid state, typical for human DM1 and DM2, and 
impaired myocardial function in DM. In this regard, there are serious grounds to believe that 
one of the approaches to prevent diabetic cardiomyopathy is restoration of hypothalamic– 
pituitary-thyroid axis and compensation of thyroid hormones deficiency. The treatment of 
DM2 rats with D2-agonist BC and intranasally administered insulin and serotonin, restoring 
hypothalamic ACSS, also improves the function of the cardiovascular system and sensitivity 
of myocardial AC to hormonal regulators [20, 28]. 

4. Concluding remarks 

Summing up, the changes in hormone-regulated ACSS in the brain and heart and abnormali-
ties of interaction between them are the most important factors leading to the development of 
DM and its complications. Consequently, the identification of disturbances in these cascades
and the development of approaches to their correction should be regarded as the most prom-
ising strategy to treat and prevent diabetic pathology. The causal link between DM and the 
pathological changes in AC signaling is not a one-way avenue, from DM to these changes in the 
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organs and tissues and, further, to diabetic encephalopathy, cardiomyopathy, and other com-
plications of DM. The opposite situation can also be realized when impaired AC signaling trig-
gers the processes leading to DM. The dysfunctions in the brain ACSS sensitive to melanocortin 
peptides and monoamines can induce DM2 and metabolic syndrome, while dysregulation of 
cAMP signaling in the pancreatic islets weakens insulin-producing function of β-cells and pro-
vokes the development of DM1. This speaks in favor of the use of a wide scale of hormonal 
and non-hormonal agents that control AC activity and influence the availability, transport, and
secretion of hormonal molecules in the treatment and prevention of DM. The development 
of new approaches for the treatment of DM, which are based on the monitoring and correc-
tion of the ACSS activity in the brain, myocardium, and the other organs and tissues, requires 
a detailed study of the changes in the ACSS in different forms of experimental and human
DM, as well as the effects on the ACSS of a number of the factors, such as the duration and
severity of DM, the DM treatment with insulin, metformin, and other drugs, the frequency of 
hypoglycemic episodes, and the DM-induced complications. Nowadays, in our Laboratory of 
Molecular Endocrinology and Neurochemistry, Sechenov Institute of Evolutionary Physiology 
and Biochemistry, we use a lot of models of DM and various approaches of molecular endocri-
nology, pharmacology, and experimental medicine in order to understand etiology and patho-
genesis of DM and its complications and to propose the new strategies to treat them. 
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Abstract 

In recent years, there has been growing interest in computer modeling of the evolution of 
gene and cell regulatory networks, in general, and in computational studies of the classic 
ideas of Baldwin, Schmalhausen, Waddington, and followers, in particular. Two related 
aspects of Waddington’s evolutionary theories are the concepts of canalization and of 
genetic assimilation. Canalization is associated with the robust development of an indi-
vidual to diverse perturbations and noise, though, when fluctuations in developmental 
factors exceed a particular limit, the normal developmental trajectory can be “thrown out” 
of the robust canal, resulting in an altered phenotype. If selective pressure favors the new 
phenotype, an initial individual loss of canalization can lead to phenotypic changes in the 
population (with canalization then becoming established for the new phenotype). Genetic 
assimilation is the subsequent genetic fixing of the new trait in the population. Recent 
experimental and theoretical works have established a quantitative basis for these classic 
concepts of Waddington; this chapter will review these new developments in systems 
evolutionary biology. 

Keywords: canalization, genetic assimilation, gene networks, computer modeling, 
systems evolutionary biology 

1. Canalization and genetic assimilation 

Computational studies of the classic concepts of Ivan Schmalhausen [1], Conrad Waddington 
[2], and their contemporaries (Rendel [3]) have become a major area in evolutionary theory in 
recent years. A number of these concepts from the 1950s have had a major impact on the 
evolutionary theory of development, and computation allows for quantitative testing and 
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characterization of the ideas. Here, we review recent work on canalization, whereby species 
show low phenotypic variation, despite ample genetic and environmental variation (also 
termed “robustness”), and on genetic assimilation, in which a phenotypic change induced by 
an environmental perturbation becomes stabilized in the genotype. 

Canalization captures the observation that most developmental phenotypes display a certain 
degree of stability, despite environmental or genetic perturbations (Figure 1). However, for 
new phenotypes to arise, there must be a limit to this robustness, such that a large enough 
perturbation will knock the developmental trajectory out of the robust canal, resulting in a 
new phenotype. If this new phenotype represents higher fitness, it can be reinforced by genetic 
assimilation (Figure 2). 

Waddington did a number of perturbation experiments in Drosophila (fruit fly) development to 
characterize such canalization (robustness) and show its underlying genetic basis. In those 
times Waddington preferred to use simple perturbations of environmental parameters and 
conditions, such as exposing flies to diethyl ether [5], high sodium chloride concentrations [6], 
or heat shock (40˜C) [7]. Later, other authors have used mutations in key developmental genes 
as the perturbations [8, 9]. More recent approaches include genetically engineered organisms 
with loss-of-function [10] or gain-of-function [11, 12] mutations and varying dosages of small 
interfering RNAs (siRNAs) to quantitatively deplete targeted gene products [13]. Perturbation 
experiments remain the main approach to study the mechanisms of robustness. Whatever the 
technique, relative robustness is calculated as the change in variation of one or more specific 
traits when the experimental perturbation is applied. 

In parallel with the new experimental approaches for perturbation and observations from field 
biology, a large branch of systems biology is now concerned with computer modeling of 

Figure 1. (A–B) Waddington’s canalization and epigenetic landscape: Diverse and inevitable environmental disturbances 
and internal developmental noise systematically disturb developmental trajectory on the epigenetic landscape. However, 
the developmental process usually returns to the basin of normal development (creod), that is, the development is 
canalized and the canal walls keep the process in the basin prescribed by the genetic program (after http://www.gen. 
cam.ac.uk/research-groups/martinez-arias). 

http://www.gen
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Figure 2. (A–B) Waddington’s genetic assimilation: The environmental stress causes a series of the Drosophila’s divergent 
phenotypes. The untypical, high environmental disturbances deform, change the epigenetic landscape. By doing so, it 
causes the appearance of new phenotypes in the population under stress. If some of the phenotypes are beneficial, it can 
be stabilized in the genotype by further selection (after [4]). 

evolution, in order to test and verify hypotheses for evolutionary mechanisms (e.g., especially 
in studying evolution over numerous generations and with strictly controlled evolutionary 
rules). This review focuses on such work which has tested and extended the classic concepts of 
canalization and genetic assimilation. 

2. Simulation of gene network evolution 

Andreas Wagner laid out an approach to computational modeling of gene network evolution 
in two pioneering publications [14, 15]. In his models, an evolving population comprised 
individuals, each characterized by a genotype and a phenotype. Individuals have a develop-
mental phase of their lifetimes, in which an initial phenotype develops to reach a new stable 
phenotype. Development is specified by the genotype, which is modeled as a gene regulatory 
network (GRN). Once an individual has reached its stable adult phenotype, it can reproduce to 
create the next generation. Reproduction occurs sexually, implying a random mixing of paren-
tal genomes in the offspring’s genome. Mutations can also occur, modifying gene-gene inter-
actions which may then disrupt the viability of the individual. Stabilization of the adult 
phenotype is one of the core hypotheses of the Wagner model and its subsequent variants 
and further developments. Some models have been proposed which constrain selection to be 
for a particular predetermined phenotype, rather than any stable phenotype. Or fitness func-
tions have been studied in which fitness decreases as the Hamming distance increases between 
the individual’s phenotype and the predetermined one [14–20]. The ways to extend and 
develop further the approach were reviewed recently [21]. 
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3. How canalization evolves 

Computational modeling has shown a number of different aspects of how canalization 
operates in evolution [21]. 

3.1. Phenotypic robustness to diverse perturbations 

Computation allows for the separate consideration of a number of types of genetic perturba-
tions (such as point mutations, small deletions/insertions, crossover, or gene duplications) and 
non-genetic perturbations (such as fluctuations in a gene circuit’s cellular or nuclear microen-
vironment [22–24] or changes in an organism’s macroenvironment). 

Three major reasons for phenotypic robustness to a particular type of natural perturbation 
have been proposed [25, 26]. First, robustness to a perturbation might have evolved as an 
adaptation to reduce phenotypic variation in response to a specific perturbation. Second, 
robustness to the specific perturbation could be a congruent byproduct of evolved robustness 
to a different perturbation. Lastly, we can hypothesize that robustness is an intrinsic property 
of biological systems selected for their primary functions. Computational simulations of GRNs 
suggest both that intrinsic robustness could be widespread and that natural selection can 
increase robustness under diverse and reasonable sets of parameter values and assumptions 
[15, 16, 27–31]. Whichever of these options applies, robustness to mutation results in the 
accumulation of phenotypically cryptic genetic variation (CGV), that is, it allows for changes 
in genotype which do not affect phenotype (until a strong enough perturbation is made). 
Partial robustness can lead to preadaptation, and thereby might contribute to evolvability [25] 
(i.e., accumulated genetic variation may allow for rapid evolution under new selective pres-
sures). 

A number of studies have shown that genetic canalization would evolve under stabilizing 
selection [16, 32–35]. 

3.2. More realistic models of GRN evolution 

Discrete (Boolean, “on/off”) GRN models are simplified representations of gene interactions 
but allow for rapid analysis of some aspects of network evolution. Earlier evolutionary studies 
were generally with discrete models; more recent developments include continuous treat-
ments of gene states, which are more biologically realistic but more computationally intensive 
to solve. 

Draghi and Whitlock [36] developed a GRN model with continuous gene expression levels, 
affected by environmental cues, forming the phenotype. They showed by computational 
experiments that the evolution of phenotypic plasticity can produce populations with larger 
mutational variance and larger standing genetic variance. They found also that plastic 
populations do not respond much more quickly to selection pressure than do populations 
that are more static. Furthermore, if the optimal phenotypes of two traits vary together, then 
larger mutational and genetic correlations were observed. According to their findings, the 
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quantitative genetic descriptions of traits created by explicit developmental network models 
are evolutionarily labile, with genetic correlations that change rapidly with shifts in the 
selection regime [36]. 

Iwasaki, Tsuda, and Kawata developed an individual-based approach to the GRN modeling 
[37, 38]. The GRN of each individual had both phenotypic and regulatory genes, each gene 
was composed of a cis-regulatory region and a coding region, and a cis-regulatory region was 
composed of cis-sites for specific transcription factors. They showed by the approach that 
simple GRNs tend to evolve under conditions where genetic canalization is expected, while 
more complex GRNs tend to evolve in conditions favoring decanalization. Iwasaki and co-
authors study showed that complex GRNs display a high mutational robustness (i.e., muta-
tions against core genes have only a small phenotypic effect) and evolvability (i.e., a larger 
mutational target size and mutation are likely to change the phenotype). In contrast, simple 
GRNs have mutational robustness only because of their small mutational target size. Iwasaki 
and co-authors found that the level of CGVs in a population was mainly determined by the 
order (weighted size) of GRNs and concluded that the outgrowth of GRNs and adaptation to 
new environments are mutually facilitating, resulting in sustainable evolvability [37]. 

3.2.1. Evolution of genotype-phenotype mapping 

Crombach and Hogeweg [34] did a computational study with an individual-oriented model 
with population on a lattice subjected to an environment that changes over time. They 
showed that long-term evolution of complex GRNs in a changing environment can increase 
the generation of beneficial mutations. The population evolves toward genotype-phenotype 
mappings that allow for an orchestrated network-wide change in the gene expression pat-
tern, requiring only a few specific gene indels (small insertions and deletions), and the genes 
involved are hubs of the networks or directly influencing the hubs. In addition, the GRNs 
maintain their mutational robustness throughout the evolutionary trajectory: evolution in a 
changing environment leads to a network that is sensitive to a small class of beneficial 
mutations, while the majority of mutations remain neutral—an example of the evolution of 
evolvability. These evolutionary dynamics showed a number of similarities with experimen-
tal studies in yeast (S. cerevisiae) [39, 40] and E. coli. [41]. 

4. Genetic assimilation 

The understanding of genetic assimilation, similarly, has been extended through computa-
tional investigations in recent years. 

4.1. Waddington’s canalization and genetic assimilation 

A heat shock perturbation done by Waddington in 1953 is used as a classic example of genetic 
assimilation: cross-veinless flies resulted from an initial heat shock and, selected over multiple 
generations, eventually produced the phenotype without the perturbation [7]. Alternatively, 
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the cross-veinless phenotype could be due to contributions from multiple genes, which could 
have a lower heat shock threshold. This Falconer & Mackay threshold model [42] predicts that 
if selection for the assimilating cross-veinless phenotype was relaxed, genetic assimilation 
would not occur. Masel tested this prediction with a Wagner-type GRN model [43]. Her results 
indicated that genetic assimilation can occur in the absence of selection for the trait, supporting 
Waddington’s mechanism. 

4.2. Phenotypic plasticity and CGV 

Closer consideration of genetic assimilation shows that it must involve some degree of pheno-
typic plasticity—the capacity for a genotype to produce multiple phenotypes in response to 
non-genetic perturbations. This plasticity may also be considered from the stand-point of 
release of CGV (which Masel and Trotter [44] defined as standing genetic variation that does 
not ordinarily contribute to the phenotype), which increases during neutral drift but may only 
become visible with a large enough perturbation. CGV accumulation can cause a diversifica-
tion of genetic backgrounds on which new mutations may arise. It is biologically reasonable to 
expect that the effect of any new mutation should be background dependent: a given mutation 
would have a given effect at a particular background and a different or no effects at other 
backgrounds. The diversity of genetic backgrounds would give the population access to more 
novel phenotypes than if it were isogenic [45–47], as reviewed in [48]. As Siegal and Leu [48] 
summarized, this conceptual argument for evolvability correlating positively with mutational 
robustness has been formalized in mathematical models of so-called neutral networks in 
genotype space (more recently termed “genotype networks”) and has some empirical support 
[49–51]. 

Iwasaki with co-authors [38] focused on GRN as an important mechanism for producing CGV 
and examined how interactions between GRNs and the environment influence the number of 
CGVs by using individual-based simulations. The authors conclude that interactions with 
variable environments may promote the accumulation of CGVs by facilitating the evolution 
of larger GRNs. In turn, the expansion of GRNs could facilitate evolutionary adaptation to 
novel environments and niche construction [38]. 

4.3. Phenotypic plasticity and genetic assimilation 

Lande defines genetic assimilation in an altered environment as the reduction in plasticity and 
its replacement by genetic evolution, while maintaining the phenotype initially produced by 
plasticity in the altered environment [52]. According to Lande, reduction in plasticity during 
genetic assimilation is often attributed to fitness costs of plasticity. 

Lande quantifies the relation between phenotypic plasticity dynamics and genetic assimila-
tion, wherein plasticity must increase to allow evolution to a perturbed environment but then 
be reduced to maintain the new optimum. During the first generation in the novel environ-
ment, the average fitness substantially drops and the average phenotype jumps toward the 
new optimum by expression of partially adaptive plasticity. Then, transient evolution of 
increased plasticity accelerates phenotypic adaptation and allows the average phenotype to 
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come toward the new optimum. Then, the novel phenotype undergoes a slow process of 
genetic assimilation, with reduction in plasticity [52]. 

Temporary perturbations that reduce robustness could turn unitary phenotypes into plastic 
ones. It then gives natural selection a substrate on which to select a particular novel phenotype 
(i.e., genetic assimilation) [48, 53–55]. High levels of phenotypic variation could increase the 
chance of population survival in new hostile environments, which in turn would give time for 
the population to accumulate adaptive mutations [48, 56, 57]. As Siegal, Leu concluded, the 
connection between robustness and plasticity could be especially important to evolution [48]. 

Janna Fierst asked herself to what degree can a history of phenotypic plasticity affect the rate of 
adaptation to a new environment, that is, is plasticity merely a condition for genetic assimila-
tion, or do environmental fluctuations cause phenotypic plasticity, generating genotypic 
evolvability? She showed that a history of phenotypic plasticity may determine the evolution 
of genetic architecture and shorten the waiting time for the generation of phenotypic variance 
from new mutations and recombination. Hence, rather than acting as a short-term alternative, 
phenotypic plasticity may facilitate future adaptation and genetic evolution [58]. 

4.3.1. Phenotypic plasticity and evolvability 

Non-genetic perturbations, such as environmental change or developmental noise, can induce 
novel phenotypes. If an induced phenotype appears recurrently and confers a fitness advan-
tage, selection may promote its genetic stabilization. Non-genetic perturbations can thus initi-
ate evolutionary innovation. CGV may play an important role in this process [20]. Populations 
under stabilizing selection on a phenotype that is robust to mutations can accumulate such 
variation. After non-genetic perturbations, this variation can produce new phenotypes. 
Espinosa-Soto with co-authors find that phenotypic robustness promotes phenotypic variabil-
ity in response to non-genetic perturbations but not in response to mutation. It suggests that 
non-genetic perturbations may initiate innovation more frequently in mutationally robust gene 
expression traits [20]. 

Phenotypic plasticity can facilitate the origin of genotypes that produces a new phenotype in 
response to non-genetic perturbations. Espinosa-Soto with co-authors find that phenotypic 
plasticity frequently facilitates the evolution of novel beneficial gene activity patterns in gene 
regulatory circuits [59]. The fundamental reason is that genotypes that produce occasionally a 
beneficial phenotype (and thus have a selective advantage) give more easily rise to genotypes 
where that same phenotype is more strongly genetically determined [59]. 

The characterization of plasticity, robustness, and evolvability can be studied in terms of 
phenotypic fluctuations. By numerically evolving GRNs, the proportionality between the 
phenotypic variances of epigenetic and genetic origins is confirmed by Kaneko [60]. The 
relationship suggests a link between robustness to noise and to mutation. The proportionality 
between the variances is demonstrated to also hold over expressions of different genes (phe-
notypic traits) when the system acquires robustness through the evolution. It was found by 
Kaneko that both the population’s adaptability to a new environment and the population’s 
robustness becomes compatible when a certain degree of phenotypic fluctuations is produced 
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by the developmental variability and noise [60]. The Kaneko’s conclusion is that the highest 
adaptability is achieved at near-the-threshold noise level at which the gene expression dynam-
ics are near the critical point to lose the robust evolutionary process. 

5. Canalization and assimilation in population biology 

Current advances in evolutionary systems biology were caused not only by working out of 
new computational approaches but also by new biological observations performed to verify 
the computational conclusions. 

5.1. CGV in natural populations 

Biological systems are highly robust to perturbation by mutations, recombination, and the 
environmental stress. Robustness to mutation and recombination permits genetic variation to 
accumulate as hidden genetic diversity (or CGV). CGV might be revealed in response to stress, 
and “the amount of heritable phenotypic variation available can be correlated to the degree of 
stress and hence to the novelty of the environment…” [44]. 

The CGV role in genetic assimilation was extensively studied by computational evolutionary 
tests (as overviewed in Section 4.2). They are considered to contribute to evolutionary 
responses to environmental changes by generating phenotypic diversity [61–63]. Furthermore, 
the CGV’s ability to accumulate and release multiple mutations in populations supports some 
researchers’ considerations that CGVs also promote the acquisition of new traits [38, 64, 65]. 

Some experiments support these considerations. For example, as it was shown by Suzuki and 
Nijhout [55], a mutation in the larval hormone-regulatory pathway in Manduca sexta moth 
enables heat stress to reveal a hidden larval coloration. The black mutant strain of the moth, 
which was originally green, demonstrated variations in thermosensitivity: heat shocks during 
the sensitive period generated larvae with colors that ranged from normal black to nearly 
normal green [55]. Suzuki and Nijhout also successfully established two lines by artificial 
selection: one selected for increased greenness upon heat treatment (sensitive line) and the 
other for decreased color change upon heat treatment (insensitive line). Hence, CGVs really 
could contribute to phenotypic evolution. 

5.2. Phenotypic capacitors 

Phenotypic capacitor “is a biological switch capable of revealing previously cryptic heritable 
variation” [25]. This is an analogy with an electric capacitor, which is capable to store and 
release an electric charge. Many of the capacitors are proteins whose function contributes to 
robustness and, therefore, whose damage or modification reveals phenotypic variation [66]. 

In a complex GRN, there are many gene products which could appear as “phenotypic” 
capacitors, such that their removal increased phenotypic variability. An extensively studied 
example is the molecular chaperone Hsp90, but GRN dynamics indicated there should be 
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many more. Experiments in yeast indicated more than 300 gene products whose removal 
increased variation [10]. 

In Drosophila, other molecular chaperones—Hsp22, Hsp67, and Hsp70—were also observed 
to affect either within-individual variation (measured by asymmetry of bilateral traits) or 
among-individual variation in morphology [67]. In eukaryotes, Hsp90 impairment has been 
found to reveal CGV in organisms ranging from yeast to flies to vertebrates to plants [68, 69]. 

Masel and Siegal [25] considers three approaches based on the use of phenotypic capacitors to 
study robustness. The first approach is a genome-wide screening for genetic perturbations 
affecting the variance of a given trait. The trait can be morphological [10, 70, 71], or physiolog-
ical [72] or can be measured as RNA and protein concentrations [73–75]. Good examples of the 
approach include the studies of cellular morphology in S. cerevisiae mutant strains [10, 76] and 
the genome-wide analysis of more complex and quantitative traits in both S. cerevisiae [70, 73] 
and A. thaliana [71, 74]. 

The second approach is based on usage of a well-characterized model developmental 
system under the impact of perturbations. Good example of the approach is the consider-
ation of the developmental lineage of the cells comprising the vulva of nematode species of 
the genus Caenorhabditis [77, 78]. Perturbation of C. elegans vulva development by mutation 
or environmental variation revealed changes in the underlying signaling pathways [77, 78]. 
Robustness of the vulval developmental system to environmental perturbations results 
through an integration of multiple buffering capacities at the molecular and cellular level 
[77, 78]. 

The third complementary approach is to focus on a single well-characterized perturbation and 
the variety of developmental systems that it affects. Examples include perturbation of transla-
tion termination by the yeast prion [PSI+] [79–81] and the heat shock protein, Hsp90, which 
affects a stunning variety of developmental processes [70, 82]. 

Namely the computational evolutionary experiments with the GRN models revealed possible 
existence and evolutionary significance of the phenotypic capacitors and brought intent atten-
tion to its experimental study. 

5.3. Phenotypic plasticity and genetic assimilation in biology 

Baldwin [56], Simpson [83], and Waddington [84, 85] proposed that phenotypic plasticity may 
benefit populations in new environments. In accordance with Waddington’s pioneer consider-
ations, artificial selection can turn an alternative phenotype into a native one [5, 7]. More 
recently, other researchers have confirmed his observation for diverse traits and different 
species [55, 70, 86]. 

Many empirical studies of wild populations support the hypothesis that an ancestral alterna-
tive phenotype could have facilitated the evolution of novel, adaptive traits [16, 28, 29, 72, 87– 
93]. For example, severe environments enhance phenotypic differences among fruit fly strains 
[94], and a temperature rise caused by a lack of shade increases the frequency of abnormal 
morphologies in fruit flies [95]. 
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The phenotypes where plasticity may have facilitated adaptation are very diverse. They 
include gill surface area in cichlid fishes [96], pigmentation patterns in the crustacean Daphnia 
melanica [97], and head size in the snake Notechis scutatus [98]. Despite an abundance of 
candidate examples, plasticity’s importance for adaptive evolution is not universally accepted, 
and we still do not know whether existing observations are rare oddities or hint at general 
principles of evolution [99–105]. 

5.3.1. Natural populations in changing environments 

During millions of years of existence, species repeatedly encounter extreme changes in average 
environment, and the capacity to accelerate phenotypic adaptation by transient evolution of 
plasticity may be crucial for long-term persistence. Sudden environmental change often occurs 
at the start of natural biological invasions and colonizations (reviewed in [106]). 

The success of natural invasions, and artificial introductions for biocontrol, may depend on the 
evolution of increased plasticity during adaptation to novel environments outside the native 
range of a species [107–109]. Genetic variance in plasticity within and/or among populations 
has commonly been observed [110, 111], and species invading novel or extreme environments 
often display increased plasticity compared to populations from the native range [96, 112–117]. 
Populations of invasive species outside their native range usually maintain substantial genetic 
variance [118–120]. 

Experiments on newly established small populations show that intense artificial selection can 
rapidly create large phenotypic changes, often altering the mean phenotype by several stan-
dard deviations within a few dozen generations [121–123]. For extremely large populations 
undergoing sudden environmental change in situ, sustained intense directional selection can 
cause adaptation by a rare allele of major effect [124, 125]. 

Many empirical studies suggest that invasive species tend to have an evolutionary history of 
environmental disturbance [53]. Ecological disturbances constitute fluctuating selection pres-
sures over evolutionary time, and evolutionary genetic theory predicts that patterns of fluctu-
ating selection can cause genetic architectures to take different paths (e.g. [126]). 

When environmental changes happen infrequently, populations maximize fitness by produc-
ing a single phenotype [58]. When the environment changes more frequently, organisms that 
can evolve more rapidly are favored by selection. As Janna Fierst concluded, “when environ-
mental fluctuations are rapid, fitness is maximized by genetic architectures that produce a 
broad, generalist phenotype or short-term phenotypic plasticity” [58]. 

Increasing amounts of evidence suggest that traits induced by non-genetic factors are impor-
tant for innovation in nature [98, 127–129]. For example, taxa with genetically determined 
dextral or sinistral morphologies are frequently derived from taxa in which the direction of 
the asymmetry is not genetically fixed but where it is a plastic response [128, 130]. Transitions 
like these imply genetic assimilation of a direction of asymmetry. This was observed for 
multiple traits, such as the side on which the eye occurs in flat fishes (Pleuronectiformes) and 
the side of the larger first claw in decapods (Thalassinidea) [128]. 
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More generally, good candidates for genetic assimilation are the traits where fixed differences 
among closely related species are mirrored by plastic variation within populations. Amphibian 
traits, such as gut morphology [129], limb length, and snout length [130], are illustrative 
examples. 

We can conclude that the observations on the environmental dependence of phenotypic and 
genetic variances evidences accelerated phenotypic adaptation after an extraordinary environ-
mental change [52]. 
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Abstract 

Ion channels mediate selective passive transport of ions across biomembranes. They 
participate in diverse physiological processes and belong to distinct protein families. 
Understanding specific roles of different channels in physiology, pathology, and pharma-
cology requires knowledge of their origin and evolution. Traditional approaches include 
experimental physiological studies and analysis of sequences and genomes. In the last two 
decades, availability of 3D structures of many ion channel proteins revolutionized ion 
channel studies, including their evolution. In this chapter, we consider examples of how 
3D structures provided clues for understanding evolutionary aspects of multi-domain 
organization, domain folding, and roles of highly conserved and variable residues. Such 
achievements are important for addressing practical problems including drug design, 
channelopathies, and acquired resistance to insecticides. 

Keywords: evolution physiology, ion channels, sequence alignment, folding, domains 

1. Introduction 

The human genome encodes hundreds of proteins that form ion channels. These proteins 
create transmembrane pores through which inorganic ions, mainly Na+, K+, Ca2+ or Cl˜ , 
permeate according to their electrochemical gradient. Selectivity of the channels for particular 
ions, mechanisms of their activation and kinetic characteristics are greatly variable. This vari-
ability underlines involvement of ion channels in very diverse fundamental physiological 
processes such as generation of the membrane potential, regulation of cell electrical excitability, 
propagation of the action potential along neurons and muscle cells, synaptic release of neuro-
transmitters, generation of postsynaptic response, and calcium signaling. Ion channels are 
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indispensable in multicellular organisms. They are also found in various bacteria and even 
some viruses [1]. Ion channels are targets for numerous endogenous ligands including hor-
mones and neurotransmitters, as well as for multiple exogenous toxins and medically impor-
tant and illicit drugs. Due to these roles, ion channels are key objects in pharmacology and 
toxicology. 

This functional importance of ion channels motivates their intensive studies in academia and 
industry. A large body of experimental data is accumulated on selectivity and permeability 
characteristics of different channels, physiological mechanisms of their activation by different 
factors, including membrane voltage, various endogenous and exogenous ligands, metal ions, 
temperature, pH, and membrane tension. Selective sensitivity of ion channels to various phar-
macological agents allowed to reveal their presence in various organs and tissues, cellular 
localization, and specific roles in physiological and pathological processes. The next big step 
was understanding molecular characteristics of ion channels due to methodological advance-
ments in molecular genetics and molecular biology. Currently we know sequences of many 
channels, their subunit composition, stoichiometry, and transmembrane topology. These studies 
have demonstrated that, unlike many other classes of proteins, which are involved in fundamen-
tal physiological functions (e.g. G protein coupled receptors), ion channels do not have a com-
mon ancestor. Surprisingly, there is no correlation between functional properties and molecular 
organization of ion channels. For example, proton-activated channels belong to families of 
trimetric ASIC channels and tetrameric TRPV channels. Chloride selectivity is observed in 
voltage-gated ClC channels, which are homodimers with a gated pore in each subunit [2], and 
in pentameric glycine-gated and GABA-gated channels. On the other hand, close relatives of the 
latter channels, nAChR receptors, are selective for cations. Besides pentameric nAChRs, cationic 
selectivity is a fundamental property of tetrameric glutamate-gated channels, trimetric ATP-
gated P2X channels, ASIC channels, and certain mechanosensitive channels. Both tetrameric 
cation-selective channels and pentameric Cys-loop channels are gated by glutamate, the major 
neurotransmitter in the central nervous system. The potassium selectivity is observed in five 
clades of potassium channels superfamily, which includes voltage-gated channels, calcium-
activated channels, Kir channels, mechanosensitive two-pore (K2P) channels, and CNG/HCN 
channels [3]. Thus, among ion channels we can see examples of divergent evolution and exam-
ples of evolutionary homology and functional analogy. Therefore, understanding of the evolu-
tionary history is crucially important in studies of ion channels. For example, the presence of 
proton-activated currents in different types of cells does not necessarily mean that these currents 
are mediated by the same or even evolutionary related channels. And vice versa, expression in a 
certain cell type of ion channels with close sequences does not necessarily mean that these 
channels have the same or even similar functional properties. 

Until the pioneering publication of the first X-ray structure of a prokaryotic potassium channel, 
KcsA [4], 3D structures of ion channels were unknown and only indirect evidences about some 
features of their spatial structures were available. The lack of experimental high-resolution 3D 
structures greatly hindered research in the field of ion channels, including analysis of their 
origin and evolution. The reason for rather late appearance of 3D structures of ion channels is 
problems of crystallization of proteins that have both membrane-spanning and water-exposed 
parts. For example, MacKinnon and colleagues used bioinformatics tools to find extremely 
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stable potassium channel in thermophilic bacteria and removed flexible cytoplasmic segments 
[4]. For this and subsequent seminal crystallographic studies of ion channels Roderick 
MacKinnon was awarded the 2003 Nobel Prize in chemistry. 

Since then, many 3D structures of ion channels have been published. Most of the structures 
were obtained by the X-ray crystallography, but recently the amazing progress in the Cryo-EM 
methodology has provided high-resolution structures of different channels including open 
and closed states of the TRPV1 channel [5] and glycine receptor [6]. A complex of heteromeric 
eukaryotic calcium channel with ancillary subunits is now available [7]. The ongoing revolu-
tion in structural studies of ion channels advances research in different fields, in particular, 
molecular evolution of ion channels. Below we describe several representative examples. 

2. Multi-domain organization of ion channels 

The basic ion-conducting function of ion channels dictates that they have a transmembrane 
pore-forming domain. This domain is usually assembled from different subunits, which sur-
round the central ion-conducting pore. In most of the channels the pore is lined by alpha-
helical segments, but some channels have the beta-barrel structures. 3D structures show 
different organization of the pore-forming domains (Figure 1). The big variations in the 
number of transmembrane subunits, transmembrane topology and other structural peculiari-
ties indicate that the domains have different evolutionary origins. In other words, various pore 
domains are examples of analogies rather than homologies. This conclusion is obvious in view 
of high-resolution structures, but before such structures become available, discrimination 
between analogies and homologies was by far not a trivial task. 

An instructive example is the discovery of evolutionary origin of ionotropic receptors of gluta-
mate (for review see [8]), which is the most widespread excitatory neurotransmitter in the central 
nervous system of vertebrates. The physiological characteristics of the glutamate receptors are 
similar to those of nicotinic acetylcholine receptors. Both receptor classes are ligand-gated chan-
nels, which are permeable to potassium, sodium, and, to some extent, calcium. Both receptor 
classes are involved in the fast synaptic transmission. In vertebrates glutamate is responsible 
mainly for excitation in the CNS and acetylcholine mainly provides excitation in skeletal mus-
cles. In contrast, insects have cholinergic transmission in ganglia and glutamatergic neuromus-
cular transmission. These indirect evidences suggested a common origin for the superfamily of 
ligand-gated ion channels, including acetylcholine receptors and glutamate receptors. Compari-
son of the amino acid sequences of ionotropic acetylcholine and glutamate receptors reinforced 
this view. Indeed, in both types of receptors the neurotransmitter molecules interact with the N-
terminal parts of the proteins, which are located extracellularly. Analysis of the hydrophobicity 
profiles revealed four putative transmembrane segments in both channel proteins. Furthermore, 
according to mutational data the ion selectivity and interactions with channel blockers in both 
channel types are controlled by residues belonging to the second potentially transmembrane 
segment. Thus, the idea of evolutionary homology between ionotropic receptors of glutamate 
and acetylcholine was supported by solid evidences [8]. 
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Figure 1. Diversity of pore-forming domains in ion channels. Extracellular (left) and side (right) views. (A) A potassium 
channel representing the family of tetrameric P-loop channels. (B) GABAA receptor channel representing pentameric channels. 
(C) Trimeric acid-sensing channel. (D) Dimeric chloride channel. (E) Beta-barrel structure of the hemolysin channel-forming 
toxin. (F) A mechanosensitive channel. 

However, this idea turned out to be wrong. Increasing data on location of individual amino 
acid residues provided evidence that the M2 segment of the glutamate receptor does not span 
the entire membrane, but forms a membrane-reentrant loop both ends of which are exposed to 
the cytoplasm [9]. Since the transmembrane topology is one of the most conserved character-
istics of membrane proteins, the hypothesis on homology between ionotropic receptors of 
acetylcholine and glutamate was rejected [10]. On the other hand, it is well known that the 
voltage-gated potassium, sodium, and potassium channels have extracellular membrane-
diving loops (P-loops). Another critical series of studies demonstrated that, unlike pentameric 
receptors of acetylcholine, GABA and glycine, glutamate receptors have four subunits, and by 
this characteristic they are close to tetrameric potassium channels [11]. The final proofs were 
provided by the discovery an evolutionary transitional channel type in prokaryotes, which are 
usually difficult to find among presently existing organisms [12]. The discovery was a potas-
sium channel activated by glutamate. This protein (named GluR0) has a ligand-binding 
domain, which is highly homologous to the ligand-binding domains of eukaryotic glutamate 
receptors. The selectivity filter of the GluR0 channel has the TVGYG sequence, which is a 
fingerprint of potassium channels. Importantly, the GluR0 receptor was first found by searching 
the database of protein sequences and then was studied experimentally [12]. Thus, glutamate 
receptors and voltage-gated channels inherited the pore domains from a common ancestor. This 
conclusion is absolutely clear from comparing 3D structures, which are available now (Figure 2). 
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However, large efforts were required to draw this conclusion before 3D structures become 
available. 

The ligand-binding domain of glutamate receptors also has homologs among bacterial pro-
teins (Figure 2B), which are glutamate-binding periplasmic proteins. Their crystal structure 

Figure 2. Different organization of glutamate (A–C) and acetylcholine (D–F) receptors. (A) In the ionotropic glutamate 
receptor four extracellular N-terminal domains (top), four extracellular glutamate-binding domains (middle) and a single 
transmembrane pore-forming domain (bottom) are connected by flexible linkers. (B) Glutamate binding domains in an 
ionotropic receptor (left) and in a bacterial non-channel glutamine-binding protein (right) are structurally similar. Ligands 
are space-filled. (C) Architecture of the pore-forming domains (only two subunits are shown for clarity) is similar in a 
glutamate-gated channel (left) and a voltage-gated channel (right). Note the opposite orientation of the domains: The P-
loop dives into membrane from the cytoplasm in glutamate receptor and from the extracellular space in the voltage-gated 
channel. (D) In the nicotinic acetylcholine receptor the extracellular ligand-binding domain (top), transmembrane pore-
forming domain (middle) and intracellular domain (bottom) are connected by flexible linkers. (E) Ligand-binding 
domains in the nicotinic acetylcholine receptor (left) and in a non-channel acetylcholine binding protein (right) are 
structurally similar. (F) Pore-forming domains of the cation-selective nicotinic acetylcholine receptor (right) and in the 
anion-selective GABAA receptor (left) are similar. 
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has been determined [13] and found to be remarkably similar to the glutamate binding domain 
in eukaryotic ionotropic receptors [14]. Probably, it is the extracellular localization of the 
ligand-binding domain that determines the “inverted” transmembrane topology of glutamate 
receptors as compared to voltage-gated channels. Nicotinic acetylcholine receptors belong to 
the structurally different family of so-called Cys-loop pentameric receptors, which also include 
channels gated by GABA, glycine and serotonin (Figure 2). Pore forming domains of these 
channels are markedly similar [15–17]. Neurotransmitter-binding domain of nicotinic acetyl-
choline receptors also originated from proteins that are not ion channels [18] (Figure 2E). 

Like other ion channels of modular architecture, voltage-gated ion channels have the pore 
domain and four voltage-sending domains, which are believed to be of independent evolu-
tionary origin. Indeed, some voltage-dependent enzymes (phosphatases) have voltage-sensing 
domains that are similar to those in ion channels. Interestingly, fusion of the voltage-sensing 
domains from the evolutionary unrelated phosphatase (a marine invertebrate) and a simple 
viral potassium channel that lacks any voltage-sensing or ligand-binding domains produced a 
functional voltage-gated potassium channel, which combines the pore properties of the con-
tributing channel and the voltage dependence of the contributing phosphatase [19]. 

Besides the pore-forming domains and domains, which are responsible for the channel activa-
tion by specific stimuli (e.g., voltage or ligands), there are other domains involved in the 
channel regulation (Figure 2A and D). Regulatory functions may be performed not only by 
domains, but also by ancillary subunits, which are tightly associated with the channel proteins. 
The regulatory domains or subunits are typical characteristic of eukaryotic channels, which are 
involved in complex physiological systems and multiple interactions with other proteins. 

Thus, various ion-channel proteins of modular organization may be assembled from domains, 
which originated from evolutionary and functionally distant protein families. Growing knowl-
edge on the domain organization of ion channels shows that existent classifications of ion 
channels (e.g. according to the gating mechanism or the principle permeant ion) does not 
reflect their evolutionary history. Evolutionary studies would benefit from classification that 
also involves domain architecture, which is evolutionary much more conserved than physio-
logical, biochemical or pharmacological properties. 

3. Evolutionary changes in domains can govern specific channel properties 

Certainly, evolutionary changes are not limited to domain organization. Homologous ionotropic 
receptors diverge the sensitivities to specific ligands as a result of local changes in the ligand-
recognition domains. An interesting example is TRPV channels, which share with voltage-
sensing P-loop channels folding of the pore domain and four “voltage-sensing” domains with 
apparently very similar structural organization. However, TRPV channels are not sensitive to 
voltage and can be activated by various stimuli, including temperature, pH, and ligands that 
bind to distinct sites [20]. Unexpectedly, these specific features appeared in evolution without 
incorporation of specific domains. Capsaicin, an active component of chili pepper, and related 
compounds bind in the interface between the “voltage-sensing” domain and the pore domain. 
Sensitivity of TRPV channels to pH is due to protonation of several residues in the extracellular 
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loops, which have nothing in common with proton-binding domains in proton-gated ASIC 
channels. Thus, TRPV channels are an example, where specific properties appeared without 
incorporation of additional domains. 

One of the most important features of pore-forming domains is their ion selectivity. Usually the 
selectivity is governed by a local region in the narrow part of the pore, which is named the 
selectivity filter. This rather small part of the channel allows very fast passing of specific types 
of ions and rejects other ions. Concrete mechanisms of selectivity are different, but in any case, 
they involve specific interactions of the permeant ions with the pore-facing amino acids. 

Classical example is opposite selectivity (cationic or anionic) within the family of Cys-loop 
channels. The 3D structures of the pore domain are very similar (Figure 2F), but acetylcholine 
and 5-hydroxytryptamine receptors are cationic channels, whereas Glycine and GABAA recep-
tors are anionic channels. Experiments demonstrated that just few mutations can convert the 
cationic selectivity to the anionic one and vice versa. In these channels, which discriminate anions 
and cations by their charge, the selectivity mechanism is realized mainly through electrostatic 
interactions with the rings of amino-acids in the internal and external ends of pore-lining helices. 

The big and diverse family of P-loop channels includes transmembrane proteins, which perme-
ate different types of cations. The group includes potassium, sodium, calcium channels and less 
selective glutamate-gated and TRP channels. Multiple studies strongly suggest that the pore-
forming domains of all these channels have a common ancestor from which the folding is 
inherited (see above section), while specific families evolved through gene duplication and gene 
divergence [21]. According to 3D structures, in all these channels the ion selectivity is governed 
by rather small number of pore-lining residues downstream from the P-loop turns (Figure 3). 
Potassium selectivity is governed by the highly conserved VGYG motif found in various organ-
isms including prokaryotes (Figure 3A). Four potassium binding sites are present in the selectiv-
ity filter (Figure 3B). Unlike potassium channels, in which high selectivity is achieved due to 
tight binding of potassium ions to the backbone carbonyls, in sodium and calcium channels the 
selectivity is achieved by side chains of residues, which are located in the same region. Such 
evolutionary divergence from a common ancestor, which was driven by the necessity of more 
complex electrophysiological signaling, is accompanied by local refolding of the selectivity-filter 
region, which is seen in 3D structures as the appearance of so-called P2 helices in sodium and 
calcium channels (Figure 3C). However, evolution of eukaryotic sodium channels from their 
prokaryotic ancestors includes not only replacements in the selectivity filter. Although experi-
mental high-resolution structures of eukaryotic sodium channels are still lacking, analysis of 
various data suggests deletions in non-matching positions of the four repeats in the selectivity-
filter region [22, 23] (Figure 3A). 

The structure of the selectivity filter of glutamate receptors, which include NMDA-, AMPA-, 
and kainate-gated channels, is still unavailable, but mutational analysis suggests that selectiv-
ity is governed by the ring of Asn, Gln, or Arg residues [24]. AMPA channels, which have 
glutamine residues in the selectivity filter, are the most ancient among this group of channels; 
they are permeable for monovalent cations and calcium. NMDA channels, which have aspar-
agine residues in the selectivity filter, are more selective for calcium ions and are blocked by 
Mg2+. Both these properties determine physiological roles of NMDA receptors in synaptic 
regulation and plasticity in the glutamatergic system. On the other hand, in the GluR2 subunit 
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Figure 3. Selectivity in P-loop channels. (A) Sequence alignment of P-loops with the selectivity filter residues highlighted. 
(B–D) Available 3D structures with the ion binding sites and the selectivity filter highlighted. 

of AMPA receptors Gln is replaced by Arg. This substitution completely eliminates calcium 
permeation. Thus, existence of three types of glutamate receptors enables different degree of 
coupling between electrical synaptic signaling due to permeability for sodium and potassium 
ions and calcium signaling, which regulates various biochemical processes within the neuron. 

4. Importance of 3D structures for phylogenetic studies 

Phylogenetic studies involving protein sequences are broadly used to understand molecular 
evolution. The first and most critical step in these studies is multiple sequence alignment of 
proteins. Regrettably, in the field of ion channels the standard sequence alignment tools work 
only within families of closely related channels, e.g., voltage-gated potassium channels [21]. 
However, attempts to align structurally conserved elements of the pore domains of potassium, 
calcium, sodium, glutamate-gated and TRP channels (all of which are P-loop channels) yielded 
contradictory results. Correct alignments, which later have been confirmed by comparing 



3D Structures and Molecular Evolution of Ion Channels 195 
http://dx.doi.org/10.5772/intechopen.73665 

Figure 4. Mismatched sequence and 3D alignments of Kv1.2 and TRPV1 channels. (A) Alignment mismatch in P-loops. 
Underlined residues in matching positions have different localization in 3D structures and thus different functions. 
(B) Alignment mismatch in S6 segments. Underlined Leu residues in mismatching positions have the same spatial 
orientation due to the presence of pi-helix element. 
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experimental 3D structures, were elaborated by careful analysis of a large body of data on 
individual residues. When X-ray structures of various P-loop channels become available, the 
channels were found to have rather conserved folding despite vastly different sequences. 
Superposition of 3D structures allowed to adjust the sequence alignments, which provide 
much better basis for phylogenetic studies. 

Alignments of residues in sequences and respective 3D structures do not necessarily coincide. 
For example, the sequence alignment of P-loops unambiguously shows the TVGYGDL motif 
of potassium channels and TVGMGDL motif of the TRPV channel in the matching positions 
and other positions within the P-loops do not suggest any alternative alignment (Figure 4A). 
However, in the superposed 3D structures of the TRPV and potassium channels the residues, 
which are in the matching positions of P-helix sequence alignment, occur at the opposite faces 
of the helices and thus would play different roles in the protein folding and function. In 
contrast, the 3D alignment, which is proposed to maximize the 3D similarity of the P-loops, 
shows the above residues in mismatching positions [25]. Thus, during evolution homologous 
residues may have changed their role and disposition, whereas the general domain folding did 
not change. The evolutionary mechanisms of such changes are unclear. 

Transmembrane segments of ion channels are usually alpha-helices because in this secondary 
structure the polar groups of the backbones are hidden from the lipid environment. On the other 
hand, probability of possible evolutionary changes within alpha-helical structures is relatively 
small. Indeed, any insertion/deletion within a helical structure results in a big reorientation of 
other helical residues. Such reorientations would affect folding-stabilizing intersegment contacts 
and the exposure of functionally important groups into the aqueous pore or lipids. Therefore, the 
chances of acceptance of respective insertions/deletions during evolution would be small because 
so dramatic structural changes would result in the loss of the channel function. However, there 
are structural mechanisms that may provide tolerance of helical structures to insertions/dele-
tions. The most common helical structure is an alpha-helix, which has H-bonds between residues 
in positions i and i + 4, but there are other types of helices, in which H-bonds are formed between 
positions i and i + 3 or i and i + 5. These secondary structures, which are called 3–10 helices and 
π-helices, respectively, are energetically less stable than alpha-helices and therefore are found 
predominantly as short segments. An insertion in an alpha-helix, which is involved in multiple 
intersegment contacts, would typically result in the appearance of a π-helix element (local 
bulging) without dramatic reorientation of residues at both sides of the insertion. An example 
of such a change is seen in the pore-lining S6 segment of the TRPV channel (Figure 4B). It was 
the analysis of 3D structures that allowed to reveal such changes. Analogously, deletion may 
results in local changes with appearance of 3–10 helices. 

5. Importance of residue conservation in view of 3D structures 

Multiple sequence alignments reveal conserved and variable residues. Conserved residues 
may be indispensable for protein folding or have crucial roles in the protein function. But 
it is only the 3D view that allows to really understand specific role of conserved residues. An 
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appealing example is exceptionally conserved tryptophans in the selectivity filter region in 
sodium and calcium channels. It was proposed that the tryptophans are involved in the 
folding stabilization [26], but it is the X-ray structure of a bacterial sodium channel [27], which 
has revealed atomic details of H-bonds that stabilize the folding (Figure 5B). Tryptophan is an 
amino acid with the largest side chain, which can also donate an H-bond. These two factors 
allow tryptophan residues to simultaneously participate in a large number of specific interac-
tions. That is why tryptophans are often found to have important structural roles as folding 
stabilizers. For example, in the pore helix of potassium channels side chains of two adjacent 
tryptophans are oriented toward neighboring segments and form multiple contacts, thus 
forming cyclic motifs (Figure 5A) in the 3D structure [25]. 

Asparagine residues in the middle of the pore-lining helices are highly conserved in TRPV, 
sodium and calcium channels. Engineered substitutions of the asparagines in sodium and 
calcium channels affect gating properties as well as interactions with pore-targeting ligands. 
Available 3D structures of sodium and calcium channels show involvement of the asparagines 
in inter-segment contacts, but do not allow to make an unambiguous conclusion about their 
functional roles. A modeling study suggests that these asparagines stabilize the open channel 
state [28]. Another example of highly conserved residues is positively charged arginines or 
lysines in every third sequential position of some transmembrane helices in voltage-gated ion 
channels. These positively charged residues are “signatures” of the S4 helices within the 
voltage-sensing domains of ion channels. At the negative resting membrane potential, the 
positively charged S4 helices are attracted to the cytoplasmic side of the membrane and the 

Figure 5. Conserved tryptophan residues as folding stabilizers. (A) Two Trp residues in the pore helix of potassium 
channel (see Figure 3A) form multiple contacts with neighboring segments and create the ring stabilizing the tetrameric 
structure. (B) Conserved Trp residues in the selectivity filter of sodium and calcium channels (see Figure 3A) form 
intersubunit contacts with Thr residues in the pore helix and provide spatial stabilization of the selectivity filter folding. 
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channels are closed. Upon membrane depolarization, the S4 helices shift in the extracellular 
direction thus initiating the process of the channel activation (opening). 

The structural and/or functional importance of conserved residues is obvious. Non-conserved 
residues may be not critical for folding or function, but sometimes such residues play key roles 
in determining specific properties of the proteins. For example, variable hydrophilic residues, 
such as lysines, arginines, glutamines or asparagines in a matching position may indicate 
exposure of respective position in the aqueous environment rather than specific functional 
roles. However, sometimes this conclusion may be wrong. For example, asparagine, gluta-
mine, or arginine (N/Q/R) residues determine permeability of glutamate receptor subtypes for 
specific cations [24]. The mechanism of selectivity was suggested in a modeling study [29], but 
experimental 3D structures of the N/Q/R site are still unavailable. 

6. Local adaptive changes of toxin-targeted ion channels 

Evolutionary changes are observable in phylogenetic studies, but driving forces for these 
changes remain largely unclear. Local adaptive changes of animal ion channels, which are 
exposed to toxins, are easy to reveal. An interesting example of the constrained convergence 
during evolution is resistance of snake species around the globe, which feed on newts that 
possess sodium channel blocker, tetrodotoxin [30]. Some garter snake populations around the 
globe have evolved resistance to extremely high levels of TTX [31]. Amino acid substitutions 
are observed in the selectivity-filter region of sodium channels and structural explanation for 
the acquired resistance has been proposed [26]. Interestingly, such changes are seen in the 
sodium channel paralogs, which are expressed in the skeletal muscle and peripheral nervous 
system of snakes and thus should be exposed to the ingested tetrodotoxin. In contrast, sodium 
channel paralogs, which are expressed solely in the central nervous system, showed no evi-
dence of the TTX resistance, indicating that the blood-brain barrier protects from the toxin [32]. 
The observed genetic changes represent only a small fraction of the experimentally validated 
mutations known to increase the sodium channels resistance to TTX. These results suggest that 
evolutionary convergence at the molecular level results from the compromise between ion 
channel function and resistance to toxin. Thus, the natural selection may be constrained to 
produce similar genetic outcomes even in independent lineages. 

An example of genetic adaptation of large practical importance is acquired resistance of insects 
to sodium channel-targeting insecticides [33]. Well known insecticides such as DDT and pyre-
throids are sodium channel activators, which disturb the normal processes in the nervous 
system. Many insect populations worldwide mutated to elaborate residence to DDT and the 
earlier generation of pyrethroids. Such adaptive genetic changes are called kdr (knock-down 
resistance) mutations. In various inset populations many kdr mutations within sodium chan-
nel are found. Additional studies involving molecular modeling, mutational analysis and 
electrophysiology led to discovery of two pyrethroid binding sites in insect sodium channels 
[34, 35]. The receptors are located within the pore domain, in the lipid-exposed interfaces 
between individual channel segments whose mutual disposition changes upon the channel 



3D Structures and Molecular Evolution of Ion Channels 199 
http://dx.doi.org/10.5772/intechopen.73665 

gating. This fast adaptive evolution of ion channels presents a big economical problem and 
requires development of new insecticides whose action would not be abolished by known kdr 
mutations. Structure-based design of new insecticides is hardly possible without knowledge of 
the sodium channels 3D structures. 

7. Conclusions 

A goal of research in the fields of molecular evolution in general and ion channels in particular 
is to understand how functional diversity of proteins is related to genetic changes. A tradi-
tional approach uses amino acid sequences to build phylogenetic trees and relate these with 
known functional characteristics of ion channels. Obviously, the amino acid sequence deter-
mines the 3D structure and functional characteristics of a protein. Nowadays, properties of 
small molecules are reliably predictable from their chemical structures. However, a general 
approach to predict 3D structures and properties of proteins just from their amino acid 
sequences is still lacking. Successful predictions are based on the knowledge of proteins that 
have similar sequences. For example, the presence of the VGYGD motif allows to predict that 
respective protein is a potassium channel, but such predictions are based on the fact that many 
channels that have this “signature sequence” have been previously studied experimentally and 
were found to have the potassium selectivity. It is the knowledge of 3D structures of proteins 
that helps to link genetic and functional data. In this work we presented examples of how the 
rapidly growing body of experimental data on 3D structures of ion channels influences pro-
gress in understanding their molecular evolution. 

Obviously, besides molecular evolution, knowledge of 3D structures of ion channels is impor-
tant in other fields. Ion channels are among the prime targets for many different drugs and 
toxins. This determines large demand for practical applications of knowledge on ion channels 
in chemistry, medicine, toxicology, and pharmacology. Structure-based analysis of action of 
existent drugs and toxins and design of new channel-targeting molecules requires knowledge 
of 3D structures of the target proteins. Available experimental 3D structures still do not 
represent the large diversity of ion channels and multiplicity of their functional states (open, 
close, inactivated, etc.). Even nowadays any new experimental 3D structure of an ion channels 
is an important event in the field, which is usually reported in a high-impact journal. Compar-
ative (homology) molecular modeling is an approach to fill the gap between the numbers of 
desired and available 3D structures of ion channels. A key assumption of homology modeling 
is that the evolutionary close ion channels have similar 3D structures. Homology modeling of 
an ion channel involves selections of structural templates (available 3D structures of relative 
proteins), sequence alignment between the templates and the query protein, computer-assisted 
building and optimization of the model 3D structure, and analysis of possible structural 
deviations of the model from the templates. The choice of an incorrect template or even one-
position misalignment between the template and the query protein may result in entirely 
incorrect model. Understanding mechanisms of molecular evolution of ion channels is neces-
sary to avoid such errors. This is an example of how basic evolutionary studies can be 
translated to practical applications. 
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Abstract 

This chapter summarizes the phylogenetic and ontogenetic approaches for studying cog-
nitive disorders such as Alzheimer’s disease. It gives an extended example of evaluation 
of animal behavior and brain properties using an original model of prenatal hypoxia 
in rats by various physiological, behavioral, immunohistochemical, molecular biologi-
cal, and biochemical techniques at different stages of postnatal development, which pro-
vide a better understanding of the pathological processes in the human brain during the 
development of neurodegeneration. 

Keywords: ontogenesis, prenatal hypoxia, Alzheimer’s disease, amyloid peptide, 
amyloid-degrading enzymes, animal models, cognitive dysfunctions, dendritic spines, 
synaptopodin, learning, memory, neuronal plasticity 

1. Introduction 

Developing the main postulates of evolutionary physiology, an eminent Russian scientist, 
Leon A. Orbeli, declared that for understanding the development of any functions, they should 
be studied from phylogenetic (using animals of different classes and species) and ontogenetic 
(studying organisms in development) points of view as well as under various pathological 
conditions and with the help of appropriate experimental models [1]. Cognitive functions 
represent the highest ability of the organisms to react to various stimuli from the internal and 
external environment by analyzing, memorizing, and storing them for immediate response or 

© 2018 The Author(s). Licensee InTech. Distributed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 License (https://creativecommons.org/licenses/by-nc/4.0/), which permits use, distribution 

and reproduction for non-commercial purposes, provided the original is properly cited. 

https://creativecommons.org/licenses/by-nc/4.0
http://dx.doi.org/10.5772/intechopen.73666


 

 

 

 

206 Evolutionary Physiology and Biochemistry - Advances and Perspectives 

future integration and planning of the actions. They underlie all aspects of perception, thinking, 
reasoning, and memory. Both in humans and animals, cognitive dysfunctions are manifested 
as impairment of these most complex processes in the brain. The data accumulated over 
decades indicate that the neural mechanisms of cognitive dysfunctions can be understood as 
impairment of specific neural circuits, and that their functions and dysfunctions can be influ-
enced or altered by a variety of cognitive and pharmacological factors (for review see [2]). 
Cognitive dysfunctions can result from various pathological changes in the brain, including 
significant neuronal loss observed, in particular, in Alzheimer’s disease (AD).

The effectiveness of the studies of the pathogenesis of AD and search for the strategies of its 
prevention and treatment depend on appropriate modeling of the pathological conditions in 
the brain leading to AD. Traditionally, the main focus on designing animal models of AD was 
related to the identification of brain areas and mediator systems related to memory. The most 
attention has been paid to the cholinergic system that undergoes the most significant changes 
in AD (for review, see [3]). Several experimental approaches were proposed to model AD 
using injections of muscarinic receptor antagonists [4]), disruption of the medial septal area 
[5], or nucleus basalis of Meynert [6]. All these manipulations resulted in reduced levels of 
cholinacetyltransferase (ChAT) and acetylcholinesterase (AChE) in animal brain cortex lead-
ing to impairment of learning [7]. Another model employed injections of a monoclonal anti-
body against growth factor receptor conjugated with saporin (192 IgG-saporin), which also 
resulted in the loss of cholinergic neurons and cognitive disorder [8]. Intracerebroventricular 
injections of streptozotocin (STZ), which inhibits insulin receptor function, were also shown 
to lead to cholinergic loss and neurodegeneration resulting in long-term and progressive defi-
cits in learning, memory, and cognitive behavior [9, 10]. These studies have also provided an 
insight into the role of diabetes in development of the sporadic form of AD [11]. However, 
the data regarding the changes in the content of amyloid β peptide (Аβ), which is the major 
component of the senile plaques and causative molecule in AD pathogenesis [12, 13], are still 
contradictory [9, 14]. Also, these models do not always demonstrate properly the mnemonic 
deficits observed at the early stages of AD.

Another common approach for modeling AD has employed, that is, injections of Aβ into 
specific brain areas (for review see [15]). However, these models have serious limitations 
and do not always reproduce the symptoms of cognitive deficit characteristics for AD [16]. 
Although Aβ in rodents has a slightly different amino acid sequence compared to human and 
monkey peptides, it can form fibrils [17] indicating that the lack of evident amyloid deposits 
in rodent brain is not due directly to the specific changes in its sequence but to other fac-
tors. Because of that, most animal models of AD use transgenic mice and rats, which express 
human AD-related proteins such as amyloid precursor protein (APP), presenilins (PS1 and 
PS2), and tau protein (for review see [18]).

Studies in AD transgenic mice have provided deeper insight into the processes of Aβ forma-
tion and the role of soluble Aβ oligomers in its pathogenesis [19]. Thus, it was found that 
in APP transgenic mice, pathological and functional changes in the brain are observed well 
before the formation of amyloid plaques [20]. Although in transgenic mice expressing human 
APP and PS formation of amyloid plaques usually accelerates with aging compared to the 
wild type animals in many cases, they do not demonstrate another major feature of AD which 
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is accumulation of neurofibrillary tangles composed of tau protein. To overcome this problem, 
a triple transgenic mouse model (3xTgAD) was designed expressing human AРРSw (contain-
ing the Swedish mutation leading to early onset AD), as well as mutated PS1 (M146 V) and tau 
protein (P301L) [21]. This model still is most often used in AD research. Apart from acceler-
ated formation of amyloid plaques and neurofibrillary tangles, these mice demonstrate other 
pathological and behavioral feature characteristics of AD, for example, synaptic impairment 
and memory deterioration [22]. For elucidating the role of aging in development of sporadic 
AD, a model of senescence accelerated mice has been developed, which demonstrates Aβ 
deposits and cognitive decline as early as 6 months of age [23]. 

Although transgenic mouse models have prevailed over the last two decades, transgenic rat 
models are also becoming of more common use [24]. Despite significant physiological limita-
tions of transgenic animals from lower phylogenetic species transgenic insects, for example, 
Drosophila  [25] and worms, for example, C. elegans  [26] have proved useful for deciphering 
the role of certain molecules in the development of neurodegeneration and testing various 
potential drugs. However, mammals still represent the main classes of animals for designing 
AD models since with aging some of them also develop features of neurodegeneration similar 
to humans [27], and recently, a transgenic mini-pig model has been approved [28]. 

Despite the significant data about pathogenesis of AD that have been obtained using various
animal models, their major pitfall is related to the limited suitability for studying the molec-
ular-cellular mechanisms of AD at the earliest stages of the disease when cognitive deficit is
not yet accompanied by accumulation of amyloid plaques and massive cell death, but is deter-
mined by the first disruptive events in regulation of cellular interactions [29]. Also, they are 
mostly modeling rare genetic forms of AD, while most of the cases are sporadic late onset.
Moreover, none of the therapeutic strategies based on these studies led to a successful anti-AD 
drug, although the amyloid cascade hypothesis underlying them has proved to be sound [30]. 
This can be partially explained by insufficient knowledge accumulated to date about the nor-
mal physiological role of APP and Aβ itself [31] as well as by the lack of studies modeling the
early stages of AD pathology [32]. Studying mechanisms of cognitive deficit at early stages of
the disease is of particular importance both from the diagnostics point of view and for design of
preventive therapy. This dictates the necessity of appropriate zootropic models of experimental 
synaptopathies allowing to analyze the molecular and cellular bases of such conditions as mild
cognitive disorder (MCI), which precedes the development of AD without modulating AD
gene expression in experimental animals, and to study them at various stages of ontogenesis. 

2. Cognitive functions after prenatal hypoxia 

For modeling early pathologic changes of cognitive functions, we have developed a model of 
prenatal hypoxia in the period of the most active brain formation in rat embryogenesis. For 
this, Wistar female rats on the 14th day of pregnancy (Е14) were placed for 3 h in a hypoxic 
normobaric chamber where oxygen content was gradually reduced to 7% by replacing it with 
helium for 10 min. The control rats were kept in the chamber for the same period of time but 
under normal oxygen content. The offspring of control and hypoxic rats were then subjected 
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to various behavioral tests at different stages of ontogenesis, and their brains were taken for 
morphological and biochemical analysis. The rats subjected to prenatal hypoxia demonstrated 
general retardation and delayed formation of innate motor reactions in the postnatal period, 
which become less pronounced compared to controls in the process of animal development 
[33, 34]. However, the impairment of cognitive functions in these rats was observed in various 
behavioral tests throughout their life span [35]. 

Thus, the rats subjected to prenatal hypoxia demonstrated reduced ability to learn a new 
instrumental reflex such as pushing a piston inside a narrow tube. On postnatal days 20–30, 
the number of rats capable of learning this reflex was 50% compared to 70% in the control 
group. At a more advanced age (3 months old), the number of hypoxic rats capable of push-
ing a piston with fixed duration was 46%, while in the control group, it was about 73% [36]. 
Analysis of long-term memory and retrieval of the instrumental reflex after a prolonged inter-
val (5 weeks after initial training) demonstrated that control rats were able to remember the 
reflex with prolonged pushing of the piston, while the rats subjected to prenatal hypoxia 
returned to the level of performance before the initial testing. Further training of these ani-
mals allowed them to relearn the reflex and reach the level before the interval, while the rats 
from the control group were able to improve their performance further. These data testify to a 
significant memory deficit in rats subjected to prenatal hypoxia already at the age of 3 months.

Testing the short-term memory in a radial two-level maze has revealed that adult rats subjected
to prenatal hypoxia also had a significantly lower number of correct visits to the arms with
unchanged average time spent in them (р < 0.01), which testified to the impairment of their
short-term memory. In the novel object recognition test, both young and adult rats subjected to 
prenatal hypoxia had impaired ability to discriminate the new and old objects, both 5–10 min
after the first training (short-term memory) and 60 min or 24 h after it (long-term memory) [37]. 

All these data allowed us to conclude that the model of prenatal hypoxia provides well-
reproducible changes of cognitive functions in the postnatal ontogenesis of rats. It allows
studying at the molecular levels, changes in brain structure and functions, which accom-
pany cognitive dysfunctions, and also testing the efficacy of various pharmacological agents
[37, 38]. 

3. Effects of prenatal hypoxia on the development of cortical brain 
areas 

It is well known that various pathological factors in certain periods of prenatal development 
can lead to structural-functional changes in the brain. Existence of the periods of higher sen-
sitivity of the brain to the pathological factors is based on the heterogeneity of ontogenetic 
development of the nervous system [39]. Any unfavorable factor in these critical periods of 
embryonic development can lead to structural-functional changes at all levels of brain orga-
nization. Such factors as ionizing radiation [40] and ultrasound [41] were shown to affect the 
generation and migration of the neuroblasts into the cortical plate leading to disruption in the 
formation of the neocortex and accompanied by prolonged disturbance in the regulation of 
motor activity and cognitive functions. 
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Using our model of prenatal hypoxia, we have also found that the underlying mechanism of 
the structural-functional changes observed by many authors in the postnatal development 
of animals subjected to hypoxia in various paradigms [42, 43] are related to the changes in 
generation and migration of neuroblasts caused by hypoxia in critical periods of embryonic 
development [44]. Using injections of 5’ethynyl-2’deoxyuridine to pregnant rats for labeling 
neurons generated on E14 or E18 in the fetuses, it was shown that in control rat pups, a major-
ity of cells labeled on E14 were localized in the lower cortical layers V–VI, while the cells 
labeled on E18 were mainly found in the superficial cortical layers II–III. In postnatal develop-
ment of rats subjected to prenatal hypoxia either on E14 or E18, we observed a certain degree 
of disruption in generation and migration of neuroblasts in the brain. However, hypoxia on 
these particular embryonic days affected different cell populations leading to specific patterns 
of cell labeling. Thus, hypoxia on E14, resulting in a decrease in the total number of labeled 
cells in the parietal cortex, led to an increase in the labeled neurons scattered in the superficial 
layers of the cortex of the pups. Although hypoxia on E18 also resulted in a decrease in the 
total number of labeled cells in the parietal cortex, the higher number of scattered labeled neu-
rons was observed in the lower cortical layers. As a result, only rats subjected to hypoxia on 
E14, but not on E18, had impaired development of the whisker-placing reaction and reduced 
ability to learn reaching by a forepaw [44]. 

4. Changes in the structural-functional organization of the nervous 
tissue in postnatal ontogenesis after prenatal hypoxia 

Using electron microscopy techniques, we have demonstrated that in early postnatal onto-
genesis of rat pups subjected to prenatal hypoxia, there is a delay in formation of synaptic 
contacts in the neuropil, myelinization of nerve fibers, and differentiation of neurons at the 
ultrastructural levels both in the neocortex and basal ganglia [33, 34]. In particular, on postna-
tal days Р10–30, we have observed a decrease in the total number of pyramidal neurons in lay-
ers II–III and V–VI of the brain cortex [45]. There were also changes in the ratio of pyramidal 
to nonpyramidal neurons in the first month of postnatal development of rats, which is char-
acterized by intensive elimination of excessive cellular material in the brain and formation of 
intraneuronal contacts and new synapses in the cortical plate. The decrease in the number of 
pyramidal neurons has been observed only during the first month of postnatal development 
of rats, but not in adult animals, and also in the group of rats subjected to prenatal hypoxia on 
E14, but not on E18 [35, 44]. 

It is important to note the selective effect of prenatal hypoxia on different populations of cells 
in the brain cortex of rats. Thus, on Р10–20, the rats subjected to prenatal hypoxia on Е14 
have a decreased number of large pyramidal neurons in layers V–VI of the neocortex due to 
impaired migration of neuroblasts, which forms this cell population. Application of hypoxia 
on Е14 coincides with the period of generation of the first cells of the cortical plate, which later 
produce corticofugal afferents and serve as the basis for formation of cortical minicolumns. 
Impaired neuroblast migration in embryogenesis results in scattering of the majority of the 
pyramidal neurons, which should form layers V–VI of the cortex outside this area, and are 
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eliminated on Р10–30 [44]. In the period of Р20–30, in animals subjected to prenatal hypoxia 
on Е14, we have also observed a decrease in the number of small pyramidal neurons in the 
layers I–III and of nonpyramidal cells (interneurons) along with the total decrease of cell den-
sity in the neocortex [45]. 

By Р60, after elimination of excessive cellular material and temporal elements, such as sub-
plates [46], there were no significant structural differences and cell composition between con-
trol rats and rats with compromised embryonic development. However, prenatal hypoxia in 
the period of formation of the first elements of the cortical plate (E14) impaired formation of 
cortical minicolumns in postnatal ontogenesis [44], which is important for the development 
of proper neuronal networks and motor reactions. Hypoxia applied to a later period (E18) is 
not that critical for the formation of brain cortex and does not induce significant alterations 
in its ultrastructure. Some changes in cell composition have also been observed in the dorsal 
hippocampus of animals, subjected to prenatal hypoxia. The СА1 area was characterized by 
a lower level of neurodegenerative changes such as a decrease in the number of neurons in 
the pyramidal layer and an increase in the number of neurons with retracted apical den-
drites. Moreover, changes in the ratio of various cell types and their delayed death have been 
observed only on P20 [47]. 

5. Role of caspases in structure-function changes in the brain after 
prenatal hypoxia 

There is a good reason to believe that the main cause of the changes in the total density of 
cell distribution and of their composition after prenatal hypoxia is related to the increase in 
the elimination of cells caused by impaired migration of neuroblasts during embryogenesis 
rather than direct cell death caused by hypoxia. The data of our studies testify to upregu-
lated expression and activity of caspase-3 and an increased number of neurons with higher 
expression of proapoptotic protein p53 in the cortical brain areas in rats subjected to prenatal 
hypoxia [45, 48], which can be interpreted as induction of cell death via caspase-dependent 
apoptosis. Although the molecular mechanisms of apoptosis are complex and still far from 
being fully understood, it is well established that activated caspases affect various proteins in 
the cell cytoplasm, including cellular proteases which degrade structural and regulatory pro-
teins at the very last stages of apoptosis (for review see [49]). There are data that caspase-3 and 
caspase-8 are activated in the brain after hypoxia or ischemia [50, 51]. It was suggested that 
activation of caspases (in particular, of caspase-3) in pre- and postsynaptic terminals leads 
to proteolysis of various synapse-associated proteins and impairment of neuronal plasticity 
[49]. Systemic impairment of neuronal contacts, including axo-dendritic, observed in many 
pathologies and in AD, are also believed to be related to the activation of caspases due to 
apoptosis induced by accumulation of Аβ [52]. This concept allowed us to consider a possibil-
ity of compensating the pathology by using various caspase inhibitors. 

The data obtained in our studies demonstrate that caspase-3 regulation in early postnatal 
ontogenesis is different in animals with normal embryonic development and subjected to
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prenatal hypoxia [53]. Thus, i.v. administration of inhibitors (Z-DEVD-FMK or Ac-DEVD-
СHO) on 18–25 days after birth inhibited caspase-3 enzyme activity in the brain cortical
structures during 3 days after the injection. However, while in animals subjected to prenatal
hypoxia and characterized by increased endogenous caspase-3 activity 1–3 days after the
injections, its expression and activity reduced to the control levels in the group of control rats, 
and administration of the inhibitors led to an increase in caspase-3 activity and expression. 
One month after the injection of inhibitors, the activity of caspase-3 was found to be down to
the initial level characteristics of each group of animals. Administration of Ac-DEVD-СHO
to mature rats (Р90) with normal embryonic development also led to a decrease in the activ-
ity of caspase-3 detected 3 h after the injection. However, there was no subsequent increase
of this enzyme activity on days 1 and 3 after the injection, which we observed in young intact
animals. Overall, our data suggest that in young and mature rats with normal development
and subjected to prenatal hypoxia, the dynamics of caspase-3 activity and properties differ
significantly, especially in the period of the most intensive development of the brain [53]. 
Administration of inhibitors also resulted in prolonged improvement of learning and short-
term memory in rats subjected to prenatal hypoxia up to the levels of control animals when
tested in the two-level maze even one and half month after the injections.

6. Synaptic plasticity as the basis of adaptive potential in neuronal 
networks 

Literature data demonstrate that dendritic spines to a great extent determine the character 
of cellular interactions and can be considered as a major substrate of the neuronal plasticity. 
The most prolonged processes involved in memory are dependent on the formation of new
dendritic spines, which can rather quickly form synaptic contacts and become active during
several hours [54]. The synapses themselves also undergo fast (seconds and minutes) plastic
changes that affect the efficacy of synaptic transmission [55] but the formation of memory 
involves both fast modulations of the synapses and more slow processes of reorganization
[29]. In axonal-spine synapses, the spine apparatus is involved in the process of local synthesis, 
posttranslational modifications, and transport of numerous synapse-associated proteins [56]. 

One of the marker proteins of dendritic spines is an actin-associated protein synaptopodin. 
The short form of this protein is localized in the spine apparatus stabilizing the cytoskeleton 
in the spine neck and modulating actin-based shape and motility of dendritic spines [57]. 
Synaptopodin is also required for cytoskeletal remodeling of the spines (changing of their 
size and form), and transgenic mice lacking the synaptopodin gene demonstrate short-term 
memory impairment, reduction of LTP, and absence of developed spine apparatus in the hip-
pocampal dendritic spines [58]. These observations suggest that synaptopodin participates in 
the plasticity of neuronal networks due to its ability to reorganize the properties and distribu-
tion of labile axon-spinal neuronal contacts [56] and consolidation of memory [59]. 

Although disruption of synaptogenesis and formation of spine apparatus are considered among 
the major factors affecting neuronal plasticity, cognitive deficit, and neuronal pathologies, there
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are no studies evaluating the ratio of labile and stable axon-spine contacts in neuronal tissue 
after learning in control animals and with impaired memory. By comparing the number of labile
axon-spine contacts in animals subjected to various experimental treatments, we have been able
to demonstrate that both short- and long-term memory correlates with the number of synapto-
podin-positive dendritic spines in the brain cortex [60]. We have shown that prenatal hypoxia
in rats in the period of formation of the minicolumns in brain cortex (Е14) results in a decrease
in the number of synaptopodin-positive dendritic spines in the molecular layer of the neocor-
tex and in the CA1 area of the hippocampus [61], which was accompanied by impairment of
working memory. We suggest that the decrease in the number of labile synaptopodin-positive
dendritic spines in the CА1 area of the hippocampus of rats subjected to prenatal hypoxia might
be related to the changes in the entorhinal cortex which, in humans, is considered to be the ear-
liest event in the development of AD [62]. According to our data, the reduction of the number 
of synaptopodin-positive spines along with decreased ability for learning is also observed in
normally aging animals, which might be one of the reasons of cognitive dysfunctions related to
advanced age, and in the sporadic form of AD [63]. 

7. Impairment of chemical neuronal interactions

Mechanisms of impairment of neuronal interactions caused by pathology in the embryonic 
period are more complex and not only involve changes in the plasticity of neuronal contacts. 
Literature data demonstrate that prenatal hypoxia can selectively cause disruption of various 
mediator systems in postnatal ontogenesis [42, 64, 65]. Using a vesicular acetylcholine transporter 
(VAChT) as a marker protein we have found that, in adult rats subjected to prenatal hypoxia on
Е14, the number of VAChT-positive cholinergic terminals, which form synapses on the bodies of
the pyramidal neurons in the V–VI layers of the parietal cortex is decreased compared to control

Figure 1. Effects of various types of prenatal pathology on the processes underlying development of organisms in 
postnatal life. 
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animals [66]. This also testifies to the changes in the cholinergic modulation of the cortical mini-
columns in the brains of these animals, which might lead to the cognitive dysfunctions.

Comparative analysis by immunoblotting of the content of synaptophysin localized in the 
presynaptic terminals, independent on the nature of their mediator, as well as of the excitatory 
amino acid transporter (EAAT), as a marker of active glutamatergic terminals, has revealed 
that although in rats subjected to prenatal hypoxia synaptophysin content was not differ-
ent from the controls, the EAAT levels were much higher [67]. This suggests that the inten-
sity of glutamate release into the synaptic cleft in hypoxic animals is higher than in controls, 
which might provoke spontaneous epileptogenic activity and increase kindling in response 
to pharmacological agents and other external stimuli. These data also confirm more complex 
impairment in brain interconnections in postnatal ontogenesis of animals subjected to prena-
tal pathology. Our views on the processes underlying the changes observed in brain function 
after prenatal hypoxia are summarized in Figure 1. 

8. Changes at the molecular and biochemical levels

Apart from the functional and structural changes induced by prenatal hypoxia in the ner-
vous tissue of experimental animals, there were also significant alterations at the molecular
and biochemical levels. Thus, in postnatal ontogenesis of hypoxic rats, the activity of ace-
tyl- and butyrylcholinesterases (AChE and BChE) in the sensorimotor cortex had a signifi-
cantly different dynamics compared to controls [68]. Apart from decreased activity of these 
enzymes during the first month of postnatal ontogenesis (and active formation of synaptic
contacts), there were also significant changes in the distribution of the membrane-bound
(involved in signal transduction) and soluble (participating in synaptogenesis [69]) forms of
AChE. Moreover, with aging in rats subjected to prenatal hypoxia, there was an increase in
the ratio of BChE in the total cholinesterase activity that could have a compensatory nature
since this enzyme plays an important role in hydrolyzing various toxic agents, which might
be produced by impaired brain tissue. On the other hand, increased activity of BChE in the
brain is one of the characteristic features of AD and can be a marker of disruptions predis-
posing to neurodegeneration [70]. 

Analysis of the content of АРР in the sensorimotor cortex also revealed different dynamics of 
expression of this protein in the postnatal ontogenesis of rats subjected to prenatal hypoxia 
[71]. While hypoxia led to an increase of the membrane bound APP at all analyzed stages of 
animal development, the production of its soluble forms (sAPP), which possess protective 
neuritogenic properties was decreased [72]. The most significant changes were observed on 
Р10-Р30 when a deficit of this neuritogenic factor might lead to disruption of formation of 
neuronal networks in the brain. Our data also testify that hypoxia significantly modifies the 
activity of α-secretase, which is important in production of the main pool of soluble APP and 
prevention of the formation of Аβ. The deficit of this enzyme might also lead to a decreased 
production of soluble AChE [73]. In general, the increase of APP content in the brain and 
reduction in its nonamyloidogenic processing by α-secretase after prenatal hypoxia could 
predispose to a shift in amyloid metabolism in the brain toward the processes initiating devel-
opment of AD (Figure 2).
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Figure 2. Schematic representation of the processes promoting the development of Alzheimer’s disease. Amyloid 
peptide Aβ is produced from a large amyloid precursor protein (APP) after sequential cleavage by β- and γ-secretases. 
Aβ has a property to aggregate and form oligomers and fibrils which are toxic to the cells. In a complex with other 
proteins, it forms senile plaques. In the brain, there are various enzymes which can cleave Aβ, including neprilysin 
(NEP), insulin-degrading enzyme (IDE), and endothelin-converting enzyme (ECE). Transport proteins transthyretin 
(TTR) and apolipoprotein E (ApoE) are involved in Aβ clearance. Under pathological conditions, including prenatal 
hypoxia, and with aging, levels of NEP and IDE are reduced, and clearance of Aβ is compromised. Because hypoxia also 
leads to increased expression of APP, together with reduced Aβ clearance, it promotes Aβ production and accumulation 
resulting in the development of late onset Alzheimer’s disease. 

An important factor which leads to the accumulation of Аβ in the nervous tissue and caus-
ing development of the sporadic form of AD is a deficit in the activity of amyloid-degrading
enzymes and impairment in the removal of this peptide from the brain (for review see [74]).
According to our data, prenatal hypoxia leads to a decrease in expression of the activity of 
the major amyloid-degrading enzyme neprilysin (NEP) and its homolog endothelin-convert-
ing enzyme (ECE-1) [72], which could facilitate accumulation of Аβ and development of AD
pathology and memory impairment. The levels of the NEP expression and activity in the brain
also decrease with age in normal rats and humans as well as in AD patients [37, 72, 75]. Our 
experiments with administration of the NEP and ECE inhibitor phospharamidon in the cortex
of intact adult rats (2 × 10−3 M, 0.25 μl per h during 28 days using a mini-pump, Alzet, USA) dem-
onstrated a disruption of short-term memory in the radial maze and decrease in the average 
number of synaptopodin-positive spines in the molecular layer of brain cortex. These results 
were in good agreement with the data of our previous study with multiple single injections (6–8
times with one-day interval) of the NEP inhibitors phosphoramidon or thiorphan [76]. 

In animals subjected to prenatal hypoxia, the decrease in NEP activity was observed also in 
the hippocampus [37]. However, in blood plasma of such animals, we observed an increase 
in NEP activity compared to controls which testifies to the difference in regulation of NEP 
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expression in the brain and peripheral tissues. Moreover, the increase of NEP expression in 
plasma might be a result of compensatory changes to lower the levels of brain Аβ via main-
taining the existing balance between its pools in the brain and blood [77]. 

Analysis of expression of another amyloid-degrading protease—insulin degrading enzyme 
(IDE), in brain structures after prenatal hypoxia revealed its decrease in different brain struc-
tures. During postnatal ontogenesis starting from Р30 and in very old rats (Р600), the content 
of this enzyme in the cortex was lower by 40–50% and in the striatum by 30% than in the 
controls. The most significant decrease in IDE expression (more than by 60%) was observed 
in hippocampus on P20. The decrease in IDE expression was also observed in animals during 
normal aging and in the case of experimental diabetes [78]. Since IDE also plays an important 
role in insulin metabolism its deficit after prenatal hypoxia might not only lead to the pathol-
ogy caused by accumulation of Аβ but also to diabetes.

Searching for the means to increase the activity of amyloid-degrading enzymes, in particular
of NEP, in the brain, it was found that NEP expression can be regulated via a feedback mecha-
nism by the C-terminal fragment of APP named AICD, which is released together with Aβ [79, 
80]. It was also shown that repression of the NEP gene is epigenetically regulated by histone
deacetylases (HDAC) and their inhibition by valproic acid (VA) or trichostatin A results in a sig-
nificant increase in NEP mRNA and protein content as well as of enzyme activity [80]. A similar 
mechanism of regulation by AICD and HDAC was also shown for a transport protein, trans-
thyretin (TTR), which is involved in removal of Aβ from the brain (Figure 3) [81]. Antioxidants, 
in particular epigallocatechin gallate (EGCG), were also shown to increase NEP expression and
improve neurological deficit in Parkinson’s disease and AD [82, 83]. In our experiments with
animals subjected to prenatal hypoxia, it was shown that i.p. injections of VA or i.c. injections of 
EGCG significantly increased expression of NEP in the cortex and hippocampus bringing it up
to the level of control animals [37, 63]. The increase in NEP activity correlated with an improve-
ment of animal performance in the radial maze and with restoration of the short- and long-term
memory in the novel object recognition test. Moreover, there was also an increase in the number
of the labile spines in the cortex after VA injections and in the hippocampus after EGCG injec-
tions compared to animals with normal embryogenesis or injected with saline.

In the studies of the effects of hypoxia on NEP expression in human neuroblastoma cells NB7, 
we found that hypoxia leads to a reduction of AICD content in the cells and its binding to 
the NEP promoter [84], which correlated with increased expression of a number of caspases, 
including caspase-3, which readily cleave AICD. Addition of a caspase-3 inhibitor Z-DEVD-
FMK to the cells resulted in restoration of AICD levels and NEP expression and activity which 
correlated with reduced amount of Aβ secreted by the cells [84]. In the rats subjected to pre-
natal hypoxia, we have also observed a decrease of AICD content in the brain cortex, which 
correlated with reduced NEP expression [48]. These studies demonstrate a link between the 
changes in epigenetic regulation of neuronal genes caused by prenatal hypoxia, the level of 
neuronal plasticity and activation of caspases, which can degrade not only transcription fac-
tors like AICD but also cytoskeletal and synaptic proteins. Further studies using our model of 
prenatal hypoxia will allow us and others to get a deeper insight into the mechanisms of regu-
lation of cognitive functions at the molecular levels, which could provide a basis for design of 
preventive measures and therapy of cognitive disorders. 
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Figure 3. Effects of prenatal hypoxia on regulation of amyloid-clearing proteins and possible ways of their pharmacological
up-regulation. APP is metabolized in cells via two distinct amyloidogenic and nonamyloidogenic pathways. In the
amyloidogenic pathway, APP is first cleaved by β-secretase releasing a soluble ectodomain (sAPPβ) and the C-terminal
fragment CTF99. The latter is cleaved by a multiprotein complex, γ-secretase, which includes presenilin-1, generating
the transcriptional regulator known as the APP intracellular domain (AICD), and amyloid-β peptide (Aβ). In the
nonamyloidogenic pathway, the APP molecule is first cleaved by an α-secretase within the Aβ-domain releasing a soluble
ectodomain sAPPα and the C-terminal fragment CTF83. Proteolytic cleavage of CTF83 by γ-secretase also releases AICD
and a short p3 fragment whose functions are still unknown. The soluble APP ectodomains, sAPPα and sAPPβ, have
neuroprotective properties. AICD produced in the nonamyloidogenic pathway is cytoplasmic and readily cleaved by IDE,
caspases or other proteolytic enzymes. It can also bind various proteins regulating their properties. The AICD fragment 
produced in the amyloidogenic pathway together with a stabilizing protein Fe65 and in a complex with other factors
(including the histone acetyltransferase, Tip60) binds to an RNA polymerase mediator complex subunit Med12 acting as a
transcription factor competing with histone deacetylases (HDAC) in regulation of variety of genes, including the amyloid-
clearing proteins NEP and TTR allowing cells to control Aβ levels. After prenatal hypoxia in the brain, there is an increase
in APP levels; however, the activation of caspases significantly reduces AICD content leading to decreased NEP expression
and activity. It also results in higher levels of HDAC binding to the NEP promoter reducing its availability for AICD binding.
Prenatal hypoxia also leads to reduced levels of IDE in the brain and to some changes in TTR expression as such shifting the
amyloid balance toward accumulation of Aβ and neurodegeneration. Administration of an HDAC inhibitor valproic acid
(VA) allows binding of AICD to the NEP promoter and restoration of NEP expression and activity. Caspase inhibitors also
facilitate this process by restoring levels of AICD and protecting the brain from cognitive decline and neurodegeneration. 

9. Concluding remarks

Despite the difference in the mechanisms of genesis of cognitive dysfunctions observed after
prenatal pathology and development of such neurodegenerative disorders as AD, both these 
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pathologies have common features. In early postnatal ontogenesis after prenatal hypoxia and 
at the early stages of mild cognitive impairment, there is dysregulation of synapse-associated 
proteins which is accompanied by complex disruption of neuronal interactions and by a
decrease in the plasticity and adaptive potential of the cortical areas of the brain. The increase 
in caspase expression and activity caused by prenatal hypoxia in early postnatal ontogenesis 
of animals subjected to prenatal hypoxia can also lead to excessive degradation of synapse-
associated proteins and degeneration of the synapses, inducing cognitive dysfunctions in 
postnatal ontogenesis and with aging. Changes in the activity of the enzymes participating
in production and catabolism of Аβ which is the major causative agent in AD can also lead
to predisposition to Аβ accumulation with aging. In rats subjected to prenatal hypoxia, these
changes can be observed at significantly earlier stages of development making them a useful
tool for analyzing epigenetic and molecular mechanisms of brain development during postna-
tal ontogenesis and leading to cognitive dysfunctions. This model can also be used for testing 
various pharmacological agents for their efficacy to prevent or treat various neurodegenerative
disorders. Overall, these studies prove that the postulate proposed by the famous physiologist 
and evolutionist Leon A. Orbeli about the importance of using experimental animal models at 
various stages of phylogenetic and ontogenetic development as the key instruments of com-
parative physiology is also perfectly true and effective for studying human pathologies.
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Chapter 16 

Appendix: The Main Problems and Methods of 
Evolutionary Physiology—A Lecture by Leon A. Orbeli 
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The following text is a lecture given at the First Conference on Evolutionary Physiology, March 7, 1956. 
It was originally published in Russian, in the book Evolutsiya funktsii nervnoi sistemy (Evolution of 
Functions of the Nervous System), Leningrad, 1958, pp. 7–17. This text was written in the Soviet epoch 
and therefore it contains sometimes necessary “reverences” in the direction of communistic ideology. 

The text was translated by Andrey Polyanovsky. 

The question of evolutionary physiology as a discipline in its own right was raised only in our 
country. This may have a whole number of explanations. First of all, some outstanding scien-
tists in our country followed the evolutionary line in studying one or another physiological 
issue. The necessity of the evolutionary approach in physiology was accentuated by I.P. 
Pavlov, I.M. Sechenov and N.E. Vvedensky. From them, we got not only statements, but also 
fundamental papers, which predetermined further development of the evolutionary trend in 
physiology. This especially concerns I.P. Pavlov’s studies of the higher nervous activity. I.P. 
Pavlov had good reasons to emphasize that studying conditioned reflexes is essentially study-
ing reflexes in the process of their formation and development, in their beginnings and that, 
when studying a conditioned reflex activity, a researcher views the entire developmental 
continuum of reflex activity and, consequently, gets a chance to deduce from the history of 
conditioning the overall process of reflex activity formation during evolution. This has served 
a major impetus for physiologists in our country, rather than in any other, to choose the 
evolutionary road and to begin following the evolutionary principle. 

Alongside the directions left by the coryphaei of experimental science, we have yet another, no 
less and may be even more important, explanation—the fact that all Soviet science is advanc-
ing under the guidance of the solely correct philosophical doctrine of dialectic materialism. The 
Marxist-Leninist doctrine obliges every researcher in the field of natural sciences to adhere to 
the principle that no one phenomenon can be understood without analyzing the history of its 
emergence, its development. It is the only historical method that enables correct understanding 
of the subject matter. Based on these two tenets—the requirements of the Marxist-Leninist 
philosophy and the directions by our great predecessors—we are approaching now the prob-
lems of evolutionary physiology. 
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It would be incorrect to say that wishes to study functions in their evolutionary history were not 
stated by other eminent physiologists. I remember that in 1908, the now late English physiologist 
Keith Lucas published his brochure entitled “Evolution of functions,” in which he expressed 
bitter regret that the evolutionary principle, which proved to be extremely fruitful and widely 
used in morphological sciences,* was almost of no use in physiology. K. Lucas stated some 
considerations on the necessity of following the evolutionary principle in physiological studies 
and, furthermore, pointed out the difficulties physiologists encounter if they attempt to approach 
a study of the function from the viewpoint of its emergence and origin. In any case, our Soviet 
physiology can be presently characterized exactly as physiology imbued with the evolutionary 
principle. Nevertheless, the question does arise on whether it is enough for individual 
researchers working in the field of physiology simply to adhere to evolutionary theory, to reckon 
with evolutionary theory, to try applying the historic approach to solving one or another prob-
lem or to seek a new discipline entitled “evolutionary physiology” to appear and develop as an 
independent discipline within the system of physiological studies and biological sciences. 

I can afford asserting that the time has come not simply for the evolutionary principle to 
become a guiding force in furthering physiological studies but for the independent discipline, 
evolutionary physiology, to arise as a result of the progress achieved by physiological science 
in general. 

I must say that morphologists already pointed out the necessity of establishing evolutionary 
physiology along with evolutionary morphology. These statements belong to late A.N. 
Severtsov, who emphasized that it is time for physiologists to address the evolutionary matters 
and to found evolutionary physiology along with evolutionary morphology. The term “evolu-
tionary physiology,” still unknown in other countries, is our term, our proposition to single out 
evolutionary physiology as a discipline in its own right along with evolutionary morphology, 
evolutionary histology and evolutionary biochemistry. 

I have to remind that in this case it is definitely not about tearing evolutionary physiology as 
an independent discipline from the rest of physiology. Not at all! We should consider it as a 
new, present-day stage in the development of physiology because evolutionary physiology can 
in no way be constructed in isolation from the rest of physiology. It should make maximum 
use of all that abundant material, which was obtained both by classical (medical) physiology 
and by general physiology, zoophysiology, comparative physiology and embryophysiology— 
all those branches of physiology that have been elaborated until now and have achieved 
enormous success. Evolutionary physiology should use all this material. It is a product of, a 
superstructure over, those physiological studies that are in progress now. But this does not 
deprive it of the right to put forward its own questions, to pose them as a leading line, and to 
select the material that helps solve the evolutionary problem. 

What should be the tasks of evolutionary physiology? It seems to me that the two pivotal lines 
should underlie evolutionary physiology. K. Lucas grieved that there were no studies of the 
evolution of functions, and of course, the evolution of functions must be the first pivot of 
evolutionary physiology. We should strive to consider any function subjected to experimental 
investigation in terms of the history of its formation: how one or another function is formed in 
the process of evolution, how the intertwining of separate functions led to certain changes in 
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each of them, resulting in the representation of each given function in certain animals exactly 
this way and not otherwise. This is the question of studying the evolution of functions. 

Another question is whether evolutionary physiology should and could be confined to study-
ing the evolution of functions. I do not think so. The second, no less and may be even more 
important task of evolutionary physiology, is supposed to be functional evolution, that is, a 
verification of evolutionary physiology on the basis not of morphological material and mor-
phological methods but physiological studies. 

A study of the evolution of functions will provide a certain material and open up a new avenue 
toward understanding why the evolutionary process was running this way, but not otherwise, 
and what the mainstream of the evolutionary process was in terms of the evolution of functions. 

It may appear that these are one and the same. But essentially it is not true, indeed. Functional 
evolution is a higher stage of evolutionary physiology as compared to studying the evolution 
of functions. In one case, we simply track the historical developmental path of some functional 
relationships, while in another case we approach the understanding of what the evolutionary 
process is and how it formed, why the evolutionary process was running exactly this way 
being based on those functional rearrangements that were arising in living organisms. 

Proceeding now to more specific tasks that underlie both main pivots of evolutionary physiol-
ogy, we must pose a question: is it enough to study the developmental path of various 
functional relationships in different representatives of the animal kingdom we are dealing 
with, taking into account the history of the formation of these functions, or should we also set 
ourselves the task of elucidating the mechanisms of the evolution of functions, those specific 
conditions and motives that directed the process of development along one or another way? In 
other words, should we also study the significance of the individual factors that determined 
the course of evolution? 

In this respect, we certainly have to reckon with the basic tenet of our science and Marxist-
Leninist philosophy that organism and its environment make up a single, indivisible and inter-
related whole. With this in mind and considering that the entire process of the development of 
different functional relationships ran in a certain environmental context, everchanging, ever 
affecting living organisms, it becomes clear that no one function could form and undergo any 
changes otherwise than under the influence of and depending on those environmental impacts 
that it was permanently exposed to. So, the task of studying the evolution of functions involves 
not only the elucidation of the course of development, developmental pattern, succession of 
events, but also establishing the interdependence of these events as well as the causative depen-
dence of all changes and transformations on the environmental factors that affect living beings. 
We have to reckon both with the internal factors coming from the organism itself, in the form of 
an interaction of its separate parts, and the external factors. 

As regards the problem of functional evolution, this is a much more complicated matter. Here 
we need to foresee the issue of what further development is supposed to be, how we could 
imagine the further transformation of individual functions and whole organisms under the 
effect of those environmental changes that are occurring right now, before our eyes, and that 
may become determinative for further development of functional relationships. These issues 
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are not only of theoretical significance. Of course, their theoretical significance is quite clear to 
everyone and requires no proof, but I have to remind that the conditions, under which the 
organisms are living at present, change substantially every day. Enormous success of science 
and technology, that we are witnessing now and that resulted from great progress humankind 
has achieved in its evolution, creates by itself new living conditions, sometimes so different 
from the normal that they may prove to be determinative for further development of life on 
Earth. From this viewpoint, we have to admit that evolutionary physiology, in the sense I have 
stated above, is not only a theoretical but also a strictly practical science in the sense of 
considering all those conditions, under which we are living now and will be living in the near 
future, in the light of those influences that these conditions may have on the existing organisms 
and their offspring, be it of human beings or the animal world. 

The question arises: what methods should evolutionary physiology use to embrace the tasks I 
have just talked about? 

Over many years, I and my fellow workers have been adhering to the viewpoint that correct 
understanding of the evolution of functions and mechanisms underlying evolutionary changes 
in functions is attainable provided that one and the same researcher uses simultaneously four 
methods, basically different but leading to the same goal. 

The first way, as is clear to everyone, is certainly comparative physiology—the use of compar-
ative physiological material in order to understand how different phyletic lines evolved under 
different living conditions and how the same functions developed becoming more sophisti-
cated or, quite the contrary, dropping out in some phyletic lines depending on the specific 
living conditions. The question then arises as to how one and the same function undergoes 
changes under different conditions and, on the other hand, how the initially different func-
tional relationships converge leading to one and the same ultimate result under the influence 
of environmental factors. 

Evolutionary physiology should definitely be based on the ready material of comparative 
physiology and zoophysiology, but on the other hand, it should develop on its own, artificially 
selecting those animal samples and conditions that are of special interest from the viewpoint of 
the evolution of functions. Here, perhaps, we have to run counter to the views of some 
evolutionists. We believe that it is necessary to distinguish between three disciplines. The first 
is zoophysiology, that is, descriptive physiology of individual animal species, an extremely 
important science, which is of great theoretical and even greater practical significance. We 
need to know all forms of life represented now on Earth. Another thing is comparative physiol-
ogy, which chooses from the huge material of zoophysiology only certain objects and issues 
that allow a comparison and elucidation of certain regularities. Yet more special and, at the 
same time, complex demands are made by evolutionary physiology, which not simply compares 
what occurs under different living conditions but uses the experimental method to understand 
how these functions formed. 

The second way is the use of ontogenetic development, that is, studying functions not in 
phylogenesis but ontogenesis. Here there is less of the ready material, and we need to strain 
every nerve to reinforce this aspect of physiological studies because at present ontogenetic 
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physiology is developed relatively poorly. We should try to embrace both the embryonic and 
postnatal stages of development and find out when the rudiments of different functions begin 
to show up, at what stage and how the function of those structures that pre-existed and 
developed independently changes depending on the formation of different morphological 
structures. This particularly concerns those tissues and organs that fall at a certain age during 
their development under the influence of the nervous system and endocrine factors. As a result 
of these effects, endocrine and neural, the developmental course itself undergoes substantial 
changes, and we should understand how the development would proceed without the inter-
ference of certain endocrine factors and the determinative influence of the nervous system on 
the development of endocrine organs as well as, vice versa, the effect of endocrine organs on 
the variability of the nervous system. With regard for all these features we should approach 
ontogenetic physiology to make it a tool for studying the evolution of functions. 

Still, additional possibilities open up in front of us—the use of clinical material. I must say 
that it was not without reason that the issues of evolutionary physiology were raised by 
physicians, not biologists. This seems to be a paradox, but it is not true, and this is because 
clinical studies led to the idea that in certain cases some symptoms represent echoes of what 
had happened at earlier developmental stages, that in some cases of pathology, we deal with 
echoes of the evolutionary process, with reverting to those functional states that characterize 
the earlier developmental periods. 

Of course, it is particularly easy to draw a comparison between clinical symptoms of different 
diseases and those phenomena that we observe during ontogenesis, but phylogenesis also 
reveals a lot in this respect. 

Directly related to the use of the clinical material is the use of special experimental methods. 
These methods boil down to an artificial disconnection of individual organs and tissues from 
their controlling mechanisms, a disconnection inside the controlling mechanisms themselves, 
inside the nervous system, and a disconnection of some lower levels from the higher ones. Then 
follows an observation of changes that occur both in the lower parts of the nervous system 
depending on the loss of regulatory influences from the higher parts and, vice versa, in the 
higher parts as a result of the loss of those afferentations that arrive from the lower parts. In this 
respect, we are particularly lucky because we can afford carrying out any experimental transec-
tions in animals providing thereby new conditions for functioning of organs, tissues and parts of 
the central nervous system and endocrine apparatuses, which change their regulatory function 
under the influence of these disconnections. Hence, we can compare these data with the results 
of clinical pathology and those of comparative and ontogenetic physiology. 

Based on these four methods of investigation, it is possible to get an idea of how the evolu-
tionary process was proceeding and how functions were changing during their development. 
As a result, not only factual relationships (not merely descriptive though) would be 
established, but to a large extent it would be also possible to unravel the mechanisms of 
interaction and, hence, to a certain extent, resolve causal relationships as well. Still, that is not 
all. Experiments allow a special analysis of the effect of external factors. Now we have got an 
extremely abundant experience in the sense that modern science and technology have made it 
possible to generate such forms of energy that were unknown or unattainable previously. At 
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present, they can be generated, detected, recorded and quantitatively evaluated. It is increas-
ingly often that we are learning about the existence of those forms of energy that we have been 
unaware of before. 

While throughout its evolutionary and historical development and until recently humankind 
was aware of only a limited number of energies that affected it naturally, over the last decades 
we have learnt that many types of energies represented in nature are much wider than we 
thought. Yet recently, ultrasounds seemed to be something artificially produced by people, but 
now it is turning out that during the evolutionary process not only were they generated by 
different animals but also served as means of signaling being perceived and evaluated in the 
same way as we perceive sound frequencies in the narrow range of audibility. Likewise, radio 
waves discovered by our compatriot Popov and being widely used in television and radio turn 
out to be generated by the Sun as well; the Sun’s rays, that we assessed previously only in 
terms of their energy, contain also electromagnetic oscillations of those frequencies, wave-
lengths, that we use in radio engineering. So that over millions and billions of years during 
the evolutionary process, animal and human organisms were exposed to these electromagnetic 
waves, and it is only now, over just the last three decades, that we have come to grips with 
studying ultrahigh frequencies and applying them in ambulances and clinics for treatment, 
diagnostics, and so on. Nevertheless, they did exist in nature and affected all of us. 

So far, we studied experimentally the effect of these ultrahigh frequencies for pure pragmatic 
purposes—their application in technology, medicine, and so on. Now they are becoming one of 
the possible factors of evolution, and we should set to studying ultrasound frequencies, 
electromagnetic waves and ultraviolet radiation not only in terms of their impact on individual 
functions and organisms but also in terms of their possible role in the evolutionary process. 
Thereby, we should look into the influence they may have on future generations. 

If we investigate varied types of energies that we receive in their natural form and that we can 
now generate artificially, graduate, record and evaluate quantitatively, if we find out how they 
are reflected in the development of different functions, then we will obtain an enormous 
material for understanding not only the developmental course of functions and the history of 
the emergence of functional relationships but also their dependence on the environmental 
factors. Thus, we are arriving at a proposition that evolutionary physiology, as we understand 
it, should encompass a wide range of studies. It will certainly be interwoven with classical, 
applied and comparative physiology but anyway underlain with an endeavor to comprehend 
the causal dependence of the developmental course of functions on the external and internal 
factors, to understand those major lines, along which the evolution of functions is running and 
which jointly led the evolutionary process to proceed exactly in the way it did, and finally, to 
understand the diversity of pathways the evolutionary process may proceed along depending 
on those conditions that will be created on our planet. Here are the main tasks and main 
methods of evolutionary physiology. 

However, the question arises whether the abovementioned exhausts the matter. Of course not. 
The basic principle, which underlies the evolutionary doctrine and studies carried out by the 
coryphaei of our physiological science, especially I.P. Pavlov’s, is that organisms undergo the 
process of continuous adaptation to the environment. Therefore, it is not enough just to 
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understand what specifically, and under what influence, is happening. We should clarify the 
adaptive role of the evolution of functions, understand how life was preserved and how it 
assumes various forms depending on the adaptation of a living being to new conditions under 
the influence of the external and internal environmental factors. We ought to understand which 
conditions are disastrous and which prove to be surmounted or secured by certain adaptations. 

Elucidation of a number of adaptive mechanisms, adaptive changes in functions should again 
be one of the major tasks of evolutionary physiology. In this sense, evolutionary physiology 
will be not only a theoretical, but also strictly practical, science, since it will lead to results, 
which will enable us to influence the course of evolution in the future. It is quite important for 
medicine and zootechnics. 

Especially hard questions arise when we approach a study of the human organism. We know 
well that the human organism at a certain stage of evolutionary development stopped to be 
only a biological being and became a social being. Interrelationships among people led to the 
establishment of certain social relations. The latter resulted from a kind of leap, or what may 
seem to be a leap, because some of our immediate predecessors perished and are now inacces-
sible for being studied. But in any case, the fact is that humankind rose above the rest of the 
animal world and in many respects surpassed it, creating new forms of activity as well as new 
forms of relationships with the environment. Man to a certain extent became the master of 
nature, at least of some of its aspects; he can consciously control it being expected to intensify 
his activity in this direction. Humans entered into certain relationships that are lacking in other 
animals. Man is not only a biological, but a social being, and this, on the one hand, relates to his 
nervous system development and transition to other forms of existence, but, on the other hand, 
these new forms of existence and interaction prove to be a powerful factor, which influences 
the course of changes in the structure and functions of an organism. 

From this viewpoint, the historical period of the human existence certainly represents an 
extremely important stage in the evolutionary process, and evolutionary physiology should 
not digress from this point. 

Recently, it seemed that the relationships among people, who created social living conditions 
and stay under the influence of these social factors, should serve a borderline, at which a 
physiologist must stop. However, proceeding from the I.P. Pavlov’s doctrine and Marxist-
Leninist theory, we can afford asserting that physiology must not stop here. The whole human 
organism with all its manifestations should become a subject of physiological investigation. 

This does not mean that we should reject the existence of psychology and some other human-
ities. Quite the contrary, our task is to tie physiological studies to psychological as closely as 
possible in order to understand those physiological mechanisms that provided humans with 
the potential to turn from pure biological beings to simultaneously biological and social 
beings, to understand those physiological mechanisms that provided the possibility of interre-
lationships among people and thereby made this possibility a factor consciously directing the 
development of our progeny. 

If we abandon this task, then both medicine in its major part, pedagogy and art will be 
absolutely cut off, ejected from natural sciences and left beyond the scope of natural-scientific 
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investigation. This is not to be understood as an attempt to account for all social relations in 
terms of natural sciences. Of course, this would be incorrect, but providing a physiological 
basis for them should be our goal. No doubt, an exclusively important role in this respect was 
played by the I.P. Pavlov’s doctrine about two signaling systems. If it were not for the two 
signaling systems, if the second signaling system were not superstructured over the first 
signaling system common to the animal kingdom, if those multiform influences that we widely 
use in fostering our children and interrelating with each other were not established, then we 
would have been ignorant of functional interconnections in the human organism and its 
relationship with the environment. 

From this viewpoint, the aspiration for studying the human higher nervous activity during its 
formation and development is supposed to be the acme of evolutionary physiology. A com-
parison of the human and animal organisms shows a striking divergence in their developmen-
tal paths from the first hours of life. 

When studying the postnatal development of animals and comparing it with that of human 
organisms, we see how considerably the range of possibilities for the nervous system develop-
ment expands under the influence of the second signaling system, while the biological pro-
cesses themselves become largely subjected to the influence of the second signaling system. 

This stage of the evolutionary physiology formation should certainly interest us first of all, 
because it leads to the cognition of humankind while representing a junction between natural 
and social factors, which determine the development of human personality and its activity. 

This is how I and a narrow circle of my fellow workers envision the tasks and methods of 
evolutionary physiology. I know that many of the abovementioned propositions are far from 
being new as they are recognized and being used for a long time. May be much of the said will 
prove to be worded unsatisfactorily. Anyway, underestimation of some of the points I have 
afforded to draw your attention to might have an unfavorable effect on the progress of 
evolutionary physiology. 

Evolutionary physiology, as stated above, is supposed to be pivotal to independent research. It 
demands to enlist a number of experimental methods from physiologists, biochemists, mor-
phologists and psychologists to create by joint efforts a science that would complement evolu-
tionary morphology and, at the same time, provide a clear and comprehensive understanding 
of how the interrelationships among people and nature as well as among people themselves 
first formed and then altered during evolution under the effect of historic conditions. Simulta-
neously, such a high goal will be promoting the resolution of a whole number of practical 
tasks, because all our efforts to comprehend the causal dependence among functions of an 
organism as well as between the effect of external factors and activity of an organism will be a 
means of practical assistance to the population of our motherland and the whole world in 
defending against some adverse factors, which are present in nature, which we generate 
artificially and which expand their use. Without the knowledge of their role, we may prove to 
be helpless in combating pernicious influences. Such a science, essentially theoretical and being 
of profound practical importance, should become the goal of evolutionary physiologists. 
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I reiterate that nowhere are the interests of theory and practice interwoven that closely as in 
evolutionary physiology. Not only will we be aware of how to struggle against the influence of 
some external factors on an organism but will obtain an enormous material to extend the range 
of our theoretical ideas from analyzing those conditions, under which the work is in progress 
at various scientific and manufacturing institutions. This unity of theory and practice should 
always underlie our approach to a problem and be a guiding star, allowing us not to shut 
ourselves off from the life practice and not to be afraid that one or another experimental path 
has a character of applied science. There is neither a theoretical nor practical science, there is a 
single science and there must be a single science. Practice must help theory and vice versa. 
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In 2016, it was 60 years since the eminent Soviet researcher, a disciple and a successor 
of Ivan Pavlov, Leon Orbeli had proclaimed the birth of a new branch of physiology, 

evolutionary physiology. In the same year, his ideas were embodied in the foundation 
in Leningrad, now Saint Petersburg, of the present Sechenov Institute of Evolutionary 

Physiology and Biochemistry of the Russian Academy of Sciences. 

Tis anniversary book includes the selected works carried out recently by his followers 
at the same institute. While addressing some hot aspects of evolutionary physiology 

and biochemistry, they demonstrate that this branch of physiology really represents a 
discipline in its own right. 
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