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Preface

The objective of the present book is to diffuse information related to a number of technologi‐
cal and procedural advances in the area of clinical audiology. This book was made possible
through the generous contribution of 20 authors.

The format for this book is purely educational, targeting graduate courses in audiology,
speech pathology and hearing science, and neurosciences and basic graduate courses in
ENT. The authors have been asked to present a generous background of their topic, in the
“Introduction" section of their chapter, and an extensive list of technical terms used through‐
out the chapter.

The book is divided into six sections as follows:

1. The Cochlea and Cochlear Modeling: In this section, there are two chapters, one
describing the functionality of the cochlear dynamics and the other describing a
possible modality (model) by which the cochlea performs the amplification of the
incoming stimuli and generates the well-known tonotopical frequency map.

2. Advances in Clinical Procedures: The three chapters of this section describe new
procedures for the assessment of hearing loss related to otoacoustic emissions,
speech-evoked brainstem responses, and wideband tympanometry.

3. Cochlear Implants: The two chapters in this section discuss the temporal filter
banks in cochlear implants and a new surgical procedure for the treatment of par‐
tial deafness (i.e., a cochlea which presents acceptable hearing levels at its apical
region).

4. New Aspects of the Auditory Function (Psychoacoustics): The two chapters in
this section discuss the possible evidence of an autocorrelation mechanism (relat‐
ed to loudness and annoyance) in the auditory system and various aspects of the
auditory fatigue.

5. Aging: The two chapters in this section discuss issues of amplification in an aged
auditory system and the various methodologies of intervention for hearing loss in
the old age.

6. Ototoxicity: The single chapter in this category is a broad excursus into the vari‐
ous drug side effects related to cochlear-induced stress.

It was my intention to use multimedia material wherever possible, but for the majority of
contributors, this was not feasible, during the publication time. We were only able to locate



a few interesting videos on wideband tympanometry, and the web references are included
in the Appendix section of the relative chapter.
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Introductory Chapter - Genealogy of Audiology
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1. Introduction

The twenty‐first century clinical Audiology has not been very creative in terms of novel break-
throughs, since the majority of clinical novelties, we routinely used today, were discovered in 
the 1970s and the 1980s. The trend, which can be observed in the last few decades, is an ame-
lioration of our technological approaches/strategies to restore an impaired hearing function 
with hearing aids, middle ear prostheses, and cochlear implants. New and novel procedural 
developments have not surfaced yet to clinical practice.

A Scopus literature search within the last 5 years shows, for example, that there are develop-
ments in procedures related to (i) cortical‐evoked potentials, such as the speech‐evoked audi-
tory brainstem responses (see the relative chapter in this volume) and (ii) various protocol 
developments in the area of steady‐state responses (ASSR), with applications to the newly 
charted area of electrically evoked SSRs [1, 2]. Important aspects of novel hearing restoration 
strategies including gene therapy [3], stem cells [4, 5], and related intracochlear distribution 
nanotechnologies [6, 7] are still at best in a preclinical phase.

From my personal experience as an educator, I have found that very few of our colleagues and 
graduate students have a clear idea about the origins of Audiology. This book deals with the 
latest advances in this field, which can only make sense if we recall briefly our point of origin.

2. Genealogy of the term “Audiology”

As we start 2017, clinical Audiology celebrates a historical span of 71 years, according to 
Kenneth Berger. In 1976, Berger published an article [8] in the Journal of the American Audiology 
Society (AAS), where he presented his findings regarding the time occurrence of the term 
“Audiology.” The first printed reference of the term originates back in 1946. In the 1946, 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Journal of Speech Disorders on page 218 appears a brief announcement that the “Speech Clinic 
at the U.S. Naval Hospital, Philadelphia, is the permanent Naval center for rehabilitation and 
for research in Speech and Audiology.”

Interestingly, according to Berger [8] the term “Audiology” cannot be attributed to a spe-
cific individual, a notion which contracts what I have learned in my academic training in the 
US, where it was considered common knowledge that Raymond Carhart was the father of 
Audiology. Berger [8] reports the following: “the original creator of the term (Audiology) remains 
unknown, but possible originators are considered: (i) Mayer BA Schier; (ii) Willard B Hargrave ; (iii) 
Stanley Nowak; (iv) Norman Canfield; (v) Raymond Carhart [9]. In a biographical profile by Robert 
Galambos, Hallowell Davis [10] is credited with coining the term in the 1940s, when he said that the 
then‐prevalent term “auricular training” sounded like a method of teaching people how to wiggle their 
ears.” It is interesting to note that from these six pioneering contributors, four (Carhart and 
Davis excluded) were related to technical fields (electroacoustics).

3. Deviations of the term “Audiology”

From the mid‐1970s, several terms have appeared in print, regarding clinical activities 
which were deviated from the classical categorization of “Audiology.” Typical examples 
are the following terms: “Hearing Science” [11]; “Clinical Auditory Science” [12]; “Auditory 
NeuroScience” [12], and so on. It is still difficult to define and discriminate these terms, since 
the Audiological training is very different around the globe. For example, in most European 
countries, Audiology is a medical specialization, while the Speech and Hearing Science is 
associated with communication department curricula. So in an attempt to define all terms, one 
can assume that activities related to Hearing Science/Auditory Science have a “research inspi-
ration” objective (more research or education oriented) derived from basic Neurosciences, 
while the terms Audiology or Clinical Audiology refer to a basic clinical activity of assessing 
the hearing of a human subject.

To summarize, my objective in conjunction with the contributions and collaboration of the 
participated authors for this “Advances” volume was to collect material from a Hearing 
Science perspective, which could be applied to the everyday clinical Audiological reality.

4. What “advances” can be?

Considering the long history of Audiology and Hearing Science, it is only natural that 
numerous and fundamental volumes exist (as the all‐time reference by Katz [13]) in 
English and in many other languages. So it was an interesting challenge to chart the latest 
“advances” in the field and to find the best way to diffuse the new information to students 
and professionals.

The term “advances” implies a further development on a specific topic. For the area of 
Audiology, this would mean developments in the following thematic areas: (i) clinical hearing 
assessment procedures, (ii) rehabilitation strategies, (iii) hardware development (more precise 
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equipment, better sensors, lower noise, etc.), (iv) telemedicine/teleconsultation concepts, and 
(v) new methods of long‐distance learning and undergraduate/graduate course delivery. Any 
of these areas could have been the exclusive topic of the present volume.

For practical reasons (and with the hopes that other future books can follow covering the 
remaining thematic areas), the focus of the present volume is limited to the first two major 
thematic areas, namely to developments in assessment procedures and rehabilitation strategies 
(cochlear implants).
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Speech-Evoked Brainstem Response
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Abstract

The auditory brainstem response (ABR) is a clinical tool to assess the neural functionality
of the auditory brainstem. The use of verbal stimuli in ABR protocols has provided
important information of how the speech stimuli are processed by the brainstem structure.
The perception of speech sounds seems to begin in the brainstem, which has an important
role in the reading process and the phonological acquisition speech ABR assessment
allows the identification of fine-grained auditory processing deficits, which do not appear
in click evoked ABR responses. The syllable /da/ is commonly used by speech ABR
assessment due to it being considered a universal syllable and allows it to be applied in
different countries with good clinical assertiveness. The speech ABR is a objective, fast
procedure that can be applied to very young subjects. It be utilized in different languages
and can provide differential diagnoses of diseases with similar symptoms, as an effective
biomarker of auditory processing disorders present in various diseases, such as dyslexia,
specific language impairment, hearing loss, auditory processing disorders, otitis media,
and scholastic difficulties. Speech ABR protocols can assist in the detection, treatment,
and monitoring of various types of hearing impairments.

Keywords: speech, speech perception, electrophysiology, frequency-following re-
sponse, speech-ABR

1. Introduction

The auditory processing information can be analyzed by an assessment of the auditory evoked
potentials (AEP). Among the different types of AEPs, there is the auditory brainstem response

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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distribution, and reproduction in any medium, provided the original work is properly cited.



(ABR) The ABR is a clinical tool to assess the neural functionality of the auditory brainstem [1].
Until recently, assessment using clinical ABR protocols was carried out only with nonverbal
stimuli, such as clicks, tone-bursts, and chirps. The ABR responses (i) permit the analysis of the
integrity of the auditory pathways and (ii) can establish electrophysiological thresholds in order
to identify basic neural abnormalities and to evaluate patients who did not provide reliable
responses in the standard behavioral audiological assessment [2].

Although the use of the click-evoked ABR has been widely used clinically, it is still necessary
to unravel how verbal sounds are coded in the brainstem. Recent technological advances have
enabled the inclusion of verbal stimuli in the ABR commercial equipment. The use of verbal
stimuli in ABR protocols provided important information of how the speech stimuli are
processed by the brainstem structure, which actively participates in the analysis of the complex
verbal stimuli [3].

The verbal stimulus most widely used in speech ABR is a syllable composed of a consonant
and a vowel (CV) [4]. The consonant perception is performed by the distinction between vocal
production times and sound of consonant that guarantees the intelligibility in the process of
human communication and the proper development of language.

The perception of speech sounds seems to begin in the brainstem, which has an important role
in reading process and phonological acquisition [5–7]. An effective and objective way to
investigate this process will be the assessment of speech ABR that allows the identification of
fine-grained auditory processing deficits associated with real-world communication, skills
which do not appear in click responses, and it also can be used for early identification of
auditory processing impairments in very young children [8]. Above all, speech ABR can be
used as an objective measure of the hearing function. One of the great advantages of this
method is that it is not influenced by environmental issues, which can disrupt the behavioral
assessments [2]. Even the best behavioral tests can confound the subject by factors such as
attention, motivation, alertness/fatigue, and by co-occurring disorders, such as language
impairments, learning impairments, or attention deficits [9].

Understanding the neural processing of speech sounds at the brainstem level provides
knowledge regarding the central auditory processes involved in normal hearing subjects and
also in clinical populations [10]. Moreover, altered responses of speech ABR may be associated
with impaired speech perception in noise. These changes can cause a negative impact on
communication and serious consequences for academic success [8]. According to Sinha and
Basavaraj [11], the major application of speech ABR can be in diagnosing and categorizing
children with learning disability in different subgroups, assessing the effects of aging on central
auditory processing of speech, assessing the effects of central auditory deficits in hearing aid,
and cochlear implant users.

2. Assessment

Speech ABR has an important feature, that is, the specific aspects of acoustic signal are
preserved and reflects the neural coding in figure [representation of 40 ms of syllable /da/ (gray)
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knowledge regarding the central auditory processes involved in normal hearing subjects and
also in clinical populations [10]. Moreover, altered responses of speech ABR may be associated
with impaired speech perception in noise. These changes can cause a negative impact on
communication and serious consequences for academic success [8]. According to Sinha and
Basavaraj [11], the major application of speech ABR can be in diagnosing and categorizing
children with learning disability in different subgroups, assessing the effects of aging on central
auditory processing of speech, assessing the effects of central auditory deficits in hearing aid,
and cochlear implant users.

2. Assessment

Speech ABR has an important feature, that is, the specific aspects of acoustic signal are
preserved and reflects the neural coding in figure [representation of 40 ms of syllable /da/ (gray)
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stimulus and responses (black)] [4]. Furthermore, this assessment permits to understand the
neural basis of the auditory system, even if it is normal or deficient stimulus and responses
(black)] [4] (Figure 1).

Figure 1. Representation of 40 ms of syllable /da/ (gray) stimulus and responses (black) [4].

The verbal stimulus used in the speech ABR assessment, normally, is the syllables /ba/, /da/,
or /ga/. The verbal assessment provides information about how the speech syllable is encoded
by auditory system. The trace of the speech ABR response can be dismembered in two parts:
the onset and the frequency following response (FFR). The first part represents the consonant
and the second part the vowel [10].

The best-known model used is elicited with the synthesized syllable /da/ provided by a
computer software. The use of synthesized speech allows acoustic parameters to be controlled
and constant and ensures the quality of the stimulus that will be presented to the listener and/
or the patient [12]. This stimulus modality was developed by the group of Dr. Nina Kraus at
Northwestern University. The stimulus consisted of the consonant /d/ (transient portion—
onset) and the short vowel /a/ (sustained portion—following frequency response). When
elicited by the stimulus /da/, the subcortical response emerges as a waveform of seven peaks
—V, A, C, D, E, F, and O—wherein the single wave with a positive peak is the complex of wave
V. Waves V and A reflect the onset response, wave C the transition area, waves D, E, and F the
periodic area (the frequency following response), and wave O the offset response (Figure 2)
[4, 13, 14]. A typical response is shown in Figure 2 (electrophysiological response representa-
tion of synthesized syllable /da/. Investigator’s personal data based on the assessment of a
normal hearing, performed with the BioMARKTM software) [13].
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Figure 2. Electrophysiological response representation of synthesized syllable /da/. Investigator’s personal data based
on the assessment of a normal hearing, performed with the BioMARKTM software [13].

It is important to describe that the onset component seems to be elicited around 10 ms and is
considered the transient portion of sound stimulus reflecting the decoding of fast temporal
changes inherent in the consonant [15]. The component FFR is called sustained portion and
seems to be elicited around 18–50 ms. This component reflects the encoding of periodic and
harmonic structure of vowel sound related to harmonic vowels [11] and is also related to
encoding of the elements of fundamental frequency and its modulations (first and second
formants) [4, 15].

Another feature of speech ABR responses is that there is no variation between intra and inter
subject, maintaining stable the morphological characteristics [16, 17].

The speech sounds are present more frequently in the daily lives of every human being. A
long-term of auditory experience can improve the performance of the whole auditory system.
Therefore, a subject who has a good processing of speech sounds has better electrophysiolog-
ical responses for this type of stimulus, showing that auditory experience might modify the
basic sensorial coding of the whole auditory pathway [18–21]. On the other hand, a subject
who has auditory deprivation may have significant electrophysiological changes in the
auditory system, as can be seen in children with history of otitis media.

3. Parameters

There are several searches about the coding processing of verbal sound occurs and to insert
speech ABR as part of clinical routine.

The syllable /da/ is commonly used speech for ABR assessment due to it being considered a
universal syllable and allows it to be applied in different countries with good clinical asser-
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tiveness [4]. However, previous studies show that there is difference response in subjects from
different culture [22] since each language has its own characteristics and peculiarities that can
contribute or not to a suitable processing of speech sounds.

The majority of the studies was performed with native English speakers, which is explained
by the fact that Dr. Kraus, the leading researcher and creator of the speech stimulus, did her
work at Northwestern University, USA [1, 4]. However, additional studies have been initiated
in numerous languages such as Arabic, Brazilian Portuguese, French, Greek, Hebrew, Indian,
Japanese, and Persian [1, 11, 13, 22–32].

In each laboratory and/or institution, researchers choose their own parameters that will be
applied on clinical investigation. Below are some items that should be thought about at the
time of creation of the assessment parameters.

3.1. Equipment and software

Sanfins and Colella-Santos analyzed which equipments and software were often used for
assessment of speech ABR. Biologic Navigator Pro (Natus) is the most used equipment
followed by Neuroscan equipment (Biolink). As regards the software, the BioMark (Biological
Marker of Auditory Processing) and Neuroscam Stim 2 are the main packages available [1].

3.2. Electrode montage

The position of the electrodes follows the traditional ABR assessment (click ABR). Neurophy-
siological responses can be recorded with an active electrode positioned on the vertex (Cz),
the reference electrodes on the ipsilateral mastoid, and the ground on the contralateral mastoid,
using one channel with surface electrodes fixed, according to the 10–20 system [33]. Automatic
switching function of the reference signals and the amplifier ground based on the stimulated
ear should be activated on the equipment. The electrode on the left ear can be connected to
input 2/channel 1, and the electrode on the right ear can be connected to ground connection
cable. During the recording session, impedance should be maintained at below 5 kΩ and inter-
electrode impedance below 3 kΩ [22].

3.3. Stimulated ear

Research shows that there is an asymmetry for the auditory processing of verbal sounds that
occur in the brainstem and extend to auditory cortex when evaluating the differences between
the responses obtained from the presentation of acoustic stimuli on the right and left ears [34,
35].

Regarding the stimulated ear, the great majority of studies performed the assessment of ABR
with speech stimuli elicited only on the right ear, which can be explained by the advantage
of right ear in encoding speech by contralateral projection to the left hemisphere [24, 26, 29,
31, 32, 36–44].

However, some researchers have written that stimulus presentation can be performed on the
ear with better threshold confirmed by pure tone audiometry [45]. In a systematic review about
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the applicability of speech ABR [1], it was possible to see that in 14.3% of articles, stimulation
was performed monaurally; however, between the left ear and right ear stimulation, there is
scientific evidence that even if there is a proven right ear advantage in the processing of speech,
the left ear can participate in this process, but with less intense electrophysiological responses
[28, 36, 46]. Therefore, an analysis of responses from both ears could help in the diagnosis
process as well as therapeutic monitoring.

Importantly, there is a tutorial about ABR of complex sounds that notify that the monaural
stimulation is preferred for children, while the binaural stimulation is more realistic than
monoaural [4].

Ahadi et al. [25] presented the sound stimulus on three conditions: monaural right, monaural,
and binaural left. They showed that the magnitude and strength of speech ABR responses
depend on the stimulus presentation mode, and the binaural presentation of speech syllable
enables better visualization of the response, however,

3.4. Stimulus

The speech ABR assessment allows to apply different types of sound stimulus. The syllable /
da/ is most well known and applied more often in studies [11, 13, 15, 22, 25, 28, 29, 32, 36, 39,
45, 47]. However, there are researchers who used disyllables as /baba/ [27] or even other
syllables composed by consonant-vowel as /ba/ [23, 30, 31].

The presentation rate parameter is related to the duration of the sound stimulus; in the case of
speech ABR, it is related to the size of the sound stimulus speech. The frequent value found in
the studies is 10.9/s, however, no reports of the use of 11.1/s. In a study of literature review, it
is noted that in about 19% of the previous studies on the assessment of speech ABR, this
parameter is not described by the researchers [1].

Considering the length parameter, it is observed that the most frequently found values were
40 and 170 ms [1]. There is a relation between the presentation rate and duration, so the higher,
the shorter will be the presentation rate [45, 48]. Song et al. [16] used both acoustic stimuli and
concluded that short (40 ms) and long stimulus (170 ms) reflect the coding of speech in the
brainstem in a reliable way, thus enabling that neural changes can be monitored through an
objective electrophysiological measure.

The type of polarity of the sound stimulus is one of the most consistent parameters across
studies on the assessment of speech ABR. Approximately, 90.5% of the previous studies have
used alternating polarity [13, 22, 23, 28, 29, 39, 45, 47, 49, 50]. The choice for this type of polarity
should be the reduction of artifacts and cochlear microphonic [51].

Regarding the intensity used in the assessment of speech, ABR suggests the use of 60–85 dB
SPL [4, 15]. It is noted that, as it is an assessment process, the sound should be applied in an
audible and comfortable intensity to the patient. The majority of studies has used the intensity
of 80 dB SPL [1].

The speech stimulus requires approximately 4000 and 6000 sweeps in order to get a robust and
replicable response, differently, the click stimulus or tone burst that needs around 2000 sweeps
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to get a good quality of response [4]. The number of sweeps is one of the most diverse
parameters across studies [1]; however, the majority of researches used two blocks of 3000 free
sweeps artifacts [13, 22, 25, 28, 36, 39–41, 47, 49]. Both trials were averaged to create a calculated
wave of 6000 sweeps. The traces of both recordings were added, and the responses of the
resultant waves were identified and analyzed in Figure 3 (electrophysiological response
representation of two blocks of 3000 sweeps and calculated wave of 6000 sweeps. Investigator’s
personal data based on a subject’s assessment performed with BioMARKTM software).

Figure 3. Electrophysiological response representation of two blocks of 3000 sweeps and calculated wave of 6000
sweeps. Investigator’s personal data based on a subject’s assessment performed with BioMARKTM software.

3.5. Transducer

The literature recommends that earphones are not to be used once this device can increase the
chances of artifacts. Thus, the recommendation is to use the insert earphones. In cases of insert
earphones are not possible to be used, there is the possibility to do the test with loudspeakers.
It is important to consider that the responses are not so reliable as ones with insert earphones.
The evaluator should be very careful in positioning the patient and the loudspeakers, and these
loudspeakers should be equidistant between the right and left ears [4]. In addition, previous
study has presented speech stimulus through individual hearing aid with excellent results
with free and high-quality artifact [23].

3.6. Assessment of condition

As the traditional ABR assessment, the patients are instructed to keep their bodies relaxed with
no movements in order to minimize the myogenic artifacts. [24]

Researchers reinforce that the attention can influence the FFR portion of speech sounds [52].
Therefore, the majority of researches has allowed the patient to watch a movie with reduced
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sound intensity or with subtitle [16, 23, 40, 41, 50], which seems that it keeps them quiet and
relaxed during the assessment. Other researchers allow the patient to choose between watching
a movie or sleep during the assessment process [24, 45].

Different parameters are being used. The parameters most cited in the literature about the
assessment of speech ABR and with good clinical results are presented below in Chart 1
(Speech ABR parameters). Note that there is a well-written tutorial by Skoe and Kraus [4] with
detailed, clear, and objective information about the functioning and clinical application of
speech ABR. This tutorial can be a material support to those interested in unraveling this new
and effective electrophysiological assessment method.

Parameters Setting

Equipment Biologic navigator pro

Software BioMARK

Electrode montage Cz, M1, and M2

Stimulated ear Right ear

Stimulus Speech

Stimulus type Syllable /da/

Stimulus duration 40 ms

Stimulus polarity Alternating

Stimulus intensity 80 dB SPL

Stimulus rate 10.9/sec

Number of sweeps 6000

Replicability Twice for 3000 sweeps

Transducer Insert

Assessment condition Watch a movie

Chart 1. Speech ABR parameters.

4. Criteria of normality

Before presenting the criteria of normality, it is important to understand the influence of the
maturational process and gender in response to speech ABR.

4.1. Maturation

The response of ABR with nonverbal stimulus is mature around 18 months, while the speech
ABR appears to be mature by the age of 5 [10]. This way a procedure can be used in young and
school-age children, helping in the differential diagnosis of diseases with similar symptoms
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[14]. Further studies are being conducted to regulate the normal values for different age range
and confirm the age of maturation of central auditory system for verbal sounds.

According to Yamamuro et al. [39], age affects the coding of sounds by a single stimulus or the
complex and neural timing and auditory skills are improved over the years. The responses of
speech ABR in a child of 5 years are not so different from a child’s responses in the age group
of 8–12 years , whereas a child’s responses in the age group of 3–4 years are very different in
morphological aspect as related to the latency time.

Source Latency (ms) Amplitude (μv) VA measures
Test Retest Test Retest Test Retest
Mean SD Mean SD Mean SD Mean SD

V 6.65 0.27 6.68 0.27 0.13 0.05 0.13 0.04

A 7.62 0.35 7.62 0.37 0.20 0.06 0.21 0.06

C 18.60 0.68 18.47 0.68 0.03 0.06 0.03 0.05

D 22.67 0.59 22.67 0.58 0.13 0.07 0.14 0.07

E 31.12 0.53 31.2 0.57 0.22 0.06 0.21 0.07

F 39.70 0.57 39.71 0.50 0.14 0.09 0.13 0.08

O 48.26 0.43 48.34 0.39 0.15 0.06 0.16 0.06

Slope VA (μv/ms) 0.35 0.11 0.37 0.12

Area VA (μv × ms) 0.16 0.05 0.15 0.05

Song et al. [16] performed their study with 45 adults with normal hearing (29 females) (19–36 years old; 24.5 ± 3.0).

Note: Parametric study in normal adults.

Table 1. Parametric study (mean and standard deviation) by syllable /da/, 40 ms, (silence) performed in adults with
normal hearing (Song et al. [16]) on the right ear in two different conditions (test and retest).

4.2. Gender influence

Previous studies of literature have shown that there are differences of responses in the auditory
perception between genders with better performance in female in the entire trajectory of the
peripheral auditory and central nervous system [53, 54]; however, when the focus of analysis
is the speech ABR, it was observed that women have better responses (higher values for
amplitudes and lower values for latencies), and it was only the initial portion of the speech
stimuli of the coding process when compared to men [55]. Differences in speech ABR responses
between genders were explained by the premise that the synapses of the afferent and efferent
systems of the auditory system are strongly influenced by the hormone estrogen activity [56].

4.3. Normative data

There are some studies that are used as parametric models for the analysis of speech ABR.
Normative data for young adults (19–36 years old) with normal hearing and analysis of all the
waves are presented in Table 1 (parametric study [mean and standard deviation] by syllable /
da/, 40 ms, [silence] performed in adults with normal hearing—Song et al. [16]—on the right
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ear in two different conditions—test and retest [16]). Two studies for children and adolescents
will be presented: (i) composed of children between 8 and 12 years of age with normal hearing
and with the analysis of waves V, A, C, and F and VA complex in Table 2 (parametric study
[mean and standard deviation] by syllable /da/, 40 ms, [silence] performed in children with
normal hearing—Russo et al. [15]—on the right ear [15]) and (ii) composed of children and
adolescents between 8 and 16 years of age with normal hearing and examination of all the
waves in Table 3 (parametric study [mean and standard deviation] by syllable /da/, 40 ms
[silence] performed in children and adolescent with normal hearing—Sanfins et al. [22]—on
the right and left ears [22]).

Source Latência (ms) Amplitude (μv) VA measures

Right ear Right ear Right ear

Mean SD Mean SD Mean SD

V 6.61 0.25 0.31 0.15

A 7.51 0.34 0.65 0.19

C 17.69 0.48 0.36 0.09

F 39.73 0.61 0.43 0.19

Slope VA (μv/ms) 0.13 0.05

Area VA (μv × ms) 1.70 1.23

Russo et al. [15] studied 36 and 38 children and adolescent (17 females) with normal hearing (8–12 years old).

Note: Parametric study in normal children.

Table 2. Parametric study (mean and standard deviation) by syllable /da/, 40 ms (silence) performed in children with
normal hearing (Russo et al. [15]) on the right ear.

The majority of studies about speech ABR assessment was performed with monoaural
stimulus on the right ear [13, 24, 29, 39, 49, 50]. The choice for the assessment only on the right
ear is related to the advantage of the left hemisphere for processing of language sounds.
Associated with this fact, earlier research has shown that there are no statistically significant
differences between the responses on the right and left ears in subjects with normal hearing
and typical development. However, there are many conditions to be studied through the
speech ABR, and it is important to consider whether there are differences in responses between
the ears.

Thereby, the responses on the right and left ears were presented in the population of children
and adolescents with normal hearing and normal development so that it can be used as a
comparison with the responses obtained in subjects with different pathologies.

It is noted that the parametric studies provide a direction to the researchers. It is fundamental
to know the parameters of collection and analysis of each reference author before the use of
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this data. Each research center or clinic should carry out its own normative study for the
different age groups.

Source Latency (ms) Amplitude (μv) VA measures
Right ear Left ear Right ear Left ear Right ear Left ear
Mean SD Mean SD Mean SD Mean SD

V 6.50 0.21 6.51 0.21 0.12 0.06 0.11 0.06

A 7.46 0.33 7.48 0.36 0.22 0.09 0.21 0.07

C 18.33 0.42 18.41 0.46 0.10 0.08 0.11 0.10

D 22.21 0.66 22.36 0.44 0.14 0.09 0.13 0.08

E 30.89 0.50 30.78 0.61 0.30 0.39 0.23 0.09

F 39.37 0.55 39.20 0.47 0.24 0.29 0.19 0.09

O 48.00 0.75 47.95 0.54 0.21 0.30 0.16 0.12

Slope VA (μv/ms) 0.37 0.14 0.35 0.13

Area VA (μv × ms) 0.33 0.13 0.31 0.13

Sanfins et al. [22] studied 40 children and adolescent (25 females) with normal hearing (8–16 years old; 10.95 ± 2.0).

Note: Parametric study in normal children and adolescent.

Table 3. Parametric study (mean and standard deviation) by syllable /da/, 40 ms (silence) performed in children and
adolescent with normal hearing (Sanfins et al. [22]) on the right and left ears.

5. Clinical applicability

5.1. Auditory training

Auditory training is able to induce neurophysiological changes that can be observed by an
evaluation of speech ABR. According to Killion et al. [57], an auditory training program
promotes gains in both speech perception in quiet environments such as in noisy environments
and improves short-term memory skills and attentional processes.

According to Hayes et al. [58] children with learning problems can benefit from an auditory
rehabilitation program through auditory training. Research has shown that these children have
a delay in responses of speech ABR, more specifically, the values of onset portion—wave A,
and the assessment of speech ABR may be able to ascertain whether the auditory training
program was effective, monitoring the benefits of rehabilitation in children and in young adults
[15, 16].

Further studies are needed in the elderly population to determine if this type of assessment
can be effective in monitoring this population. Anderson et al. [49] reported that the elderly
usually have a hearing loss, thus an auditory training program should be recommended along
the selection and adaptation of hearing aid suitable for need each elderly.
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Auditory training and amplification are ideal to improve the auditory function and, especially,
to improve the process of speech perception. In this context, the assessment of speech ABR
could have an important role to demonstrate quickly, clearly, and objectively what are the real
gains of interventions. Researchers have emphasized that the assessment of speech ABR is
considered a biological marker of auditory training, being able to identify subjects who will
have the benefit of an auditory training program [58, 59].

5.2. The aging process

The elderly has a reduced neural synchrony in the encoding of speech sounds, especially when
the speech sounds are produced in the presence of background noise. The assessment of speech
ABR is able to monitor the difficulty in understanding speech in noise reported by the elderly.
The fitting process allows speech sounds to be heard more clearly. Thus there has been a change
of morphology and the latency values of the speech responses ABR [24, 36, 45].

5.3. Differential diagnosis

Research shows that the literacy process depends on an efficient functioning of the auditory
processing in the brainstem. The assessment of speech ABR could accurately predict early and
possible changes in the processes of reading, writing, and literacy in preschool children [41,
60, 61].

Children with learning, speech, and hearing impairments not only suffer from background
noise and competitive sounds but also have some difficulty in the perception of speech sounds
in quiet environments [62]. This difficulty can be arising from changes in temporal processing
that can impact the perception of speech. In this context, the speech ABR is a biological marker
of auditory processing disorder, being able to identify children with predisposition to these
changes [4].

Children with dyslexia often have impairments in the perception of speech sounds that can
affect their reading skills [63]. According Hornickel and Kraus [64] good readers have a stable
neural representation of sound and that children who have inconsistent neural responses are
likely at a disadvantage when learning to read. Thus, the speech ABR can help identify and
separate these children, enabling a more appropriate intervention.

Besides that, another application of speech ABR can be in diagnosing and categorizing children
with learning disability in different subgroups, assessing the effects of aging on central
auditory processing of speech, and assessing the effects of central auditory deficits in hearing
aid and cochlear implant users [11].

Understanding the neural processing of speech sounds at the brainstem level may provide
knowledge regarding the central auditory processes involved in normal hearing subjects and
also in clinical populations [10]. Moreover, altered responses of speech ABR may be associated
with impaired speech perception in noise. These changes might have a negative impact on
communication and have serious consequences for academic success [8].
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5.4. Musician

Currently, there is an increasing interest in the influence of musical experience related to
language processing. The intense musical training in the long term seems to cause an anatom-
ical and physiological change and improves the working memory in cognitive processes, the
control of emotions, and perception of sound stimuli [65].

The brain stem has an important role in the encoding of speech sound stimuli and temporal
processing [66]. Temporal processing contributes to the perception of duration of the conso-
nants and the identification of notes and musical scales [66, 67]. The literacy process, including
the process of reading, writing, and language, is also influenced by the temporal processing
[68]. The detection of small and rapid changes of the sound stimulus is associated with the
rhythm, the frequency of the sound stimulus, phonemic discrimination, duration, and
discrimination of pitch [69]. Understanding how music influences the encoding of speech
sounds can be used for more information about the learning process [64]. One way to analyze
this is through the responses of speech ABR.

5.5. History of otitis media

Otitis media is one of the most common childhood diseases, affecting about two-third of
children in the first 5 years of life [70, 71]. This period is important for the development of oral
and written language. Otitis media can cause functional sequelae of the middle ear structures
and can induce a temporary mild-to-moderate hearing loss. The latter can remain for a few
days or for several weeks [72, 73]. Concomitantly, the accumulation of fluid in the middle ear
interferes the speech perception, causing a distortion in the perception of acoustic signals and
reduces the speed and accuracy of verbal decoding [74]. When hearing fluctuation occurs early
in life, that is the critical period for linguistic development, a limited acquisition of speech and
language occurs. As a result communication problems may appear, such as language devel-
oping impairment, auditory processing deficits, cognitive impairment, and psychosocial
development and impairment in the acquisition of literacy skills [75, 76].

Inadequate auditory stimulation in childhood can lead to long-term alterations of the auditory
structures in the central auditory nervous system [73]. Research shows that children suffering
from secretory otitis media in their first 6 years of age and underwent a surgery for bilateral
ventilation tubes placement demonstrates neurophysiological modifications of speech
perception when compared with typically developing children and adolescents.

6. Conclusion

The assessment of speech ABR could accurately predict early and possible changes in the
processes of reading, writing, and literacy in preschool children.

The speech ABR is objective, fast, and can be applied from early childhood. It is equally
effective in different languages and can provide differential diagnoses of diseases with similar
symptoms, as an effective biomarker of auditory processing disorders that may be present in
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various diseases, such as dyslexia, specific language impairment, hearing loss, auditory
processing disorders, otitis media, and scholastic difficulties.

It is a science with great possibility of research with different approaches to assist in detection,
treatment, and monitoring of various diseases.

Glossary

ABR> Auditory brainstem response

AEP> Auditory evoked potentials. General term to evoked potential when using an auditory stimulus

CV syllable> Formed by a consonant and a vowel that produces a phoneme

10–20 International

System

A standard system for electrode location

FFR> Frequency Following Response. The second part of the speech—ABR responses that reflect the

vowel.

Synthesized speech> Artificial production of human speech

Onset portion> The first part of the speech—ABR responses that reflect the consonant
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Abstract

The wideband tympanometry (WBT) assesses the middle ear function with a transient 
wideband stimulus in order to capture the middle ear behavior at a wide range of frequen-
cies. Data in the literature suggest that the WBT has more sensibility to detect middle ear 
disorders than the traditional tympanometry. In this context, pathologies, which might be 
more easily identified/monitored by WBT, include otosclerosis, flaccid eardrums, ossicular 
chain discontinuity with semicircular canal dehiscence, and negative middle ear pressure 
with middle ear effusion. The chapter presents information on classical tympanometry, 
the multifrequency tympanometry equivalent coded as WBT, clarification of terms used 
in WBT measurements, and a short overview of clinical applications in infants and adults.

Keywords: acoustic immitance, tympanometry, wideband tympanometry, acoustic 
reflectance, acoustic absorbance

1. Introduction to tympanometry

Sound stimuli can be modified by alterations of the middle ear functionality; therefore, an 
assessment of the middle ear function is fundamental for a proper evaluation of hearing 
impairment. Acoustic immittance is a general term referring to measurements related to tym-
panometry and acoustic stapedial reflexes, which can provide information about the middle 
ear (ME) status. Tympanometry measurements represent alterations in the sound absorbance 
characteristics of the ME system (composed by the tympanic membrane + the middle ear), as 
the pressure in the external acoustic canal is modified. Clinically, these pressure values range 
from +200 to -400 daPa. According to Shanks and Lilly [1], the most accurate measurements 
are those in the low pressure end.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



The ME ossicular structures drive the incoming sound stimuli from the eardrum (maleus) 
to the inner ear (footplate of the stapes). In terms of acoustic energy transmission, there is 
a physical problem interfacing the middle and the inner ear. The middle ear propagation 
medium is gaseous while the inner ear medium is liquid. To optimize the propagating stimu-
lus energy, it is necessary to adjust the ME impedance so that the stimulus at the stapes under-
goes an “optimal power transference into the inner ear” also called “minimum impedance reflection.” 
This operation is termed as “the middle ear impedance matching transformer” [2, 3] and describes 
the efficiency by which the acoustic sound energy at the stapes is transformed into an acoustic 
pressure wave inside the helix structures of the inner ear, without significant energy losses.

There is a specific terminology in the ME measurements: There is an excellent review of these 
terms by Block and Wiley [4] and by Hall and Chandler [5]. Most of the ME measurements 
refer to acoustic immittance values, which describe the easiness by which a sound stimulus can 
propagate across a medium (air or liquid). Most media impose a resistance to any type of 
propagation energy. According to this concept, the structures of the ME impose a resistance 
to the propagation of the sound energy, and this opposition/resistance is termed as acoustic 
impedance Z(ω). By definition, the reciprocal value of acoustic impedance is acoustic admittance 
Y(ω). In this context an acoustic immittance measurement can refer to either Z(ω) or Y(ω) 
and the measurement is conducted with the same manner. The Z(ω) and Y(ω) variables are 
complex and they are characterized by a real and an imaginary part. In clinical terms, this 
characteristic means that the values of these depend on the frequency (ω) of the propagat-
ing stimulus. There is another measurement called “static immittance” which refers to mea-
surement under a normal atmospheric pressure (i.e., not varying) and according to Hall and 
Chandler [5] clinically this can be measured at 226 Hz.

Traditional tympanometry assesses the impedance of the middle ear at the frequency of 226 Hz. 
The measurement modality is described in Figure 1, and it is conducted with a sensitive probe, 
which seals completely the ear of the patient. Once the 226 Hz tone is emitted, the pressure 
variation in the external acoustic meatus displaces the eardrum. This causes the tone absorp-
tion of the ME to vary, and a sensitive microphone incorporated in the probe evaluates the total 
admittance of the system [2].

Tympanometry provides quantitative information about the presence of fluid in the ME, 
about the mobility of the tympanic-ossicular system, and about the volume of the external 
acoustic meatus. While it is an effective procedure to identify ME changes in children, adults, 
and seniors, it has its limitations. For example, there are reported cases in the literature of 
myringotomy surgeries where the 226 Hz tympanometric data were reported as normal [6]. 
Assessment outliers like these myringotomy cases, are probably caused by a lack of specific 
norms for the different types of populations under assessment. It is well known that the ear-
drum and the external acoustic meatus of neonates and children are anatomically different 
than those from adult subjects. In this context, the ME impedance norms of one population do 
not describe well the norms of the other.

Data in the literature suggest that in infants of approximately 6 months of age, the high-fre-
quency ME transmission is more efficient. Tympanometry measurements with a high‐fre-
quency tone (1000 Hz) can be more sensitive to identify ME changes than those conducted 
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with a 226 Hz probe tone [6–8]. High frequency tympanometry has been shown to be reliable 
and highly reproducible. But the data in the literature also suggest that the 1000 Hz protocol 
cannot always identify all children with ME alterations. As a result, discrepant data between 
studies are reported, as well as reports describing an interpretation difficulty of the 1000 Hz 
impedance tracing [9, 10]. The 1000 Hz tympanometry trace is different than the traditional 
trace of 226 Hz. For many subjects the 1000 Hz trace presents a double peak and its clinical 
interpretation can be quite complicated [11].

A differential diagnosis for the evaluation of middle ear function is essential for infants pre-
senting ME disorders, as in the case of temporary conductive hearing losses. This aspect is 
critical, because there is high incidence of unsuccessful results (FAIL) in neonatal hearing 
screening programs. These results are frequently caused by changes in the ME status and 
affect significantly the time and spectral characteristics of the transiently evoked otoacoustic 
emissions (TEOAEs), which are routinely used in the hearing screening protocols [12–15].

2. Wideband tympanometry

2.1. Description and instrumentation

As described in the previous section, the traditional tympanometry probe-tone at 226 Hz 
evokes different results depending on the anatomical characteristics of the ME cavity, which 

Figure 1. The tympanometry probe (shown with three major components) seals the ear of the patient. The components 
shown include the microphone, the pressure regulation system, and a speaker transducer.
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can influence the test results. The use of a wideband stimulus (i.e., acoustic click, chirp) has 
been shown to be more efficient and precise for a ME assessment. Because of the presence of 
multiple frequencies in the transient stimuli, wideband tympanometry (WBT) is less suscep-
tible to myogenic noise, which originates from the patient movements [3, 16].

The WBT evaluates the ME function with a transient stimulus (click or chirp) testing frequen-
cies from 226 to 8000 Hz, in small incrementing steps. Assessment of ME function over such a 
broad bandwidth provides detailed information on the ME status and can assist considerably 
any needed diagnosis.

Currently, there are two families of devices in the market, which offer WBT measurements: (i) 
the Otostat, and the HearID systems from Mimosa Acoustics, USA; and (ii) the Titan system 
from Interacoustics, Denmark. As in the traditional tympanometry, WBT is performed by plac-
ing a sealing probe into the external auditory canal. The probe contains a microphone, a pres-
sure system, and a speaker transducer. The Mimosa devices are PC‐independent, while the 
Titan requires a PC connection to perform the WBT measurements. Figure 2 shows the WBT 
data from the Otostat system, displayed on a PC running the Otostation data management 
software. All the other figures in the text are generated using WBT data from the Titan device.

Interacoustics follows the philosophy of presenting the WBT data not in the traditional 2D 
manner but in a 3D format, depicting pressure (y-axis), frequency (x-axis), and absorbance 
(z-axis). An example of this 3D representation is shown in Figure 3(A) and (B) where neonatal 
WBT responses are depicted. The 3D graph can rotate, so the user can identify patterns in 
the 3D contour, which might be of interest. So far there are no data in the literature connect-
ing the 3D pattern variations with some clinical observations. The main reason for this is the 
enormous amount of data (and the large number of variables represented) in the 3D graph. 

Figure 2. WBT data from the Otostat system (Mimosa Acoustics). The panels indicate WBT reflectance, absorbance, and 
pressure response × tested frequency (the Otostat uses a chirp stimulus). The lower panels show the distortion product 
OAEs in terms of spectrum and S/N ratios at the four tested frequencies. The WBT + OAE combination favors a good 
assessment of the ME function in neonates, and it can be used to avoid many REFER or FAIL results.
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Higher absorbance values suggest a more efficient ME (Figure 3A). Lower values suggest 
some sort of energy impediment in the ME structure, with a very good probability of a hear-
ing impairment (Figure 3B). Interacoustics offers in the 3D graph, an absorbance scale which 
is color-coded with maxima in the blue and minima in the red color region. The scale is sub-
ject-dependent and it is not normalized (thus serves only as a visual aid).

2.2. Absorbance and related measurements

It is possible to collapse a number of frequencies and obtain absorbance data over an aver-
aged frequency range (wideband averaged tympanogram), which might offer better clinical 
estimates for well babies and NICU residents. The WBT average range used in infants is from 
800 to 2000 Hz, because it is optimized for ME transmission anomalies such as ME negative 
pressure and ME with effusion. In this frequency range these pathologies generate 3D graphs 
presenting major and significant differences between normal and abnormal ears.

According to Interacoustics, the WBT average range in adults is defined from 375 to 2000 Hz. 
Using average WBT data in this range it is possible to discriminate well WBT responses between 
children and adults. Interacoustics suggests to average the WBT data starting from 375 Hz and 
not from 226 Hz, since the latter frequency does not offer a high discriminative value.

It is also possible to obtained absorbance information at the resonance ME frequency, which 
corresponds to the frequency where mass and stiffness contribute equally to the absorbance 
(response with a zero phase). The resonance frequency can be useful in the diagnosis of ME 
abnormalities such as the disjunction of the ossicular chain or otosclerosis. For cases of ossicu-
lar chain discontinuity or of other pathologies presenting a dominant ME mass, the resonance 

Figure 3. (A): Neonate normal WBT data. The subject passed a TEOAE screening test and it is considered as normal. The 
3D curve is color-coded, showing good values in blue (high absorbance) and lower or possibly problematic absorbance 
values in red. The scale is relative to this subject and it is used for a visual aid. In the Appendix there are links from 
where the readers can download  a video (avi file)  showing how this 3D structure can be rotated or collapsed, in order 
to obtain specific frequency information. (B) Neonate WBT data from a infant who failed the TEOAE screening test. The 
3D curve is color-coded, showing lower or possibly problematic absorbance values in orange red. The scale is relative to 
this subject and it is used for a visual aid. In the Appendix there are links from where the readers can download  a video 
(avi file)  showing how this 3D structure can be rotated or collapsed, in order to obtain specific frequency information. 
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frequency of the middle ear tends to be reduced. In the case of otosclerosis, the resonance 
frequency shifts to higher frequencies [17, 18]. Monitoring the resonant frequency seems to 
be promising as a method to follow the clinical progression of otosclerosis. It is also pos-
sible to obtain the “resonance frequency tympanogram,” which is useful in the differentiation 
between cases of ossicular disruption and a flaccid eardrum [17–19].

From the 3D-WBT graph, it is possible to obtain information about the absorbance at a par-
ticular frequency measured in ambient pressure or at the pressure of the middle ear (see 
Appendix section for a video showing how this is accomplished). The acoustic absorbance 
(A) is defined as the ratio of (absorbed sound power)/to (incident sound power). Pathologies 
that can be further monitored or identified with this data modality are: otosclerosis, flac-
cid eardrums, ossicular chain discontinuity, and semicircular canal dehiscence and babies 
with negative middle ear pressure and middle ear effusion [20, 21]. The WBT devices from 
Mimosa Acoustics utilize the concept of acoustic reflectance. Reflectance is the amount of 
energy reflected by the system in relation to total energy propagating through the system, and 
it is measured in percentage. The reader might find useful terminology reviews by Hall and 
Chandler [5] and by Stinson [22].

Several publications indicate that the graph of absorbance allows a better differentiation 
between middle ear diseases than the traditional tympanometry. There are groups of patients 
where the pressurization of the ear can be difficult or unwise. Thus, an absorbance test held 
in nonpressurized conditions will be useful for monitoring middle ear state immediately after 
surgery, with perforated eardrum during neonatal hearing screening. In several studies per-
formed in ambient pressure proved to be able to detect changes in middle ear function signifi-
cantly for infants and neonatal measurements [23, 24]. In the case of patients with ventilation 
tubes in the eardrum, data from Groon et al. [25], suggest that: (i) for any leak larger than 
0.25 mm there are absorbance alteration effects up to 10 kHz; (ii) above 1 kHz these effects 
are unpredictable; and (iii) absorbance values were mostly increased in the lower frequency 
bands (0.1–0.2 and 0.2–0.5 kHz).

Data from Keefe and Simmons [26] suggested that the absorbance measurements, if they are 
conducted at peak pressure level, are more sensitive to ME pathologies and complications. 
Analytically they have reported “comparing tests at a fixed specificity of 0.90, the sensitivities 
were 0.28 for peak‐compensated static acoustic admittance at 226 Hz, 0.72 for ambient‐pres-
sure WBT, and 0.94 for the pressurized WBT. Pressurized WBT was accurate at predicting 
conductive hearing loss with an area under the receiver operating characteristic curve of 0.95.”

3. Clinical applications

3.1. Otosclerosis

Otosclerosis is a disease that affects the ME and causes progressive hearing loss, occurring 
predominantly in women (predominant age range 20–30 years). In most cases, the disease 
manifests bilaterally through calcification and an abnormal growth of the Stapes. In patients 
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with otosclerosis, the absorbance measures can identify an eardrum-ossicular system rigidity 
with more details. During the progression of the disease, the fixation of the stapes in the oval 
window worsens, making the ME transmission of energy very difficult [17, 27].

WBT provides more detailed and specific information on the eardrum‐ossicular system and 
allows a differential diagnosis of otosclerosis. According to the data from Shahnaz et al. [18], 
the most prominent change in the absorbance pattern following an otosclerosis surgery is a 
sharp and deep drop in absorbance values in the range between 700 and 1000 Hz. There is also 
a secondary wider and smaller increase in absorbance, following the surgery, between 2000 
and 4000 Hz. Figure 4 shows a typical absorbance profile of an otosclerosis patient. The peak 
absorbance value has been shifted to higher frequencies, approximately at 2.8 kHz.

3.2. Immittance in neonates

Growth and thus changes in auditory canal occur rapidly in the first 6 months of life when 
they reach adult size. Among the possible outcomes in neonatal hearing screening program, 
there are false positives that may result from differences in the development of ear structures 
that harm the impedance mechanism [23, 28]. Due to the presence of amniotic fluid, meco-
nium mesenchyme or the external auditory canal may cause temporary changes in hearing. 
These alterations increase the mass, stiffness, and resistance of the eardrum‐ossicular system 
and consequently alter the middle ear of impedance and efficient sound of conduction [29, 30].

At birth, the neonatal external and middle ear are not fully developed. The external auditory 
canal is surrounded by a thin layer of elastic cartilage [31]. When performing the pressurization, 

Figure 4. The characteristics of the absorbance graph (which is obtained by collapsing the pressure axis in the 3D-WBT 
graph) of the case of a patient presenting otosclerosis.
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as occurs in typical tympanometry, the diameter of the external auditory canal can increase or 
decrease depending on the applied pressure. As the infant grows, the ossification of the external 
canal increases its rigidity. It also increases the length of the canal, which decreases the canal's 
resonance frequency [23]. The eardrum will eventually decrease in thickness, will increase in 
size, and will modify its inclination. Changes occur in the ME as well. Data from Proctor [32] 
and Holborow [33] show that the neonatal Eustachian tube is shorter [30 mm], and almost 
horizontal [32]. The Eustachian tube opens effectively but closes more slowly, resulting in tubal 
inefficiency. The Eustachian tube develops slowly reaching full maturity at the age of 7 years 
with increased length and steepening. This may explain higher prevalence of otitis media asso-
ciated with upper respiratory tract infections in early childhood [33, 34].

A number of studies have shown [23, 28, 35] that the majority of the significant modification 
to the values of wideband absorbance occurs is the first 6 months of life, due to the develop-
ment of the external and middle ear. During this period, there is an “absorbance immaturity” 
at low frequencies and an absorbance significant increase in the high frequencies. After this 
period, the absorbance measurements start to approach the absorbance values reported from 
adult subjects. Figure 5 shows a typical neonatal average absorbance (0.8–2.0 kHz) curve, 
from an infant who has passed the neonatal screening TEOAE test.

Figure 5. Example of wideband averaged tympanogram in a neonate with a normal function ME and a PASS from the 
TEOAE assessment.
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Because of the difference in the size of the ear canal, between an adult and a neonate, the 
absorbance measurements between these populations differ considerably. In the neonates, 
absorbance shows low values at the low frequencies and then a decrease approximately at 
the frequency of 6.0 kHz [36–38]. The latter also depends on the stimulus bandwidth. Some 
commercial systems like the Titan from Interacoustics use a stimulus bandwidth of 8 kHz.

Many references in the literature, i.e., [36–38], use and report reflectance values in their WBI 
assessment. Figure 6(A) and (B) shows normative neonatal data from reflectance and absor-
bance curves (10–95 percentiles). The reader can see that the reflectance curve can be deduced 
from the inverse of the absorbance curve.

4. Consensus on the terminology and research objectives

During the 2012, Eriksholm Workshop [39] sponsored by the Oticon Foundation (November 
5–7, 2012), an array of consensus statements was developed, regarding the emerging field of 
wideband immittance measurements. These are summarized below:

(1) The term wideband acoustic immittance (WAI) describes all measurements referring to 
impedance or power‐based variables as the power reflectance.

(2) The term transmittance, which has been defined as (1 minus power reflectance), should 
be used any more. It should be substituted by the term absorbance, defined as (1 minus 
power reflectance).

Figure 6. (A) This graph shows the normal Reflectance zone (25–75 percentiles) for neonatal WBT responses, as reported 
by Silva et al. [37]. The reflectance curve shows low averaged values (<25%) at the mid frequencies 1.0–2.0 kHz. Two 
peaks are shown, one at approximately 0.5 kHz (65%) and the other at 5.0 kHz (55%). Due to the fact that different 
systems were used for the generation of (A) and (B), the data in (A) are not perfectly inverse of the data of (B). (B) This 
graph shows the normal absorbance zone (10–90 percentiles) for neonatal WBT responses, in the Titan device. The 
absorbance curve shows low values (<50%) at frequencies <1.0 kHz and above 6.0 kHz. Two absorbance peaks are shown 
one at approximately 2.8 kHz (85%) and 5.0 kHz (82%).
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(3) The term aural acoustic immittance was chosen to describe measures of impedance and ad-
mittance in the current American National Standards Institute standard for devices to meas-
ure aural acoustic immittance (American National Standards Institute S3.39‐1987‐R2012).

(4) Future publications or datasets should mention: population means, population variance, 
effect size, and sensitivity and specificity for detecting pathologies. The frequency resolu-
tion of measurements should be specified in all research reports.

(5) The WAI data should be interpreted in light of the patient history, the physical examina-
tion, and other auditory tests.
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Appendix

Readers have the possibility to see how the Titan data (Figure 3A and B) can be manipulated 
in 3D, in order to observe other aspects of the 3D-WBT graph, collapsing one axis in order 
to see the absorbance at a particular stimulus frequency. The corresponding videos can be 
downloaded from the OAE Portal at the address:

http://www.otoemissions.org/index.php/en/?option=com_content&view=article&id=261

Glossary of terms

• Acoustic absorbance (A): The amount of acoustic energy absorbed by the ossicular chain, 
during the stimulus propagation. It is defined as the ratio of (absorbed sound power)/to 
(incident sound power) or as (1 – Reflectance2).

• Acoustic admittance Y(ω): The inverse of Impedance (i.e., the facility of propagation in a 
medium). It is also a complex variable and stimulus frequency dependent.

• Acoustic immittance: Measurement of the sound energy flow in a medium. The immittance 
can be either in terms of acoustic impedance (resistance) or acoustic admittance (easiness).

• Acoustic impedance Z(ω): “Resistance” that a sound stimulus experiences while passing 
through various media. It is a complex variable and stimulus frequency dependent.

• Acoustic reflectance: The acoustic energy, reflected backwards, when an acoustic stimulus 
propagates forward in a medium (i.e., through the ossiculare chain). It is defined as (1‐A).

Advances in Clinical Audiology38



(3) The term aural acoustic immittance was chosen to describe measures of impedance and ad-
mittance in the current American National Standards Institute standard for devices to meas-
ure aural acoustic immittance (American National Standards Institute S3.39‐1987‐R2012).

(4) Future publications or datasets should mention: population means, population variance, 
effect size, and sensitivity and specificity for detecting pathologies. The frequency resolu-
tion of measurements should be specified in all research reports.

(5) The WAI data should be interpreted in light of the patient history, the physical examina-
tion, and other auditory tests.

Acknowledgements

This work was supported by the project “Integrated system of tools for diagnostics and telere-
habilitation of sensory organs disorders (hearing, vision, speech, balance, taste, smell)” acr. 
INNOSNESE, cofinanced by the National Centre for Research and Development (Poland), 
within the STRATEGMED program.

Appendix

Readers have the possibility to see how the Titan data (Figure 3A and B) can be manipulated 
in 3D, in order to observe other aspects of the 3D-WBT graph, collapsing one axis in order 
to see the absorbance at a particular stimulus frequency. The corresponding videos can be 
downloaded from the OAE Portal at the address:

http://www.otoemissions.org/index.php/en/?option=com_content&view=article&id=261

Glossary of terms

• Acoustic absorbance (A): The amount of acoustic energy absorbed by the ossicular chain, 
during the stimulus propagation. It is defined as the ratio of (absorbed sound power)/to 
(incident sound power) or as (1 – Reflectance2).

• Acoustic admittance Y(ω): The inverse of Impedance (i.e., the facility of propagation in a 
medium). It is also a complex variable and stimulus frequency dependent.

• Acoustic immittance: Measurement of the sound energy flow in a medium. The immittance 
can be either in terms of acoustic impedance (resistance) or acoustic admittance (easiness).

• Acoustic impedance Z(ω): “Resistance” that a sound stimulus experiences while passing 
through various media. It is a complex variable and stimulus frequency dependent.

• Acoustic reflectance: The acoustic energy, reflected backwards, when an acoustic stimulus 
propagates forward in a medium (i.e., through the ossiculare chain). It is defined as (1‐A).

Advances in Clinical Audiology38

• Aural acoustic immittance: Term chosen to describe measures of impedance and admittance 
in the current American National Standards Institute standard for devices to measure aural 
acoustic immittance.

• ME: Middle ear.

• MEPA: Middle Ear Power Analysis, a term which has been coined for the Mimosa Acoustic 
family of devices offering acoustic immittance measurements.

• NICU: Neonatal Intensive Care Unit.

• Optimal power transference: The term is used to indicate that the sound stimulus from the 
stapes enters (i.e., propagates) the inner ear structures with very little energy losses.

• Otoacoustic emissions (OAEs): Responses elicited from the inner ear, after its stimulation 
with a transient or continuous stimulus. TEOAEs are evoked by acoustic click stimuli and 
they are the most used protocol in Neonatal Hearing Screening (NHS). DPOAEs are evoked 
by two frequency tones, having a specific frequency ratio between them.

• Static immittance: Measurement of acoustic immittance at ambient (i.e., normal pressure 
conditions).

• WAI: Wideband acoustic immitance, according to a consensus in 2012 [39] this is the proper 
term to use. The term WBT (see below) belongs to the family of measurements under WAI.

• WBT: Wideband tympanometry.
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Abstract

Introduction: Suppressing otoacoustic emissions is one of the objectives, noninvasive 
methods that can be used to assess the efferent auditory system. When the ascending 
reticular activating system is stimulated, the cortex becomes more alert. The system reacts 
better to an important stimulus than an unimportant one. 
Objective: Assess the effect of suppressing otoacoustic emissions by transitory stimulus 
in the presence of different auditory stimuli in normal listeners. 
Methods: This cross‐sectional, observational analytical study. The sample was composed 
of eight participants. The following procedures were adopted: recording otoacoustic 
emissions, suppression with white noise, suppression with white noise and pure tone, 
auditory training, new recording of suppression with white noise and pure tone, suppres‐
sion using a speech pattern, suppression using a reversed speech pattern, suppression 
using familiar speech, and suppression using reversed familiar speech and suppression 
singing “happy birthday” in a familiar voice. 
Results: There was a significant difference between the otoacoustic emission values, 
mainly at frequencies of 1000 and 1500 Hz.
Conclusion: Individuals submitted to the effects of suppression exhibit more effective 
results at frequencies of 1000 and 1500 Hz. Furthermore, it was found that the efferent 
activity of the auditory system is more efficient when it involves the use of the speech 
spectrum.

Keywords: audiology, suppression, efferent pathways, noise, speech perception
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1. Introduction

Noise is defined as an undesirable sound, characterized by multiple amplitudes and frequen‐
cies that occur simultaneously in a nonharmonic fashion. It is increasingly common in several 
environments and often not considered harmful to hearing, but interferes directly in word 
comprehension and communication.

Speech recognition occurs in conjunction with acoustic, linguistic, semantic, and circumstan‐
tial cues. However, under favorable conditions, some of these cues may be disregarded. For 
the message to be transmitted efficiently, acoustic cues vary according to the situation and 
context of communication, such as in conversation and noisy environments [1, 2].

Speech comprehension is an important point to observe during audiological assessment, since 
it provides data on how individuals understand a spoken message in daily situations [3], which 
are generally associated with the presence of competitive noise. When presented with speech 
and competitive noise at the same time, even normal listeners often have greater difficulty 
hearing and understanding it [4]. These difficulties arise because several auditory channels are 
required to obtain speech recognition during the assessment process with noise, suggesting 
that more detailed sensory information is necessary in difficult‐to‐hear situations [5].

Assessment of speech perception is important in establishing the relationship between hearing 
ranges, using information obtained from audiological diagnostic procedures, and hearing per‐
formance, which is related to how the individual is developing functionally. For good speech 
perception, joint action of the auditory system is required. This involves the outer, middle, and 
inner ear, cranial nerve VIII, the retrocochlear portion, and the central nervous system [6].

During audiological assessment, speech comprehension difficulties can only really be observed 
with speech stimuli that represent a communicative situation [7], thereby providing important 
information on the capacity of the individual to recognize words in noisy environments [3, 8].

The conventional tests used to assess language comprehension are a microscopic view of 
auditory function [2, 9], and speech recognition evaluation in the presence of noise would be 
a more realistic way of assessing hearing [10, 11].

Otoacoustic emission (OAE) testing is a relatively simple, fast and noninvasive objective 
method. OAEs are defined as the release of sound energy from the inner ear when the cochlea 
is stimulated, reaching the external auditory canal. Sound waves are captured by a small 
probe introduced into this canal.

Their discovery contributed substantially to the creation of a new concept regarding the func‐
tion of the cochlea, demonstrating that they are able not only to receive sounds, but also to 
produce acoustic energy [12]. This phenomenon is related to cochlear micromechanics, and it 
is suggested that when OAEs are generated in the cochlea, there is a mechanically active com‐
ponent coupled to the basilar membrane through which the reverse process of sound energy 
transduction occurs [13]. This property has recently been attributed to outer hair cells (OHC) 
and is controlled by efferent auditory pathways.

Suppression is characterized by a decrease in both the amplitude and peak phase of the emission. 
Test‐retest comparison shows that the suppressive effects are repetitive and that suppressing 
OAEs is clinically useful in assessing and managing peripheral and central hearing loss [14]. 
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Medial efferent fibers may inhibit this active contractile component of OHC, regulating low 
contractions with attenuation of rapid contractions, thereby decreasing the amplitude of OAEs, 
when they are affected by electrical, chemical, or noise stimulation [15].

The frequent complaints of speech recognition difficulties, primarily in noisy environments, 
even in those considered normal listeners from the quantitative standpoint, as well as discov‐
eries of the active role of the cochlea, specifically OHC, are sufficient to prompt the investiga‐
tion of new methods that can be used to help stimulate the structures responsible for speech 
recognition in situations of competitive noise.

2. Otoacoustic emissions, suppression and auditory pathways

Auditory perception occurs in three stages: a physical stimulus; a set of events through which 
a stimulus is transduced into a message of nerve impulses and a response to the message, 
frequently as perception or internal representation of sensations [16].

Sound is perceived through pressure waves, where this physical stimulus is transformed into 
an electrochemical stimulus, making it possible to convert auditory information into mean‐
ing. Part of our ability to make all this coherent owes to the fact that we develop models of 
what we expect to hear: phonemes, words, music, etc. [17].

Otoacoustic emissions (OAEs) are sounds created within the cochlea, spontaneously or as 
a response to acoustic stimulation [18]. OAE tests are used as an objective, noninvasive 
assessment of the first stages of sound processing, at the biomechanical activity level of the 
OHC [19, 20].

The olivocochlear bundle, the best known circuit in the efferent system, includes the 
medial and lateral tracts [21]. The lateral tract is composed of nonmyelinated fibers that 
terminate at the inner hair cells (IHC), located in the cochlea; and the medial tract consists 
of myelinated fibers that originate in the area around the medial superior olive connected 
to the OHC.

Although the role of the olivocochlear bundle in hearing performance has not been fully explained, 
some functions have been attributed to the medial efferent system: location of the sound source, 
auditory attention, improved hearing sensitivity, enhanced acoustic signal detection in the pres‐
ence of noise, and a protective function [22]. Moreover, stimulating the efferent olivocochlear 
bundle decreases the neural response of the cochlea and auditory nerve [23].

Objective noninvasive methods can be used to assess the efferent auditory system, such as 
OAE suppression and obtaining an acoustic reflex [24]. OAE suppression occurs when noise 
is applied contralaterally, ipsilaterally, or bilaterally to the examined ear, assessing the activ‐
ity of the medial olivocochlear efferent system [25].

Attenuating OAE responses in the presence of contralateral, ipsilateral, or binaural noise occur 
due to the action of medial olivocochlear tract fibers, via synapses in the ECC [26]. Competitive 
noise has an inhibitory effect on the functioning of the ECC of the cochlea, resulting in 
decreased OAE levels. The presence of this effect, called OAE suppression, in normal listeners 
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shows the involvement of the medial olivocochlear system in the suppression of emissions 
[27, 28] and is not related to the presence of artifacts, interaural attenuation, or the effect of the 
middle ear [27].

Studies demonstrate a relationship between the population with speech recognition difficul‐
ties in noisy environments and the action of the medial olivocochlear efferent system. It has 
also been reported that this population exhibits less or no OAE suppression, suggesting a 
decline in the inhibitory effect of the efferent system [29, 30].

The cerebral cortex can exert a direct or indirect effect on sound processing, primarily via 
the superior olivary complex, thereby contributing to central auditory skills, such as speech 
recognition in noise [31].

With respect to the study of acoustic reflex, a number of investigations have found that 
the acoustic reflex threshold, captured at between 70 and 90 dB SL, can be reduced by a 
high‐frequency facilitating stimulus presented before or simultaneously to a pure‐tone acti‐
vator of the reflex, characterizing a sensitization process [32]. This process is similar to the 
effect of OAE suppression, given that a suppressor stimulus reduces the range of responses.

Electrical stimulus of the olivocochlear efferent tract is capable of attenuating afferent audi‐
tory activity in the cochlea. Some efferent fibers exert spontaneous activity while others enter 
into activity after sound stimulation, suggesting a feedback system. This mechanism suggests 
that the olivocochlear efferent pathway plays an important role in discriminating messages in 
the presence of competitive noise [23].

2.1. Speech discrimination in noise X familiar speech

Although the ability to understand speech in noise is one of the functions attributed to the 
efferent auditory system, other anatomic structures are also involved, such as reticular for‐
mation. Evidence suggests that when the ascending reticular activating system is stimulated, 
the cortex becomes more alert and attentive. Thus, the system reacts better to an important 
stimulus than a nonimportant one. This may be one of the mechanisms involved in selective 
attention and the ability to hear in the presence of noise [33].

Studies describe the central auditory pathway as a flexible processing structure in which the 
descending feedback pathways play an important short‐ and long‐term role in adaptive plas‐
ticity. These findings confirm the relationship between the efferent auditory system and audi‐
tory training in the presence of speech in noise [34].

Efferent auditory system activity, in terms of the medial olivocochlear system, has been impli‐
cated in the perception of speech in noise, in both children [35] and adults [36]. Therefore, it is 
necessary to investigate whether this system also plays a role in a training‐induced improve‐
ment of speech perception in noise.

According to a cognitive model of voice perception in the analysis of the primary auditory 
cortex, vocal information is processed in three pathways that partially interact: (1) discourse 
analysis, preferentially in the left hemisphere, (2) vocal analysis of affective information, pre‐
dominantly in the right hemisphere, (3) vocal identity analysis, involving voice recognition 
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and semantic knowledge related to the individual, also predominant in the right hemisphere 
[37]. From this standpoint, different levels of cognition and awareness contribute to the anal‐
ysis of auditory stimulus.

For familiar voice stimuli, there is strong desynchronization in the right hemisphere [38]. In 
line with this viewpoint, the study demonstrated that because of their biographic and emo‐
tional relevance, familiar voices are able to increase the level of cortical responses.

2.2. New findings

In order to assess the effect of transient evoked otoacoustic emission (TEOAE) suppres‐
sion in normal listeners in the presence of different suppressor stimuli, a pilot study was 
conducted assessing eight individuals with no auditory complaints: five women (62.5%) 
and three men (37.5%), aged between 22 and 26 years (mean = 24.12). A total of 16 ears 
were analyzed [39].

TEOAEs were measured by an ILO apparatus, whereas suppressor stimuli, pure tones, and 
speech stimuli were emitted by a duly calibrated AC 40 audiometer. All the measurements 
were made three consecutive times, in order to calculate the average of the three, thereby 
increasing the reliability of the results.

TEOAEs were initially measured bilaterally. TEOAE suppression measures were recorded 
using white noise as a suppressor stimulus with an intensity of 60 dB above the speech recog‐
nition threshold (SRT) of the individual. The same measurement was taken, using a pure tone 
modulated at a frequency of 1000 Hz at 65 dB in the ear contralateral to the suppressor noise. 
Auditory training, consisting of three stages, was then conducted, as follows:

1. Presentation of stimuli emitted at a fixed intensity of 50 dB SL, at 500 and 1000 Hz and 1000 
and 4000 Hz, without the presence of noise, with the aim of instructing the participant on 
identifying the reference stimulus at a frequency of 1000 Hz. The participant was asked to 
state whether the stimuli were equal or different.

2. Presentation of the same pairs of stimuli, at a fixed intensity of 60 dB SL, in the presence of 
white noise at an intensity of 30 above the SRT. The participant stated whether the stimuli 
were equal or different.

3. The stimulus at a frequency of 1000 Hz was randomly presented three times in a short 
period of time, at a fixed intensity of 75 dB SL, in the presence of white noise at an inten‐
sity of 55 dB SL. The participants were instructed to identify each stimulus by raising 
their hand.

After auditory training, three measurements were taken to determine the effect of suppres‐
sion using white noise at 60 dB above the SRT simultaneously to present the pure tone at 
65 dB also in the contralateral ear, in order to analyze the amplitude of TEOAEs with a pure 
tone stimulus at 1000 Hz after training.

The effect of suppression was measured in the presence of balanced sentences from the HINT 
protocol, emitted by standard speech as suppressor noise. The effect of suppression was then 
measured in the presence of reverse sentences from the HINT protocol as suppressor noise.
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The effect of suppression was measured in the presence of white noise and the same balanced 
sentence from the HINT protocol was presented using speech familiar to the subject. The sen‐
tence was presented orally by the subject's mother or sister using an AC 40 audiometer. The 
same occurred with the ensuing measurements, where the reverse sentence from the HINT 
protocol was presented using familiar speech.

Finally, the effect of suppressing TEOAEs was measured, using the “Happy Birthday” song 
emitted, using familiar speech as suppressor noise, as shown in Figure 1. All the speech 
stimuli as suppressor noise were emitted at an intensity of 60 dB above the speech reception 
threshold (SRT) of each participant.

Figure 1. The effect of suppressing TEOAEs using 1 kHz stimuli (above) and using speech as suppressor noise (below).

TEOE* Mean (dB) Standard deviations (dB) p‐Values

1000 Hz 12.72 6.84 0.000*

1000 Hz + white noise 0.14 7.49

1500 Hz 15.30 6.02 0.000*

1500 Hz + white noise 4.50 9.30

2000 Hz 9.92 5.25 0.392

2000 Hz + white noise 9.04 5.99

3000 Hz 7.70 6.04 0.468

3000 Hz + white noise 7.31 6.23

4000 Hz 6.82 5.48 0.182

4000 Hz + white noise 6.18 5.51

*Siginificance.

Table 1. Transient‐evoked otoacoustic emissions and the effects of suppressing these emissions in the presence of 
white noise.
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According to the analyses, the t‐test showed a suppression effect at all the frequencies tested in 
all the individuals. However, when TEOAEs and suppression values were compared, a statisti‐
cally significant difference was observed only for frequencies of 1000 and 1500 Hz (p < 0.01), as 
shown in Table 1.

Comparison between TEOAEs and the effect of suppression using a pure tone at 1000 Hz 
shows a statistical significance also for frequencies of 1000 and 1500 Hz (p < 0.01), as demon‐
strated in Table 2.

When the mean suppression values were compared using the balanced HINT sentence, the 
t‐test showed a statistically significant decline in the amplitude of TEOAEs at frequencies of 
1000 and 1500 Hz (Table 3).

It was also found that the suppression amplitude, using the normal balanced HINT sentence, 
was much greater than the mean suppression values using white noise. There was a statisti‐
cally significant difference for the frequencies of 1000 and 1500 Hz (Table 4).

There was also a decrease in the suppressor effect of the “happy birthday” song compared to 
the normal balanced HINT sentence using standard speech. In this case, a statistically signifi‐
cant difference was observed only at a frequency of 1000 Hz (Table 5).

The present study showed that all the statistically significant suppression results occurred at 
frequencies of 1000 and 1500 Hz. Other studies have demonstrated that the suppression effect 
occurs at specific frequencies [28, 40]. A study that conducted in adults with normal hearing 
thresholds and no auditory complaints found that frequencies of 1000–2000 Hz exhibited a 
greater suppression effect [41]. Another study analyzed the effect of contralateral noise and 
a complete lesion of the olivocochlear system on the action potentials of the auditory nerve 
in cats, showing that contralateral noise decreased the action potential of the auditory nerve, 

TEOE* Mean (dB) Standard deviations (dB) P‐values

1000 Hz 12.72 6.84 0.000*

1000 Hz + white noise+ 1000 Hz ‐1.07 6.16

1500 Hz 15.30 6.02 0.000*

1500 Hz + white noise+ 1000 Hz 5.61 5.86

2000 Hz 9.92 5.25 0.316

2000 Hz + white noise+ 1000 Hz 9.30 5.63

3000 Hz 7.70 6.04 0.742

3000 Hz + white noise+ 1000 Hz 7.84 6.51

4000 Hz 6.82 5.48 0.379

4000 Hz + white noise+ 1000 Hz 6.43 5.52

*Siginificance.

Table 2. Transient evoked otoacoustic emissions and the effects of suppressing these emissions in the presence of white 
noise and pure tone at a frequency of 1000 Hz before auditory training.
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and that the section of this system overrides the inhibitory effect of the nerve [42]. In this 
study, the highest inhibition values were found at frequencies of 1000–2000 Hz. Other studies 
have confirmed that the suppression effect is more effective at low frequencies, despite the 
fact that the olivocochlear bundle is thicker in the basal portion of the cochlea [43, 44].

TEOE* Mean (dB) Standard deviations (dB) P‐values

1000 Hz 12.72 6.84 0.004*

1000 Hz + standard speech_HINT 7.40 6.45

1500 Hz 15.30 6.02 0.007*

1500 Hz + standard speech_HINT 11.12 6.88

2000 Hz 9.92 5.25 0.105

2000 Hz + standard speech_HINT 8.06 6.09

3000 Hz 7.70 6.04 0.824

3000 Hz + standard speech_HINT 7.56 6.14

4000 Hz 6.82 5.50 0.340

4000 Hz + standard speech_HINT 6.30 5.92

*Siginificance.

Table 3. Transient evoked otoacoustic emissions compared to the effect of suppressing these emissions in the presence 
of the normal balanced HINT sentence emitted in standard speech.

TEOE* Mean (dB) Standard deviations (dB) P‐values

1000 Hz + white noise 0.13 7.48 0.008*

1000 Hz + standard 
speech_HINT

7.40 6.45

1500 Hz + white noise 4.50 9.30 0.017*

1500 Hz + standard 
speech_HINT

11.12 6.88

2000 Hz + white noise 9.04 5.98 0.278

2000 Hz + standard 
speech_HINT

8.06 6.09

3000 Hz + white noise 7.31 6.23 0.542

3000 Hz + standard 
speech_HINT

7.56 6.14

4000 Hz + white noise 6.18 5.51 0.815

4000 Hz + standard 
speech_HINT

6.30 5.92

*Siginificance.

Table 4. Effect of suppressing otoacoustic emissions by transient stimulus in the presence of white noise compared to 
suppression using the normal balanced HINT sentence emitted with standard speech as suppressor noise.
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The results of stimuli before and after auditory training show no statistically significant dif‐
ferences for the frequencies tested. However, a study that investigated the involvement of 
the medial olivocochlear system in perceptual learning found a significant improvement in 
responses and olivocochlear system activity after 5‐day auditory training with 16 normal lis‐
teners, using a phonemic discrimination task, when compared to a control group [34]. Other 
studies demonstrated growing evidence that the adult auditory cortex is a dynamic and adap‐
tive processing center. This has been shown in auditory perceptual learning studies, in which 
long‐lasting neuronal changes were observed in the auditory cortex of animals [45, 46] and 
human beings [47, 48] after intensive auditory training.

Comparison between the suppression effect using white noise and that using a normal‐
balanced HINT sentence demonstrated that suppression amplitude using the spoken sen‐
tence in the contralateral ear was far greater than the mean suppression values using white 
noise. This finding is possibly explained by the fact that speech demands more attention, 
albeit unconsciously, from the individual. This corroborates a study conducted with normal 
listeners, who were asked to detect sounds at a particular frequency in the contralateral 
ear simultaneous in the presence of background noise [49]. It was concluded that contra‐
lateral suppression of OAEs was greater when attention was directed to the contralateral 
ear. Another study analyzed the suppression effect in adult women in four situations: (1) 
with no contralateral stimulation; (2) with contralateral stimulation at 60 dB SPL; (3) with 
contralateral stimulation at 60 dB SPL and words simultaneously emitted in the test ear, 
and the patient required to recognize the semantic field of these words; and (4), identi‐
cal to situation (3), without having to recognize the words. The authors observed that the 
effect of suppression was higher in situations 3 and 4, in which more attention to speech 
was required, concluding that the cortical structures controlled efferent activity in the 

TEOE* Mean (dB) Standard deviations (dB) P‐values

1000 Hz + standard speech_HINT 7.40 6.45 0.038*

1000 Hz + happy birthday 4.13 7.92

1500 Hz + standard speech_HINT 11.12 6.88 0.489

1500 Hz + happy birthday 9.87 8.27

2000 Hz + standard speech_HINT 8.06 6.09 0.579

2000 Hz + happy birthday 7.17 7.22

3000 Hz + standard speech_HINT 8.14 6.34 0.285

3000 Hz + happy birthday 7.13 6.37

4000 Hz + standard speech_HINT 6.53 6.11 0.781

4000 Hz + happy birthday 6.65 5.40

*Siginificance.

Table 5. Effect of suppressing otoacoustic emissions by transient stimulus in the presence of standard speech compared 
to using the “happy birthday” song as suppressor noise.
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auditory system, primarily in situations involving the use of the speech spectrum [50]. A 
comparison between speech suppression using a standard sentence and the “happy birth‐
day” song revealed that the suppression effect was lower with the song, possibly because 
it involved automatic predictable speech, given that the song is universally known. In this 
case, attention to the suppressor stimulus was lower, causing fewer changes in cochlear 
activity and a smaller reduction in OAEs amplitude. However, to confirm this hypothesis, 
more research using speech as suppressor stimulus is needed, since we found no studies 
along these lines. Another study aimed at determining the best conditions to assess the 
efferent auditory system. The authors assessed 11 adults with normal thresholds, using 
three suppressor stimuli: clicks, narrow band noise, and pure tones. It was found that the 
click and pure‐tone stimuli were the most and least effective suppressors, respectively [47]. 
Speech, however, was not considered.

The authors concluded that suppressing TEOAEs in normal listeners is more effective 
at low frequencies, specifically at 1000–1500 Hz. Moreover, the efferent activity of the 
auditory system is more efficient when suppression involves a speech stimulus, com‐
pared to white noise, which has no significant effect. The efferent auditory system is more 
alert and attentive to standard speech stimuli, but less efficient when this speech is auto‐
matic [39].

2.2.1. Personal experience regarding the present study

The experience of conducting this study was very rewarding and indeed resulted in 
important findings for a more detailed investigation. For example, a reasonable variability 
was observed in TEOAE amplitudes, regardless of the presence of a suppressor stimulus 
using the same testing standards (same ear, same professional, same acoustic environ‐
ment, etc.). This variability was observed when the tests were repeated. To minimize 
this problem, the tests were repeated three times and the average computed. However, 
future studies will involve five repetitions to decrease variability and provide even more 
consistency. Furthermore, posttraining results were not statistically significant, possibly 
due to the short duration. Data in the literature suggest the need for more robust training 
that can guarantee better learning on the test, in order to be able to observe differences 
[34, 45–48].

3. Final considerations

Given that the ability to recognize speech is one of the most important measurable aspects of 
auditory function, the tests used in clinical practice are of the utmost importance for audio‐
logical diagnosis.

Studies that allow more thorough assessment of individuals with speech comprehension dif‐
ficulties in noise should be encouraged, since understanding the entire mechanism involved 
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Glossary

dB—decibels

dB SPL—decibels sound pressure level

dB SL—decibels sensation level. The amount in decibels by which a stimulus exceeds the hearing threshold

OHC—outer hair cells

HINT—hearing in test noise

Hz—Hertz

IHC—inner hair cells

OAEs—otoacoustic emissions

TEOAEs—transient evoked otoacoustic emissions
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Abstract

This Chapter presents a new physical model for signal processing phenomena (power 
amplification and frequency selectivity) occurring in the inner ear (Cochlea). It is 
 generally accepted that Outer Hair Cells (OHCs) play a pivotal role in the Cochlear signal 
processing. In the proposed new model we postulate that all signal processing phenom‐
ena in the Cochlea are due to electrical currents flowing in the Cochlea structure. Three 
crucial characteristics of the OHCs are: 1) a forward mechanoelectrical transduction, 
2) a strong piezoelectric effect (direct and inverse), and 3) a transmembrane nonlinear 
capacitance. The new model postulates existence of a biological electromechanical tran‐
sistor (EMT) in each of the OHCs (based on a forward mechanoelectrical transduction 
phenomenon), which enhances the power of an incoming acoustic signal. Consequently, 
the nonlinear capacitance of the appropriate OHCs is charged (pumped) by an AC cur‐
rent source generated at the output of the proposed EMT transistor. Power amplification 
and frequency selectivity are realized on the nonlinear capacitance, which constitutes an 
essential part of a parametric amplifier circuit. The amplified and sharpened in frequency 
electric signal is then converted to a mechanical signal by the OHCs (inverse piezoelectric 
effect) and transferred to the Inner Hair Cells that transform this mechanical signal into 
an output electrical signal supplied to the afferent nerves. 

Keywords: mechanism of hearing, cochlear amplifier, equivalent circuits, nonlinear 
capacitance, electromechanical transistor, parametric‐piezoelectric amplifier, 
piezoelectric effect, power amplification, selectivity

1. Introduction

Acoustic signals, which can be detected by human auditory organ, are acoustic (pressure) 
waves propagating in a material medium, such as gas, liquid, or solid. Acoustic waves cannot 
propagate in vacuum, contrary to light waves. Acoustic waves are in fact pressure disturbances 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



that propagate in air and are characterized by longitudinal (compressional) particle move‐
ments. Initially, acoustic waves enter the ear pinna and ear canal (outer ear). Then, acoustic 
waves travel through a sequence of elements in the auditory pathway, such as middle ear and 
inner ear, where they are converted into electrical impulses transmitted directly into the cen‐
tral nervous system. The most important element in the auditory pathway is the inner ear with 
the cochlea. In turn, the main constituent of the cochlea is the organ of Corti located between 
the basilar membrane (BM) and tectorial membrane (TM). The organ of Corti contains a large 
number of sensory cells such as the outer hair cells (OHCs) and inner hair cells (IHCs). It is 
generally assumed that the process of power amplification of input acoustic signals occurs in 
the cochlea and is accompanied by sharpening of its frequency selectivity. High sensitivity of 
the cochlea enables hearing of low‐level acoustic signals. On the other hand, high selectivity 
allows for frequency discrimination between two tones with nearly the same frequency.

The inner ear is one of the most complex sensory elements of the human body. It receives 
acoustic stimuli of various amplitudes and frequencies, carrying information from the exter‐
nal world. It is a highly nonlinear element presenting remarkable properties, such as:

1. Ultra‐low power consumption ( 14 μW = 14 ×  10   −6   W ) [1].

2. Possibility to amplify power of very weak input acoustic signals. The human ear can receive 
and distinguish acoustic signals with power slightly above the power of thermal noise in 
air ( 1.9 ×  10   −18   W ). Power density (intensity) of these acoustic signals equals   10   −12   W /  m   2   at 
a frequency of 1000 Hz [2].

3. Very high dynamic range (120 dB). The power level of a very loud sound ( 1 W /  m   2  ), such 
as roaring of jumbo‐jet engines, can exceeds trillion times the threshold of human hearing 
(  10   −12   W /  m   2  ). Thus, the dynamic range of reception amounts to ( 1 W /  10   −12   W =  10   12  ), 12 
orders of magnitude, i.e., 120 dB [3].

4. Very high frequency selectivity. Humans (who have perfect pitch) are able to distinguish 
between musical sounds differing only by 0.2%, e.g., 1000 cycles per second (Hz) and 1002 
Hz. It is noteworthy that the frequency difference between the tones generated by any two 
adjacent keys (semitone), in the contemporary piano tuned to an equal (well) tempered 
scale, equals ∼6%, or exactly    (   

12
 √ 
_

 2   − 1 )    × 100%  [4]. The frequency range of the human ear 
spans approximately 10 octaves, i.e., from ∼20 to ∼20,000 Hz.

None of the technical devices built up to date by humans can even approach the above char‐
acteristics. This would be impossible if an input acoustic signal were processed in a passive 
manner. Achievement of such an amazing performance requires that some active processes 
take place in the cochlea, i.e., an extra energy has to be added to the input acoustic signal, in 
order to amplify the power of the received acoustic signal and enhance the frequency selectiv‐
ity (narrow bandwidth) of the cochlea characteristics.

For nearly 2000 years humans tried to elucidate the nature of the physical processes occurring 
in the human hearing organ (cochlea). So far, there is no complete theory and understanding 
of the physical phenomena occurring in the cochlea.

Modeling of physical processes occurring in the cochlea is indeed a very complex task. There 
are still many exciting and unresolved research problems related to the complicated electrical 
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take place in the cochlea, i.e., an extra energy has to be added to the input acoustic signal, in 
order to amplify the power of the received acoustic signal and enhance the frequency selectiv‐
ity (narrow bandwidth) of the cochlea characteristics.

For nearly 2000 years humans tried to elucidate the nature of the physical processes occurring 
in the human hearing organ (cochlea). So far, there is no complete theory and understanding 
of the physical phenomena occurring in the cochlea.

Modeling of physical processes occurring in the cochlea is indeed a very complex task. There 
are still many exciting and unresolved research problems related to the complicated electrical 
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and mechanical phenomena responsible for the mechanism of hearing. For example, a fasci‐
nating area of research is reception and perception of acoustic signals generated by musical 
instruments. Do aesthetic impressions, offered by music, depend on proper operation of the 
human auditory organ (cochlea)? Does music have healing properties for autistic children 
with a perfect pitch?

Accurate knowledge of the mechanism of hearing may allow construction of an artificial cochlea 
and determination of a possible correlation between the cochlea characteristics and musical 
skills. Is the construction of the human hearing organ (cochlea) significantly different for musi‐
cal geniuses (Bach, Mozart, Chopin, etc.) and those individuals only moderately gifted in music?

The mechanism of hearing is not yet fully understood, even though it was, and is the subject 
of intense research activities in many renowned scientific centers around the world (in USA, 
Japan, France, Germany, Switzerland, etc.). In particular, the following features of the cochlea 
are not yet explained:

1. power amplification,

2. high sensitivity in reception of faint (low‐level) acoustic signals,

3. high frequency selectivity of acoustic signals (narrow bandwidth analyzer),

4. nonlinear phenomena, and

5. emphasis of weak acoustic signals and compression of large acoustic signals.

A complete and accurate model of the physical processes occurring in the cochlear amplifier 
(CA) should explain the course of these aforementioned processes.

Full understanding of the physical mechanism of hearing may be of paramount importance for:

a. automation of the speech recognition processes,

b. investigation of emotional behavior of human by using speech analysis,

c. explanation of how the speech perception depends on the cochlea,

d. explanation of how the perception of musical sounds occurs (why some individuals are 
musical geniuses, e.g., Chopin, and the others are tone‐deaf),

e. construction of effective tools for man‐computer communication,

f. invention of new and more effective methods for digital coding of sound signals, and
g. construction of new hearing aids.

1.1. What is the sensitivity?

The sensitivity of a given device or system is defined as the lowest amplitude of the signal, 
which can be detected by the system. In case of the human auditory organ (cochlea) sensitiv‐
ity is defined as the lowest level of the input acoustic signal, for which the cochlear amplifier, 
treated as a receiver, produces an output electrical signal of an appropriate level, i.e., the 
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 signal with a satisfactory signal to noise ratio. In other words, sensitivity of the human hear‐
ing organ (cochlea) corresponds to a threshold acoustic signal, for which one can still hear 
with an acceptable quality and perception.

1.2. Active processes in the cochlea

Postmortem measurements of BM motion in the cochlea (passive cochlea) show that increase 
of the amplitude of sound gives rise to a linear increase in the amplitude of BM mechanical 
vibrations. However, passive cochlea is not able to explain the amazing amplitude sensi‐
tivity and frequency selectivity of the human hearing organ. It was found that with a pas‐
sive cochlea only very loud sound could be heard (low sensitivity) with a poor frequency 
selectivity.

1.2.1. What are the active processes?

In order to explain the fabulous properties of the human hearing organ (sensitivity and selec‐
tivity), the concept of the active element and the cochlear amplifier were introduced as early 
as in 1948 by Gold [5] and later extended by many researchers (e.g., Davis in [6]). The intro‐
duction of the active element served to explain the phenomenon of power amplification and 
sharpening the frequency characteristics that occur in the cochlea, see Refs. [5, 6]. In general, 
power amplification process requires that some extra energy is delivered from an external 
source to the system. The system with power amplification capability is called active in con‐
trast to a passive system, which can only dissipate (lose) the energy.

Properties of active elements (where active processes can occur) allow in a natural way to 
explain such features of human hearing organ as high sensitivity and selectivity (narrow 
bandwidth). An example of active elements found in classical electronics can be transistors, 
bipolar, as well as unipolar (field effect transistors). These elements operating in the amplifier 
circuit can amplify the power of the electrical input signals.

At present the existence of the cochlear amplifier is widely accepted in the literature, see 
Ref. [7]. However, the exact mechanism of the power amplification in the cochlea is still the 
subject of extensive research. It is also generally accepted that OHCs play a key role in the 
cochlear power amplification process [8]. Power amplification and sharpening of the fre‐
quency response occurs in the OHCs, see Ref. [6], that are located in the Cochlea. In fact, loss 
of the OHCs causes that the cochlear amplifier is not operating, and as a consequence hearing 
capabilities are lost.

1.2.2. IHC operates as sensors

Another type of sensing element is inner hair cells (IHCs) that are also located in the cochlea, 
between the BM and TM. The inner hair cells (IHCs) detect the mechanical signal, which was 
previously amplified by the OHCs. The IHC plays the role of sensor [9]. The IHC converts the 
input mechanical signal into an electrical signal and transmits the latter to the central nervous 
system via the afferent innervation. In this case the afferent innervation of the IHCs may be 
called an output circuit of the entire cochlear amplifier.
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1.2.3. OHC can operate as sensor and actuator

The OHC is not only the mechano‐mechanical transducer. The OHC is both the mechano‐
electrical transducer and the electromechanical transducer. This can be attributed to two 
phenomena, i.e., the “forward mechano‐electrical transduction” and the inverse piezoelec‐
tric effect (electromotility), which play an essential role in the operation of the OHC and the 
cochlear amplifier as a whole [10]. An input acoustic signal entering the OHC is transferred 
to the electric side through the direct piezoelectric effect. There, on the electric side the signal 
is amplified.

1.2.4. What is the piezoelectric effect (direct and inverse)?

The direct piezoelectric effect is the ability of certain materials to generate an electric charge 
(voltage) in response to applied mechanical stress [11]. The inverse piezoelectric effect in 
turn is responsible for generating of mechanical deformations (stresses) induced by voltage 
applied to the material. Piezoelectric properties were found in certain solid media and biolog‐
ical materials, such as bones, ligaments, OHCs, and selected proteins. The piezoelectric effect, 
which is present in OHCs, is also termed in the literature as the electromotility or somatic 
motility. The piezoelectric effect is reversible, i.e., if the direct piezoelectric effect occurs in a 
material then the inverse piezoelectric effect will be present as well.

1.2.5. Electric side and mechanical side

A rectangular plate cut‐off from the piezoelectric material, with two parallel electrodes 
attached to the plate, forms the simplest piezoelectric transducer used in practice. The trans‐
ducer is in fact a three‐port device with one electrical and two mechanical ports. Application 
of an electrical signal to the electric port (two parallel electrodes) of the transducer will force 
the two parallel surfaces of the plate (two mechanical ports) to vibrate with the frequency 
equal to that of the electrical excitation. Conversely, application of a mechanical signal (force) 
to the mechanical port(s) will generate voltage in the electrical port with the frequency equal 
to that of the mechanical driving force. In this way, mechanical and electrical quantities are 
mutually interrelated and can be transformed one to each other via the piezoelectric effect.

1.2.6. Importance of the electrical phenomena in the OHC

The role of electrical phenomena occurring in the OHC is not merely auxiliary, but in the 
contrary, is essential. According to the author's analysis, the process of power amplification of 
the input acoustic signal (applied to one mechanical port of the OHC), as well as the process 
of sharpening the frequency characteristics (increased frequency selectivity), is carried out 
on the electrical side of the OHC. Consequently, sharpened electrical signal with amplified 
power is transferred back to both ports of the mechanical side of the OHC, through the inverse 
piezoelectric effect. Therefore, the OHC performs mechanical work on its both mechanical 
ports, i.e., on the BM and on TM. The mechanical energy supplied by the OHC to the TM is 
transferred to the corresponding IHC by the movement of its stereocilia. The IHC processes 
its input (in relation to the IHC) mechanical signal into an output electrical signal by opening 
ion channels (mechano‐electric transduction effect). These ionic currents affect the  afferent 
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nerve endings, where they are transformed into a series of electrical impulses that are trans‐
mitted into the central nervous system. It is assumed that there is no phenomenon of the 
power amplification in the IHC, which works as a passive sensor. Effectively, the IHC is a 
mechano‐electrical transducer that converts the mechanical signal received from the OHC, 
into a useful electrical signal, which is an “electrical image” of the received acoustic waves 
that we can hear.

In this chapter, the author emphasizes the crucial role of the electrical phenomena in the 
processes of power amplification of input acoustic signals and sharpening of the frequency 
characteristics of the cochlea. In the second part of this chapter (Sections 9–13), the results 
of the original author's research, i.e., new model and concept of the cochlear amplifier are 
presented.

2. Role of the outer hair cells in the cochlear amplification

It is generally accepted that most important processes governing the selectivity and sensitiv‐
ity of the human ear occur in the organ of Corti located in the cochlea. The cochlea contains 
about 20,000 outer hair cells (OHCs) spanned between the basilar membrane (BM) and the 
tectorial membrane (TM). The outer hair cells (OHCs) are nonlinear electro‐mechanosen‐
sory cells and are critically important for the high sensitivity and frequency selectivity of the 
human ear. The electromechanical properties of the outer hair cells (OHCs) are believed to 
be the critical component of the cochlear Amplifier (CA) concept, but its internal “circuitry” 
still remains unknown. Mode of operation of this amplifier still arouses controversy and it is 
still unclear.

The OHC is a layered piezoelectric cylinder, with a diameter of about 9 µm and length that 
varies from 15 to 90 µm, depending on their location in the cochlea. The OHC wall thickness 
is equal to 100 nm. The membrane capacitance of the OHC comprises a linear component and 
nonlinear component. The most striking feature of the OHC is its giant piezoelectric effect, 
which is four order of magnitude higher than that in the best known piezoelectric materials. 
Therefore, piezoelectric phenomena have been included in the modeling of the OHC opera‐
tion. Other observations provide also an evidence that movements of electrical charges within 
the OHC walls are directly coupled with mechanical elongation and shortening of the OHC 
structure. At the top of sensory cells (OHCs and IHCs) a tuft (called hair bundle–HB) of a few 
tens to a few hundreds of stereocilia is located.

Existing so far theories of the amplification in a single OHC and in the entire cochlea do not 
describe all the phenomena experimentally observed, or they are entirely phenomenological 
theories, not related to actual physical (physiological) processes occurring in a single OHC 
and in the entire inner ear. Similarly, the previously published electromechanical models of 
a single OHC and the whole cochlea only reflect their external characteristics and not the 
physical processes in them.

A characteristic feature of the OHC is the presence of the piezoelectric effect. Electric volt‐
age applied across the walls of the cell membrane of the OHC results in a change (increase 
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or decrease) of its length (inverse piezoelectric effect). Similarly, change in the length of the 
OHC generates electrical voltage across the walls of the cell membrane of the OHC (direct 
piezoelectric effect). Thanks to the piezoelectric effect, amplified in the OHC (on the electric 
side) acoustic signal is transferred to the tectorial membrane (TM) and subsequently to the 
inner hair cells (IHCs).

In summary, OHCs as elements of the cochlear amplifier provide:

1. power amplification,

2. frequency selectivity,

3. dynamics, and

4. generation of otoacoustic emissions.

2.1. What is the power amplification?

In order to verify whether a given system or device, such as the cochlea, is passive or active 
it is necessary to determine the balance of power flowing in and out of the device. To this 
end, the device should be surrounded by a closed surface with its normal vector    n →    pointing 
outwards. Then, one has to identify all power components (electrical and mechanical) flowing 
through the surface and calculate the corresponding fluxes of the power density. A negative 
value of the total flux (power) is the signature of the fact that the system is a passive one, in 
which the power is dissipated (more power is flowing into the system than outflows from 
it). An example of such a system can be an electrical network consisting of resistors, induc‐
tors, and capacitors. A positive value of the total flux (power) indicates that the device is an 
active element, i.e., more power is flowing out of the device than flowing into the device. An 
example of such a system (device) can be either a bipolar transistor or a field effect transistor 
(MOS) operating in the amplifier circuit.

Simply speaking, if the output useful power exceeds the input signal power, then the device 
amplifies the power.

2.2. What is the frequency selectivity?

The frequency selectivity of the system is its ability to unambiguously discriminate between 
two signals with very close frequencies. This property occurs, for example, in narrow band 
resonant circuits with quartz resonators. High frequency selectivity of the cochlear amplifier 
is an evidence that the frequency characteristics of the cochlea can be tuned to a narrow fre‐
quency band, e.g., from 1000 to 1002 Hz. This frequency selectivity is essential for comprehen‐
sion of speech and music perception.

2.3. What is the dynamics?

The dynamic range (dynamics) of the device is the ratio   P  2   /  P  1    of the maximum   P  2    and mini‐
mum power   P  1    of the input signal, which can be handled properly by the device (cochlea). 
For convenience, the dynamics is represented in a logarithmic scale, i.e.,  Dynamics = 10 log  
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(   P  2   /  P  1   )    , measured in decibels (dB). Here, the symbol “ log ” stands for the logarithm to base 
10. For example, if power density   P  2   = 1 W /  m   2   and   P  1   =  10   −6   W /  m   2  , then the dynamics 
equals  10 log  (  1 /  10   −6    )    = 60 dB . The dynamics of the cochlear amplifier can reach 120 dB. 
Colloquially speaking, the dynamics tells us about the difference between the loudest and the 
weakest sound that we can still hear.

3. Role of the electric currents flowing in the structure of the cochlea

It is generally accepted that most important processes of acoustic signal processing (power 
amplification and frequency selectivity) occur in the inner ear. In the outer ear and the middle 
ear, the power of the received sound is not amplified, since the outer and middle ears are pas‐
sive devices. In the middle ear there is only a mechanical impedance matching, whereas the 
power of travelling sound is not amplified.

3.1. What is the impedance?

In general, the impedance is a measure of opposition displayed by mechanical (damper, 
spring, mass) or electrical (resistor, capacitor, inductor) elements to external driving forces 
(mechanical stresses or electrical voltage, respectively). In case of an electrical excitation the 
electrical impedance is defined as the ratio of voltage applied to the electrical element to the 
current flowing through the element. On the other hand, the mechanical impedance is defined 
as the ratio of force applied to the mechanical element to the velocity at which the element 
moves. For harmonic (sinusoidal) excitations, the electrical and mechanical impedances can 
be conveniently described by complex number quantities. The above definitions for mechani‐
cal and electrical impedances are valid only for so‐called lumped elements, i.e., the elements 
without spatial dimensions. Lumped elements are subject of the circuit theory. Somewhat 
different definitions of the impedance are introduced for acoustic and electromagnetic waves 
propagating in the three‐dimensional media. However, in case of the cochlear amplifier the 
wavelength of the acoustic waves reaching the OHC (1.5 m at a frequency of 1000 Hz) is much 
higher than physical dimensions of the OHC (90 µm). Therefore, the circuit theory description 
holds [12].

The incoming acoustic wave passes through the outer ear to the middle ear, where it causes 
vibrations of the bones (hammer an anvil and stapes). Vibrations of the stapes through the 
oval window excite acoustic waves in liquids contained in the cochlea of the inner ear. This 
acoustic wave motion generates a transverse acoustic wave propagating along the basilar 
membrane. This mechanical wave travelling in the BM excites to vibration OHCs that are 
located between the BM and TM, see Figure 1.

Mechanical displacement of stereocilia, located on top of the OHCs, opens ion channels 
which provokes the flow of ionic current (K+ cations) in a closed circuit starting from the 
stria vascularis (DC voltage source) to the body of the OHC and then back to the stria vascu‐
laris. Sinusoidal deflection of stereocilia produces a sinusoidal in time flow of electric  current 
(ions   K   +  ) in this circuit. Produced in this way (AC) current source pumps energy into the 
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nonlinear capacitance, which constitutes a part of the cochlear parametric amplifier. The 
existence of this nonlinear capacitance was confirmed experimentally [13]. This parametric 
amplifier provides the necessary selectivity of the frequency characteristics of the cochlear 
amplifier that is based on a single OHC. The above mentioned problems will be explained in 
more detail in Sections 9–11.

3.2. Electric currents in the cochlea

Presence of natural (physiological) sources of a DC voltage (stria vascularis) and conductive 
liquids (electrolytes) in the cochlea creates favorable conditions for flow of electrical currents. It 
should be emphasized that ionic currents in the cochlea must flow in a closed circuit, according 
to the classical circuit theory. Figure 1 shows an example of an ionic current flowing through one 
of the 20,000 OHCs in the cochlea. This ionic current (K+ cations) flows from the positive pole of 
the stria vascularis voltage source (battery), through the scala media (SM; +80 mV) and ion chan‐
nels at the top (apical) part of the OHC, into the bulk of the OHC (‐70 mV). Then, through chan‐
nels in the lower (basolateral) part of the OHC to perilymph, which has a zero (0 mV) electric 
potential (right grounding in Figure 1). The current loop closes in the negative pole of the stria 
vascularis battery (grounding in the left side of Figure 1).

3.3. Zero of electric potential

It should be remembered that the value of an electric potential at any point is measured with 
respect to the potential at a reference point, assumed to be zero. As a result, we can only mea‐
sure the potential difference (voltage). In the cochlear structure in Figure 1 we assume as 

Figure 1. The flow of ionic currents (  K   +  ) in a closed circuit including a DC voltage source (stria vascularis), scala media 
(+80 mV), OHC (‐70 mV), and scala tympani (0 mV). Demonstratively, only one OHC is shown in the figure. Stria 
vascularis powers the activity of the cochlear amplifier.
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zero potential (grounding), the potential of perilymph in scala vestibuli and scala tympani (0 
mV). With respect to this reference point, the potential in scala media (SM) is +80 mV and the 
 potential inside the OHC is equal to ‐70 mV. As it will be shown later in this chapter, the flow of 
electric currents in the cochlea plays a primary role in the phenomena of power amplification 
and frequency selectivity, which occur in the cochlea.

4. Stria vascularis

4.1. Direct current (DC) voltage source in the cochlea

A fundamental role in the cochlear amplifier, besides the OHCs, is played by the stria vas‐
cularis, which produces a source of DC voltage between endolymph and perilymph. This 
potential difference, resulting from difference in ion concentrations in endolymph and peri‐
lymph, is sustained by metabolic processes occurring in the cochlea. This source of a DC 
voltage stores energy in the form of an electrical (potential) energy. In fact, the cochlear ampli‐
fier draws energy from the stria vascularis battery to amplify power of an incoming acoustic 
wave. The stria vascularis battery will play a key role in the generation of electrical signals and 
currents (both direct and alternating) flowing in the cochlear amplifier. In the circuit model 
of physical phenomena in the cochlea, the stria vascularis is represented by a (DC) voltage 
source, see the upper left part of Figure 1.

5. The cochlea as a set of nonlinear oscillators

The cochlea is characterized by tonotopic organization, i.e., its resonant properties are a func‐
tion of the longitudinal position (a given stimulus frequency corresponds to a given location) 
and vary along the cochlea from base to apex. Structurally, the cochlea can be modeled as a 
series of radial sections [cochlear partitions (CPs)] starting at the base and ending at the apex. 
Each section of the CP is considered to be a highly resonant structure, which can vibrate pref‐
erably at only one frequency named as characteristic frequency (CF). The resonant frequency 
of each section of the CP is governed by the average mass, stiffness, and damping of the cor‐
responding elements, e.g., basilar membrane, OHCs, and tectorial membrane constituting 
this section.

The elements responsible for the active processes occurring in the cochlea are OHCs. 
Manifestations of this active process are high sensitivity and frequency selectivity with respect 
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 frequencies of vibrations extending approximately from 20 Hz to 20 kHz. The nonlinear 
 electromechanical oscillators are stimulated to vibrations by transverse acoustic waves travel‐
ing along the basilar membrane, see Figure 2a and b.

Mechanical input signal that stimulates the wave traveling in the BM (see Figure 2a) rep‐
resents the input acoustic signal, which reaches the inner ear through the oval window. 
Vibrations of the oval window excite acoustic waves in liquids (perilymph, endolymph) fill‐
ing the cochlea. This wave motion in turn generates a pressure distribution that induces 
mechanical transverse waves propagating along the BM. This transverse acoustic (mechani‐
cal) wave traveling in the BM, when moving from base to apex, stimulates to vibrations 
OHCs, which rest on the BM. The OHCs which are located in the vicinity of the partition with 
CF (characteristic frequency) that corresponds to the frequency of the input acoustic signal 
are excited to oscillate.

In Figure 2a we can see the OHC, which is located at the area where the BM displacement is 
maximal. It is this OHC (with a natural frequency of, e.g., 1000 Hz) which will be excited to 
vibration. The vibrations of this OHC amplify deflection of BM and TM. Mechanical energy 
forwarded by this OHC to TM is transferred through TM to the stereocilia of the IHC (see 
Figure 2b) with a proper frequency (i.e., 1000 Hz). In this IHC, transformation of mechanical 
energy into electrical energy occurs, which stimulates afferent nerve endings that produce a 
series of electrical impulses transmitted to the central nervous system.

If the frequency of the input acoustic signal is, for example, 1000 Hz, then this wave stimulates 
vibrations of the oscillator with a natural frequency equaled also to 1000 Hz. These vibrations 
are further amplified actively in this resonant circuit, see Figure 2a. The resonant curve of the 
nonlinear oscillator can be quite narrow (high selectivity) and can be therefore characterized 
by a high quality factor. For weak acoustic signals, the electrical and mechanical power at the 
output of the oscillator may exceed many times (e.g., 500 times) the power of the input acous‐
tic wave. In this manner, in the nonlinear (active) electromechanical oscillator (represented by 
the OHC), phenomena of power amplification and frequency discrimination occur.

Figure 2. (a) Cochlea as a set of nonlinear oscillators (represented by OHCs), (b) a set of IHCs in the cochlea acts as a 
sensor. It should be noted that the OHCs and IHCs operate in a liquid environment, not air.
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6. State of the art

Hermann von Helmholtz was the first who created mechanical model of the cochlea in 1863 [16]. 
In his model the BM is represented as a system of harmonic oscillators tuned to different frequen‐
cies. In this model, the cochlea is treated as a kind of a spectrum analyzer. Next significant cochlear 
model was proposed by Georg von Békésy in 1928 [17]. In his model the mechanism of hearing 
is described in terms of the traveling wave propagating in the passive BM (in vitro). Position of 
the maximum of the wave depends on the frequency. In other words, the basilar membrane was 
found to be tonotopically organized: a given stimulus frequency corresponds to a given location. 
However, the theory of Bekesy was not able to explain the phenomenon of power amplification 
and frequency selectivity as well as other actual properties of the cochlea in living humans.

In 1948, Gold [5] concluded that the inner ear cannot act only passively. Only the active ele‐
ment can provide amplification and experimentally observed selectivity. As a model of such 
an element Gold introduced a valve regenerative amplifier. But these were suggestions, 
purely hypothetical, and not supported by any physical and physiological data. Therefore, 
they were not accepted at that time. Thirty years later Kemp experiments [18] concerning oto‐
acoustic emissions and works of Davis [6] confirmed the existence of active processes in the 
organ of Corti. For many years, discussions continued on what is the physical mechanism of 
this phenomenon. It is now widely accepted that the active component is the cochlear ampli‐
fier. Still, the controversy raises a mechanism of action of this amplifier [19, 20].

7. Deficiencies of the existing models of the OHC and whole cochlea

So far the existing models (theories) of the amplification in a single outer hair cell (OHC) and 
the entire cochlea do not take into account all the physical phenomena experimentally observed. 
They are phenomenological theories, not related to actual physical (physiological) processes 
occurring in a single OHC and in the entire inner ear. In recent years a theory has gained popu‐
larity, which attributed the phenomenon of the cochlear amplification to Hopf bifurcations [21]. 
This theory, however, raised many doubts among others concerning the problem of stability 
[22]. Many authors of papers published very recently stated that in the theory of the cochlear 
amplification many unresolved problems still exist and work on it must be continued [14, 23–27].

A similar discussion applies considering electronic models of a single OHC and the entire 
cochlea. These models to a greater or lesser extent, describe the characteristics of a single OHC 
and the whole cochlea, but do not reflect their physical structure.

In conclusion, one can state that none of the existing theories of hearing explains satisfactorily 
the mechanism of the signal processing phenomena occurring in the cochlea.

8. Contemporary models of the cochlear amplifier

Below, we present an overview of recently developed models of operation of the OHC and 
the entire Cochlea.
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(1) Model presented in Ref. [21]

In this model the operation of an individual OHC is described in terms of a Hopf bifurcation. 
The cochlear amplifier (based on an individual OHC) has the dynamical characteristics of a Hopf 
bifurcation. This model can explain the nonlinear effects, selectivity, and resonance phenomena.

Critique: there is no description of power amplification, it is a purely phenomenological 
model, not a physical one. Electrical phenomena are not taken into account. There is no expla‐
nation of the role of ionic currents in the processes of power amplification and sharpening of 
the frequency characteristics.

(2) Model introduced in Ref. [28]

This model describes the resonant effects in a single OHC and the entire cochlea. The phe‐
nomenological parameters are introduced to match the theoretical and experimental curves.

Critique: there is no description of power amplification, it is a phenomenological model.

(3) Model presented in [29]

This model describes the behavior of a single OHC and the entire cochlea. The mechanical 
aspects of the model are characterized by using the concepts from hydrodynamics. Resonant 
characteristics of the cochlea are obtained by superposition of acoustic waves propagating in 
fluids inside the organ of Corti.

Critique: there is no description of power amplification, it is a phenomenological and a purely 
mechanical model. Electrical phenomena are not considered. The explanation of resonant 
phenomena is very complicated. To this end, an exotic concept of so‐called squirting waves 
is employed. There is no explanation of the role of ionic currents in the processes of power 
amplification and sharpening of the frequency characteristics.

(4) Model introduced in Ref. [30]

This model interprets the nonlinear resonant phenomena in a single OHC in terms of a Hopf 
bifurcation. To obtain proper resonant curves two phenomenological parameters are introduced.

Critique: There is no description of the power amplification, this is a purely phenomenologi‐
cal model. There is no analysis of electrical phenomena.

(5) Model presented in Ref. [31]

This model describes acoustic, mechanical, and electrical phenomena in a single OHC and the 
entire cochlea. The phenomenological parameter is introduced to match the experimental and 
theoretical curves. Some nonlinear effects are discussed.

Critique: there is no description of power amplification. The presence of nonlinear capaci‐
tance is ignored.

(6) Model introduced in Ref. [32]

This model gives an electrical equivalent circuit of an individual OHC. Elements of an equiva‐
lent circuit have their counterparts in the actual structure of the cochlea. The model is a physi‐
cal model. Nonlinear phenomena are modeled by the nonlinear stiffness and capacitance.
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Critique: there is no description of power amplification. The theory is incomplete.

(7) Model presented in Ref. [33]

The model analyses the electromechanical phenomena in a single OHC using black boxes 
and flow chart diagrams. Amplitude responses to sine wave and random noise excitations 
are given.

Critique: there is no description of power amplification, this is a purely phenomenologi‐
cal model. No correspondence between physical elements in an actual OHC and model 
elements.

(8) Model introduced in Ref. [34]

This is an experimental, piezoelectric, and hydrodynamic model of the cochlea operation. 
Theoretical analysis is performed for motion of BM along with surrounding liquids. Resonant 
characteristics of the cochlea are obtained.

Critique: there is no description of power amplification, it is a phenomenological model. 
There is no description of ion currents flow. Nonlinear analysis is not carried out.

(9) Model presented in Ref. [35]

In this model the role of HB motility and electromotility is presented. Resonant characteristic 
of the cochlea are given.

Critique: there is no description of power amplification, incomplete theory.

(10) Model introduced in Ref. [36]

The model comprises finite element method analysis of the mechanical part of the cochlear 
partition. Electrical representation of the OHC is given. Responses of an isolated OHC to 
electrical stimuli are analyzed.

Critique: there is no description of power amplification, it is an incomplete theory. The pres‐
ence of nonlinear capacitance is ignored.

(11) Model presented in Ref. [37]

Time domain and resonant characteristics of the cochlea are obtained by solving a set of non‐
linear partial differential equations.

Critique: there is no description of power amplification, it is a phenomenological model, a 
purely mechanical model. Electrical phenomena are not considered.

(12) Model published in Ref. [38]

The macromechanical and micromechanical model of the cochlea is presented. Electrical 
model of a single OHC and the organ of Corti is given. Time domain and frequency domain 
analysis of electric signals in the cochlea structure is performed.

Critique: in the model there is no description of power amplification. The theory is incomplete.
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(13) Model published in [39]

The author formulated an original theory of cochlea functioning using a concept of a laser. 
The theory is interesting; however, it seems to be rather nonphysical.

Critique: there is no description of power amplification, incomplete theory, theory is rather 
qualitative.

(14) Model published in Ref. [3]

The macromechanical and micromechanical model of the cochlea is presented.

Critique: the theory is only mechanical. There is no description of power amplification. The 
theory is incomplete.

In summary, it is evident that the existing models of hearing processes exhibit numerous defi‐
ciencies. The physical (mechanical and electrical) processes occurring in the cochlear ampli‐
fier are not well understood.

In the following of this chapter, the author presents his new and original concepts and physi‐
cal models for the phenomena of power amplification and sharp frequency tuning occurring 
in the cochlea.

9. Power flow in the OHC

9.1. Introduction of the concept of an electromechanical transistor

A single OHC element represents one of 20,000 active elements in the cochlear amplifier. The 
most important feature of the active element is its ability to amplify the power of an input 
acoustical signal. It is amazing that by analyzing power flow in the OHC, the author arrived 
to the new concept of an electromechanical transistor.

The analysis performed in this section is based on the phenomenon of forward mechano‐elec‐
tric transduction that occurs in the apical part of the OHC.

9.1.1. Power amplifier

Here, we will present the conditions which must be fulfilled by the system (device) to be a 
power amplifier. Such a system must include the following components:

1. a source of potential energy

2. a valve that controls the flow of the power from the source to the load (controlled element)

3. input circuit

4. output circuit

The principle of operation of the amplifier is based on the control of a higher output power 
by a lower input power. In our case, see Figure 3a and b, the low power   P  in    in the mechanical 
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input circuit (stereocilia of the OHC) controls the high power flow from the stria vascularis 
battery to the output electrical circuit,   P  out   . As it will be seen later, all of the above conditions 
are satisfied by the system composed of the following elements:

1. Stria vascularis

2. Stereocilia + ionic channels located in the apical part of the OHC

3. Ionic channels located in the basolateral part of the OHC

9.1.2. Electromechanical amplifier

The active electromechanical device, presented in Figure 3a, is composed of the initial part of 
the OHC and the entire amplifying tract of the cochlear amplifier that begins with BM deflec‐
tion and terminates in IHC, where the amplified mechanical signal is transformed into an 
electrical signal stimulating the afferent nerves.

Figure 3a presents schematic view of the proposed electromechanical (biological) transis‐
tor, built around a single OHC. To illustrate the principle of operation of the new amplify‐
ing device, dimensions of channels at the upper (apical) part and in the lower (basolateral) 
part of the OHC in Figure 3a are greatly exaggerated. Operation of the channels at the apical 
part and at the basolateral part of the OHC is modeled by one resultant (effective) channel, 
i.e., one effective channel for the apical part and one effective channel for the basolateral 
part. The flow of potassium ions   K   +   is of crucial importance for electrical phenomena occur‐
ring in the OHC. The current of potassium ions   K   +  , see Figure 3a, flows in a closed circuit 
starting from the stria vascularis (DC voltage source) to the body of the OHC and then back 
to the stria vascularis. The top apical channels play a role of a controlled (time‐varying) 
resistance  R(t ) .

Figure 3. (a) Structure of the proposed electromechanical biological transistor, built around a single OHC. Arrows 
indicate the flow of   K   +   ionic electric current in the electromechanical transistor (amplifier),  R(t )  is a time‐varying channel 
resistance, which represents the electromechanical control element (EMCE), and   R  L    is a load resistor. BM is the basilar 
membrane, TM is the tectorial membrane, and SV denotes the stria vascularis, (b) electrical equivalent circuit of the 
OHC's electromechanical transistor, electromotive force   E  2   = 150 mV  represents the difference of an endocochlear 
potential and intracellular potential inside the OHC.

Advances in Clinical Audiology74



input circuit (stereocilia of the OHC) controls the high power flow from the stria vascularis 
battery to the output electrical circuit,   P  out   . As it will be seen later, all of the above conditions 
are satisfied by the system composed of the following elements:

1. Stria vascularis

2. Stereocilia + ionic channels located in the apical part of the OHC

3. Ionic channels located in the basolateral part of the OHC

9.1.2. Electromechanical amplifier

The active electromechanical device, presented in Figure 3a, is composed of the initial part of 
the OHC and the entire amplifying tract of the cochlear amplifier that begins with BM deflec‐
tion and terminates in IHC, where the amplified mechanical signal is transformed into an 
electrical signal stimulating the afferent nerves.

Figure 3a presents schematic view of the proposed electromechanical (biological) transis‐
tor, built around a single OHC. To illustrate the principle of operation of the new amplify‐
ing device, dimensions of channels at the upper (apical) part and in the lower (basolateral) 
part of the OHC in Figure 3a are greatly exaggerated. Operation of the channels at the apical 
part and at the basolateral part of the OHC is modeled by one resultant (effective) channel, 
i.e., one effective channel for the apical part and one effective channel for the basolateral 
part. The flow of potassium ions   K   +   is of crucial importance for electrical phenomena occur‐
ring in the OHC. The current of potassium ions   K   +  , see Figure 3a, flows in a closed circuit 
starting from the stria vascularis (DC voltage source) to the body of the OHC and then back 
to the stria vascularis. The top apical channels play a role of a controlled (time‐varying) 
resistance  R(t ) .

Figure 3. (a) Structure of the proposed electromechanical biological transistor, built around a single OHC. Arrows 
indicate the flow of   K   +   ionic electric current in the electromechanical transistor (amplifier),  R(t )  is a time‐varying channel 
resistance, which represents the electromechanical control element (EMCE), and   R  L    is a load resistor. BM is the basilar 
membrane, TM is the tectorial membrane, and SV denotes the stria vascularis, (b) electrical equivalent circuit of the 
OHC's electromechanical transistor, electromotive force   E  2   = 150 mV  represents the difference of an endocochlear 
potential and intracellular potential inside the OHC.

Advances in Clinical Audiology74

9.1.3. Electromechanical control element (EMCE)

The time‐variable resistance  R(t )  in Figure 3a and b is controlled by a time‐varying input 
acoustic signal, i.e., particle velocity  v(t )  and/or mechanical force  F(t ) . As a consequence, the 
current flowing through the load resistance   R  L    varies in time unison with the changes of the 
input acoustic signal. This time‐variable resistance  R(t )  can be identified as an electrome‐
chanical controlled element (EMCE), see Ref. [40].

9.1.4. Load resistance

The basolateral channels in Figure 3a are modeled by a load resistance   R  L   , which represents 
the output power receiver. The power dissipated on the load resistance   R  L    is not a lost power, 
but in contrary constitutes a useful power, which pumps energy into the parametric electro‐
mechanical amplifier, based on the nonlinear capacitance of the OHC. This will be shown in 
more details in Sections 11–13 of this chapter.

Figure 3b shows an equivalent circuit model of the amplifying electromechanical device pre‐
sented in Figure 3a. In this circuit model we can identify a source of potential energy (DC 
battery), an active control element (electromechanical transistor) represented by a controlled 
(time‐varying) resistance  R(t ) , and finally a load resistance   R  L   .

9.1.5. Power flow in the electromechanical amplifier

Power flow in the electromechanical amplifier, based on the phenomenon of the forward 
mechano‐electrical transduction, which is triggered by the movement of the OHC stereocilia, 
is as follows:

1. The electric power from the stria vascularis battery flows through ion channels in the apical 
part of the OHC to the body of the OHC. Then, through the interior of the OHC the electric 
power flows into the output circuit, where it is dissipated on the load resistance   R  L   .

2. The power of the input signal is transmitted to the control circuit formed by the stereocilia 
of the OHC. The amount of power from the stria vascularis battery, which flows to the 
output circuit, depends on the power level of the input control signal.

3. The signal in the output electric circuit varies in time synchronously with changes of the 
input acoustic signal in the control circuit. The signal in the output circuit reproduces the 
characteristics of the input signal. However, the power of the signal in the output circuit 
can surpass many times the power of the input control signal. Thus, power amplification 
phenomenon takes place.

The physical foundation of operation of the proposed electromechanical transistor is the phe‐
nomenon of forward mechano‐electrical transduction, taking place in the apical part of the 
OHCs (stereocilia + ion channels).

9.1.6. Input and output circuits

The input circuit of the proposed electromechanical transistor is a mechanical circuit consist‐
ing of the OHC's stereocilia. Input control signal is the particle velocity and/or the mechanical 
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force exerted on the stereocilia. The output circuit is an electrical circuit, see Figure 3a and b. 
Electrical output controlled signal is the current and/or the voltage across the load resistance   
R  L   . The electric circuit in Figure 3a and b closes through the structures lying outside the OHC 
(back to the stria vascularis).

9.1.7. Electromechanical transistor (EMT)

The electromechanical amplifying system in Figure 3a and b satisfies four necessary condi‐
tions for power gain to occur, namely:

1. There is a source of potential energy (voltage source   E  2   ).

2. There is a device (electromechanical controlled element – electromechanical transis‐
tor) to control the flow of energy from the voltage source   E  2    to the load resistance   R  L   , 
i.e.,  EMCE = R(t ) . The value of the resistance  R(t )  is controlled by the input mechanical 
(acoustical) signal (velocity and/or force). Ion channels in the apical part of the OHC play 
the role of the controlled resistance  R(t ) .

3. There is a mechanical control input circuit (stereocilia of the OHC).

4. There is an electric controlled output circuit (ion channels in the basolateral part of the OHC).

Thus, this electromechanical controlled element  EMCE = R(t )  represents an electromechani‐
cal transistor. This transistor is a close analog of the electronic unipolar field effect transistor 
(FET), see Figure 4a and b.

9.2. Analogy between the proposed EMT type transistor and the FET type transistor

The proposed electromechanical transistor is analogous to the classical field effect transistor 
(FET). Certainly, the proposed electromechanical transistor resembles also a vacuum tube or 
a bipolar transistor, but according to the author, similarity in this case is less direct (explicit). 
This is due to the following reasons:

a. In the proposed electromechanical transistor, similarly as in the field effect transistor (FET), 
the process of electric current conduction involves only monopolar carriers of the same 
sign. Therefore, like in case of the classical FET electronic transistor, the electromechanical 
transistor is a “unipolar” transistor, since the process of current conduction in the electro‐
mechanical transistor employs only positive potassium cations   K   +  .

b. In the proposed electromechanical transistor, similarly as in the FET transistor, channel 
resistance is modulated. These channels exist physically in the structure of the OHC, 
i.e., they have definite dimensions, spatial positions, and play the role of the controlled 
resistor  R(t ) .

c. In case of the FET transistor, the channel is formed in the semiconductor material, which 
is sandwiched between two electrodes (source and drain). Resistance of this channel is 
modulated by changing voltage applied to the gate. This results in a change of channel's 
cross‐section and its conductivity.
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(back to the stria vascularis).
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1. There is a source of potential energy (voltage source   E  2   ).
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i.e.,  EMCE = R(t ) . The value of the resistance  R(t )  is controlled by the input mechanical 
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the role of the controlled resistance  R(t ) .
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Thus, this electromechanical controlled element  EMCE = R(t )  represents an electromechani‐
cal transistor. This transistor is a close analog of the electronic unipolar field effect transistor 
(FET), see Figure 4a and b.

9.2. Analogy between the proposed EMT type transistor and the FET type transistor

The proposed electromechanical transistor is analogous to the classical field effect transistor 
(FET). Certainly, the proposed electromechanical transistor resembles also a vacuum tube or 
a bipolar transistor, but according to the author, similarity in this case is less direct (explicit). 
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the process of electric current conduction involves only monopolar carriers of the same 
sign. Therefore, like in case of the classical FET electronic transistor, the electromechanical 
transistor is a “unipolar” transistor, since the process of current conduction in the electro‐
mechanical transistor employs only positive potassium cations   K   +  .

b. In the proposed electromechanical transistor, similarly as in the FET transistor, channel 
resistance is modulated. These channels exist physically in the structure of the OHC, 
i.e., they have definite dimensions, spatial positions, and play the role of the controlled 
resistor  R(t ) .

c. In case of the FET transistor, the channel is formed in the semiconductor material, which 
is sandwiched between two electrodes (source and drain). Resistance of this channel is 
modulated by changing voltage applied to the gate. This results in a change of channel's 
cross‐section and its conductivity.
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d. In case of the electromechanical transistor (EMT), the role of the channel is played by ion 
channels existing in the apical part of the OHC. Their resistance  R(t )  varies depending on 
the degree of opening or closing of the channels (deviation of stereocilia). This resistance 
exists physically and could be measured using an ohmmeter. The resistance  R  (  t )     is modu‐
lated by an input acoustic (mechanical) signal reaching OHC.

e. By contrast, the resistance which is modulated in the vacuum tube or in the bipolar tran‐
sistor is rather an effective resistance (a phenomenological concept). This resistance is not 
located in a definite site. For example, in the vacuum tube (triode), the resistance which is 
modulated by the grid voltage is an apparent resistance of the region distributed between 
the cathode and anode.

Therefore, we can state that the proposed electromechanical transistor is a close analog of the 
classical electronic field effect transistor (FET), see Table 1.

The principle of operation of the proposed EMT transistor and the classical FET transistor is 
presented below in Figure 4.

Transistor type EMT FET

Carrier type   K   +   ions Electrons or holes

Input circuit Stereocilia (mechanical circuit) Gate + input source (electrical circuit)

Output circuit OHC walls + ionic channels in the basolateral 
part of the OHC

Drain + load resistance   R  
L
   

Channel type Ionic channels in the apical part of the OHC Semiconductor channel

Controlled element Variable resistance  R(t )  of the ion channels in 
the apical part of the OHC

Variable resistance  R(t )  of a 
semiconductor channel

Mechanism changing channel 
resistance

Deflection of stereocilia Change of the gate voltage

Power amplification Yes Yes

Table 1. Comparison of the features of the electromechanical transistor (EMT) and the field effect transistor (FET).

Figure 4. Physical models of (a) proposed electromechanical transistor EMT, and (b) classical field effect transistor FET.
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It is not surprising that the structures of both transistors presented in Figure 4a and b are 
almost identical. In case of the proposed EMT transistor, movement of the stereocilia modu‐
lates the conductivity of ion channels. On the other hand, in the classical FET transistor, the 
voltage applied to the gate modulates the conductivity of the semiconductor channel. Thus, 
the proposed EMT transistor and classical FET transistors are controlled, correspondingly, by 
mechanical and electrical signals.

The channels in the EMT and FET transistors exist physically and can be modeled by a time‐
varying resistance  R(t ) . It is worth noticing that the transistor itself does not generate any 
energy. In fact, its essential function is to control (according to changes in the input modulat‐
ing signal) the flow of energy from an external “high” energy source (such as a DC voltage 
battery) into the output circuit (load resistance).

9.3. Small signal linearized electric equivalent circuit of the EMT

Operation of the proposed EMT transistor can be presented in the form of an equivalent elec‐
trical circuit.

9.3.1. Small‐signal electrical equivalent circuit

The input circuit of the proposed electromechanical transistor EMT is represented by two 
mechanical quantities, i.e., the velocity   v  1    and mechanical force   F  1    on the cilia. The output cir‐
cuit of the proposed electromechanical transistor EMT is represented by two electrical quan‐
tities, i.e., output voltage   U  2    and current   I  2   . In general, the relationships between (  F  1  ,    v  1   ) and 
(  U  2  ,    I  2   ) are described by complex nonlinear functions. However, for small signal amplitudes, 
the link between (  F  1  ,    v  1   ) and (  U  2  ,    I  2   ) can be linearized, i.e., described by linear functions 
framed in a matrix form.

Classical circuit theory allows modeling of the transistor in the form of an equivalent circuit 
composed of passive admittances and active current sources. In this way, instead of inves‐
tigating a large number of complex 3D physical phenomena occurring in the actual spatial 
structure of the transistor, operation of the transistor can be satisfactorily described using a 
combinations of lumped circuit elements, such as admittances and controlled sources. The 
resulting circuit constitutes a small‐signal equivalent circuit of the transistor. Influence of 
these elements on the operation of the transistor can be calculated by applying the laws of the 
current flow, known from the classical circuit theory [12].

Figure 5 shows small signal equivalent circuit of the proposed electromechanical transistor 
for small values of the output AC electric signals (voltage and current) and input mechanical 
signals (velocity and force on stereocilia).

The matrix equation linking together the input mechanical and output electrical signals in 
Figure 5 can be presented using the concept of a hybrid matrix  [ h ] , as follows:

    [   
 F  1     I  2  

   ]    =   [   
 h  11    

 h  12     h  21  
   h  22  

   ]   ∙   [    
 v  1     U  2  

  ]    =   [    
 Z  in    

0
   g  em     g  22  
  ]   ∙   [    

 v  1     U  2  
  ]     (1)
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The elements of the matrix [h] have the following physical interpretation:

  h  11   =  Z  in    is a mechanical input impedance,

  h  22   =  g  22    is an electrical output conductance, and

  h  21   =  g  em    is a coefficient of electromechanical transduction.

9.3.2. Occurrence of the alternating currents (AC) in the cochlea

In Sections 3 and 4 of this chapter, we found that (DC) voltages and currents are present in the 
cochlear structure. In the following, the problem of occurrence in the structure of the cochlea 
(AC) voltages and currents will be analyzed in more detail.

From the analysis presented formerly by the author it follows that the transistor effect (based 
on the phenomenon of forward mechano‐electric transduction) generates alternating electric 
current (AC) in the cochlea. This current is represented in Figure 5 by an active current source.

This analysis can serve as a theoretical description of the (AC) voltages and currents in the 
structure of the cochlea. These (AC) voltage and current sources are produced in the circuit: 
DC voltage source + time variable resistance  R(t ) , see Figure 3b.

The output circuit has the properties of the controlled current source. Output current   I  2    is gen‐
erated by the controlled current source  I  (  t )    =  h  21    v  1  (t ) , which depends linearly on the input 
velocity   v  1  (t ) . This is a characteristic feature of active elements (in this case electromechanical 
transistors).

As it will be presented later, the controlled (AC) current source, shown in Figure 5, will act as 
the electrical signal that pumps energy into the parametric amplifier established on the basis 
of the nonlinear capacitance of the OHC, see Figure 7. More details concerning the operation 
of this electromechanical transistor can be found in the work of the author [40].

9.3.3. Otoacoustic emission

Discovered in 1978, phenomenon of otoacoustic emission (OAE) relies on the generation of 
sound waves in the inner ear. Acoustic waves generated in this way travel into the middle and 
outer ear [41, 42]. To explain the phenomenon of the OAE, we can examine the properties of 
the active elements constituting the cochlear amplifier, which in certain conditions can pro‐

Figure 5. Linearized electromechanical equivalent circuit of the electromechanical transistor that uses a phenomenon of 
forward mechano‐electric transduction occurring in the apical part of an OHC (hair bundles + ionic channels).
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duce sustained “undamped” vibrations. The active elements in the cochlear amplifier, such as 
the proposed electromechanical transistors and parametric amplifiers based on the nonlinear 
capacitance of the OHC, can be responsible for the generation of periodic self‐sustaining vibra‐
tions in the inner ear. Under certain conditions any amplifying element can become a generator.

Generation of the OAE signals in the OHCs occurs on the electric side. Subsequently, these 
signals through the inverse piezoelectric effect are transformed on the mechanical side. These 
mechanical (acoustic) signals leave the inner ear and can be received in the outer ear. The 
occurrence of the OAE phenomenon is an evidence that active processes in the cochlea do 
exist. The measurement of the OAE is now routinely employed for the detection of hearing 
impairment in newborns (in newborn hearing screening).

The phenomenon of the OAE can be treated as a side effect of operation of the cochlear 
amplifier.

10. Nonlinear capacitance of the OHC

Between the inner and outer cell membrane of the OHC, there is a linear (static) capacitance 
and nonlinear capacitance. The linear capacitance has a constant value (∼30 pF), which does 
not depend on the applied voltage  u . The nonlinear capacitance  C(u )  depends on the voltage 
applied between the inner and outer wall of the OHC. The shape of this function resembles 
a bell curve, with a maximum value of approximately 25 pF. It is assumed that the nonlinear 
capacitance  C(u )  is produced by the movement of confined charges in walls of the OHC.

This nonlinear capacitance of the OHC  C(u )  will be used as an active element in the pro‐
posed parametric cochlear amplifier based on a single OHC. In classical electronics, nonlin‐
ear voltage‐dependent capacitance is called “varactor.” By driving a nonlinear capacitance  
C(u )  with a the time‐dependent voltage  u(t ) , we obtain the capacitance  C(t )  which is a func‐
tion of time.

11. Parametric‐piezoelectric model of the cochlear amplifier

In general, parametric amplification can be achieved in a resonant circuit, when one of its 
reactive elements (capacitance  C(t )  or inductance  L(t ) , see Figure 6) changes in time. The 
variations of  C(t )  and  L(t )  will supply energy to the resonant circuit.

Figure 6 shows the layout of a serial (electrical) resonance circuit whose capacitance  C(t ) ,  
formed by two parallel plates, varies sinusoidally in time. The capacitance of this planar 
capacitor is modulated by moving up and down the upper plate of the capacitor. Here, the 
lower plate of the capacitor is fixed. Setting the upper plate of the capacitor into motion 
requires an additional external source of energy, which is called the pumping source (pump).

In the circuit of the electronic parametric amplifier (where the variable in time capacitance  
C(t )  is the varactor), this external energy is delivered from an electrical (AC) pumping signal 
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source of appropriate frequency, in relation to the frequency of the input signal   E  g   . Nonlinear 
(variable in time) capacitance (varactor) transfers energy from the pump circuit into the input 
signal circuit (  R  s   ,   L  s   ,   C  s   ). In this way the energy (power) of the input signal (represented by   E  g   )  
is amplified and dissipated on the load resistance   R  L   . At the same time, sharpening of the 
frequency characteristics (resonance curve) of the parametric amplifier occurs. These are char‐
acteristic features of the parametric amplifier.

11.1. Proposed parametric: piezoelectric model of the OHC

A new physical (parametric‐piezoelectric) model of the OHC cochlear amplifier was pro‐
posed by the author in 2013 [43]. This model explains the mechanisms of power amplification 
and frequency selectivity that occur in the cochlear amplifier. The proposed model is a direct 
consequence of the idea of Gold. In the following a physical interpretation of the active ele‐
ment is given. The active element is related to specific physical (physiological) components of 
the cochlea. The model proposed by the author removes most of the deficiencies of the exist‐
ing models, presented in Sections 6–8.

Below, the proposed parametric amplifier model of the cochlea will be briefly described.

One OHC element is represented by a piezoelectric tube, see Figure 7. The left side of the 
OHC shown in Figure 7 is the region of the OHC adjacent to the basilar membrane (BM). The 
right side of the OHC in Figure 7 displays the apical part of the OHC in the vicinity of tecto‐
rial membrane (TM). Nonlinear capacitance  C(u )  between the inner and the outer wall of the 
OHC is a key component of the proposed cochlear parametric amplifier.

11.2. Operation of the proposed OHC parametric‐piezoelectric amplifier

Force source  F(t ) , on the left side of Figure 7, represents an input acoustic signal, which acts 
on the OHC from the BM side. Through the direct piezoelectric effect this force source  F(t )  
is transformed into the electric side as an alternating current (AC) voltage or current source. 
The cylinder, which represents the structure of the OHC exhibits piezoelectric properties. 
On the right side of Figure 7, one can see OHC stereocilia located at the apical part of the 

Figure 6. Illustration of the idea of a parametric amplifier that uses a time‐variable capacitance  C(t ) . The inductor   
L  s   = const .
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OHC. Movement of stereocilia causes the flow of ionic currents (through the ion channels) 
into the bulk of the OHC. Taking place here, the phenomenon of forward mechano‐electric 
transduction produces a transistor effect. As shown in Figure 5, the operation of the elec‐
tromechanical transistor generates an alternating current source (AC). This variable current 
source  I(t ) , which is also visible at the top right in Figure 7, acts as a pumping signal that 
pumps power to the nonlinear capacitance of the OHC  C(u ) , which is visible on the right 
side of Figure 7.

This nonlinear capacitance  C(u )  operates in a parametric amplifier circuit. Transformed, on 
the electric side, the input acoustic signal is amplified in this parametric amplifier circuit. 
Apart from the power amplification, the phenomenon of the sound sharpening (sharp tuning) 
occurs here. This enhanced (on the electrical side) acoustic input signal is subsequently trans‐
formed into the mechanical side (inverse piezoelectric effect), where it performs useful work 
on the TM and BM. The work carried out on the mechanical side represents, on the electrical 
side, the power that dissipates in the output circuit on the load resistance   R  L   . The electric 
power which is dissipated on the resistance   R  L    is not a lost power, i.e., it is not transformed to 
heat. On the contrary, this is the useful power that represents the amplified (on the electrical 
side) power of the input acoustic signal.

Sequence of the physical phenomena that occur in an individual OHC is as follows:

1. The incoming acoustic signal sets in motion the BM and TM membranes.

2. The movement of BM acts on a corresponding OHC and causes its motion with respect to 
TM. As a consequence, deflection of the OHC stereocilia occurs, which triggers operation 
of the proposed electromechanical transistor. In this stage, the transformation of mechani‐
cal energy into electric energy occurs.

3. Subsequently, nonlinear capacitance of the OHC is charged (pumped) by an AC current 
source  I(t )   ∼  cosωt , generated at the output of the proposed electromechanical amplifier 

Figure 7. Simplified electromechanical diagram of a single OHC operating as a parametric amplifier.  F(t )  represents 
the input acoustic signal,   Z  L    is the electrical load impedance,  C(u )  is the nonlinear capacitance of the OHC, and u is the 
voltage between the inner and outer walls of the OHC.
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(EMT transistor). In fact, in the EMT transistor, the changes in the mechanical deflection 
of stereocilia are transformed to changes in the channel conductance and consequently to 
changes in the ion channel current (  K   +   ions) flow, see Figures 3a, b and 4. Power to the 
 nonlinear capacitance C(u) is supplied by an AC electric pump signal represented by the 
variable current source  I(t ) . The mechanism of power gain in the EMT transistor is similar 
to that occurring in the electronic field effect transistor, with a modulated channel conduc‐
tance [40].

4. The input driving signal is an acoustic (mechanical) signal (represented by the force  F(t )  
and/or velocity  v(t ) ) acting on the piezoelectric tube (OHC) from the basilar membrane 
(BM) side (see left side of Figure 7). Through the direct piezoelectric effect, this input 
(acoustic) mechanical signal is transferred to the electrical side as a voltage source  E(t )  and 
then is amplified in the parametric amplifier based on a nonlinear capacitance  C(u ) . Power 
to the nonlinear capacitance is supplied by an AC electric pump signal represented by a 
variable current source  I(t ) .

5. The electric signal amplified at the output of the proposed parametric amplifier is dis‐
sipated (performs useful work) at the electrical load impedance   Z  L   . The output electrical 
signal is then transferred to the mechanical side by an inverse piezoelectric effect.

6. The output useful signal from the OHC amplifier is therefore a mechanical signal (force, 
velocity, or displacement) acting on the basilar membrane (BM) and tectorial membrane 
(TM) and as a consequence on stereocilia of the inner hair cells (IHCs). Finally, IHCs sen‐
sors transform mechanical signals into electrical signals (electric pulse trains) in afferent 
nerves connected to the central nervous system.

The power of the output mechanical signal in the OHC amplifier can surpass many times 
the power of an input acoustic signal. Since the parametric amplifier is a highly selective 
system, it can get a very narrow frequency characteristic (sharp tuning). More details con‐
cerning the operation of the proposed cochlear parametric amplifier can be found in the 
author's paper [43].

Figure 8. Nonlinear electrical equivalent (Norton) circuit of the proposed parametric cochlear amplifier built around a 
single OHC.   I  g    is the input signal current source,   G  g    is the source conductance,   G  L    is the load conductance,   G  S    is the loss 
conductance,   L  s    is the inductance of the OHC's resonator,  C(u )  is the nonlinear capacitance,   I  p    is the pumping current 
source, and   G  p    is the pumping source conductance.
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11.3. Nonlinear Norton equivalent circuit of the proposed parametric cochlear amplifier

The operation of a nonlinear oscillator resulting from the proposed model of the parametric 
cochlear amplifier can be described using the concept of a parallel (Norton) electrical equiva‐
lent circuit, see Figure 8.

The input electric signal, represented by the current source   I  g    with an admittance   G  g    (see left 
side of Figure 8), corresponds to the input acoustic signal transformed into electrical side 
by the direct piezoelectric effect. The input electrical signal   I  g    is subsequently amplified in 
the proposed parametric amplifier (formed with the nonlinear capacitance  C(u ) ). The electric 
power is supplied to the circuit by the pumping current source   I  p   , which is generated by the 
forward mechano‐electric transduction effect (see right side of Figure 8). After amplification, 
the electric signal is dissipated at the output load conductance   G  L   . The dissipated power is a 
useful output power of the proposed parametric amplifier.

It is noteworthy that mathematical description of the operation of the electrical circuit presented 
in Figure 8 is a nonlinear ordinary differential equation of the second order. This equation results 
from Kirchhoff's laws applied to the circuit in Figure 8. The solution of this nonlinear equation 
describes nonlinear properties of the OHC amplifier for an arbitrary level of signals (small and 
large). For low‐level signals, the solution of this equation should display an enhanced value of 
the quality factor and therefore higher value of amplification of the input signal.

11.4. Negative conductance

To explain the power amplification phenomenon in the parametric amplifier the concept of 
negative conductance was introduced. Negative conductance  −  G  a    occurs in parallel to the non‐
linear capacitance  C(u )  that represents an active element in the parametric amplifier. Positive 
conductance (resistance) dissipates electric power. By contrast, negative conductance supplies 
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(i.e., the ability to distinguish two tones with nearly the same frequencies, e.g., 1000 and 1005 
Hz) of the proposed cochlear amplifier, as well as its power gain.

It is known from the classical circuit theory that parametric effect introduces an effective neg‐
ative conductance (resistance) to the resonant parametric circuit, see Figure 9.

In summary, electromechanical parametric amplifier built with a single OHC performs the 
following functions:

1. amplifies the power of the input acoustical (electrical) signal,

2. increases the amplitude of the input acoustical (electrical) signal,

3. enhances the selectivity of the OHC's cochlear amplifier (larger quality factor Q), and

4. improves the sensitivity of the OHC's cochlear amplifier.

12. Interplay between HB motility and electromotility in the OHC

In previous theories of the cochlear amplification and selectivity sharpening the follow‐
ing hypotheses, about which type of motility is the prime mechanism of operation, were 
considered:

1. In active processes of power gain and sharpening of frequency selectivity involved is only 
HB motility.

2. In active processes of power gain and sharpening of frequency selectivity involved is only 
electromotility.

3. Both HB motility and electromotility are necessary for the operation the cochlear amplifier.

From the theoretical analysis performed by the author it follows that the correct choice is the 
third hypothesis, i.e., both mechanisms (HB motility and electromotility) are necessary to 
provide high sensitivity and sharp frequency selectivity in the mammalian cochlea. HB motil‐
ity and electromotility in isolation cannot provide simultaneously power amplification and 
selectivity sharpening.

13. Role of the electrical phenomena

Remarkable properties of the hearing human organ (cochlea) are due to the presence in the 
cochlea of the sensory hair cells, i.e., OHCs and IHCs.

Electrical and mechanical phenomena occurring in the cochlea are mutually coupled. It is 
amazing that the flow of ionic currents (e.g.,   K   +   ions) in the cochlea is governed by the same 
laws as the flow of electric currents in conventional electronic circuits (i.e., Ohm's and the 
Kirchhoff's laws). Therefore, it was possible to establish an equivalent electrical circuit for the 
cochlear amplifier. Moreover, to model the operation of the cochlea (cochlear amplifier) we 

Power Amplification and Frequency Selectivity in the Inner Ear: A New Physical Model
http://dx.doi.org/10.5772/66542

85



can employ elements well‐known in the classical circuit theory, such as resistors, capacitors, 
inductors, voltage sources, and current sources both direct current (DC) and also alternating 
current (AC). In fact, the capacitors, inductors, and resistors in the equivalent electrical circuit 
of the cochlear amplifier are built of biological materials. In addition, these elements in the 
electrical equivalent circuit of the cochlear amplifier are lumped elements.

As it was shown in previous sections the role of electrical phenomena in the hearing process is 
enormous, since signal processing, power amplification, and frequency selectivity takes place 
on the electric side of the cochlear amplifier. The energy necessary to amplify the power of an 
input acoustic signal is drawn from the stria vascularis (DC voltage battery). Power ampli‐
fication occurs in a circuit that consists of the following elements: input electromechanical 
transistor (formed by hair bundle stereocilia and ion channels), body of the OHC, and stria 
vascularis.

The fundamental element of the proposed cochlear amplifier is a parametric amplifier using 
the nonlinear capacitance of the OHC and its piezoelectric effect. The cochlear parametric 
amplifier is pumped by an electrical current source formed by ionic currents triggered by 
deflection of stereocilia (input electromechanical transistor). In the cochlear amplifier, a DC 
electric power is converted to an AC electric power. Moreover, the transformation of electrical 
to mechanical energy and vice versa occurs due to direct and inverse piezoelectric effect. In 
this parametric amplifier the sharpening of frequency selectivity occurs.

Operation of the cochlear amplifier can be compared to the operation of an “old fashioned” 
analog “straight” radio receiver (i.e., a receiver with a direct amplification, without frequency 
mixing). In a classical analog transistor, “straight” radio receiver, one can enumerate the fol‐
lowing elements:

1. antenna,

2. selective amplifier,

3. detector,

4. power amplifier, and

5. loudspeaker.

Similar elements and associated processes can be found in the human cochlea. Namely, the 
role of the antenna in the cochlea is played by the outer ear and middle ear, the role of the 
selective and power amplifier is played by the cochlear amplifier, and the main components of 
the cochlear amplifier are OHCs. The role of loudspeaker is played by afferent nerves endings.

13.1. Novelty of the proposed parametric‐piezoelectric model

Novelty of the model proposed by the author relies on the use of well‐known electronics idea of 
parametric amplification. Exploration of this concept was motivated by the existence in the actual 
structure of the cochlea and the nonlinear electrical capacitance of the OHC. It is worth noticing 
that in existing models of the cochlear amplifier, the presence of nonlinear capacitance is ignored.
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The model proposed by the author is able to explain in a logical, natural, and complete way the 
following so far unresolved physical processes occurring in the cochlear amplifier: (1) power 
amplification, (2) selectivity of acoustic signals reception, and (3) nonlinear phenomena.

13.2. Physical (physiological) model

The model proposed by the author is a physical and a not phenomenological model. The main 
element of the model is the parametric amplifier providing adequate gain, sensitivity, frequency 
selectivity, and dynamics. Elements of the model are uniquely linked to the actual physical 
(physiological) components that are present in a single OHC and in the entire cochlea. Moreover, 
these elements are directly related to the physical phenomena occurring in a single OHC and in 
the inner ear (electromotility, the flow of ionic currents, piezoelectricity, nonlinear capacitance, 
stereocilia movements, movements of the basilar membrane, nonlinear effects, generation of 
electrical potentials by metabolic processes in the stria vascularis, etc.). The model is internally 
coherent, consistent with experimental data published in the literature and it describes compre‐
hensibly (qualitatively and quantitatively) the phenomena of the cochlear amplification.

13.3. Results of numerical simulations with the new model

The results of numerical calculations (simulations) with the new model have been presented 
previously by the author in his two former papers [40, 43]. Here, we will repeat briefly some 
results showing increased frequency selectivity due to the parametric effect occurring in the 
OHC parametric amplifier.

Applying the Kirchhoff's laws to the linearized equivalent circuits (series and parallel), 
describing the operation of the parametric amplifier built around a single OHC, gives rise to 
linear ordinary differential equations of the Mathieu and Ince types [43]. The resulting dif‐
ferential equations of the second order with variable in time coefficients were solved numer‐
ically (for various values of frequency) using a Scilab software package. In the numerical 
simulations the resonant frequency of the resonant circuit (OHC oscillator) was assumed as   
f  0   = 1000 Hz .

The following values of the parameters of the equivalent (parallel Norton) circuit were applied:

1. Conductance of the input signal source   G  g   , conductance of the resonant circuit   G  s   , 
and the load conductance   G  L    are in the range from  7.5  to  23 nS .

2. The linear capacitance of the OHC is about  30 pF . Maximum of the nonlinear capaci‐
tance is 25 pF.

3. The value of the input signal current source is   I  g   = 30 pA .

The above numerical values of the elements of the equivalent circuit are compatible with the 
physiological data [8, 24, 35, 44–46].

The results of numerical calculations with the Scilab package show that using the above 
parameters, the parametric effect increases the quality factor of the OHC resonator from  
Q = 12  to  Q = 120  (10 times). It is noteworthy that the passive OHC resonator with the qual‐
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ity factor 12 has an effective frequency bandwidth of 80 Hz (8%), for example, from 960 to 
1040 Hz. On the other hand, the active OHC resonator with the quality factor 120 has an effec‐
tive frequency bandwidth of 8 Hz (0.8%), for example, from 996 to 1004 Hz. The latter case 
represents a remarkable frequency selectivity (0.8%) enabling for frequency discrimination 
much narrower than one semitone in modern musical scales (6%).

13.4. Consequences resulting from the author's model

1. Power amplification of the acoustic signal occurs in the circuit of the input electro‐
mechanical transistor formed by stereocilia of an outer hair cell (OHC), ion channels, 
bulk of the OHC, and the stria vascularis. Selectivity of the reception of acoustic sig‐
nals is realized by a parametric amplifier based on the nonlinear capacitance of the 
OHC and the piezoelectric phenomenon.

2. Electromechanical transistor (based on the forward mechano‐electric transduction) 
supplies (pumps) the power to the nonlinear capacitance (parametric amplifier), 
producing a negative resistance in the resonant circuit.

3. The parametric amplifier is realized with a reactive element (nonlinear capacitance), 
not on a resistive element (like laser amplifier or tunnel diode amplifier). It is worth 
noticing that a source of noise is mostly resistive elements. From that reason, the 
parametric amplifier exhibits a very good noise characteristics.

4. By the inverse piezoelectric effect (electromotility), amplified acoustic (on electric 
side) signal is transformed into the mechanical side where it stimulates the tectorial 
membrane (TM).

5. Both mechanisms (HB‐motility and electromotility) must operate simultaneously in 
order to achieve the power amplification and selectivity in the cochlear amplifier.

6. TM stimulates mechanically stereocilia of the IHC. Thus, the mechanical energy 
from the TM is delivered to the IHC stereocilia and transformed by the IHC into 
electrical ion currents. These currents excite the afferent nerves, which generate a 
series of electrical impulses that are transmitted into the central nervous system.

14. Conclusions

The new theory of the hearing processes, proposed by the author, links together the concepts 
emerged in former theories of hearing, such as a resonant theory, travelling wave theory, and Gold's 
theory of active amplification (cochlear amplifier). The new model of the phenomena occurring in 
the cochlea is a physical (physiological) model (not phenomenological), in which the role and oper‐
ation of individual elements of the actual cochlea are explained qualitatively and quantitatively.

To initiate the research on the mechanism of hearing the author was motivated by incomplete‐
ness of the existing models of the hearing process. In fact, the existing theories of hearing are 
phenomenological in nature and do not directly correspond to the physical components in the 
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cochlea. Another stimulus was a potential importance for various possible applications, such 
as hearing aids, digital sound coding, perception of music, etc.

Full physical model of the cochlea is described mathematically by nonlinear ordinary differential 
equations (ODE). Linearized physical model of the cochlea is described by linear ODE of Mathieu 
and Ince's type. In the established model of the cochlea new concepts from electronics (e.g., para‐
metric amplification and electromechanical transistor) are applied. This goes significantly beyond 
the range of methods and concepts used so far in the existing theories of the hearing.

The model proposed by the author explains the process of power amplification and frequency 
selectivity that take place in the cochlear amplifier. By contrast, existing models of the cochlear 
amplifier are incomplete and do not describe satisfactorily the physical processes that occur 
in the organ of Corti. Furthermore, in scope of the author's model, the phenomenon of an 
otoacoustic emission can be described.

The new model of a single OHC, developed by the author, conforms qualitatively to the exist‐
ing experimental data. A novel refined theory of the hearing processes, based on the piezo‐
electricity and parametric amplification, can open new horizons for research including deeper 
understanding of the physical phenomena underlying auditory processes, new phenomena 
in musical and speech acoustics, etc. This may create a possibility to design new musical 
instruments as well as new audio codecs that could outperform the existing MP3 codecs.

The author hopes that the results of this study (which relate to the validity of crucial electrical 
phenomena occurring in the cochlea) can also be useful in the construction and design of a 
new generation of hearing aids. Today, most hearing aids are based on power amplification 
of the input audio signals at specific frequencies without increasing the selectivity (the ability 
to distinguish between signals of different frequencies).

Therefore, the future hearing aids should be more closely based on the knowledge of com‐
plicated electrical and mechanical phenomena occurring in the cochlea. In these devices, in 
addition to the power amplification of the input acoustic signal, adequate selectivity of acous‐
tic signal reception (sharpening of the receiving characteristics of the receiver—the cochlear 
amplifier) should also be ensured.

Glossary of technical terms

Acoustic waves Pressure disturbances propagating in gases, liquids, and solids. 
Acoustic waves rarely propagate along straight lines, but can be easily 
reflected, refracted, diffracted, or guided

AC signal A signal which is variable in time

Active element An element, which can deliver more (useful) active energy than it 
consumes

Admittance An element, defined as the inverse of impedance. Electrical admittance 
is a measure of how readily the circuit or device allows a current to 
flow

Actuator A component of a device which is responsible for moving or controlling 
a mechanism or system
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Glossary of technical terms

Ampere (A) The SI unit of electric current intensity. If the current flowing through 
a cross‐section of a conductor has intensity of 1 A, then within 1 s the 
charge of 1 C flows through this cross‐section, namely: 1 A = 1 C/s, 
where C stands for the coulomb and s for the second

Anions Negatively charged ions

Bandwidth A difference between the maximum and minimum frequencies handled 
by a device

Bipolar transistor A transistor that uses both negative electrons and positive holes, in 
contrast to unipolar FET transistors

Capacitor A passive electrical element, which can store electrical energy. 
Capacitance of the capacitor is measured in farads (F) to honor English 
scientist M. Faraday (1791–1867). 1 F = 1 C/1 V, where C stands for the 
coulomb and V for the volt. Typical capacitance may vary from about 1 
pF (10‐12 F) to about 1 mF (10‐3 F)

Cations Positively charged ions

Charge A measure of the amount of electricity. The electric charge is measured 
in coulombs to honor French physicist C.A. Coulomb (1736–1806). 1 C 
= 1 As, where A stands for the ampere and s is the second. There are 
positive and negative charges. The electric charge is a discrete quantity. 
The smallest electric charge is carried by the electron. An electron has a 
charge equal  1e = 1.602 ×  10   −19   coulombs

Circuit theory A set of techniques, definitions, and mathematical tools used to 
describe the flow of currents and voltage distribution in electrical 
networks composed of lumped passive and active elements. The 
theory includes Ohm's law, Kirchhoff's laws, and theorems (Thévenin, 
Norton), which are based on first physical principles, such as 
conservation of energy, conservation of electrical charge, etc.

Conductance A resistive electrical element defined as an inverse to the electrical 
resistance

Coulomb (C) The SI unit of electric charge, defined as the charge carried by a 
constant current of intensity of 1 A that passes through a cross‐section 
of a conductor in one second. Therefore, charge Q = It, where I is the 
current and t is time

Current source An active electrical element providing DC or AC electric current on its 
terminals

DC battery A source of potential electrical energy

DC signal A signal, which is constant in time

Decibel (dB) A logarithmic unit used to express the ratio of two values of a physical 
quantity. For example, the device dynamics, measured in dB, equals  10   
log  

10
    (   P  

2
   /  P  

1
   )    , where   P  

2
    and   P  

1
    correspond, respectively, to the maximum 

and minimum input power, which can be properly handled by the device

Differential equation An equation for an unknown function, e.g., y(t) containing sum of 
derivatives up to a certain order. For example, a differential equation 
describing harmonic oscillations contains derivatives up to order two
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Glossary of technical terms

Direct piezoelectric effect A generation of net electrical charges (voltage) in the material subjected 
to a mechanical stress (direct piezoelectric effect). Direct piezoelectric 
effect was discovered in 1880 by French physicists brothers Jacques 
(1855–1941) and Pierre (1859–1906) Currie

Dynamic range (dynamics) The ratio   P  
2
   /  P  

1
    of the maximum   P  

2
    and minimum power   P  

1
    of the 

input signal, which can be handled properly by the device. Dynamics is 
often expressed in a logarithmic scale in dB as  10 log  (   P  

2
   /  P  

1
   )    . If power 

density   P  
2
   = 1 W /  m   2   and   P  

1
   =  10   −6   W /  m   2   then the dynamics equals  

10 log  (  1 /  10   −6    )    = 60 dB 

Equivalent circuit An electrical circuit with lumped elements, providing precise, but often 
simplified description of complex phenomena occurring in a physical 
device or system

Electric current A stream of electrically charged particles flowing in a medium. The 
intensity of the electric current is measured in amperes (A) to honor 
French physicist A.M. Ampère (1775–1836). 1 A = 1 C/s, where C stands 
for the coulomb and s for the second

Electrical impedance The ratio of the voltage applied to an electrical element (capacitor, 
resistor, inductor) to the electrical current flowing through the element. 
Electrical impedance is measured in Ohms (Ω) to honor German 
physicist G.S. Ohm (1789–1854). 1 Ω = 1 V/1 A, where V stands for the 
volt and A for the ampere

Electrical side The electrical port of a multiport electromechanical device + an electric 
circuit connected to this port

Electrolyte A substance that produces an electrically conducting solution, when 
dissolved in a polar solvent, such as water. The dissolved electrolyte 
separates into positively charged cations and negative anions

Electromechanical control element (EMCE) A time variable electrical resistance R(t) controlled by a time‐varying 
input mechanical (e.g., acoustic) signals

Electromechanical transistor A device to control mechanically the flow of electrical energy from a 
DC voltage source to the load resistance. This device can amplify an 
input acoustic signal and transform it into the output electrical signal 
with enhanced power

Energy The ability of a system to perform work. Energy is measured in joules 
(J) to honor English physicist J.P. Joule (1818–1889). 1 J = 1 Ws, where W 
stands for the watt and s for the second

Field effect transistor (FET) A transistor that uses an electric field to control the shape and hence 
the electrical conductivity of a channel with one type of charge carriers 
(electrons or holes) in a semiconductor material. FETs are also known 
as unipolar transistors as they involve a single carrier (negative or 
positive) type operation

Frequency selectivity An ability of the device (system) to discriminate between two signals 
with close frequencies. It is an analogue of spatial resolution in optical 
devices

Hopf bifurcation An advanced mathematical concept from the theory of nonlinear 
differential equations, gained popularity in some mathematical models 
of the cochlea
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Glossary of technical terms

Inductor A passive electrical element, which can store magnetic energy. 
Inductance of the inductor is measured in henrys (H) to honor 
American scientist J. Henry (1797–1878). 1 H = 1 Wb/1 A, where Wb 
stands for the weber and A for the ampere

Inverse piezoelectric effect An occurrence of a mechanical stress or deformation in the material 
subjected to the electrical voltage. Inverse piezoelectric effect was 
predicted from thermodynamic considerations in 1881 by French 
scientist and inventor G. Lippmann (1845–1921)

Joule (J) The SI unit of energy. 1 J = 1 Ws, where W stands for the watt and s for 
the second

Kirchhoff's voltage law It states that, an algebraic sum of all voltages on lumped elements in an 
arbitrary closed loop in a circuit is always zero. The law was discovered 
in 1845 by German physicist G. Kirchhoff (1824–1887). Kirchhoff's 
Voltage Law is a direct consequence of the principle of conservation of 
energy

Kirchhoff's current law It states that, an algebraic sum of all electric currents flowing into and 
out of a node in an electric circuit equals zero. Kirchhoff's Current Law 
is a direct consequence of the principle of conservation of charge

Longitudinal waves Acoustic waves with particle vibrations parallel to the direction of 
propagation (called sometimes compressional waves)

Lumped element A mechanical (spring, dashpot, mass) or electrical (capacitor, resistor, 
inductor) element with no spatial dimensions. Lumped elements are 
adequately described by circuit theory

Mechanical displacement A difference in the positions of a mechanical particle e.g., a particle that 
is stimulated to vibrations by an acoustic wave

Mechanical impedance The ratio of the force applied to a mechanical element (spring, 
dashpot, mass) to the velocity at which the element moves. Mechanical 
impedance is measured in Ns/m, where N stands for Newton, m for 
meter, and s for the second

Mechanical side The mechanical port of a multiport electromechanical device + 
mechanic elements connected to this port

Mechanical stress The force per unit area. Mechanical stress is measured in pascals (Pa) 
to honor French scientist, mathematician and philosopher B. Pascal 
(1623–1662). 1 Pa = 1 N/m2, where N stands for Newton and m for the 
meter

Micrometer (µm) One millionth part of the meter (10‐6 m)

Millivolt (mV) One thousandth part of the volt (10‐3 V)

Noise Any unwanted signal, random or coherent

Nonlinear capacitance An electrical capacitance, which value depends on voltage on its 
terminals. The constitutive equation for the nonlinear capacitance C(u) 
is given by Q = C(u)u, where Q stands for the electrical charge and u for 
the electric voltage on the nonlinear capacitance

Nonlinear oscillators An oscillator containing at least one nonlinear element

Nanometer (nm) One billionth part of the meter (1 nm = 10‐9 m)

Nanosiemens (nS) One billionth part of the siemens (1 nS = 10‐9 S)
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Norton equivalent circuit Any network of linear sources and impedances at a given frequency 
can be presented as an equivalent current source connected in parallel 
with an equivalent admittance. This equivalent circuit was proposed in 
1926 by Bell Labs Engineer E. L. Norton (1898–1983)

Negative conductance A resistive electric element supplying energy to the circuit, by contrast 
to a positive resistance (conductance) which dissipates energy into heat

Ohm's law It states that, the current flowing through a conductor is directly 
proportional to the voltage across the conductor terminals. Therefore, 
the current I = U/R, where U is the electric voltage and R is the 
resistance of the conductor

Picoampere (pA) One trillionth part of the ampere (1 pA = 10‐12 A)

Parametric oscillator A harmonic oscillator containing at least one reactive element with a 
value varying in time

Parametric‐piezoelectric amplifier A parametric amplifier employing the nonlinear OHC capacitance 
to achieve power amplification and frequency selectivity. Direct 
piezoelectric effect transforms an input acoustic signal into the electrical 
side (sensor). Subsequently, an inverse piezoelectric effect transforms 
the enhanced output electrical signal on the mechanical side (actuator)

Passive element An element, which can only store or dissipate energy, but cannot 
generate energy

Picofarad (pF) One trillionth part of the farad (1 pF = 10‐12 F)

Phenomenological model A set of mathematical expressions that relate several different empirical 
observations of phenomena to each other, in a way which is consistent 
with fundamental theory, but is not directly derived from theory. 
In other words, a phenomenological model is not derived from first 
principles

Potential energy An energy stored in the system. The notion of potential energy was 
introduced by Scottish engineer W. Rankine (1820–1872). Potential 
energy is measured in joules (J) to honor English physicist J.P. Joule 
(1818–1889). 1 J = 1 Ws, where W stands for the watt and s for the 
second

Power The rate at which energy is generated or consumed. Power is measured 
in watts (W) to honor Scottish engineer and inventor J. Watt (1736–
1819). 1 W = 1 J/s, where J stands for the joule and s stands for the 
second

Power amplification Property of the device (system), in which more (useful) power is 
flowing out of the device than into the device

Pressure The force applied perpendicular to the surface of a medium per unit 
area. Pressure is measured in pascals (Pa) to honor French scientist, 
mathematician and philosopher B. Pascal (1623–1662). 1 Pa = 1 N/m2, 
where N stands for Newton and m for the meter

Quality factor A quantity characterizing sharpness of the resonant circuit. It is defined as 
the ratio of the resonant frequency to the bandwidth of the resonant circuit

Resistor A passive electrical element, which dissipates energy. Resistance of the 
resistor is measured in Ohms (Ω) to honor German physicist G.S. Ohm 
(1789–1854). 1 Ω = 1 V/1 A, where V stands for the volt and A for the 
ampere
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Glossary of technical terms

Resonant circuit A passive electrical or mechanical circuit with two different type 
of reactive elements (capacitor and inductor or spring and mass), 
connected in series or in parallel. It displays a natural, preferred 
frequency of oscillations

Sensitivity The lowest level of the input signal, applied to the device, resulting in 
an output signal of an acceptable quality (signal‐to‐noise ratio)

Sensor A device which provides a usable output in response to a specified 
physical stimulus. Sensors are more general than transducers, since 
their input and output energies may be different, like in transducers, or 
the same

Siemens (S) The SI unit of the electrical conductance. 1 S = 1/Ω, where Ω stands 
for the ohm. Siemens was introduced to honor German inventor and 
industrialist E.W. von Siemens (1816–1892)

Signal frequency Number of cycles per second for a sinusoidal signal. Frequency 
is measured in hertz (Hz) to honor German physicist H. R. Hertz 
(1857–1894). 1 Hz = 1/s, where s stands for the second

Tonotopy A property of the device (system) in which different signal frequencies 
are processes in different locations within the device. Tonotopy was 
introduced by German physicist and physician H. von Helmholtz 
(1821–1894)

Transducer A device which converts one form of energy to another. For example, 
piezoelectric transducer converts mechanical signals to electrical signals 
(sensor) and vice versa (actuator)

Transverse waves Acoustic waves with particle vibrations perpendicular to the direction 
of propagation (called sometimes shear waves)

Vacuum tubes Electronic devices used to process and amplify electric signals, before 
appearance of transistors

Varactor A nonlinear (time‐varying) capacitor which capacitance depends on 
voltage applied to its terminals. By contrast, capacitance of a linear 
capacitor is constant and does not depend on voltage across its terminals. 
Varactor constitutes the main component of the parametric amplifier

Volt (V) The SI unit of voltage. 1 V = 1 W/1 A, where W stands for the watt and 
A for the ampere

Voltage The difference between an electrical potential at two points. Voltage is 
measured in volts (V) to honor Italian physicist A. Volta (1745–1827).

Voltage source An active electrical element providing DC or AC electric voltage on its 
terminals

Watt (W) The SI unit of power. 1 W = 1 J/s, where J stands for the joule s for the 
second
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Abstract

Background

Age related hearing impairment is a risk factor for functional decline, reduced social 
participation and accidents.

Aims

To obtain knowledge about the characteristics of age related hearing impairments and to 
help elderly optimize their hearing function.

Design and method

Study 1; Baseline description of data on hearing impairments. Study 2; ROC curve to 
compare self-assessments with a gold standard test. Study 3; RCT to test whether removal 
of earwax, and referral to a specialist can improve functional hearing.

Results

More than 90% had hearing impairments. Mean PTAV was 40,4 dB. Self-assessment of 
hearing function with a single global question correlated only weakly with the PTAV 
measurements. Comparison yielded 18 false negatives, indicating many reported their 
hearing as good when the standardized test indicated that it was not.

Conclusion

Elderly people live with hearing impairments not sufficiently attended to. Asking about 
their hearing with a single global question will not provide accurate information. It is nec-
essary to use standardized tests in addition. When asking more detailed questions about 
communication abilities, the elderly reported having difficulties. Many elderly could not 
be expected to do all the self-care activities necessary to improve their functional hearing. 
Close monitoring and assistance is recommended.

Keywords: hearing loss, hearing impairment, sensory impairment, old age, elderly
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1. Introduction

The proportion of elderly aged ≥80 years of age (the 80+) is expected to increase dramatically 
over the next few decades and is projected to triple in Europe by 2060 [1]. Both the World 
Health Organization (WHO) and the European Union (EU) are concerned with programs 
on successful aging [2], and since hearing impairment is a known risk factor for functional 
decline, reduced social participation, withdrawal, and accidents [3–6], good functional hear-
ing is therefore crucially important for elderly to be able to manage themselves and take care 
of their own lives and maybe also help their partner or spouse [7–10]. For patients in a home-
care setting, hearing impairment can cause additional stress along with reduced capacity and 
other health challenges [11].

Hearing impairment is however a natural part of old age, and most people will experience 
increasingly impaired hearing as they grow older, but because this impairment can threaten 
functioning and well-being, communication, and quality of life, it is important to shed light 
on this issue and to help the elderly with this problem [7, 11, 12]. Age-related hearing impair-
ments are sometimes possible to remedy or improve, but it is important to discover and tend 
to this issue as early as possible [6, 13].

Traditionally, hearing impairments have to a large extent been an area for the elderly them-
selves or their relatives have been responsible for, but it seems that there is a lack of informa-
tion because many elderly never check their hearing, apply for hearing aids, or seek any other 
professional help for their hearing impairment [13, 14].

Hearing is connected to the memory function and there is evidence that hearing impairment 
can have an impact on the mental functioning [15–17]. Age-related hearing impairment is 
correlated with Alzheimer disease, and reduced hearing can contribute to falls and fractures 
[18], greater dependence on others, and loneliness [19–21]. For those who have ailments and 
chronic diseases, hearing impairments constitute an additional negative factor to the other 
problems and perhaps an unnecessary burden, which may lead to the latter part of life being 
more troublesome than necessary [11, 22]. Since age-related sensory impairments in general 
have been taken care by the elderly themselves, it has largely been overlooked by nurses in the 
home-care service and by health authorities in general [4, 23]. Knowledge and  understanding 
about how to maintain the hearing function in old age seem to be crucial in order to manage 
every day activities, daily living, and participation in social activities, even if one has other 
health challenges and is receiving home care [24].

Decline in sensory abilities and their effects on physical and psychosocial capacities in older 
individuals have been discussed in previous studies [15–17], however, most prevalence stud-
ies of hearing impairments involve population from the general community and include peo-
ple from younger age groups, so studies among older people over 80 years receiving home 
care are few.

Grue [11] has discussed the burden of dual sensory impairment in the elderly and also the risk 
of falling when hearing is impaired.
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One would think that it is in the elderly’s own interest to maintain the function of the hearing 
sense throughout the life course, but our randomized, controlled trial indicated that many 
elderly could not be expected to do all the self-care activities necessary to improve their hear-
ing function themselves. Close monitoring and assistance is necessary.

2. Presbycusis and hearing impairment

Age-related hearing impairment (presbycusis) is characterized by reduced hearing sensitivity 
and speech understanding in noisy environments, and an impaired ability to localize sound 
sources [13, 25]. Our study indicated that more than 90% of the elderly participants 80+ were 
living with hearing impairments that had not been checked by specialists.

The auditory system is restricted to the outer ear, middle ear, and the inner ear and is associ-
ated with the hearing center in the brain via the hearing nerve. Sound perceived by humans 
range from 20 to 20,000 Hz. Common speech is often in the range of 200–800 Hz and the vol-
umes of speech vary between 30 dB (whisper) and 80 dB (shouting).

Age-related hearing loss starts from about 40 years of age when the high tones disappear. 
However, for many elderly it is usually not a real problem before reaching the age of maybe 
75–80 years when consonants such as s, sh, f, v, t, p, and b disappear because their energy is 
concentrated around the frequencies 2000–8000 Hz. Thus, with increasing age, hearing ability 
progressively weakens, especially the ability to hear high-frequency sounds and to distin-
guish one sound from another.

Hearing changes for an elderly person is related to anatomical and physiological changes in 
the ear, in addition to elements in the surroundings and inherited factors [25–28].

It is common in Norway and other countries to simply ask elderly patients in the home-care 
setting about their hearing with a global question and not use any further examinations if 
the elderly states that the hearing is good. Our ROC curve analysis revealed that there was a 
discrepancy between patient self-assessments and results obtained from standardized instru-
ments when they answered the global question, “Do you consider your hearing to be good, 
not so good, poor, or very poor/deaf”.

The elderly often adapt to the situation so that they do not notice themselves that the hearing 
has been deteriorated [9, 29]. Some elderly people may also have difficulties in admitting that 
they have reduced hearing. It is however more common to wear glasses than a hearing aid 
and many elderly people are loath to admit that they have a hearing problem in fear of the 
social stigma it signifies [13]. Some elderly people also underestimate their hearing loss and 
think that they have better hearing than they actually do.

It seems however that the elderly admit having problems when they are asked more detailed 
questions about their hearing and communication abilities. Results from assessing hear-
ing and communication abilities on more detailed questions indicate, for example, that the 
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elderly find it difficult to understand speech when several other people speak simultaneously, 
and that they find it difficult to understand dialects or foreign accents.

Hearing impairment can also lead to misunderstandings and suspicion in addition to the 
social isolation [9, 30]. The sound may be difficult to locate, especially for one who has com-
bined visual impairment and hearing loss, who has different hearing aids in the right and left 
ear, or one who just uses a hearing aid in one ear [31].

3. Hearing impairment in community health care

The 80+ often have serious health issues in addition to hearing impairments that may 
 significantly impact their independence and functioning in daily life. It is therefore necessary 
to have accurate information about sensory functioning in this population. Researchers in a 
Norwegian study initially used a checklist method to ask the participants about their hear-
ing [32] and then used the obtained results to apply further tests and follow-up to those who 
described their hearing as impaired. A major problem with that study is that it did not deter-
mine objectively whether the subjects who did not rate their hearing as impaired actually had 
normal hearing.

We know that there is a discrepancy between patient self-assessment and results obtained 
from standardized tests such as pure-tone audiometry test in the 80+ [33]. In addition, there 
seems to be little knowledge about whether the 80+ have sufficient information to even seek 
help in the first place, and whether they do receive the help that is available to compensate for 
their impairments [34]. Communication and access to information are considered to be espe-
cially important for the 80+, since many remain at home most of the time and have limited 
contact with others [35]. Therefore, we cannot just hand over this responsibility to the elderly.

Studies have shown that home-care nurses appear to pay limited attention to hearing losses 
[11, 13], possibly resulting in the problems and difficulties related to age-related hearing loss 
being overlooked and underestimated. The everyday life of a nurse is busy and involves 
many tasks, and focusing on the senses require a little more time and consideration for the 
nurses than they usually spend with the patient. The nursing procedures used in home care 
for identifying hearing impairment among the 80+ appear to be deficient, or at best, variable 
so developing good procedures for detecting and tending to the elderly’s hearing impair-
ments is crucial.

In addition to risk factors for social withdrawal that can have a serious impact on a per-
son’s quality of life and result in many elderly living at home feeling lonely [35], several 
studies have demonstrated that hearing impairments significantly influence especially the 
instrumental activities of daily living (IADL), referring to activities such as using the phone, 
managing money, housework, and shopping [6].

Since a majority of the 80+ have severe sensory impairments [11, 13, 36], but seem to not notice 
it themselves [33], the most likely interpretation of this inconsistency could be that they have 
adapted to the situation and do not find it worth mentioning as causing difficulties in their daily 
life. Alternatively, they may simply be resigned to and have accepted their impairments as part 
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of the aging process, or they may think, due to a lack of appropriate knowledge, that it is not 
possible to correct their hearing [36]. The acceptance of an impairment situation and the willing-
ness to report a hearing loss are associated with greater knowledge, education, and income [13].

Multimorbidity, increased risk of diseases in the sensory organs, and age-related changes in 
the eyes and ears not only lead to reduced hearing and vision but also make the 80+ living in 
a home-care setting a vulnerable group [34].

The 80+ may not have adequate information about sensory loss in old age and where to get 
help, treatment, and rehabilitation. It is therefore vital that health-care providers offer this 
information and help, particularly when the elderly person is already receiving home care. 
Such information may encourage the elderly to take actions to improve their situation or ask 
for help and support. It is likely that practical and emotional support can help the 80+ in deal-
ing with sensory impairments.

From both preventive and health-promoting perspectives, home-care nurses can play a par-
ticularly important role by incorporating simple hearing tests in their regular procedures [34]. 
Examination with an otoscope to detect ear wax and check the eardrum and an examination 
with a portable audiometer are simple procedures that can be done by the home-care nurse.

Elderly people today might have experienced economic hardship during their childhood and 
upbringing, since they grew up during the recession in the 1930s and during the World War 
II. If they have to spend money to improve their hearing, this might affect their budget, and 
therefore they may not prioritize it [34]. Thus, recommendations would be to set clear goals 
and to closely and carefully help the elderly in every way possible to optimize their hearing 
function until the goals are reached [14].

It is important that nurses who work with the elderly have knowledge of age-related changes, 
and most importantly understand the consequences of hearing loss on certain factors of daily 
life: ADL/IADL, falls, loneliness, and the quality of life. It is also important that healthcare 
providers are aware of what can be improved, with regard to hearing impairments and are 
able to explain this to the elderly. When using a hearing aid, it is not the same hearing as the 
hearing of a 20-year-old, but it is after all much better than not hearing.

When we talk to someone who is not hearing, it is important to consider the following:

• Lowering or removing background noise such as music, radio, TV, talk, traffic, and so on.

• Have good lighting so the hearing impaired person can see the face of the person who is 
speaking and read the lips and facial expression.

• Ensure that the person who is listening does not see the face of the speaker “in backlight.”

• Provide good information both to the elderly and to his/her family and friends.

• Do not speak until the person who is hearing is aware that you want to say something.

• Be close to the person who is hearing, but not too close and do not turn the face away from 
the person you are talking to.

• Speak quiet and a little slower than normal.
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• Speak clearly and use the lips, but do not exaggerate.

• Use normal strength of the voice. Do not shout and certainly not against the hearing aid if 
the person is using one.

• Be aware of the body language of the hearing impaired person who you are talking to. 
There is no guaranty that the person admits he/she is not hearing.

• Do not cover the mouth with your hand when you speak.

• Do not have anything in your mouth when speaking.

• Give key words for the topics of the conversation when there are many present.

• If someone laughs, it might be good to explain what the laughing subject is.

• Hearing impaired people have difficulties to tell the difference between consonants like 
f and s and p or t. It is therefore important sometimes to spell out the words to avoid 
misunderstandings.

4. Hearing aids and advice when talking to a hearing impaired person

In addition to hearing aids, there is also optional equipment (blue tooth) that allows sound 
to be streamed from the TV, radio, telephone, doorbell, etc. directly into the ear through the 
hearing aid. This requires however some training and help to use.

One aspect that is perhaps somewhat underestimated is that some elderly who owns a hear-
ing aid do not use them because they think that it is unattractive or a sign of old age. When 
this is the case, the nurses need to have enough knowledge to provide information to the 
elderly and explain that it is not a good idea to ignore the usage of the hearing aid. The nurse 
should rather find out what is the problem and help the elderly to overcome it.

Other types of hearing equipment including “flashing and vibrating lights” connected to the 
doorbell and alarm, inductive loop, and voice amplifier are other options.

5. Glossary

Age-related hearing impairment Refers to the hearing progressively weakens with age, also referred to as 
presbycusis.

ADL Activities of daily living (eating, bathing, dressing, toileting, etc).

Portable audiometer Referring to a portable machine used for evaluating hearing acuity.

Baseline description Description of the existing picture.

dB The decibel scale measuring sound based on human hearing. Decibel provides 
a relative measure of sound intensity.

Cutoff points Referring to the limit for having a hearing problem. Here it is at PTAV <35 dB.

Dual sensory impairment Refers to both hearing and vision impairment.
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Exploratory, randomized, 
controlled trial

Referring to a study in which participants are allocated at random to receive a 
clinical intervention.

False negative Indicate a failed test. False negative is the proportion of positives which yield 
negative test outcomes with the gold standard test.

Functional hearing Age-related hearing impairment is common in old age and improved 
functional hearing refers to an optimization of the hearing function.

Hearing function The hearing process. How the hearing works.

Hearing impairment (hearing 
loss)

Occurs when you lose part or all of your ability to hear. Hearing impairment 
can be mild, moderate, severe, or profound.

Global question Asking a global question as opposed to specific questions means asking one 
question here “Do you consider your hearing to be good, not so good, poor or 
very poor/deaf?”

Global self-assessments The person is evaluating his/her hearing by one question: “Do you consider 
your hearing to be good, not so good, poor or very poor/deaf?”

Gold-standard Refers to a diagnostic test or benchmark that is the best available under 
reasonable conditions.

Hz Hertz, referring to the unit of frequencies in the International System of 
Units (SI).

Otoscope Referring to an auroscope which is a medical device used to look into the ears.

IADL Instrumental activities of daily living (using the phone, managing money, etc).

Multimorbidity Referring to the co-occurrence of two or more chronic medical conditions in 
one person.

ROC curve analysis Receiver operating characteristic  is a diagnostic test in statistics – used for 
decision making in medicine.

Presbycusis Age-related hearing impairment.

Pure-tone average (PTAV) Refers to audiology pure-tone testing and the average of hearing threshold 
levels at a set of specified frequencies, here 500, 1000, 2000, and 4000 Hz which 
is the frequencies recommended by the World Health Organization (WHO) to 
check the hearing of the elderly.

Pure-tone audiometry test Referring to a standardized hearing test which is used to determine the 
presence or absence of hearing loss.

Self-care activities Referring to the tasks or actions that a person with age-related hearing 
impairment must perform to safeguard his/her hearing function.

Standardized test A test that is administered and scored in a consistent or standard manner. Here 
it refers to pure tone audiometry.
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Abstract

The aging of auditory system determines the physical, sensory, and neural changes in the 
peripheral and central parts and may cause changes in the reception and sound process‐
ing. Age related hearing loss, also called presbycusis, can occur in the elderly population 
due to aging. The difficulty for compression of speech in the elderly may be due solely 
to hearing loss, but may be linked to degenerative issues of the central auditory system. 
Age is a factor that interferes with the central auditory processing. The results of audi‐
tory processing may change and more if there is the presence of peripheral hearing loss. 
It should be considered that the longer an individual has hearing loss, the greater the 
negative effects on the perception of sound and performance in listening skills. The use 
of hearing aids favors amplification and modification of the sound stimulus so that it 
reaches the eardrum with quantity increase and quality, promoting and stimulating the 
auditory skills. This chapter intends to make a review of the auditory processing disorder 
and evidence the benefit of the use of amplification in the elderly.

Keywords: hearing aid, auditory system, presbycusis, auditory processing, elderly

1. Introduction

Advancements in health care and technological developments in the areas of preventive 
medicine and medical technology during the last decades have considerably extended the 
life expectancy of the human population. As a result, a greater number of people exceed 
the age of 65. This category of subjects is commonly referred to as seniors or elderly 
group. With the increasing age, some systems of the human body start to present func‐
tional changes such as degeneration or atrophy of neurons or tissues. People older than 65 
years show an increased number of nontransmissible diseases, such as cardiac or metabolic 
ones [1].

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Associated with the transformation of the body and with the higher incidence of health com‐
plications, the elderly may present sensory, motor, and cognitive alterations. Cellular and 
molecular damage may also show up due to aging, possibly resulting in sensory loss (hearing 
or vision) or motor disability. In addition, cognitive changes such as decreased attention and 
working memory may also be present [1, 2].

All these factors may compromise the quality of life and the independence of the elderly. 
In addition, these changes can lead this segment of the population to a social isolation and 
depression [1].

The aging of the auditory system leads to physical, sensory, and neural changes in the 
peripheral and central portion of the system, which may also cause changes in the sections 
which receive and process the sound stimuli.

The objective of this chapter is to make a review of hearing loss and auditory processing, 
while considering the use of amplification technologies (hearing aids) and their intervention 
in the elderly.

2. Hearing

The concept of hearing is extremely complex and goes beyond the simple act of listening 
to a particular sound. This is a process in which motor, electrical, and biochemical changes 
occur along the auditory path inside the human body, which begins in the outer ear (more 
specifically in the pinna), and ends in the cortex, where the sound information received is 
decoded [3].

Sound waves generated in the environment are captured by the pinna and driven by the 
external acoustic meatus to the tympanic membrane, which starts a vibration process, trans‐
forming the sound waves into mechanical waves. This vibration moves the ossicles in the 
middle ear until it reaches the oval window, where stimulation will reach the inner ear.

The movement that begins in the inner ear promotes movement in the liquid (endolymph) 
that is housed in the cochlea, as well as, a change in its structures, promoting the excitement 
of the outer and inner hair cells, which in turn stimulate a network of nerve endings, which 
leads to the stimulation of the cochlear nerve to reach the central nervous system. It will be in 
the cerebral cortex that the stimulus will be decoded and then spatially interpreted.

As described above, hearing is an extremely complex process. What happens when the audi‐
tory system is affected by changes due to aging and it does not work properly?

2.1. Hearing loss and its consequences

When the auditory system presents structural changes, other disorders might be observed 
first, depending on the location where the hearing complications were first observed. For 
example, if a problem is observed in the external, middle, or inner ear, it will result in a 
reversible (or not) hearing loss. If a problem is present in the area of the auditory cortex, it 

Advances in Clinical Audiology112



Associated with the transformation of the body and with the higher incidence of health com‐
plications, the elderly may present sensory, motor, and cognitive alterations. Cellular and 
molecular damage may also show up due to aging, possibly resulting in sensory loss (hearing 
or vision) or motor disability. In addition, cognitive changes such as decreased attention and 
working memory may also be present [1, 2].

All these factors may compromise the quality of life and the independence of the elderly. 
In addition, these changes can lead this segment of the population to a social isolation and 
depression [1].

The aging of the auditory system leads to physical, sensory, and neural changes in the 
peripheral and central portion of the system, which may also cause changes in the sections 
which receive and process the sound stimuli.

The objective of this chapter is to make a review of hearing loss and auditory processing, 
while considering the use of amplification technologies (hearing aids) and their intervention 
in the elderly.

2. Hearing

The concept of hearing is extremely complex and goes beyond the simple act of listening 
to a particular sound. This is a process in which motor, electrical, and biochemical changes 
occur along the auditory path inside the human body, which begins in the outer ear (more 
specifically in the pinna), and ends in the cortex, where the sound information received is 
decoded [3].

Sound waves generated in the environment are captured by the pinna and driven by the 
external acoustic meatus to the tympanic membrane, which starts a vibration process, trans‐
forming the sound waves into mechanical waves. This vibration moves the ossicles in the 
middle ear until it reaches the oval window, where stimulation will reach the inner ear.

The movement that begins in the inner ear promotes movement in the liquid (endolymph) 
that is housed in the cochlea, as well as, a change in its structures, promoting the excitement 
of the outer and inner hair cells, which in turn stimulate a network of nerve endings, which 
leads to the stimulation of the cochlear nerve to reach the central nervous system. It will be in 
the cerebral cortex that the stimulus will be decoded and then spatially interpreted.

As described above, hearing is an extremely complex process. What happens when the audi‐
tory system is affected by changes due to aging and it does not work properly?

2.1. Hearing loss and its consequences

When the auditory system presents structural changes, other disorders might be observed 
first, depending on the location where the hearing complications were first observed. For 
example, if a problem is observed in the external, middle, or inner ear, it will result in a 
reversible (or not) hearing loss. If a problem is present in the area of the auditory cortex, it 

Advances in Clinical Audiology112

will generate a processing interference, which will affect the understanding and decoding of 
the incoming sound stimuli.

Aging processes can alter the structures of the auditory system, resulting in hearing loss and a 
compromise of hearing. This is the most significant and important sensory change in the lives 
of the elderly, which can generate a social limitation, minimizing the social function and the 
participation of the elderly in the society [4].

Hearing loss due to aging is called “presbycusis” or age‐related hearing loss (ARHL) [5]. It is usu‐
ally identified due to complains from the elderly subjects, referring to difficulties in under‐
standing nearby sounds, especially in environments with poor acoustics. In these cases, an 
audiological assessment usually results in an identification of a mild‐to‐moderate symmetric 
sensorineural hearing loss, which worsens in the course of time [6].

It is well known that 80% of the population >85 years present some form of hearing loss [7]. 
The incidence of the hearing impairment also has gender effects, i.e., elderly men tend to be 
more affected than elderly women [8].

The data in the literature show that presbycusis can be classified into three types: the sensory 
presbycusis, the neuronal presbycusis, and the metabolic presbycusis [9, 10]. In the first case, 
it is possible to observe a lesion in the organ of Corti, which results in an audiogram with 
sloping configuration. In the neuronal presbycusis, there is a loss of spiral ganglion neurons, 
which leads to a worsening in speech discrimination, which does not seem compatible with 
hearing loss observed in the audiogram. The metabolic presbycusis is caused by a degenera‐
tion of the vascular stria, characterized by a vocal discrimination preserved, even in spite of 
the presence of flat or high frequency configuration [9, 10]. In all the three cases above, the 
elderly is considered to have a sensory neural hearing loss.

However, it is necessary to account for other factors that may have affected the hearing of 
the elderly throughout life and that may have worsened the hearing loss, such as exposure to 
noise, cardiovascular diseases (hypertension or diabetes), or extensive use of antineoplastic 
drugs. Very often what we call presbycusis is the cumulative effect of aging with cochlear 
stress caused by other etiologies [11–13].

A decline of the linguistic functions is commonly observed in the elderly presenting hearing 
loss. Due to this sensorial disorder, an elderly subject loses the quality of sound information in 
communicating with others, which may generate at first a difficulty or trouble understanding 
a vocal message, and eventually drives the elderly into social isolation [14]. This situation has 
an impact in the lives of the elderly as well as in the people who surround the elderly, their 
caregivers.

These communication difficulties are global and they are changing the life of the elderly, 
reducing their communication skills with members of the family or friends. This difficulty 
can even show up with normal environmental sounds such as a telephone ring or the horn of 
a car, situations that can even put the elderly into a safety hazard [15].

The International Classification of Disability and Health (ICF) (World Health Organization, 
2001) considers that a condition of good health depends (i) on the proper functioning of the 
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body and (ii) on social and environmental factors that allow the individual to perform his/
her activities and be active socially. Thus, hearing loss should not be a limitation, since it is 
possible to perform an intervention (hearing aids, implantable hearing aids, and cochlear 
implants) and to manage positively the hearing impaired adult [16].

2.2. Hearing aids and hearing performance

When hearing loss is diagnosed, an intervention is necessary. The most immediate solution 
is the use of a hearing aid (HA) technology. The HA is a little apparatus placed in the exter‐
nal meatus and that can amplify the sounds that reach the auditory system. With a hearing 
aid, the person will regain the audibility even of low‐intensity sounds, making it possible to 
resume the activities of daily life. The usage of a hearing aid is the primary treatment option 
indicated for individuals with nonreversible hearing loss [17].

Since elderly subjects present a symmetrical loss profile in most cases, it is possible to use two 
hearing aid devices and perform a binaural fitting. Two hearing aids favor a better under‐
standing of the sound messages and a better localization of the sound source [17].

Currently, in the market, there is a wide variety of technologies for hearing aids and resources 
that can be used to improve hearing. The best hearing aid is indicated for each case, and for 
it, a process must be followed by the audiologist, thus favoring a better adaptation of the 
hearing aid.

This process to determine if a hearing aid should be used or not begins with an assessment 
and the planning of the intervention to be held. Usually, the individual is subjected to the 
common audiological tests such as tonal and speech audiometry as well as immittance tympa‐
nometry tests. However, these procedures can only assess hearing complications in the audi‐
tory periphery. The sufficiency of these tests is uncertain and will be further discussed below.

The HA is selected based on desired physical and electroacoustic characteristics. At this stage, 
the individual complains should be considered, their fine motor skills and even cognitive fac‐
tors that may influence the use and adaptation of one or other technology.

Since individuals with sensorineural hearing loss have low speech discrimination in the 
presence of background noise, most hearing aid devices incorporate noise suppressors that 
amplify the speech signal over noise and directional microphones that capture best sounds 
from certain directions. Even in these conditions the hearing aid cannot simulate the cochlea 
function, for all audible sounds. The hearing aid will amplify certain sound frequencies, but 
still there will be loss of sound signal quality, and a number of individuals still tend to com‐
plain about the level of amplification.

The hearing aid should amplify the incoming sounds without being uncomfortable to the per‐
son who uses it. This situation is only possible due to the components and digital or electronic 
operation of the hearing aid, which will amplify the low‐intensity sounds, transforming them 
into audible sounds, without however, causing discomfort in the listener.

Care must be taken in the entire process of fitting, such as the handling conditions of the 
hearing aid by the elderly, the size of the device, or the occurrence of feedback. If any of these 
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factors were not observed, the chance of the elderly not making effective use of the hearing 
aid is very high.

After selecting the best hearing aid for the subject case and its characteristics, the specific 
device performance and the individual performance with this technology must be verified 
through objective and subjective tests if there was an improvement in the perception of sound 
stimuli. The next phase consists of providing the user with proper guidance on the usage 
and handling of the hearing aid, enabling, after one‐time use, the validation of the treatment, 
in other words, the perception of the impact of the intervention in the life of the new user of 
hearing aids [18]. Throughout this process, the audiologist should consider two important 
factors: the limitations in activities and participation restriction.

For this reason, even with the existing technological advancements in the field of hearing 
aids, some elderly subjects still complain about the amplification, signal quality, often failing 
to make use of this technology. Other elderly subjects, in turn, report great improvement in 
their lives with the use of hearing aids, accomplishing different listening tasks. So, why does 
it occur?

3. Auditory processing

In some cases, even if the hearing aid provides audibility of the signal, it cannot improve the 
listening of the elderly, especially in acoustically unfavorable environments. This may occur 
because of the listening difficulty caused, including, but not exclusively, by periphery of the 
auditory system, but also by central portion, in the cortex, thereby generating a difficulty in 
auditory processing, with consequent difficulty decoding the acoustic signal. This difficulty is 
not only a result of the increase in hearing thresholds but also of a dysfunction of the auditory 
processing. This has to be taken into account when selecting hearing aids.

Hearing is a function of the peripheral portion of the auditory system. However, processing 
and understanding of this sound is a function of the central portion of the auditory system, 
and incorporates many features and neurological networks, involving aspects like hearing, 
language, and cognitive.

For a long time, it was believed that only the basic audiological evaluation has been sufficient 
for diagnosis and intervention in the elderly. Alternatively, the central auditory processing 
tests should were performed only in individuals with thresholds within normal standard, so 
that this test is widely used in children with complaints of learning disability without another 
diagnosis or change detected [19]. However, it is possible to use the auditory processing test 
with adults and elderly. Several studies [20] on the auditory processing in the elderly or peo‐
ple with hearing loss began to be realized and it looks for the answer of this population, in a 
way to create a normal answer for this population and investigate if these results can change 
answer or feeling of the elderly with HA.

It is necessary to consider that it is not only the peripheral portion of the auditory system that 
is influenced by age, but all the auditory system undergoes aging interference. There may be 
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a drop in auditory skills not only because of a peripheral alteration, but because of a difficulty 
in working and operating with sounds and auditory skills [21, 22].

Besides the hearing loss, the elderly have trouble in auditory processing. This fact is proven 
by research showing that older adults with hearing loss perform worse than adults or young 
people with similar hearing loss. This occurs because there is a deterioration of the central 
auditory system in the elderly, which generates auditory processing disorder [20]. Especially 
in the elderly, the acoustic signal that enters the system is distorted due to peripheral hearing 
loss because of aging (presbycusis) [23], what compromised more the auditory processing. 
If the whole system is taken into account, only amplification of sound will not be enough, 
because there can be a change in the processing of this sound in the central portion of the 
auditory system (cortex). Therefore, this interferes with the fitting of hearing aids, reducing 
satisfaction and their effective use.

In 1996, the American Speech‐Language‐Hearing Association characterized and defined “cen‐
tral auditory process are the auditory system mechanisms and process responsible for the following 
behavioral phenomenal: sound localization and lateralization, auditory discrimination, auditory pat‐
tern recognition, temporal aspects of audition including temporal resolution, temporal masking, tem‐
poral integration and temporal ordering, auditory performance decrements with competing acoustic 
signals and auditory performance decrements with degraded acoustic signals” [24].

It is important to evaluate what these abilities mean. When someone can detect from which 
direction the sound is coming, the person is using the sound localization. When someone 
can organize or memorize auditory information according to the time, they are developing 
the temporal ordering ability. When someone understands the auditory information in the 
competitive noise, they are performing the auditory closure. When someone understands 
the auditory information from the junction of the information provided in each ear, they are 
doing binaural synthesis.

In children the auditory processing disorder justifies learning or language disorders. When 
the sound has not been processed properly, dealing with language issues is difficult, resulting 
in reading and writing problems. In adults, this change can be detected only when specific or 
elaborate tasks of listening are requested. In the elderly, the auditory processing difficulty is 
perceived when the individual does not fit to the hearing aid.

3.1. Auditory processing evaluation

Therefore, to detect the presence of auditory processing disorders, it is necessary to perform 
an evaluation, which is conducted in a soundproof booth, using headphones. The assess‐
ment is carried out with different tests, which evaluate the individual auditory skills, such 
as sound localization, temporal ordering, auditory closure, binaural synthesis, and figure 
background.

These skills are evaluated using different procedures (Table 1), which can be applied in more 
than one session. Moreover, these tests can be applied in monaural or binaural form, i.e., in 
order to evaluate just one ear or the binaural integration (both ears). Each test has a specific 
orientation (purpose) and a specific stimulus. It is not necessary to apply all of the tests. On 
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auditory system in the elderly, which generates auditory processing disorder [20]. Especially 
in the elderly, the acoustic signal that enters the system is distorted due to peripheral hearing 
loss because of aging (presbycusis) [23], what compromised more the auditory processing. 
If the whole system is taken into account, only amplification of sound will not be enough, 
because there can be a change in the processing of this sound in the central portion of the 
auditory system (cortex). Therefore, this interferes with the fitting of hearing aids, reducing 
satisfaction and their effective use.

In 1996, the American Speech‐Language‐Hearing Association characterized and defined “cen‐
tral auditory process are the auditory system mechanisms and process responsible for the following 
behavioral phenomenal: sound localization and lateralization, auditory discrimination, auditory pat‐
tern recognition, temporal aspects of audition including temporal resolution, temporal masking, tem‐
poral integration and temporal ordering, auditory performance decrements with competing acoustic 
signals and auditory performance decrements with degraded acoustic signals” [24].

It is important to evaluate what these abilities mean. When someone can detect from which 
direction the sound is coming, the person is using the sound localization. When someone 
can organize or memorize auditory information according to the time, they are developing 
the temporal ordering ability. When someone understands the auditory information in the 
competitive noise, they are performing the auditory closure. When someone understands 
the auditory information from the junction of the information provided in each ear, they are 
doing binaural synthesis.

In children the auditory processing disorder justifies learning or language disorders. When 
the sound has not been processed properly, dealing with language issues is difficult, resulting 
in reading and writing problems. In adults, this change can be detected only when specific or 
elaborate tasks of listening are requested. In the elderly, the auditory processing difficulty is 
perceived when the individual does not fit to the hearing aid.

3.1. Auditory processing evaluation

Therefore, to detect the presence of auditory processing disorders, it is necessary to perform 
an evaluation, which is conducted in a soundproof booth, using headphones. The assess‐
ment is carried out with different tests, which evaluate the individual auditory skills, such 
as sound localization, temporal ordering, auditory closure, binaural synthesis, and figure 
background.

These skills are evaluated using different procedures (Table 1), which can be applied in more 
than one session. Moreover, these tests can be applied in monaural or binaural form, i.e., in 
order to evaluate just one ear or the binaural integration (both ears). Each test has a specific 
orientation (purpose) and a specific stimulus. It is not necessary to apply all of the tests. On 
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the other hand, it is necessary to focus on the hearing loss type and its configuration to decide 
which test is the most important to be performed or can be possibly applied. This analysis 
is important because the tests are applied with an audible level over the hearing threshold.

Therefore, according to the hearing loss level, one particular test may not be applied because 
the sound level necessary on that test cannot be reached due to the limitation of the equipment. 
This aspect will be discussed later on.

3.2. Auditory processing in the elderly

Research comparing young and old individuals, whose hearing level is within the normal 
range, observed that even with normal thresholds, there is a reduction in speech understand‐
ing with background noise with the increase of the age of the individuals for short messages 
(consonants) or for long messages (phrases) [25].

The main complaint of the elderly is the difficulty to understand speech. There are three 
hypotheses that justify the difficulty to understand speech in the elderly: peripheral hearing 
loss, central hearing loss, and cognitive impairment. According to studies, despite being the 
most accepted hypothesis, only peripheral hearing loss may not generate the difficulties to 
understand the speech in the elderly [26]. In contrast, it adds that changes in auditory process‐
ing could enhance the difficulty that the elderly have to identify speech [27].

It is clear that the elderly has auditory processing disorder, since it is difficult for them to 
decode phonemes, the perception of rapidly changing speech decoding of verbal and non‐
verbal sounds and a slowing in interhemispheric transmission [28]. These changes associated 
with the peripheral hearing loss create a difficulty to understand speech, especially if it occurs 
in an acoustically unfavorable environment.

In addition to the hearing impairment, either peripheral or central, a decline in cognitive func‐
tion can also negatively impact the processing of sound information, impairing speech under‐
standing [29]. With the increase of age there is a decrease in attention span and in working 

Procedure Skill

Sound localization Sound localization

Memory for verbal sounds Temporal ordination

Memory for nonverbal sounds Temporal ordination

Speech with noise Auditory closure

Dichotic digits Integration binaural

Staggered spondaic word (SSW) Integration binaural

Frequency and duration standard Temporal processing

Gaps in noise (GIN) Temporal processing

Identification of synthetic sentences Figure background

Table 1. Auditory processing tests and auditory abilities.
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memory, slower brain processing, and reduction in the ability to reduce the environmental 
interference for speech understanding [6].

Factors such as working memory and speech processing speed influence speech recognition 
in noise. Studies have shown that the elderly who has a good cognitive performance obtained 
good results, which were better than those who had poorer performance, indicating that for 
processing the acoustic signal there is a cognitive interference condition [30].

These cognitive changes associated with the decline in hearing thresholds and a worsening 
in hearing generates a change in perception and speech understanding in noise. These factors 
result in a decline in the elderly quality of life and can lead to social isolation [31].

3.3. Auditory processing evaluation in the elderly

Nowadays, we have the idea that there is a correlation between auditory processing tests and 
hearing loss and that the elderly performs worse than adults. Because of that, recent research 
includes study of the auditory processing and hearing loss, and look for a way to evaluate and 
intervene with this population.

In the elderly, it is essential to consider the presence of peripheral hearing loss, but as it is a 
poor signal that reaches the cerebral cortex due to peripheral hearing loss, cognition of the 
elderly is fundamental for a better understanding of the message. Additionally, the auditory 
cortex of individuals in this portion of the population tends to atrophy, which causes a change 
in auditory processing, i.e., the sound that enters the system is already an altered sound, and 
it worsens because of the way this is processed [31].

Studies show that seniors who have changes in auditory processing tend to perform a self‐
assessment of the hearing handicap worse than those who have no auditory processing disor‐
der, showing that it is necessary for a better evaluation of each individual [32].

Some researches specify types of responses that can be obtained for each case. Individuals 
with low‐ and high‐frequency hearing loss show difficulty in monotonic tasks. In turn, the 
elderly with hearing loss in high frequency or normal hearing can perform well on these tests. 
Therefore, audiological characteristics of the hearing loss have to be taken into account to 
select the processing test and understand the results achieved [33].

Many factors have to be considered to assess auditory processing in the elderly. In addition to 
care in the test selection, it is important to consider the age of the assessed person. It is known 
that when comparing the performance of adults with the elderly performance, the elderly will 
have a lower performance than adults, those observed even in the presence of similar hearing 
loss. This occurs because there is a deterioration of the central auditory system, which gener‐
ates an auditory processing disorder in the elderly. This context interferes negatively with 
the hearing aids’ fitting, reducing the satisfaction of the elderly in relation to these devices, 
resulting in a noneffective use [22].

To evaluate how the elderly process this sound, or their listening skills, it can map out a 
more detailed and correct rehabilitation plan for each case. If there is the presence of periph‐
eral hearing loss, hearing aids must be fitted. However, with a broader look at the elderly's 

Advances in Clinical Audiology118



memory, slower brain processing, and reduction in the ability to reduce the environmental 
interference for speech understanding [6].

Factors such as working memory and speech processing speed influence speech recognition 
in noise. Studies have shown that the elderly who has a good cognitive performance obtained 
good results, which were better than those who had poorer performance, indicating that for 
processing the acoustic signal there is a cognitive interference condition [30].

These cognitive changes associated with the decline in hearing thresholds and a worsening 
in hearing generates a change in perception and speech understanding in noise. These factors 
result in a decline in the elderly quality of life and can lead to social isolation [31].

3.3. Auditory processing evaluation in the elderly

Nowadays, we have the idea that there is a correlation between auditory processing tests and 
hearing loss and that the elderly performs worse than adults. Because of that, recent research 
includes study of the auditory processing and hearing loss, and look for a way to evaluate and 
intervene with this population.

In the elderly, it is essential to consider the presence of peripheral hearing loss, but as it is a 
poor signal that reaches the cerebral cortex due to peripheral hearing loss, cognition of the 
elderly is fundamental for a better understanding of the message. Additionally, the auditory 
cortex of individuals in this portion of the population tends to atrophy, which causes a change 
in auditory processing, i.e., the sound that enters the system is already an altered sound, and 
it worsens because of the way this is processed [31].

Studies show that seniors who have changes in auditory processing tend to perform a self‐
assessment of the hearing handicap worse than those who have no auditory processing disor‐
der, showing that it is necessary for a better evaluation of each individual [32].

Some researches specify types of responses that can be obtained for each case. Individuals 
with low‐ and high‐frequency hearing loss show difficulty in monotonic tasks. In turn, the 
elderly with hearing loss in high frequency or normal hearing can perform well on these tests. 
Therefore, audiological characteristics of the hearing loss have to be taken into account to 
select the processing test and understand the results achieved [33].

Many factors have to be considered to assess auditory processing in the elderly. In addition to 
care in the test selection, it is important to consider the age of the assessed person. It is known 
that when comparing the performance of adults with the elderly performance, the elderly will 
have a lower performance than adults, those observed even in the presence of similar hearing 
loss. This occurs because there is a deterioration of the central auditory system, which gener‐
ates an auditory processing disorder in the elderly. This context interferes negatively with 
the hearing aids’ fitting, reducing the satisfaction of the elderly in relation to these devices, 
resulting in a noneffective use [22].

To evaluate how the elderly process this sound, or their listening skills, it can map out a 
more detailed and correct rehabilitation plan for each case. If there is the presence of periph‐
eral hearing loss, hearing aids must be fitted. However, with a broader look at the elderly's 

Advances in Clinical Audiology118

auditory system and their greatest difficulties, a better hearing aid fitting is possible, as well 
as the indication of a therapy or auditory training.

However, still in the assessment phase, it is important that the evaluator considers the pres‐
ence of peripheral hearing loss when selecting and evaluating the results of tests of auditory 
processing, since not all tests can be applied in cases of peripheral hearing loss. It is neces‐
sary to select tests that do not suffer interference from hearing loss. Still, there is the degree 
of limitation of loss, with the possible application in symmetrical hearing loss, from mild to 
moderate (hearing loss up to 55 dB HL) [34].

Some authors suggest that the battery used to assess auditory processing should have dichotic 
tests, temporal processing tests, low redundancy monaural tests, and binaural interaction 
tests [34, 35].

Specifically to evaluate the binaural interaction, it is suggested to use the dichotic digits test. 
Studies show that there is a drop in performance of the left ear in the dichotic listening in the 
elderly. This generates a change in interhemispheric transfer of the acoustic signal, which is 
due to the deterioration of the callosum corpus [36]. This change in dichotic listening can alter 
also in working memory and selective attention, suggesting cognitive impairment [37, 38].

It is important to explain that in the dichotic test, four numbers are introduced. First of all, two 
numbers will be shown, at same time, but each one in each ear. Immediately after, other two 
numbers are shown in the same way. The listener has to pay attention and tell which numbers 
he listened and/or what numbers were heard in each ear.

In this age group (elderly), more problems are observed with listening skills figure back‐
ground and closing, which affect the listening speech in noise in acoustically unfavorable 
environments. In addition, changes in auditory temporal processing are also observed in the 
elderly and widely discussed in the literature [39]. It is believed that the elderly people experi‐
ence changes in auditory temporal processing, which can be detected both in frequency and 
in test duration [6].

In the temporal tests, three stimuli in sequence are presented, and the assessed individual 
has to name or reproduce the sound, and thick or thin the frequency test, or long and short 
in duration test.

The hearing performance worsens with the presentation of a complex or an acoustically unfa‐
vorable environment stimulus. Added to this, the elderly has great difficulty with sequencing 
activities, which involve auditory processing and cognition [40].

4. Auditory neuronal plasticity

The elderly with hearing loss suffer from the beginning of the hearing loss installation, sen‐
sory deprivation by having hearing restricted to some sounds. Thus, the introduction of 
sound stimuli, through the hearing aid, even after the privation period, can cause changes in 
the sensory system responsible for transmitting acoustic information.
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The adaptation of hearing aids promotes neuronal plasticity. Neural networks are generated 
and areas of the brain that were not stimulated become stimulated, favoring the adaptation of 
the hearing aid and social reintegration of the elderly. In addition, the adaptation of the hear‐
ing aid can contribute to the stabilization of the hearing loss, namely, the reintroduction of 
certain sounds by the hearing aid can promote a positive plasticity (structural and functional 
reorganization of the central auditory system).

The longer an individual stays with hearing loss and without the use of hearing aids, the 
greater the negative effects on the perception of sound and performance in listening skills. 
The use of hearing aids favors amplification and modification of the sound stimulus so that 
it reaches the eardrum with quantity increase and quality, and promotes and stimulates the 
auditory skills.

Due to the improvement of the quality of sound that reaches the central auditory system, it 
is believed that after auditory stimulation for a certain period of time, the elderly tends to 
improve his auditory perception because there is a greater stimulation of the auditory cortex. 
This theory is grounded by the theory of brain plasticity, or because of high stimulation, 
which happens with the use of hearing aids: the brain region responsible for the understand‐
ing of the function and process the auditory information creates new neural network (plastic‐
ity), thus, generating a better performance of the individual. When this occurs, the elderly has 
a better hearing performance, because in fact there were positive brain changes.

In some cases, there is indication of auditory training, so that the auditory cortex can be poten‐
tially stimulated and thus there will be an improvement in hearing. Several surveys show 
that the auditory training is suitable for adults and the elderly with hearing loss, since this 
therapeutic resource improves perception and hearing in noisy or acoustically unfavorable 
environments.

Even with those seniors who have mild hearing loss, satisfaction with the use of hearing aids will 
not be great because of auditory processing disorders. Research claim that therein lies the impor‐
tance of ear training because it will occur with an improvement in electrophysiological response 
(latency wave III in ABR) in auditory localization and speech understanding in noise [41].

This training becomes complementary to the use of hearing aids. Thus, it will be through 
training that the individual with hearing loss will be able to hone your listening skills so there 
is a better understanding of speech [42].

The auditory training can assist in the recognition of sounds that were not already heard and 
others that can be modified by technology, such as the lowering frequency that seeks to dislo‐
cate a high‐frequency sound to a lower one.

The professional who will make the indication of the treatment must have concepts of neuro‐
science and aging, which should be considered at the time of the hearing aid selection and type 
of auditory training. Moreover, it is necessary to consider that there is brain reorganization and 
acclimatization with hearing aids and that these processes are closely related to cognition [43].

All this care and to look further, beyond the peripheral hearing loss, is essential for the 
individual with hearing aid, and notices an improvement in his understanding of speech. 
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The presence of hearing loss can lead to changes in the mood of the elderly and social 
change, taking them into isolation. Because of this, it is important to evaluate the benefits 
of hearing aids and how the technology can change the life and the neurologic system of 
the elderly.

5. The benefit of hearing aids

Modification is generated by the use of hearing aid. Benefit is the difference in the audi‐
tory performance of the individual with and without the use of this technological resource. 
It is expected that whenever the benefit obtained is positive, an improvement in auditory 
responses occurs. This is possible, as already mentioned above, due to neuronal plasticity, 
with no improvement in hearing thresholds or in the response of the cochlear hair cells, but 
with a change in the cortex, with better auditory responses.

The modification of auditory responses does not happen only by the input of the sound stim‐
ulus of higher quality or more audible. Rather, it is this better quality signal entering the hear‐
ing system that makes possible a change in neural networks, generating a better response in 
auditory sensation.

However, a positive benefit is not always observed. In some cases, the benefit is negative or 
zero, i.e., the elderly does not perceive changes in hearing with the hearing aid or even refers 
to a worsening. In these cases, the adaptation of the hearing aid becomes more difficult and 
the elderly will not make proper use of the device.

The benefit can be measured by objective and subjective tests. Objective tests assess quantita‐
tively the improvement in hearing performance with the use of hearing aid. Usually, speech is 
used in noise test, functional gain, insertion responses, among other tests [44]. Speech in noise 
test is conducted in a soundproof booth, with calibration and standardization. It is supposed 
to get better performance with hearing aid.

Alongside, there are the subjective tests, such as self‐assessment questionnaire, which are 
answered by individuals and seek to assess the feeling the individual has about the improve‐
ment in their hearing.

For many services, the subjective test has greater influence and relevance than the objective 
tests, since these show that the elderly are thinking about the hearing aid, as is its perfor‐
mance in communication activities and may differ from the data obtained in objective tests 
and influence more on whether or not to use the hearing aid.

The main questionnaires are HHIE (Hearing Handicap Inventory for the Elderly) [45], the 
APHAB (Abbreviated Profile of Hearing Aid Benefit) [46], and the COSI (Client Oriented 
Scale of Improvement) [47]. These questionnaires can be used alone or in a combined form 
and should be applied before and after using the device for the measurement of the benefit.

The HHIE seeks to assess the psychosocial effects of hearing deficiency in the elderly. The 
questionnaire contains 25 questions that are divided into two scales: social and emotional. 
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By means of these scales it is possible to assess how much the situations of difficult listening 
affect the individual's behavior and emotional response front to these situations. There are 
three possible answers: yes, no, and sometimes.

APHAB seeks to assess the hearing disability associated with hearing loss and how it was 
reduced after using the hearing aid. Therefore, this questionnaire should be applied before 
the use of hearing aid and after adaptation.

COSI focuses on individual listening difficulties. Before the adaptation, the individual must 
choose five categories in which I would like to hear well. For evaluation, two scales are used, 
a relative scale, which assesses the degree of change, and an absolute scale, which records the 
individual's final skill listening situations.

It is known that even being subjective, the benefit is influenced by cognitive issues, as with 
cognitive issue preserved, a more effective use of hearing aid will be made, and also the 
understanding of the auditory information, as well as the ability to understand speech in 
noisy environments [48]. In others, research is possible to see that the cognitive can change 
with the benefit of hearing aids [49].

The modification in many categories is just possible to be measured after 1 year of the use of 
hearing aid [48]. After 4 months of use of the hearing aid, it is possible to see a change in the 
quality of life of the elderly. Nevertheless, bigger modification in other categories is just per‐
ceived after 12 months of the use of this technology [49]. Some research looks for modification 
in the benefit after this period, like evaluating the benefit after 24 months of use. However, 
no significant differences have been observed because an acclimatization had occurred [50].

Many researches look for the benefit of the use of hearing aids. All of them show that the 
elderly have a significant change in their life to return to social activities and trying again 
new communication activities. In addition, it is possible to see a reduction in the emotional 
problems or social isolation [51].

One study evaluated the handicap (Hearing Handicap Inventory for Elderly, HHIE) before and 
after 6 months of use of hearing aids. One hundred and fifteen (115) elderly were divided into 
two groups according to the result of the dichotic digits test (normal or abnormal result). After 
6 months there was a significant improvement only in the group with normal dichotic test dig‐
its. The author also states that the differences observed between the groups are not justified by 
memory issues, attention, or difficulty in fine motor. However, the central auditory processing, 
which when altered generates negative influence on the process of adaptation in the elderly [52].

Therefore, measuring the benefit is essential for a correct assessment of the hearing aid gains 
possible, as well as checking how the use of this technology is favoring a new neural network.

6. Final considerations

In assessing the issue and the hearing status in the elderly, many factors have to be taken into 
consideration so that appropriate amplification will be proposed and so the elderly make 
actual use of hearing aids and have the proper advantages.
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With the beginning of the use of auditory processing tests to assess the elderly with hearing loss, 
a new scenario in audiology was established and became an integral care for the elderly hearing.

It is not enough to just consider the degree of peripheral hearing loss but also it is necessary 
to consider how listening skills are changed, so that a better fitting is indicated, as well as the 
attempted use of complementary technologies.

That way not only searches the degree of peripheral loss, but searches around which hear‐
ing abilities are altered. So, this way it is possible to select a better technology for the elderly. 
Considering what skills are altered, you can check which technology or which feature of the 
hearing aid can be used, favoring a better listening and speech understanding by the elderly, 
which will generate an effective use of the device.

In addition, having a better hearing, the elderly tend to relate better with people, not isolating 
or minimizing their quality of life and autonomy. Rather, they can develop their daily tasks 
more independently, which favors their mental, cognitive, and economic conditions.

Glossary

Age‐related hearing loss (ARHL) A synonym of presbycusis

Abbreviated Profile of Hearing Aid Benefit (APHAB) A shortened version of the Profile of Hearing Aid Benefit, 
self‐assessment, disability‐based inventory that can be used to 
document the outcome of a hearing aid fitting

Client Oriented Scale of Improvement (COSI) It is a clinical tool developed by NAL (National Acoustic 
Laboratories) for outcomes measurement. It is an assessment 
questionnaire for clinicians to use which allows them 
to document their client's goals/needs and measures 
improvements in hearing ability

Dichotic digits Test This is an auditory processing test, which evaluates the ability to 
reproduce four digits (numbers), which are displayed in pairs, 
one on each ear, simultaneously

Frequency and Duration Standard This is an auditory processing test, which assesses the ability 
to distinguish and name bass and treble, long and short 
stimuli.

GIN (Gaps‐in‐Noise) Test This is an auditory processing test that evaluates which the 
lowest range in which you can see the occurrence of two 
auditory stimuli

Hearing Aid (HA) HA is a little apparatus placed in the external meatus and that 
can amplify the sounds that reach the auditory system

Hearing Handicap Inventory for the Elderly (HHIE) Is a 25‐item self‐assessment scale composed of two subscales 
(emotional and social/situational)

Identification of Synthetic Sentences This is a test that evaluates the ability to understand speech in 
environments with competitive speech noise

Memory for verbal sounds This is an auditory processing test that evaluates the 
memorizing ability of verbal sounds when they are presented in 
a particular sequence and must be played in the same sequence
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Abstract

The masking phenomenon has been used to investigate cochlear excitation patterns and 
has even motivated audio coding formats for compression and speech processing. For 
example, cochlear implants rely on masking estimates to filter incoming sound signals 
onto an array. Historically, the critical band theory has been the mainstay of psycho-
acoustic theory. However, masked threshold shifts in cochlear implant users show a dis-
crepancy between the observed critical bandwidths, suggesting separate roles for place 
location and temporal firing patterns. In this chapter, we will compare discrimination 
tasks in the spectral domain (e.g., power spectrum models) and the temporal domain 
(e.g., temporal envelope) to introduce new concepts such as profile analysis, temporal 
critical bands, and transition bandwidths. These recent findings violate the fundamental 
assumptions of the critical band theory and could explain why the masking curves of 
cochlear implant users display spatial and temporal characteristics that are quite unlike 
that of acoustic stimulation. To provide further insight, we also describe a novel ana-
lytic tool based on deep neural networks. This deep learning system can simulate many 
aspects of the auditory system, and will be used to compute the efficiency of spectral 
filterbanks (referred to as “FBANK”) and temporal filterbanks (referred to as “TBANK”).

Keywords: auditory masking, cochlear implants, filter bandwidths, filterbanks, deep 
neural networks, deep learning, machine learning, compression, audio coding, speech 
pattern recognition, profile analysis, temporal critical bands, transition bandwidths

1. Introduction

The transformation of sound into a representation within the auditory system involves many 
layers of information analysis and processing. Sound is first converted into nervous impulses 
by cochlear hair cells, which are mechanically organized to distribute the spectral energy of 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



their excitation along the length of the basilar membrane (Figure 1). The connecting nerve 
fibers show a bandpass response to the input signal, where the density of firings for a particu-
lar fiber varies with the stimulus intensity over a certain range. Basic information from a sound 
is then extracted and passed to subsequent stages for perceptual machinery to present its own 
construction of reality. Noninvasive methods are needed to investigate the influence of these 
higher-level perceptual processes on the properties of the cochlea. For example, the method of 
psychophysical inference is often used to fill in the gaps of physiological knowledge.

This chapter will be divided into two sections. In the section on human hearing research, we 
will predict neural firing characteristics from the perspective of psychoacoustic “masking” 
experiments. In the section on machine hearing research, we will compare artificial neural 
network input from the perspective of machine learning experiments. Experimental data is 
presented in both human hearing and machine hearing to supplement the incompleteness of 
current neurophysical methods by providing new insight into the stages of processing.

2. Human hearing research

2.1. Auditory masking

2.1.1. Spectral masking

The masking phenomenon of one tone by another provides quantitative data on frequency 
selectivity and the dynamical theory of the cochlea [1]. In a psychoacoustic experiment, 
the testing stimulus is called the probe, the sound that interferes with the detection of 
the probe is called the masker, and the amount of masking refers to the amount by which 
the hearing threshold of the probe is raised in the presence of the masker. The method of 
measuring a threshold shift is straightforward. First, the detection threshold of the probe 
is determined. Next, the threshold shift of the probe is determined in the presence of the 
masker. Auditory masking curves have established wide‐ranging mathematical relation-
ships between sensory behavioral responses and even the activity of single neurons [2]. In 
general, the probe is most easily masked by sounds with frequency components that are 
close to the probe.

Figure 1. Spatial arrangement of cochlear hair cells along the basilar membrane (base to apex).
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2.1.2. Critical band theory

The “critical band theory” [3] has played an important role in hypothesizing how the audi-
tory system resolves the components of complex sound. In classic band‐widening experi-
ments, the threshold of a sinusoidal probe is measured as a function of the bandwidth 
of a noise masker. First, a noise with a constant power density is centered at the probe 
frequency. As the bandwidth increases, the total noise power increases (which presumably 
has effects on the threshold for detecting the probe).

Masking curves have shown that the threshold of the probe increases at first, but flattens off as 
the addition of more noise (at a greater distance from the probe frequency) produces no addi-
tional masking. The bandwidth at which the probe threshold ceases to increase is called the 
“critical bandwidth.” To account for these observations, the listener is assumed to make use of a 
filter with a center frequency close to the probe when detecting the probe in noise. According 
to this critical bandwidth theory, the noises outside the range of the filter should presumably 
have no effect on detection. If this filter passes the signal and removes much of the noise, 
then only the components of the noise that passes through the filter should have any effect in 
masking the probe. Therefore, thresholds should correspond to a certain signal-to-noise ratio 
at the output of the auditory filter.

According to this power spectrum model of masking, all stimuli are represented by their long-
term power spectra (or the relative phases of the components) while short‐term fluctua-
tions in the masker are ignored. Figure 2 shows the typical estimates of energy detection. 
Although energy detection models remain fundamental to theories of auditory perception, 
the axiom that energy only passes by a single auditory filter has been contradicted multiple 
times [4–7]. These findings violate the fundamental assumption of critical band theory and 
therefore challenge previous estimates of peripheral filtering.

2.1.3. Profile analysis

According to the critical bandwidth theory, a tone added to noise should be detected by an 
increase in the energy from a single auditory filter centered at the signal frequency. On the 

Figure 2. Energy detector model where the basilar membrane behaves as if it contains a bank of bandpass filters with 
overlapping passbands, where each point along the basilar membrane corresponds to a filter with a different center 
frequency. This Fourier‐transform‐based log filterbank with spectral coefficients distributed on a mel‐scale is often 
referred to as “FBANK” in audio‐coding applications involving machine learning. In the section on machine hearing 
research, the computational efficiency of FBANK will be evaluated in deep learning systems.
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contrary, experimental manipulations (e.g., roving-level procedures) that degrade energy 
cues in tone‐in‐noise detection tasks show no effects on detection thresholds. Listeners must 
therefore rely on alternative cues instead of just spectral analysis of a stimulus to explain the 
data of level‐invariant detection (where single‐channel energy cues are severely disrupted). In 
“profile analysis” [5], this process is described as detecting changes in the overall shape of the 
spectrum. With across‐channel cues, listeners are able to compare the shape or profile of the 
outputs of different auditory filters to enhance signal detection.

2.1.4. Temporal critical bands

Temporal discrimination tasks offer an alternative to spectral critical bands. In a temporal 
model, the detection cues are thought to be temporal in nature and based on changes in the 
cadence of neural discharge. These temporal models contrast with energy detection models 
that assume a rate‐place neural code. Recently, auditory filter bandwidths were measured 
for a temporal process using an amplitude‐modulation (AM) detection task [6]. The critical 
bandwidth for a temporal process (referred to as “temporal critical band”) was observed to be 
consistently greater than that predicted by the critical band theory. Therefore, these findings 
decrease confidence in previous estimates of peripheral filtering.

2.1.5. Transition bandwidths

Discontinuous threshold functions also contradict spectral critical bandwidths by implying 
that the discrimination tasks evoke different and separate auditory processes. For instance, 
“transition bandwidths” [7] assume that envelope cues dominate at narrow bandwidths, 
while across-channel level comparisons dominate at wide bandwidths. This concept stresses 
that there are changes in the underlying process, unlike the constraining boundaries of a 
solitary process (as hypothesized in critical bandwidth or energy integration theories). For 
transition bandwidths, the changes to another dominant auditory process are thought to 
be due to a central mechanism (whereas critical bandwidths are only associated with the 
periphery). Therefore, transition bandwidths allow for multiple filtering processes to occur.

2.1.6. The volley theory

The divergence of positions between spectral bandwidths and temporal bandwidths shares 
similar controversies as the place theory and the temporal theory of pitch perception. The place 
theory states that the perception of sound depends on where each component of frequency 
produces vibrations. The temporal theory states that the perception of sound depends on 
the temporal patterns of neurons responding to sound in the cochlea. The “volley theory” [8] 
postulates that groups of neurons in the auditory system respond to firing action potentials 
that are slightly out-of-phase with one another so that they can be combined to encode and 
send a greater frequency of sound to the brain for analysis, as shown in Figure 3. In the 
next sections, we describe the importance of resolving these theories and assumptions to 
improve real-world solutions for data compression and speech processing. For instance, we 
will compare the efficiency of systems that use only one filterbank or multiple filterbanks.
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“profile analysis” [5], this process is described as detecting changes in the overall shape of the 
spectrum. With across‐channel cues, listeners are able to compare the shape or profile of the 
outputs of different auditory filters to enhance signal detection.
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Temporal discrimination tasks offer an alternative to spectral critical bands. In a temporal 
model, the detection cues are thought to be temporal in nature and based on changes in the 
cadence of neural discharge. These temporal models contrast with energy detection models 
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bandwidth for a temporal process (referred to as “temporal critical band”) was observed to be 
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be due to a central mechanism (whereas critical bandwidths are only associated with the 
periphery). Therefore, transition bandwidths allow for multiple filtering processes to occur.

2.1.6. The volley theory

The divergence of positions between spectral bandwidths and temporal bandwidths shares 
similar controversies as the place theory and the temporal theory of pitch perception. The place 
theory states that the perception of sound depends on where each component of frequency 
produces vibrations. The temporal theory states that the perception of sound depends on 
the temporal patterns of neurons responding to sound in the cochlea. The “volley theory” [8] 
postulates that groups of neurons in the auditory system respond to firing action potentials 
that are slightly out-of-phase with one another so that they can be combined to encode and 
send a greater frequency of sound to the brain for analysis, as shown in Figure 3. In the 
next sections, we describe the importance of resolving these theories and assumptions to 
improve real-world solutions for data compression and speech processing. For instance, we 
will compare the efficiency of systems that use only one filterbank or multiple filterbanks.
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2.2. Filterbanks

2.2.1. Audio coding and data compression

Audio coding formats that use lossy data compression take advantage of human auditory 
masking properties [9]. For instance, the MP3 format hides noises under the signal spec-
trum based on the masking property that sounds near the threshold of another sound will 
either be completely masked or reduced in loudness. These auditory masking properties 
also play critical roles in both speech coding applications and objective quality measures. 
In the next section, we will cover the impact of auditory masking on the coding of cochlear 
implants (devices that require data compression due to the electroneural bottleneck).

2.2.2. Cochlear implants

The cochlear implant is a surgically implanted electronic device that restores partial hear-
ing to a person who is deaf or hearing impaired [10–12]. This neural prosthesis provides 
similar functions of the inner ear by electrically stimulating the auditory nerve. Cochlear 
implants consist of an external microphone, a speech processor, a transmitter, an internal 
receiver, and a multielectrode array stimulator. The microphone is placed on the ear and 
picks up incoming sounds from the environment. The speech processor filters these incom-
ing sounds into different frequency channels and sets the appropriate electrical stimula-
tion parameters. Next, a transmitter coil powers and transmits the processed sound signals 
through the skin to the internal receiver. Finally, the receiver converts the signals into elec-
tric impulses that stimulate an electrode array. Electrode arrays are surgically coiled within 
the scala tympani of the cochlea so that individual electrode plates can electrically stimulate 
different regions of the auditory nerve. A sparse electric representation is sufficient for the 
restoration of hearing.

Cochlear implant performance is satisfactory in quiet settings, but the abnormal perception 
of electric pitch limits the performance in noise. Typical users only detect over a 10% change 
in pitch compared to normal-hearing listeners who easily detect <1% change. Electric pitch is 
degraded because only a limited number of electrodes (∼22 electrodes) can be inserted into 
the cochlea versus the >3000 inner hair cell transducers in a normal cochlea. In addition, the 

Figure 3. Temporal properties of nerve firing according to the “volley theory” of temporal coding.
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current spread from each electrode is uncontrollably broad and large areas of nerves can be 
unintentionally activated. Spectral mismatches can also occur from degraded nerve survival 
or inaccurate frequency-to-electrode allocation [11].

Speech recognition in noise becomes especially difficult without the ability to adequately 
separate components of sound from interfering sources. Figure 4 shows the cochlear im -
plant coding scheme [12] that was discovered to greatly improve speech recognition. This 
sparse representation at the auditory periphery is unique as it presents electric pulse stim-
ulations that feature both (1) temporal envelope information and (2) place information. 
Section 3.2.3 will discuss how this coding is simulated as temporal envelope bank (TBANK) 
features in deep learning systems [13].

2.3. Auditory masking in cochlear implants

To optimize current settings, psychoacoustic experiments were designed to investigate how 
the human auditory system processes complex sound interactions from electric stimulations. 
Specifically, auditory masking was investigated using electric stimulations as the probe or 
masker to understand how electric stimulations separate into individual sound sources. The 
diversified subject population with different types of hearing loss and electric configurations 
also provide alternative testing paradigms to reevaluate previous masking results obtained 
from normal hearing subjects. By measuring electric stimulations, the research field can gain 
new insight to study the interactions of peripheral and central auditory systems. In this sec-
tion, we will review previous comparisons of ipsilateral electric-on-electric masking, electric-
on-acoustic masking, and also contralateral electric-on-electric masking. We will then compare 
auditory masking curves in cochlear implants with the recently proposed concepts of profile 
analysis, temporal critical band, and transition bandwidths in normal hearing.

2.3.1. Comparison of electric‐on‐electric masking

Similar to the observations in normal hearing, electric masking studies [14] have shown that 
the amount of forward masking increases by decreasing the spatial separation between the 

Figure 4. Temporal properties of a cochlear implant processor. In machine learning, temporal features can be derived 
from extracted temporal envelope bank (referred to as “TBANK”).
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probe electrodes and the electric pulses from adjacent maskers. Both the amount of masking 
and the spread of neural excitation increase with electric masker levels. Cochlear implant 
excitation patterns were also shown to have a spatial bandpass characteristic with a peak in 
the region of the masked electrode [15].

2.3.2. Comparison of electric‐on‐acoustic masking

Electric-on-acoustic masking can also be measured for cochlear implant users who have pre-
served residual acoustic hearing following implantations (Figure 5). In a unilateral cochlear 
implant user with functional hearing preserved in the implanted ear, electric stimulations 
were observed to interact in the peripheral and central auditory system [16]. The masking 
growth function in Figure 5 shows the detection thresholds of an electrode increased when 
the level of a 125‐Hz acoustic masker increased from 90 to 110 dB. The 250‐Hz acoustic masker 
also elevated electric detection in a similar manner. This data is consistent with the central 
theory of auditory masking and even provides new supporting evidence since the acoustic 
stimulations had to have been confined to the functional hair cells or nerves (as there is no 
known mechanism that acoustic stimulations could have directly activated a nerve fiber).

2.3.3. Comparison of contralateral electric-on-electric masking

Contralateral electric-on-electric masking can also be measured in bilateral cochlear implant 
users [17]. Figure 6 shows the complete set of central masking data, with threshold eleva-
tion normalized so that each function peaks at 1. Each of the bilateral subjects was tested 
twice, alternating the ear used as the masker or probe (n = 14). As shown in Figure 6, the 
 contralateral masking electrodes elevated the detection thresholds in both the left and the 

Figure 5. Ipsilateral masking data from [16]. The left panel shows a schematic representation of the acoustic (A) masking 
and the electric (E) masking mechanisms in hybrid hearing. The right panel shows the masking of an electrode probe by 
acoustic maskers at 125 or 250 Hz.
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right ears. The threshold elevation peaks generally occurred between interaural pairings shar-
ing the same electrode number (which corresponds to electrodes with similar insertion depths 
across ears).

Figure 7 presents the same data to show the growth of masking as a function of the masker-
probe electrode separation across ears. Masker-probe separation is calculated by subtracting 
the differences between the masker and probe electrode numbers. Place‐matched mask-
ing conditions are categorized as “0” since both the masker and probe electrode numbers 
were identical across ears. When categorized in this manner, Figure 7 shows the amount 
of central masking diminished with masker‐probe electrode separation. In [17], this data 
was reorganized to analyze the growth of masking. A two‐way repeated measure analysis 
of variance (ANOVA) showed a significant main effect of masker‐probe electrode separa-
tion and threshold elevation [F(2.122, 27.581) = 3.667, p = 0.036]. There was also a signifi-
cant main effect of masker‐probe electrode separation, ear used as the probe electrode, and 
threshold elevation [F(2.563, 33.323 = 9.472, p < 0.001]. The masking growth pattern for each 
ear was also fitted with exponential equations and displayed similar spatial constants and 
significant R2 values (R2 > 0.97). The results demonstrate that the amount of central masking 
diminished with masker-probe electrode separation at similar rates on both sides.

Figure 6. Central masking data measured and replotted for seven bilateral cochlear implant subjects from [17]. The 
curves are sorted into panels according to the location of the probe electrode number (black contacts) in either the (A) 
fixed left ear or (B) fixed right ear. Thin lines show the individual central masking curves and the thick lines show the 
mean data for each fixed probe electrode location. All curves are normalized so that the peak threshold is equal to 1.
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Figures 6 and 7 show bilateral cochlear implant stimulation contralaterally masked in a place-
dependent manner. For electric-on-electric signals, the average thresholds peaked when the 
position of the masker and probe electrodes were place-matched across ears and diminished 
with electrode separation. These place‐dependent findings have also been reconfirmed in 
a recent work [18] using different electrode arrays and testing apparatus. However, both 
 studies [17–18] directly counter a previous conclusion in [19] that central masking with bilat-
eral users gives rise to increased threshold, but not in a place-dependent manner (as is the 
case for contralateral masking in normal hearing). This previously accepted hypothesis in [19] 
was most likely concluded from data that was obscured by a limited test population (n = 2), 
electrical malfunctions (arrays with multiple electrical shorts), subjects reporting discomfort 
(uncomfortably high-pitched sensations), and electrodes that were inserted with primitive 
surgical techniques (offsets in electrode place accuracy of 6–9 electrodes).

2.3.4. Comparison of masking in cochlear implants and normal hearing

It will be important to optimize the configurations of cochlear implant stimulation as it has 
been reported that electrical pulse trains and acoustic sine waves do not fuse or merge well 
into a single percept [17, 20]. The presence of electric masking has indicated regions where 
electric and acoustic signals share similar frequencies as normal acoustic masking. However, 
the data in Figure 6 show a large amount of individual variability as many of the bilateral 
participants displayed unmatched masking patterns across ears. This individual variability 
could be the result of several factors. First, cochlear implant users are likely to have irregular 

Figure 7. Threshold elevation as a function of the interaural electrode offset between the masker and the probe (n = 14). 
“Apical” refers to all masking conditions where the masker was apically positioned from the probe, whereas “basal” 
refers to all conditions where the masker was basally positioned from the probe. The 1st and 2nd implanted ears refer to 
the ears on each side of a participating subject that were sequentially implanted in two separate surgeries.
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patterns of auditory nerve survival, which could cause the current to stimulate auditory fibers 
that are too apical or too basal from the intended location. “Dead regions” in auditory nerves 
may also prevent the adjacent masking electrodes from stimulating distinct place-frequencies. 
Second, different surgical procedures could result in variability between the insertion depths 
of a user's electrode array. This variability could be significant since neural activation patterns 
depend on the density of neurons in a particular region of the cochlea and on the radial dis-
tance between the electrode array and neural targets in the modiolus.

In general, cochlear implant subjects have exhibited electric‐masking patterns that are much 
broader compared to what has been observed in normal hearing [14–20]. A reduction in the 
magnitude of contralateral versus ipsilateral masking functions was observed in [18], but this 
reduction was not as great as observed in normal hearing. Together, these findings of broader 
masking with cochlear implants both support and are supported by the concepts of:

1. Distorted profile analysis, where cochlear implant users are unable to adequately use 
across‐channel cues to compare the shape of the output of different auditory filters.

2. Reliance on temporal critical bands, where cochlear implant users relied on filter band-
widths that were consistently broader than predicted by critical band theory.

3. Rapidly changing transition bandwidths, where cochlear implant users used separate and 
different auditory processes to handle either the narrow or wide bandwidths.

4. Distorted volley theory of encoding, where cochlear implant users were unable to combine 
the phases of action potentials to analyze a greater frequency of sound.

These findings all decrease confidence in previous estimates of peripheral filtering as well as 
the assumptions made in critical band theory, especially when combined with recent evidence 
in normal‐hearing listeners that suggest a flexible selection of spectral regions upon which to 
base across-frequency comparisons [21]. Furthermore, the wide bandwidths observed in the 
initial filters of the cochlear implant subjects directly contradicts the theory that extraction of 
envelope information should be constrained to a single auditory filter, as theorized in [22]. 
For these reasons, transition bandwidths [7, 23] are the most plausible solution as they explain 
patterns that were observed in both normal hearing and electric hearing experiments (as this 
concept allows an interplay to occur between temporal or spectral processes). In the section 
on machine hearing research, a novel method based on “deep learning” is utilized to prove 
the computational efficiency of transition bandwidths in artificial neural network systems.

3. Machine hearing research

3.1. Motivation to compare human and machine hearing systems

There are several factors that have confounded cochlear implant research. Psychoacoustic 
experiments are often rendered inconclusive due to large individual variabilities in cochlear 
implant subjects. The physical limitations of uncontrollable test populations include variable 
nerve survival before implantation, inter-implant intervals and usage time, neuroplasticity 
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after implantation, age at testing, and surgical insertion depths. These physical limitations 
have significant effects on the amount of masking [16, 17]. In addition, individual variability 
can arise due to cognitive factors or subjective testing protocols. For instance, the evaluation 
of cochlear implants can be unintentionally influenced by decision rules or dynamic ranges 
based on loudness judgment, visual feedback, sequential test order, unrealistic simulations, 
and even the content material used in subjective studies such as speech recognition [24, 25]. 
Therefore, alternative methods such as computational simulations and mathematical models 
should be used in order to account for these uncontrollable factors of individual variation.

We can only appreciate how sophisticated the human auditory system truly is when try-
ing to simulate perceptual processing on a computer. By building a computational model, 
we gain new insight and develop quantitative ways to analyze each step of signal process-
ing. Computational models are well suited to investigate how information from independent 
fibers are distributed and the extent to which distinct bandpass filterbanks are constructed 
within neural architectures [4]. In this chapter, we use artificial neural networks in order to 
measure response properties of auditory fibers using realistic representations of different 
integrative processes. Machine learning can provide algorithms for understanding learning 
in neural systems and can even benefit from these ongoing biological studies [26].

3.2. Deep neural networks (DNNs)

3.2.1. Automatic speech recognition: an auditory perspective

There have been many attempts to incorporate principles of human hearing into machine 
systems [27]. The motivation for these previous attempts was simply that human percep-
tion is much more stable than machines over a range of sources of variability. Therefore, 
it was reasonable to expect that the functional modeling of the human subsystems could 
provide plausible direction for machine research. One of the first auditory‐inspired features 
(Figure 2) was based on the mel-scale warping of the spectral frequency axis (referred to 
as “FBANK”), which is then parameterized as mel‐frequency cepstral coefficients (referred 
to as “MFCC”) [28]. The usual objective for selecting an appropriate representation is to 
compress the input data by eliminating the information that is not pertinent for analysis 
and to enhance those aspects of the signal that contributes significantly to the detection 
of differences. In automatic speech recognition (ASR), these MFCC features were shown to 
allow better suppression of insignificant spectral variation in the higher‐frequency bands. 
Concatenating other types of auditory-inspired spectro-temporal features with MFCCs can 
also boost performance [29]. In [30], cochlear implant speech synthesized from subband 
temporal envelope was shown to contain sufficient information to rival MFCC features 
in terms of accuracy. These acoustic simulations of cochlear implants [31] were subse-
quently proposed as general indicators to conduct useful subjective studies. In [32], the 
cross- disciplinary methods of cognitive science and machine learning were converged to 
promote the shared views of computational [33] foundations. Our study [32] expanded on 
[30] by comparing cochlear implant results using the Bayesian model of human concept 
learning [34] and proposed hidden Markov models (HMMs) for computationally predicting 
cochlear implant performance. In the next sections, we will further expand upon previous 
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studies by introducing state-of-the-art tools based on deep neural network algorithms and 
 presenting new results comparing the efficiency of profile analysis, temporal critical band, 
and  transition bandwidths in cochlear implant simulations.

3.2.2. Spectral filterbank (FBANK) features as input to deep learning systems

Deep neural networks (DNNs) (Figure 8) make use of gradient-based optimization algorithms 
to adjust parameters throughout a multilayered network based on the errors at its input [35]. 
In DNNs, multiple processing layers learn representations of data with multiple levels of 
abstractions. In deep hierarchal structures, the internal layers of DNNs provide learned rep-
resentations of the input data. The benefit of studying filterbank learning in DNNs is that the 
filterbank input can be viewed as an extra layer of the network, where these filterbank param-
eters are updated along with the parameters in subsequent layers [36, 37].

In machine learning, speech is viewed as a two‐dimensional signal where the spatial and 
temporal dimensions have vastly different characteristics. For instance, the time‐dynamic 
information in the high‐frequency regions is different compared to low‐frequency regions. 
Although FBANK is popular, Sainath et al. [36, 37] argued that features designed based on the 
critical band theory might not guarantee appropriate frameworks for the end goal of reduc-
ing error rates. Since the power-spectra removes information from the signal by computing 
from a fixed window‐length, FBANK features often lack the necessary temporal information. 
By starting with a raw signal representation to learn filterbanks jointly in a DNN framework, 
the results computed in [36] share many similarities as concepts from psychoacoustic studies:

1. Consistent with critical band theory, the computational results showed a similarity between 
learned and mel‐filters in the low‐frequency regions.

2. Consistent with transition bandwidths, the computational results showed the learned fil-
ters had multiple peaks in the mid-frequency regions (indicating that multiple important 
critical frequencies are being picked up, rather than just one like the mel).

Figure 8. Structure of a deep neural network (DNN). Deep learning allows multiple layers of nonlinear processing.
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3. Consistent with the volley theory, the computational results showed the learned filters are 
high‐pass filters compared to mel‐filters (which are bandpass at high‐frequency regions).

3.2.3. Temporal envelope bank (TBANK) features

Our work in [13, 32] derived an alternative input feature (Figure 4) for ASR based on tempo-
ral envelope bank (referred to as “TBANK”) which was inspired by temporal critical bands [6] 
and the broad temporal masking patterns of cochlear implants [16, 17]. The TBANK features 
have been evaluated as an input feature for DNNs [38] and as a temporal alignment feature 
for DNNs [39]. In the present study, we will combine both FBANK and TBANK features to 
improve the temporal dimension and its correlation with the frequency or spatial-domain 
properties in DNNs. Figure 9 shows FBANK+TBANK (referred to as ⧠⧠, “double‐BANK”) 
features, which were inspired by psychoacoustic results showing the flexible usage of across‐
channel cues [21], transition bandwidths [7, 23], and the volley theory [8].

In Section 3.3, we will use the same procedures in [38, 39] for the Aurora‐4 robustness task 
(with a cochlear implant speech processor available at: www.tigerspeech.com/angelsim).

3.3. Computational results

3.3.1. Comparison of FBANK and TBANK on a computational ASR task

“Raw” TBANK features were derived from 32 channels of band envelope (Figure 4) via 
white-noise carriers [38]. These features were designed to preserve temporal and amplitude 
cues in each spectral band, but remove the spectral detail within each band as explained 
in [12]. ∆ and ∆∆ dynamic features were computed from derivative values with respect to time 
[40]. In Table 1, context‐dependent DNN‐HMMs were trained using 40‐dimensional FBANK 

Figure 9. A simplified FBANK+TBANK (referred to as ⧠⧠, “double-BANK”) representation of speech.
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(described in [36]), 120‐dimensional FBANK+∆+∆∆ (described in [41]), and our 80-dimen-
sional ⧠⧠ (FBANK+TBANK) input representation. It should be noted that the computational 
cost of changing the size of the input layer is negligible. Table 1 shows inclusion of TBANK 
in the ⧠⧠ (FBANK+TBANK) input features yielded a 14% improvement compared to FBANK 
and an 11% improvement over the FBANK+∆+∆∆ representation.

3.3.2. Comparison of FBANK and TBANK on temporal alignment task

Table 2 shows error rates for Gaussian mixture model (GMM)-HMMs when trained and tested 
on TBANK (Figure 4) alignment features (Figure 10) with white-noise carrier [13, 39]. TBANK 
models models aligned the training data to create senone labels for training the DNN. The 
results in Table 2 show the temporally aligned DNN gives fewer errors when subsequently 
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Table 1. DNN performance (error rate %) on clean training set.
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Designing a representation that both preserves relevant detail in the speech signal and also 
provides stability/invariance to distortions is a nontrivial task. Therefore, Figure 11 derives 
slowly varying amplitude modulation (AM) and frequency modulation (FM) from speech to 
design novel features (referred to as frequency amplitude modulation encoding “FAME”) 
with different modulations, as proposed in [42] and computed in ASR [31, 39]. In the FAME 
condition, the FM is smoothed in terms of both rate and depth and then modulated by the 
AM. The “slow” FM tracks gradual changes around a fixed frequency in the subband. The 
FAME stimuli are obtained by additionally frequency modulating each of the band's cen-
ter frequency before amplitude modulation and subband summation. Finally, FAME stimuli 
were used to derive alternative features via extracted TBANK (Figure 10) for tree building 
and temporal alignment in GMM systems.

Compared to band envelope features (Figure 4), Table 3 shows AM and FM lowered the 
error rate in GMM systems used during forced alignment to generate frame‐level DNN 
training labels. These results expand upon [31] and provide additional evidence that FAME 
preserves more of the relevant detail compared to other carriers.

Figure 10. Generation of temporal alignment features using extracted TBANK, as in [39].

Figure 11. Signal processing diagram of frequency amplitude modulation encoding (FAME).

Tree‐building TBANK features Error rate % (GMM‐Alignment)

16 band envelopes 5.44

16 bands of FAME 5.21

Note: Bold indicates better score.

Table 3. Comparison of alternative TBANK features for GMM alignment systems.
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Table 4 shows error rates for GMM systems trained and tested on an additive configuration of 
⧠⧠ (MFCC + FAME) (Figure 12). This configuration was inspired by a frequency‐dependent 
model that explains the loudness function in human auditory systems [43]. In this two‐stage 
model, the first stage of processing is performed by a mechanical mechanism in the cochlear 
(for high-frequency stimuli) and by a neural mechanism in the cochlear nucleus (for low-
frequency stimuli). Table 4 shows the DNN gives fewer errors during time alignment with 
this additive configuration of ⧠⧠ (MFCC + FAME) when subsequently trained and tested on 
FBANK. By digitally adding the different high‐frequency FAME information (via TBANK) 
to the low-frequency MFCC information, Table 4 shows this additive ⧠⧠ (MFCC + FAME) 
feature representation allowed a better alignment in GMM systems during the generation of 
senone training labels for training the DNN.

Table 5 provides further analysis [39] of deletion, substitution, or insertion errors to quan-
tify the effects of the digitally additive ⧠⧠ (MFCC + FAME) configuration. Misclassification 
leads to substitution errors. An imperfect segmentation leads to deletion errors (when some 
sounds are completely missed) or insertion errors (from extra boundaries). By reducing 
the extra segment boundaries, Table 5 shows how front‐end FAME processing using the 
FM extraction at high-frequency regions solves the segregating and binding problems [42] 
in ASR systems. The ⧠⧠ results also demonstrate the computational efficiency of multiple 
filterbanks, which supports temporal critical bands [6] and transition bandwidths [7, 23].

Figure 12. A digitally additive configuration of ⧠⧠ alignment features (MFCC + FAME).

Tree‐building features (GMM) Deletion, substitution, insertion (DNN) Deletion, substitution, insertion

MFCC 19, 189, 64 13, 114, 27

MFCC + FAME 20, 177, 61 18, 101, 28

Note: Bold indicates less errors.

Table 5. Error type (deletion, substitution, insertion) analysis.

Tree‐building features WER% (GMM) WER% (DNN)

MFCC 5.08 2.88

MFCC + FAME 4.82 2.75

Note: Bold indicates better score.

Table 4. MFCC vs. ⧠⧠ alignment feature (three additive FAME bands at high‐frequency regions).
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3.3.3. Discussion relating human hearing with machine hearing research  

Many computational algorithms [9, 27, 28, 29, 30, 31, 35, 40, 41, 42] have been inspired by audi-
tory processing pathways in the human nervous system. Traditionally, the critical band theory 
is commonly accepted for baseline DNN features [35] due to the ability of MFCC and FBANK 
to allow better suppression of insignificant spectral variation in the higher‐frequency bands. 
However, recent progress in deep learning systems has allowed computational models that 
are composed of multiple layers of parallel processing to learn representations of filterbank 
features with multiple levels of abstraction. In fact, some DNN researchers have questioned 
the efficiency of spectral features derived from critical band theory. In [36], error rates were 
shown to improve by using a filterbank learning approach rather than just having a fixed set 
of filters. Therefore, [36] was the first computational study to contradict the energy detector or 
power spectrum models of critical band theory using purely quantitative and statistical results.

In the present study, we compared masking in cochlear implants and ⧠⧠ (FBANK+TBANK) 
input representations in deep learning. The data provides statistical evidence supporting the 
efficiency of profile analysis, temporal critical bands, and transition bandwidths. Therefore, 
results in both human hearing and machine hearing oppose the historically accepted critical 
band theory. Furthermore, all of these findings decrease confidence in previous estimates 
of peripheral filtering as presumed [3, 19, 22] and adopted in [27, 28]. Moreover, the simi-
larity and compatibility of the results in both human and machine hearing could provide 
new insight into the ability to process sound and may lead to advances in cochlear implant 
methods [44] or alternative neural network architectures [45]. For example, [36] indicated that 
using a nonlinear perceptually motivated log function was appropriate in deep learning, since 
their results showed that using log nonlinearity with positive weights was preferable.

4. Conclusions

In this chapter, we presented psychoacoustic results that support a recent theory in auditory 
processing [7, 23]: that the auditory system is actually composed of multiple filterbanks in the 
processing of sound (instead of just a solitary peripheral filterbank as previously assumed). 
Psychoacoustic results using electric stimulation in cochlear implant users suggest distorted 
profile analysis (where users are unable to adequately use across-channel cues to compare the 
shape of the output of different auditory filters), a reliance on temporal critical bands (where 
users relied on filter bandwidths that were consistently broader than predicted by critical 
band theory), rapidly changing transition bandwidths (where users employed separate and 
different auditory processes to handle either narrow or wide bandwidths), and a distorted 
volley theory of encoding (where users were unable to combine phases of action potentials to 
analyze a greater frequency of sound). In addition, the results from our deep learning system 
confirmed the computational effectiveness of combining both spectral filterbanks (FBANK) 
and temporal filterbanks (TBANK). The combined input representations (each with its own 
filtering properties) are formed into ⧠⧠ (double‐BANK) features to improve the processing 
of information in multiple parallel processes. These ⧠⧠ features all outperformed FBANK 
features in deep neural network (DNN) systems.
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Glossary

Human hearing research

Auditory masking: perceptual phenomenon that occurs when the threshold of audibility for 
one sound is raised in the presence of another sound.

Cochlear implant: a surgically implanted electronic device that restores a sense of hearing.

Critical band theory: estimates the bandwidth of spectral frequencies within which a second 
sound is predicted to interfere with the perception of the first sound by auditory masking.

Electric‐on‐acoustic masking: reproduction of masking by using cochlear implant electrodes.

Electric‐on‐electric masking: production of masking using only cochlear implant electrodes.

Energy detector model: the nonlinear power spectrum model approximation of auditory 
responses (which is the inspiration for acoustic features such as FBANK and MFCC).

Place theory: pitch perception depends on the location along the basilar membrane.

Profile analysis: a signal is detected by noting a change in the spectrum at some frequency.

Temporal critical bands: critical bandwidth for a temporal process (e.g., temporal envelope).

Temporal theory: pitch perception depends on the temporal firing patterns of neurons.

Transition bandwidths: occurrence of an interplay between spectral and temporal processes.

Volley theory: groups of neurons respond to a sound by firing action potentials slightly out‐
of-phase to encode a greater representation of sound that is sent to the brain.

Machine hearing research

Automatic speech recognition: a computational method that allows recognition of language.

Data compression: algorithm that reduces the audio transmission and storage requirements.

Deep learning: branch of machine learning that models high level abstractions in the data via 
multiple layers of processing and nonlinear transformations within hierarchal structures.

Deep neural networks: artificial neural network inspired by the hierarchal modeling of brains.

Double‐BANK (⧠⧠) features: the combination of features (e.g.: FBANK+TBANK) as inspired by 
the observance of temporal critical bands and transition bandwidths in the auditory system.

Frequency amplitude modulation encoding (FAME): alternative features derived via TBANK.

Gaussian mixture model hidden Markov model (GMM‐HMM): Bayesian method to align DNNs.

Spectral filterbanks: acoustic features (MFCC or FBANK) inspired by the nonlinear spacing of 
power spectrum or energy detector models, and critical band theory.

Temporal filterbanks: acoustic features (e.g.: TBANK) inspired by temporal critical bands.

Advances in Clinical Audiology148



Glossary

Human hearing research

Auditory masking: perceptual phenomenon that occurs when the threshold of audibility for 
one sound is raised in the presence of another sound.

Cochlear implant: a surgically implanted electronic device that restores a sense of hearing.

Critical band theory: estimates the bandwidth of spectral frequencies within which a second 
sound is predicted to interfere with the perception of the first sound by auditory masking.

Electric‐on‐acoustic masking: reproduction of masking by using cochlear implant electrodes.

Electric‐on‐electric masking: production of masking using only cochlear implant electrodes.

Energy detector model: the nonlinear power spectrum model approximation of auditory 
responses (which is the inspiration for acoustic features such as FBANK and MFCC).

Place theory: pitch perception depends on the location along the basilar membrane.

Profile analysis: a signal is detected by noting a change in the spectrum at some frequency.

Temporal critical bands: critical bandwidth for a temporal process (e.g., temporal envelope).

Temporal theory: pitch perception depends on the temporal firing patterns of neurons.

Transition bandwidths: occurrence of an interplay between spectral and temporal processes.

Volley theory: groups of neurons respond to a sound by firing action potentials slightly out‐
of-phase to encode a greater representation of sound that is sent to the brain.

Machine hearing research

Automatic speech recognition: a computational method that allows recognition of language.

Data compression: algorithm that reduces the audio transmission and storage requirements.

Deep learning: branch of machine learning that models high level abstractions in the data via 
multiple layers of processing and nonlinear transformations within hierarchal structures.

Deep neural networks: artificial neural network inspired by the hierarchal modeling of brains.

Double‐BANK (⧠⧠) features: the combination of features (e.g.: FBANK+TBANK) as inspired by 
the observance of temporal critical bands and transition bandwidths in the auditory system.

Frequency amplitude modulation encoding (FAME): alternative features derived via TBANK.

Gaussian mixture model hidden Markov model (GMM‐HMM): Bayesian method to align DNNs.

Spectral filterbanks: acoustic features (MFCC or FBANK) inspired by the nonlinear spacing of 
power spectrum or energy detector models, and critical band theory.

Temporal filterbanks: acoustic features (e.g.: TBANK) inspired by temporal critical bands.

Advances in Clinical Audiology148

Acknowledgements

In this chapter, some parts of this work was performed when the author was with the 
Hearing and Speech Laboratory, University of California, Irvine, USA, with Fan‐Gang Zeng. 
The author is now working with the Center for Information Technology Innovation (CITI), 
Academia Sinica, Taipei, Taiwan, with Yu Tsao.

Author details

Payton Lin

Address all correspondence to: paytonlin20@gmail.com

Center for Information Technology Innovation, Academia Sinica, Taipei, Taiwan

References

[1] Wegel, R. L., & Lane, C. E. (1924). The auditory masking of one pure tone by another and 
its probable relation to the dynamics of the inner ear, Phys. Rev., 23, 266–285.

[2] Zwislocki, J. J. (1972). A theory of central auditory masking and its partial validation, 
J. Acoust. Soc. Am., 52 (2B), 644–659.

[3] Fletcher, H. (1940). Auditory patterns, Rev. Mod. Phys., 12, 47–65.

[4] Berg, B. G. (2004). A temporal model of level‐invariant, tone‐in‐noise detection, Psychol. 
Rev., 111, 917

[5] Spiegel, M. F., & Green, D. M. (1982). Signal and masker uncertainty with noise maskers of 
varying duration, bandwidth, and center frequency, J. Acoust. Soc. Am., 71(5), 1204–1210.

[6] Shim, A. I., & Berg, B. G. (2013). Estimating critical bandwidths of temporal sensitivity to 
low-frequency amplitude modulation, J. Acoust. Soc. Am., 133(5), 2834–2838.

[7] Berg, B. G. (2007). Estimating the transition bandwidth between two auditory processes: 
Evidence for broadband auditory filters, J. Acoust. Soc. Am., 121(6), 3639–3645.

[8] Wever, E. G., & Bray, C. W. (1937). The perception of low tones and the resonance‐volley 
theory, J. Psychol., 3(1), 101–114.

[9] Schroeder, M. R., Atal, B. S., & Hall, J. L. (1979). Optimizing digital speech coders by 
exploiting masking properties of the human ear, J. Acoust. Soc. Am., 66, 1647–1652.

[10] Choi, C. T., & Lee, Y. H. (2012). A review of stimulating strategies for cochlear implants, 
in Cochlear Implant Research Updates, Dr. Cila Umat (Ed.), InTech Open Access 
Publisher.

Temporal Filterbanks in Cochlear Implant Hearing and Deep Learning Simulations
http://dx.doi.org/10.5772/66627

149



[11] Noble, J. H., Hedley‐Williams, A. J., Sunderhaus, L., Dawant, B. M., Labadie, R. F., 
Camarata, S. M., & Gifford, R. H. (2016). Initial results with image‐guided cochlear 
implant programming in children, Otol. Neurotol., 37(2), e63–e69.

[12] Wilson, B. S. (2013). Toward better representations of sound with cochlear implants, Nat. 
Med., 19(10), 1245–1248.

[13] Lin, P., Wang, S.‐S., & Tsao, Y. (2015). Temporal information in tone recognition, in IEEE 
ICCE.

[14] Lim, H. H., Tong, Y. C., & Clark, G. M. (1989). Forward masking patterns produced by 
intracochlear electrical stimulation of one and two electrode pairs in the human cochlea, 
J. Acoust. Soc. Am., 86, 971–980.

[15] Chatterjee, M., & Shannon, R. V. (1998). Forward masked excitation patterns in multi-
electrode electrical stimulation, J. Acoust. Soc. Am., 105, 2565–2572.

[16] Lin, P., Turner, C. W., Gantz, B. J., Djalilian, H. R., & Zeng, F.‐G. (2011). Ipsilateral mask-
ing between acoustic and electric stimulations, J. Acoust. Soc. Am., 130(2), 858–865.

[17] Lin, P., Lu, T., & Zeng, F.‐G. (2013). Central masking with bilateral cochlear implants, 
J. Acoust. Soc. Am., 133(2), 962–969.

[18] Aronoff, J. M., Padilla, M., Fu, Q. J., & Landsberger, D. M. (2015). Contralateral masking 
in bilateral cochlear implant patients: a model of medial olivocochlear function loss, PloS 
one, 10(3), e0121591.

[19] van Hoesel, R., & Clark, G. (1997). Psychophysical studies with two binaural cochlear 
implant subjects, J. Acoust. Soc. Am., 102, 495–507.

[20] James, C., Blamey, P., Shallop, J. K., Incerti, P. V., & Nicholas, A. M. (2001). Contralateral 
masking in cochlear implant users with residual hearing in the non-implanted ear, 
Audiol. Neurootol., 6, 87–97.

[21] Buss, E., Hall, III, J. W., & Grose, J. H (2013). Monaural envelope correlation perception 
for bands narrower or wider than a critical band, J. Acoust. Soc. Am., 133, 405–416.

[22] Patterson, R. D., & Moore, B. C. J. (1986). Auditory filters and excitation patterns as repre-
sentations of frequency resolution, in Frequency Selectivity in Hearing, London: Academic 
Press, pp. 123–177.

[23] Berg, B. G. (2013). A decision weight analysis of transition bandwidths, J. Acoust. Soc. 
Am., 121(6), 3639–3645.

[24] Dorman, M. F., Loizou, P. C., & Rainey, D. (1997). Speech intelligibility as a function of 
the number of channels of stimulation for signal processors using sine-wave and noise-
band outputs, J. Acoust. Soc. Am., 102(4), 2403–2411.

Advances in Clinical Audiology150



[11] Noble, J. H., Hedley‐Williams, A. J., Sunderhaus, L., Dawant, B. M., Labadie, R. F., 
Camarata, S. M., & Gifford, R. H. (2016). Initial results with image‐guided cochlear 
implant programming in children, Otol. Neurotol., 37(2), e63–e69.

[12] Wilson, B. S. (2013). Toward better representations of sound with cochlear implants, Nat. 
Med., 19(10), 1245–1248.

[13] Lin, P., Wang, S.‐S., & Tsao, Y. (2015). Temporal information in tone recognition, in IEEE 
ICCE.

[14] Lim, H. H., Tong, Y. C., & Clark, G. M. (1989). Forward masking patterns produced by 
intracochlear electrical stimulation of one and two electrode pairs in the human cochlea, 
J. Acoust. Soc. Am., 86, 971–980.

[15] Chatterjee, M., & Shannon, R. V. (1998). Forward masked excitation patterns in multi-
electrode electrical stimulation, J. Acoust. Soc. Am., 105, 2565–2572.

[16] Lin, P., Turner, C. W., Gantz, B. J., Djalilian, H. R., & Zeng, F.‐G. (2011). Ipsilateral mask-
ing between acoustic and electric stimulations, J. Acoust. Soc. Am., 130(2), 858–865.

[17] Lin, P., Lu, T., & Zeng, F.‐G. (2013). Central masking with bilateral cochlear implants, 
J. Acoust. Soc. Am., 133(2), 962–969.

[18] Aronoff, J. M., Padilla, M., Fu, Q. J., & Landsberger, D. M. (2015). Contralateral masking 
in bilateral cochlear implant patients: a model of medial olivocochlear function loss, PloS 
one, 10(3), e0121591.

[19] van Hoesel, R., & Clark, G. (1997). Psychophysical studies with two binaural cochlear 
implant subjects, J. Acoust. Soc. Am., 102, 495–507.

[20] James, C., Blamey, P., Shallop, J. K., Incerti, P. V., & Nicholas, A. M. (2001). Contralateral 
masking in cochlear implant users with residual hearing in the non-implanted ear, 
Audiol. Neurootol., 6, 87–97.

[21] Buss, E., Hall, III, J. W., & Grose, J. H (2013). Monaural envelope correlation perception 
for bands narrower or wider than a critical band, J. Acoust. Soc. Am., 133, 405–416.

[22] Patterson, R. D., & Moore, B. C. J. (1986). Auditory filters and excitation patterns as repre-
sentations of frequency resolution, in Frequency Selectivity in Hearing, London: Academic 
Press, pp. 123–177.

[23] Berg, B. G. (2013). A decision weight analysis of transition bandwidths, J. Acoust. Soc. 
Am., 121(6), 3639–3645.

[24] Dorman, M. F., Loizou, P. C., & Rainey, D. (1997). Speech intelligibility as a function of 
the number of channels of stimulation for signal processors using sine-wave and noise-
band outputs, J. Acoust. Soc. Am., 102(4), 2403–2411.

Advances in Clinical Audiology150

[25] Whitmal, N.A., Poissant, S.F., Freyman, R.L., & Helfer, K.S. (2007). Speech intelligibil-
ity in cochlear implant simulations: effects of carrier type, interfering noise, and subject 
experience, J. Acoust. Soc. Am., 122(4), 2376–2388.

[26] Jordan, M.I., & Mitchell, T.M. (2015). Machine learning: trends, perspectives, and pros-
pects, Science, 349(6245), 255–260.

[27] Morgan, N., Bourlard, H., & Hermansky, H. (2004). Automatic speech recognition: an 
auditory perspective, in Speech Processing in the Auditory system, S. Greenberg, W.A. 
Ainsworth, A.N. Popper, & R.R. Fay (Ed.), New York: Springer, 309–338.

[28] Davis, S. B., & Mermelstein, P. (1990). Comparison of parametric representations for 
monosyllabic word recognition in continuously spoken sentences, in IEEE Trans. ASSP., 
28(4), 357–366.

[29] Schädler, M. R., Meyer, B. T., & Kollmeier, B. (2012). Spectro‐temporal modulation sub-
space‐spanning filter bank features for robust automatic speech recognition, J. Acoust. 
Soc. Am., 131(5), 4134–4151.

[30] Do, C.‐T., Pastor, D., & Goalic, A. (2010). On the recognition of cochlear implant‐like 
spectrally reduced speech with MFCC and HMM‐based ASR, IEEE Trans. Audio, Speech 
Language Process., 18(5), 1065–1068.

[31] Do, C.‐T. (2012). Acoustic simulations of cochlear implants in human and machine hear-
ing research, research, in Cochlear Implant Research Updates, Dr. Cila Umat (Ed.), InTech 
Open Access Publisher.

[32] Lin, P., Chen, F., Wang, S.‐S., Lai, Y.‐H., & Tsao, Y. (2014). Automatic speech recognition 
with primarily temporal envelope information, in Proc. Interspeech.

[33] Gershman, S.J., Horvitz, E.J., & Tenenbaum, J. B. (2015). Computational rationality: a 
converging paradigm for intelligence in brains, minds, and machines, Science, 349(6245), 
273–278.

[34] Tenebaum, J. B., (1999). Bayesian modeling of human concept learning, in Advances in 
Neural Information Processing Systems, 11 (NIPS-99), M.S. Kearns, S.A. Solla, & D.A. Cohn 
(Ed.), MIT Press, 59–65.

[35] Hinton, G., Deng, L., Yu, D., Dahl, G. E., Mohamed, A. R., Jaitly, N., Senoir, A., Vanhoucke, 
V., Nguyen, P., Sainath, T. N., & Kingsbury, B. (2012). Deep neural networks for acoustic 
modeling in speech recognition: the shared views of four research groups, IEEE Signal 
Processing Magazine, 29(6), 82–97.

[36] Sainath, T. N., Kingsbury, B., Mohamed, A., & Ramabhadran, B. (2013). Learning filter 
banks within a deep neural framework, in IEEE ASRU, 297–302.

Temporal Filterbanks in Cochlear Implant Hearing and Deep Learning Simulations
http://dx.doi.org/10.5772/66627

151



[37] Sainath, T. N., Kingsbury, B., Mohamed, A., Saon, G., & Ramabhadran B. (2014). 
Improvements to filterbank and delta learning within a deep neural network frame-
work, in Proc. ICASSP, 6839–6843.

[38] Lin, P., Lyu, D.‐C., Chang, Y.‐F., & Tsao, Y. (2015). Speech recognition with temporal 
neural networks, in Proc. Interspeech.

[39] Lin, P., Lyu, D.‐C., Chang, Y.‐F., & Tsao, Y. (2015). Temporal alignment for deep neural 
networks, in Proc. IEEE GlobalSip.

[40] Sagayama, S., & Itakura, F. (1978). On individuality in a dynamic measure of speech, in 
Proc. Spring Meeting of Acoust. Soc. Japan (in Japanese), 589–590.

[41] Furui, S. (1986). On the role of spectral transition for speech perception, J. Acoust. Soc. 
Am., 80(4), 1016–1025.

[42] Zeng, F.‐G., Nie, K., Stickney, G., Kong, Y.‐Y., Vongphoe, M., Bhargave, A., Wei, C., & 
Cao, K. (2005). Speech recognition with amplitude and frequency modulations, in Proc. 
Nat. Acad. Sci. USA (PNAS), 2293–2298.

[43] Zeng, F.‐G., & Shannon, R.V. (1994). Loudness‐coding mechanisms inferred from elec-
tric stimulation of the human auditory system, Science, 264, 564–566.

[44] Francart, T., & McDermott, H. J. (2013). Psychophysics, fitting, and signal processing 
for combined hearing aid and cochlear implant stimulation, Ear Hearing, 34(6), 685–700.

[45] Sainath, T. N., Kingsbury, B., Saon, G., Soltau, H., Mohamed, A. R., Dahl, G., & 
Ramabhadran, B. (2015). Deep convolutional neural networks for large‐scale speech 
tasks, Neural Networks, 64, 39–48.

Advances in Clinical Audiology152



[37] Sainath, T. N., Kingsbury, B., Mohamed, A., Saon, G., & Ramabhadran B. (2014). 
Improvements to filterbank and delta learning within a deep neural network frame-
work, in Proc. ICASSP, 6839–6843.

[38] Lin, P., Lyu, D.‐C., Chang, Y.‐F., & Tsao, Y. (2015). Speech recognition with temporal 
neural networks, in Proc. Interspeech.

[39] Lin, P., Lyu, D.‐C., Chang, Y.‐F., & Tsao, Y. (2015). Temporal alignment for deep neural 
networks, in Proc. IEEE GlobalSip.

[40] Sagayama, S., & Itakura, F. (1978). On individuality in a dynamic measure of speech, in 
Proc. Spring Meeting of Acoust. Soc. Japan (in Japanese), 589–590.

[41] Furui, S. (1986). On the role of spectral transition for speech perception, J. Acoust. Soc. 
Am., 80(4), 1016–1025.

[42] Zeng, F.‐G., Nie, K., Stickney, G., Kong, Y.‐Y., Vongphoe, M., Bhargave, A., Wei, C., & 
Cao, K. (2005). Speech recognition with amplitude and frequency modulations, in Proc. 
Nat. Acad. Sci. USA (PNAS), 2293–2298.

[43] Zeng, F.‐G., & Shannon, R.V. (1994). Loudness‐coding mechanisms inferred from elec-
tric stimulation of the human auditory system, Science, 264, 564–566.

[44] Francart, T., & McDermott, H. J. (2013). Psychophysics, fitting, and signal processing 
for combined hearing aid and cochlear implant stimulation, Ear Hearing, 34(6), 685–700.

[45] Sainath, T. N., Kingsbury, B., Saon, G., Soltau, H., Mohamed, A. R., Dahl, G., & 
Ramabhadran, B. (2015). Deep convolutional neural networks for large‐scale speech 
tasks, Neural Networks, 64, 39–48.

Advances in Clinical Audiology152

Chapter 9

Treatment of Partial Deafness: The Polish School in

World Science

Henryk Skarżyński and Piotr Henryk Skarżyński

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/67234

Provisional chapter

Treatment of Partial Deafness: The Polish School
in World Science

Henryk Skarżyński and
Piotr Henryk Skarżyński

Additional information is available at the end of the chapter

Abstract

Introduction of the method of treatment of partial deafness with cochlear implants has
given many patients the previously inaccessible chance to (re)enter the world of sounds.
This method of treatment had been developed and introduced to the world’s medicine
by H. Skarżyński in 2002, after the extensive research since 1997. This task involved
creation of a multispecialty team of experts, development of a special surgical method,
and concept of the therapy reflecting on the world largest number of hearing improving
surgeries being performed for 13 years averaging 15,000 otosurgical procedures yearly.
This chapter introduces the treatment of partial deafness, considered as the Polish
School in world science and medicine.

Keywords: partial deafness, partial deafness treatment, otosurgery, cochlear implant,
hearing preservation, inner ear structure preservation

1. Introduction

Treatment of partial deafness, both congenital and acquired, with application of cochlear
implants is for many patients regardless of their age practically the only chance of entering or
returning to the world of sounds. Cochlear implants have been in use for more than 40 years
and had been applied in more than 200 thousand people globally. Application of cochlear
implants in treatment of classic partial deafness is, on the other hand, the matter of the last 15
or so years. This method of treatment, which is applied to an inner ear which is in a part fully
functional and in another part completely deaf, had been introduced to the world medicine by
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Skarżyński in 2002 [1]. This important breakthrough had been preceded by research studies
which had been conducted in the Institute of Physiology and Pathology of Hearing since 1997,
regarding preservation of even the smallest residual hearing which would then be
supplemented with a “new hearing” achieved through a cochlear implant [2–4]. Development
of a special surgical method and concept of the therapy had been a great challenge requiring
involvement of many specialists: ear surgeons and other physicians, clinical engineers, and
many other professionals working in the field of hearing rehabilitation [5, 6]. This treatment
method had been applied at the beginning to patients whose preoperative hearing was at the
level of residual hearing and since 2002 to those whose hearing in low-frequency ranges was
good. In these patients their preoperative hearing levels would enable from 5 to 16% of speech
understanding [1]. When this hearing is supplemented with electric stimulation obtained with
a cochlear implant, patients can achieve complete speech understanding and free communica-
tion with their environment [7, 8]. This had been a groundbreaking approach in science and
medicine as it had demonstrated the previously negated feasibility of electric stimulation
within the partially functional inner ear [9].

Presentation of this program and a resultant Polish School are a reflection of the largest in the
world number of hearing improving surgeries being performed for 13 years—on average 15
thousand otosurgical procedures yearly. Established criteria which an achievement or event
should fulfill in order to be considered a school in modern science are commonly known and
involve a significant achievement and confirmation of the results and importance of the school
through the large clinical material supported by the longitudinal follow-up. A very important,
although difficult to achieve, indicator confirming the existence and importance of school’s
output is the marks of appreciation, awards, citations, and opinions in relevant fields of
science. The partial deafness treatment (PDT), considered as the Polish School in world science,
meets all the abovementioned criteria and many more.

The step-by-step surgical procedure has been described by Skarżyński et al. in 2010 [7].
Cochlear implantation in the partial deafness treatment is in all patients undergoing this
procedure performed in the worse hearing ear. The procedure is performed in all cases using
the six-step Skarżyński round window approach for partial deafness treatment with different
straight electrodes. It can be a 28 mm, 25 mm, or 24 mm slim straight electrode with different
numbers of contacts and diameters 0.3 mm at the tip and 0.6 mm at the proximal end. The
surgical steps are in order:

1. Antromastoidotomy

2. Posterior tympanostomy to allow visualization of the round window niche

3. Puncture and incision of the round window membrane

4. Insertion or partial insertion of the electrode array into the scala tympani

5. Electrode fixation in the round window niche

6. Fixation of the device in the bony well

Steroids are administered as a routine in every case: 0.1 mg/kg/day dexamethasone i.v. in two
doses per day for 3–4 days.
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2. Results

Program of treatment of deafness combining acoustic hearing with electric hearing obtained
through cochlear implantation initiated by H. Skarżyński in 1997 had assembled in the Insti-
tute of Physiology and Pathology of Hearing a group of more than 50 specialists: physicians,
clinical engineers, psychologists, educators, speech and language therapists, and technicians.
They all have contributed to the scientific output of the school with their research, clinical,
teaching, and organizational work. Leaders of the Institute’s program have authored several
hundreds of publications and presentations in collaboration with 52 scientists from all conti-
nents from 34 leading countries globally. In the years 2000–2016, the team of the Institute has
presented, sometimes with international collaborators, 2135 presentations counting only inter-
national and continental series of congresses in otorhinolaryngology, audiology, and related
fields in Europe, Asia, Australia, and both Americas and Africa. These presentations included
many invited lectures, discussion panels, and expert round tables. Simultaneously the same
group has published 1465 papers reporting all aspects related to diagnostics, treatment, and
rehabilitation of the partial deafness. Subsequent studies, analyses, and reports of longitudinal
follow-up studies are related to the largest in the global medicine group of 317 patients with
partial deafness.

Establishment and development of the Polish School in Otosurgery had several landmark
dates and events. In 2000, on congresses in Antwerp [2] and Berlin [3], H. Skarżyński and A.
Lorens have presented first reports about the quality of preserved nonfunctional residual
hearing. Preservation of even such small level of hearing after cochlear implantation is a
significant assistance in the process of hearing and speech rehabilitation. It means also that
the structures of the inner ear have been preserved in the unchanged condition, thus that ear
could be useable later, when new, innovative, better technologies for improving hearing will be
developed and implemented. At the same time, implementation of the partial deafness treat-
ment with a cochlear implant at the present stage of development of technology and medicine
still enables sustained development of hearing, speech, and one or even more languages.

The second milestone, related to the typical partial deafness, has been the first surgery in an
adult performed by H. Skarżyński in 2002 [1]. That patient had been able preoperatively to
perceive sounds well in the low-frequency range up to 500 Hz, with total deafness in all other
frequencies. Successful preservation of the low-frequency hearing complemented with electric
stimulation for reception of the rest of frequency range provided an incentive for the dynamic
development of research and clinical practice in that direction. After 2 years of follow-up of all
implanted adult patients, in 2004 H. Skarżyński had performed the first in the world implan-
tation in a child with this type of hearing [10]. Another landmark has been the first in the world
presentation in 2009 [11] and publication in 2010 [12] introducing and explaining Skarżyński’s
concept of treatment in relation to various groups of patients with partial deafness. It involved
inclusion of three principal criteria:

a. Application of Skarżyński’s surgical method of six steps [13].

b. Selection and implementation of the surgical approach to the inner ear through the round
window membrane as the most physiological way of entry to the cochlea.
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c. Availability of different types of elastic electrode arrays, including Cochlear CI422 slim
straight electrode designed by Skarżyński [14].

Further works on developing the program of treatment of partial deafness had been continued
in the Institute of Physiology and Pathology of Hearing simultaneously with different forms of
activities aimed at popularizing this method on different continents. Promotion of this treat-
ment method included, of course, presentations on all major global and continental scientific
congresses, supplemented by “live” demonstration surgeries performed by H. Skarżyński in
Asia, Europe, and America. Simultaneously, for the needs of spreading clinical knowledge and
providing an optimal training program, the Institute has started a series of international
surgical training workshops called the window approach workshops (WAW). Since the begin-
ning of the WAW program till 2016, there had already been 24 editions, with more than 3500
ear surgeons from all over the world participating. The WAW program includes hands-on
training, patient assessment, and demonstration surgeries. Since 2010, the Institute actively
participates also in the Live International Otolaryngology Network (LION) yearly global
broadcast, with H. Skarżyński presenting surgeries of partial deafness treatment with various
types of electrodes and implant systems. These regularly organized live surgical training
broadcasts involve demonstrations of surgeries transmitted from several centers from the
whole world simultaneously—from Australia, Asia, Europe, and Americas. These broadcasts
enjoy always a very wide audience of surgeons and other medical specialists.

Presentation of the Polish School of treatment of partial deafness had been preceded by a
huge work and contribution of an international group of leading specialists involved in
implementation of the program of treatment of total deafness. The program had been
spearheaded by such eminent researchers and surgeons as W. House and T. Balkany in the
USA, Ch. Chouard in France, K. Burian in Austria, E. Lehnhardt in Germany, and G. Clark
and W. Gibson in Australia. The leader and many members of the team of the Institute of
Physiology and Pathology of Hearing had been visiting these leading members of the inter-
national community of specialists involved in treatment of total deafness programs. Many of
these leaders had participated in conferences organized by the Institute in Poland. Practical
preparations for initiation of the program of treatment of deafness in Poland had been
initiated by H. Skarżyński with the support of the Foundation of Medical Development
“Homo-Homini” in 1991. Following these preparations, first surgeries of treatment of total
deafness in Poland had been performed by H. Skarżyński on 16 and 17 July 1992. They had
reverberated widely in Polish society and mass media as well as in science and medicine [15,
16]. Further progress of the Polish program of treatment of total deafness has brought about
further groundbreaking events and overcoming further barriers and limitation, including the
gradual widening of indications for treatment of deafness with cochlear implants. It had
been a foundation for the program of treatment of partial deafness. In its initial stage, in the
years 2002–2008, the program had involved combining the electric hearing with the pre-
served natural hearing up to the level of 500 Hz. In following years electrical complementa-
tion had been extended to the level of 750 Hz and 1000 Hz. The top achievement had been
first in the world publications, in 2014 and 2015, in which Skarżyński et al. had presented the
possibility of treatment of partial deafness with preservation of natural hearing up to 1500
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Hz [17, 18]. In clinical practice this approach is an opportunity created by modern science
and medicine for patients with this type of hearing impairment at any age, but the most
important is the opportunity for people in advanced age. In the group of people over 70
years, as many as ¾ have different kinds of hearing impairment negatively impacting their
ability to communicate with their environment. In a global scale, there are tens of millions of
people suffering from the typical partial deafness above 1500 Hz. They are not deaf. In
diagnostic studies conducted in conditions of silence, their speech understanding may reach
the level of 40–60%. In the standardized conditions of hearing testing in noise, which better
mirrors the situations of everyday functioning, their levels of speech understanding drop to
11–22%. It is a cause of their gradual isolation from the society, withdrawal from active
participation in social life. In a growing proportion these patients develop deep depression.
If we consider that this senior group of citizens grows steadily in line with increasing life
expectancy in the developed countries, it is not difficult to arrive at the conclusion that
partial deafness today is an important social problem.

3. Summary

At the turn of the twenty first century, the problem of preservation of the nonfunctional
residual hearing and thus preservation of the intact inner ear structure had been addressed
by several research teams in the world. The trend started by the team of the Institute of
Physiology and Pathology of Hearing, especially first results from children and adults
published since 2000, had brought about the realization that an intact inner ear might in
future be useful when novel, yet unknown techniques for preservation/restoration of good
hearing at any age become available. Particularly noteworthy are in this context studies of
the research groups from Frankfurt, von Ilberg et al. [19]; Iowa City, Gantz [20]; Kansas City,
Staecker [21]; Vienna, Baumgartner et al. [22]; Melbourne, Briggs [23]; Antwerp, Van de
Heyning et al. [22, 24]; and Matsumoto, Usami et al. [25]. Until present day these centers
have developed various programs of partial deafness treatment with residual hearing up to
250 and 500 Hz in adults and make preparations for conducting similar surgeries in children.
Present indications for acoustic and electric stimulation of the damaged inner ear have been
included in the newest concept published by Skarżyński et al. in 2014 [17], presented in
Figure 1.

A crucial issue in development of the Polish School in modern science had been the search for
standardized method of assessment of the results of therapy achieved by different research
groups in various groups of patients different with regard to their size and qualities. On the
initiative of Skarżyński and the team of the Institute of Physiology and Pathology of Hearing, a
global HearRing group had initiated the works that resulted in developing the first scientific
scale which was published in 2012 by Skarżyński et al. [26]. This scale enables archiving and
comparing the results of growing groups of patients provided with cochlear implants. Partic-
ipation of several tens of prominent researchers from the whole world in development of this
scale was not only helpful in its elaboration; it facilitates its steady popularization in modern
science and medicine [27].
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A final argument summarizing the position of the international scientific community toward
strengthening of the Polish School is personal citations and awards and distinctions bestowed
for these achievements by the various international scientific and expert groups. Erixon et al. in
the Ear and Hearing, which has one of the highest Impact Factor journals in this field, have
written in 2015: “Skarzynski et al. (2012) called the first group electrical complement patients
and the second group electro-acoustic stimulation patients” [28]. Von Ilberg with an interna-
tional group of collaborators in a multicenter study published in the Audiology and
Neurotology in 2011 [19] has mentioned: “The most expanded indication for electro-acoustic
stimulation (EAS) has been reported by the Warsaw group, who implanted candidates with
markedly better acoustic hearing in the frequencies between 125 and 500 Hz. Some of the
recipients showed extremely sloping audiograms, using the natural preserved acoustic LFH,
without the need of any additional acoustic amplification.” The same paper mentions further “a
small number of studies reporting on children fitted with EAS have recently been published by
Skarzynski et al.” In its summary it says “Skarzynski and his group have demonstrated con-
vincing results in their first studies on children” and further “however, Skarzynski stressed that
this kind of surgery on children should not be attempted without significant successful experi-
ence with adults” and still further “by introducing this method, it became possible to improve
hearing preservation, with rates going up to 95–100% in most EAS candidates.” Guimares et al.
in the Brazilian Journal of Otorhinolaryngology in 2015 have said: “Some classifications for
hearing preservation have been proposed to assess the degree of preservation of residual
hearing, and the most commonly employed is that proposed by Skarzynski (…)” [29].

It should be underlined that the real effects of the Polish School are shown by the increasing
abilities of Polish patients in their sustained development of hearing, speech, learning of
languages, and development of artistic potential—vocal and musical. The best example of this
success is their achievements demonstrated during the first International Music Festival “Beats
of Cochlea” [30].

Figure 1. The newest concept of complementation of damaged hearing in indicated ranges: (a) acoustic complementation
with hearing aids and middle ear implants (acoustic stimulation, AS), (b) electric support for the effective electric-natural
hearing (partial deafness treatment-electronatural stimulation, PDT-ENS), (c) electric complementation of the preserved
hearing only in the low-frequency range up to 500 Hz (partial deafness treatment-electric complement, PDT-EC), (d)
combined electric and acoustic stimulation with a hearing aid and cochlear implant (partial deafness treatment-electro-
acoustic stimulation, PDT-EAS), and (e) only electric stimulation with preservation of the inner ear structure and
nonfunctional residual hearing (partial deafness treatment-electric stimulation, PDT-ES).
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From among nearly two hundred distinctions and awards won by H. Skarżyński and his team
in Poland and internationally in relation to the implementation and promotion of the Polish
School, three awards are particularly noteworthy. The first is the ‘21st Century Award—chief
award in the global competition "21st Century Achievement Award Winners” in the category
“Healthcare” for the System of Remote Fitting and Rehabilitation in Washington in 2010, in
relation to the development and implementation of the telemedical care for patients with partial
deafness. The second is the golden medal in the global Prix Galien competition—the first award
considered as “Oscar” or “Nobel” of the medical world, awarded for creation of the first
“National Network of Teleaudiology” for patients after cochlear implantation, in Monte Carlo
in 2014. The third personal distinction of the international community has been the highest
citation for H. Skarżyński, as one of the four scientists from the whole world, for his contribution
to the development of science and medicine and providing the optimal possibilities of commu-
nication of themodern societies. This award has been given to H. Skarżyński in recognition of his
leadership and inspirational example for the international society through establishment of the
internationally known medical center dedicated to the surgical treatment of hearing disorders
and tireless advocacy for people with hearing disorders all over the world.

4. Conclusions

1. The principal idea of the Polish School in the international medical science is a demonstra-
tion of the full advantages of patients with partial deafness, preservation of the unchanged
structures of the inner ear allowing unlimited development of hearing, speech, and lan-
guage and chances for application of new future technologies.

2. The perspectives of popularizing of the Polish School in global medical science create a real
chance of help for tens of millions of people, particularly in the advanced age.

Glossary

Six-step Skarżyński procedure—surgical procedure of cochlear implantation developed by
Skarżyński H. [7] for hearing preservation combining the atraumatic round window electrode
insertion with different straight electrodes.

HearRing preservation classification—the first scientific scale which enables comparing the
rate of hearing preservation after cochlear implantation developed by the HearRing group
published in 2012 by H. Skarżyński et al. [26].

Partial deafness (PD)—a condition where patient has in one ear normal low-frequency hearing
but no hearing in the high-frequency range; hearing loss occurs in at least one frequency
critical to speech understanding.

Treatment of Partial Deafness: The Polish School in World Science
http://dx.doi.org/10.5772/67234

159



Partial deafness treatment—management of partial deafness (PD) consisting in preservation of
preoperative hearing through minimally traumatic surgical implantation procedure along
with the use of different means of acoustic and electric stimulation.
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Abstract

This chapter presents results of research on influence of auditory fatigue on some aspects 
of listening condition measured among various groups of listeners. Three experiments 
have been carried out. The aim of the first one was to find the influence of the kind of 
headphones used by young people on their hearing loss. The second experiment was 
concerning the temporary threshold shift (TTS) caused by the listening of loud musical 
signals after several time of sound exposure. The main interest of the third experiment 
was the detection ability of changes in spectrum of musical samples obtained after sev-
eral time of listening to the loud music. It turned out that except for frequency of 4 kHz 
there is no relation between the types of preferred headphones and the shift of hearing 
threshold while for the frequency of 4 kHz, a statistically important influence of the head-
phone types on the threshold values was observed. The second and third experiments 
were carried out under conditions which normally exist in a studio or on the stage when 
the sound material is recorded and/or mixed. It turned out that after several loud music 
listening sessions the average value of temporary threshold shift reached more than 3 
dB for 1 kHz and increased up to 6–7 dB with an exposure time of 120 min. On the basis 
of results obtained from the third experiment, it was found that the decrease in ability 
to detect the spectrum changes for longer noise exposure exists particularly for lower 
changes (of ±1.5 dB) and at all frequency regions under investigation. It may suggest that 
the hearing system gets tired for the region of higher frequencies faster than for other 
bands after listening to loud music. The results may also be influenced by the mental 
fatigue which occurred after several time duration of permanently played loud sounds, 
together with demanding tasks. Such conditions involving the mental engagement in a 
noisy environment, which is referred to the natural scenery of the studio work can sig-
nificantly reduce the time of exhaustion which causes the decrease of accuracy in solving 
several tasks. It should be also noted that the tendencies observed within young people 
culture in listening loud music in order to be isolated from the environment is actually 
causing not the TTS phenomenon but permanent threshold shift (PTS).

Keywords: listening fatigue, perception of spectral changes, temporary threshold shift
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1. Introduction

The act of listening to musical sounds is usually considered as a kind of recreation, or an 
impulse to take a rest. But the music can also be considered as a noise not only from the 
musical structure and composers’ point of view—in some cases, listening to the music may 
not be only a kind of recreation—for particular professionals it is their work. Reinforcement 
and recording engineers as well as sound producers are the examples of a trade in which the 
listening process and its conditions may reflect in the final quality of the work. The people 
working in these professions are subjected to hearing problem, in the same manner as the 
noise‐exposed workers in an industry. Of course, listening to the musical sounds is different 
from a simply industrial noise from the psychological point of view: musical sounds are usu-
ally nice and desired while the noise means that a particular signal is assessed as awful and 
unpleasant. Also, the time‐frequency structure of musical signals differs from the consistency 
of noise which makes listening to music a pleasant act. In the modern entertainment industry, 
there is one fact which may be considered while talking about the reinforcement of sound, it 
is the sound focusing techniques which enable to focus energy within a selected region using 
the special transducers, the line arrays in this case [1]. The energy dose of sound is a basic 
acoustic variable that determines the magnitude of sound, and the other function of sound 
focusing technique is to increase the clarity of sound by increasing the magnitude of the direct 
wave and decreasing the reflections from unwanted directions which result finally in higher 
sound levels. From the measurement point of view, it is not so simple to determine the actual 
sound level in all areas occupied by the audience. Moreover, it can be found that the sound 
level measured by the microphone in a sound field may be different than the level in the ear 
canal, so the maximum impulsive noise levels were high in the ear canal but the implications 
for the causes of hearing loss are indistinct because of ear amplification of 3–4 dB in the region 
of 1–3 kHz [2]. It should be also added that the sound sources (as a loudspeaker set, or PA 
systems) situated very close to the ear might increase the risk of hearing loss.

It may be fairer to say that working with louder music as well as listening to it over a long 
period of time may systematically lead to a permanent hearing damage or to a listening 
fatigue, which makes proper attention being impossible. In the past few years, the trend in 
sound production industry has been to increase loudness of musical recordings, particularly. 
Many radio stations as well as record companies have applied large amounts of dynamic 
range compression and other means of recording process in order to be perceived in today's 
noisy world. The trend called as “loudness wars” has been reflected in the higher subjective 
impressions in psychological domain, and the slogan “louder sounds are sold better” has 
come true [3]. Many young people want to single their minds out of different backgrounds 
by the use of special kinds of headphones and they listen to the sound material louder, 
beside the fact that the listened material is louder in comparison to the recordings made in 
the previous century. Also, the contemporary designed and produced equipment allows the 
listeners to consume the music in accordance with their way of life [4, 5] and with higher 
concentrated energy of sound in order to make the proper sensations for the audience [1].

The way of stimuli presentation (via headphones or loudspeaker, or naturally listening of the 
event) seems to be an important thing causing the hearing loss. Young people do not take into 
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account that the popular or rock music causes the same effects like the higher and longtime 
exposure to the noise when the earphones are used for listening, due to the average sound 
level and duration of exposure which simply leads to a listening fatigue. Young people say, we 
listen to the music that sounds nicely for us and it is not like noise, so why may it be dangerous 
for our hearing? Sometimes, one can find many pieces of classical music from the twentieth 
century which are very loud while performed. As an example, the fourth Symphony of Dmitri 
Shostakovich if given in some fragments, the sound level exceeds 100 dB in the audience area of 
the concert hall. The main differences between classical and pop‐music are in the time duration 
of continuous exposure to the sound, a character of musical structure and spectral consistence 
of stimuli. In popular music, the method used for musical production is very often based on the 
sound compression, and this compression itself may increase the potential risk of hearing dam-
age [6–8] or a listening fatigue which makes proper attention being impossible.

The typical effect of listening to loud sounds is the temporary threshold shift (TTS) or permanent 
threshold shift (PTS) which play a huge role in the proper assessment of sound while working 
in a recording studio. The negative effects of TTS may occur when someone is under the noise, 
or another loud acoustical signal, exposure for a particular time interval, and then having a 
rest only after the whole work, without breaks for recreation process. The higher sound levels 
usually influence human concentration in a negative way, like the chaotic visual structures [9] 
which are based on psychology of perception. The results of a permanent hearing threshold 
shift of the people working in the entertainment industry as well as the influence of the kinds of 
equipment used have been presented [10, 11]. The recommendations of a daily dose of noise for 
sound makers as well as for musicians are not stated because of the nature of work apart from 
the fact that it may cause permanent or temporary hearing damages.

Physiological and psychological processes connected to a reaction to sound consist of sensational 
and emotional reactions. The sensational reaction is the effect of a physiological process, which 
occurs during listening. It arises when stimuli overdraw sensitivity levels, while the emotional 
reaction is more complex and difficult to analysis because it is not a direct result of received sig-
nal features but depends on the habits and conditions of the listener [12]. Noise related to some 
activities, for example teaching in classrooms, is correlated with performer's fatigue, increases 
tension and discomfort, and an interference of teaching and speech recognition [13]. Several 
studies have been conducted to investigate the effects of noise exposure patterns, including 
noises of different spectra, interrupted noise exposure patterns, and short‐duration noise expo-
sures on TTS in order to find and determine the maximum time duration of acting noise at a par-
ticular level, and the resting time, after that the ear can recover to the before‐noise‐state [14–16]. 
From these studies, a temporary decrease in auditory sensitivity in normal ear was found after 
exposure to continuous noise levels weighted by A‐curve above 80 dB for long periods. The set 
of audiograms characteristic for particular hearing loss caused by various types of noise are also 
presented in the literature and those results can give the directions to the protections in order to 
avoid the permanent hearing damage. Laboratory studies regarding the human response from 
noise exposure provide a better control over noise exposure variables, because the TTS—which 
can be studied under controlled conditions in the laboratory—behaves almost consistently. It is 
a relatively simple matter to determine combinations of levels, duration, and temporal pattern 
that produce the same TTS as the standard daily noise dose.
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It is known from literature [14, 15, 17, 18] that the greatest effect of TTS occurs first for the 
range of 2–6 kHz, and this upward shift disappears after a time, usually in 24 hours, but may 
last as long as a week. If exposure to noise occurs repeatedly without sufficient time between 
exposures to allow recovery of normal hearing, threshold shift may become chronic, and even-
tually permanent. This is a specific danger when people who work in noisy environments are 
exposed to further noise afterward while driving, at home or at places of entertainment.

The facts mentioned above may reflect in an increase of hearing thresholds of the young 
people consuming today's music in the way that “louder means better”. Of course, the higher 
hearing thresholds induce difficulty in collecting, understanding, and interpreting many 
information from the human environment which influences the sense of safety and causes the 
changes in the way of thinking and living together in society. It also may be interesting if the 
European Standard EN ISO 7029 still remains true in the light of youngsters’ way of life and 
this aspect is the aim of presented research. According to this standard, the hearing thresholds 
increase with the age of a subject, starting from 0 dB, as recommended for 20‐year‐old people. 
The authors’ research [10] showed that for young people who use to listen to the loud music 
via headphones the hearing thresholds have been shifted up to 6 dB. Although such hearing is 
still qualified as “normal” [19] (see also Section 3.1), according to the EN ISO 7029 this value of 
hearing threshold shift is typical for 40–50 years‐old people. The population of young people 
with shifted threshold of hearing is growing up year‐by‐year.

2. Description of research

2.1. Audiometric tests

The research was aimed at young people (16–25 years old) because they are the most vulner-
able to hearing loss caused by frequent loud noise exposure in their own choices. Some of the 
people are working for the entertainment industry in professional way so they were divided 
into three groups reflecting their activities:

• young classical musicians or music academy students,

• sound engineers of Front of House/Public Address (FOH/PA) systems and

• sound engineers working in recording studios.

The ordinary young users of portable audio equipment were representative as the refer-
ence group for this range of age, so the total number of subjects was more than 80 people. 
After the interviews and giving instructions, the audibility of people was measured by the 
means of Maico M 53 audiometers. Audiometric tests were conducted in an anechoic cham-
ber and in the recording studio of the Wrocław University of Science and Technology. These 
places meet the requirements of maximum allowable amount of background‐sound pres-
sure level [20]. Therefore, during the test, any masking phenomenon from outer signals does 
not occur [20, 21]. Before the measurements all audiometers had been basically calibrated 
and checked aurally, also they had been calibrated subjectively in accordance with the ISO 
recommendations.
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Threshold of hearing levels were determined by the air conduction audiometry. The measure-
ments were carried out according to the applicable standards [20], by ascending methods and 
with the use of continuous sinusoidal signals. All measurement points were repeated twice in 
order to eliminate random errors for some of the inexperienced subjects.

2.2. Detection of spectral changes of musical signals vs. TTS

The detection of spectrum changes of musical signals was the subject of investigation in the 
first part of research. Sixteen subjects in the age ranging from 22 to 25 years, participated 
in the experiment and all of them are professional recording or reinforcement engineers. 
Moreover, they have experience in psychoacoustic experiments. They featured the normal 
hearing, that is, the absolute threshold was not more than 10 dB HL in the entire frequency 
range (125 Hz–16 kHz) which has been confirmed by the air conduction measurements with 
the Maico M53 audiometers. The threshold measurements were carried out according to the 
applicable standards [20, 22] by ascending stimuli methods and with the use of continuous 
sinusoidal signals with steps of 2 dB. All measurement points were repeated twice in order 
to eliminate random errors. Because the described experiment was addressed to the people 
working with or listening to higher sound levels of the music, the loud music as a disturbing 
noise typical for musical material in the studio or at the concerts, was presented without any 
break which reflects a typical way of sound exposure at entertainment event or studio works.

Ten musical pieces had been equalized at octave bands of 125 Hz, 1 kHz, and 8 kHz as center 
frequencies, with ±1.5 dB, ±3 dB and finally ±6 dB boosts of a sound material. It should be 
added that these frequencies as well as introduced spectral changes were chosen as typi-
cal values of correction parameters in low, medium, and high regions of frequency in mix-
ing consoles often used in live‐reinforcement applications. The 10‐second samples have been 
prepared with a digital audio workstation and then recorded digitally by a TASCAM DA‐30 
DAT recorder. As a trial, test stimuli samples have been presented in pairs, where the first 
one contained the original (nonequalized signal) and the second one, the processed signal. 
The time interval between samples was set at 1 s, and between pairs as 2 s. The test samples 
have been presented via active TLC loudspeakers and played back from DAT recorder. The 
subjects’ task was to answer if these samples sounded the same, or not. Every combination 
of signal‐equalization occurred at least three times because of the statistical significance. The 
length of the test sequences did not exceed 5 min. The test signals contained pieces of various 
musical styles (pop rock, jazz, symphony, chamber music, heavy metal, etc.). The musical 
material used as a disturbing noise contained mostly pop and rock pieces frequently broad-
casted in radio stations. The sound pressure levels in octave bands in the range of 63 Hz–4 
kHz were practically constant at 87–93 dB and decreased to about 80 dB at 31 Hz and 8 kHz 
octave bands. These conditions of levels were maintained for both test and disturbing signals. 
Similar stimuli have been used in other experiments [11] as a reflection of typical distribu-
tions of sound pressure levels in musical selections performed by American rock and roll 
groups. This method of an experimental performance was chosen in order to limit the effect 
of fatigue of the subjects during the test sequence as well as the fact that listeners’ attention 
should not be devoted on the new audio material. Also, the fixed sample sequence was used 
with an intention to minimize some artifacts which can appear in subjective assessment and 
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simply refers to an accuracy increase because the attention of listeners was focused only on 
the noticeable changes between presented samples, without additional tasks about scaling 
and identifying the reason of the differences [23, 24].

In this experiment, the TTS phenomenon for the listeners was also the subject of research. 
The hearing thresholds were measured after every session of music exposure which enabled 
observation of the TTS caused by listening of loud musical signals in several periods of 
exposure. In this case, the thresholds of hearing were measured in the same way that at the 
beginning of experiment, i.e., by ascending stimuli methods and with the use of continuous 
sinusoidal signals with steps of 2 dB. These measurements were repeated twice.

3. Analysis of the results

3.1. Average hearing threshold

Figure 1 shows the values for threshold of hearing for the left and right ear of the popula-
tion tested before the experiment. These values have been averaged over results obtained 
for 276 listeners. It can be easily seen that the threshold of hearing is uniformly shifted by 
about 7–8 dB. In order to confirm the results, various types of statistical testing have been 
applied. When a calculated value of particular statistics for a tested factor is less than the 
critical value, depending mainly on the number of repetitions and the level of significance α 
(usually stated as 0.05), the influence of this factor is not important from statistical point of 
view, so it can be fairer to say that this factor does not influence the obtained results. In this 
case, the Bartlett test has been used. This test features the distribution asymptotic to χ2 thus 
it can be applied even to a small population. This kind of test enables to confirm homogene-

Figure 1. The average values of the threshold of hearing shift for the tested population.
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ity of variances of obtained results, with the assumption that they featured a normal dis-
tribution. The results of statistical treatment showed that the variances of obtained results 
were homogenous (χ2 = 24.893 < χα2 = 39.977, at α = 0.05) for all frequencies. According to the 
classification of the Bureau International Audiophonology [19], five types of hearing loss 
can be distinguished:

• hearing loss up to 20 dB: normal hearing

• hearing loss in the range 21–40 dB: a mild degree of hearing loss

• hearing loss in the range 41–70 dB: a moderate degree of hearing loss

• hearing loss in the range 71–90 dB: a severe degree of hearing loss

• hearing loss greater than 91–120 dB: very severe hearing loss.

According to this classification, the tested young people belong to the group of normal 
hearing, but the shift in the threshold of hearing points with the slow tendency to begin 
a permanent damage of hearing which is caused by a long‐term work with loud music 
(see Section 3.3). These values, however, are the average ones and the greatest hearing 
losses can be balanced by the results for the people with otological normal values that is 
shown in the Table 1 as the values of standard deviations, especially for higher frequen-
cies. Thus, it was decided to divide the whole group into the categories which could 
influence the obtained results and reflect the hearing loss for some specific conditions 
of working activity as well as kinds of equipment used by the people.

3.2. The influence of different kind of headphones on the threshold of hearing

In this section, results of pure tone audiometry for users of different types of headphones are 
presented. These results present “the worse” ear (left or right) for each subject, and these val-
ues have been averaged over the people who declare to use particular types of headphones. 
They are shown in Figure 2.

It can be seen that the type of headphones used has a major impact on the threshold of hearing 
values. On the basis of analysis of variance, it was found that for all tested groups of people 
using different types of headphones and particular frequencies there was a good convergence 
between all the subjects’ notes and thresholds did not depend on the listener in all cases at 

F (Hz) 250 500 1000 2000 4000 8000

   x ¯    L   7.40 6.34 7.83 6.65 6.73 7.01

σL 6.07 6.06 6.19 6.21 8.65 10.36

   x ¯    
R
   7.52 5.93 7.36 6.12 6.09 6.74

σR 5.70 5.44 6.00 6.82 9.86 9.81

Table 1. The average values and standard deviations for hearing thresholds for left and right ears measured for all the 
276 subjects.
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the 95% of confidence (p < 0.02). It was decided to use the F‐Snedecor statistics because of 
nonequal numbers of particular groups of users declaring the specific kinds of earphones. 
It turned out that except for frequency of 4 kHz there is no relation between the types of 
preferred headphones and the shift of hearing threshold (F < Fα = 2.75, where, F and Fα are 
calculated and critical values of F‐Snedecor test, respectively, at α = 0.05). For the frequency 
equal to 4 kHz, the influence of the headphone types on the threshold values was observed 
(F = 3.35 > Fα). It means that the most unfavorable for the hearing are the in‐earphones, espe-
cially at high frequencies to which our hearing system is the most sensitive. The air in the ear 
canal is a natural protection from high‐sound pressure. Using inside earphones the length of 
the channel is reduced, through which natural protection becomes less effective. A good alter-
native are semi‐open headphones that in a small way can isolate us from the outside noise. 
They additionally ensure good hygiene of the ear and by their design, they protect from very 
high‐sound pressure acting directly on the ear membrane. The results of upward threshold 
shifts obtained for the 4 kHz frequency are presented in Table 2.

In order to determine how the particular kinds of headphones are injurious for hearing condi-
tions, the structure index test as a statistical treatment was applied. This test allows to classify 
the groups of results as influenced by a particular factor, the kind of headphones and its influ-
ence on the hearing threshold values in this case. The results of such testing for these series 
reflect the degree of hearing damage caused by the type of used headphones, with uα = 1.96 at 
α = 0.05. It turned out that for the frequency of 4 kHz the most dangerous type of headphone 
for the hearing threshold is the in‐ear one (|u| = 4.73), while an influence of the semi‐open is 
inessential statistically (|u|= 1.05 < uα). The degree of injury for hearing damage obtained for 
the open and the closed headphones are lower than for the in‐ear headphones (|u|= 2.52 and 
|u|= 2.12, respectively).

Figure 2. The influence of different kind of headphones on the threshold of hearing. Standard deviation values are 
presented as vertical lines on the tops of the bars.
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3.3. Threshold of hearing in terms of professional work

Some of tested people have been working in the profession for 7 years. By analyzing these 
data, it can be concluded that even 3–4 years of working in the entertainment industry, espe-
cially as the front‐of‐house engineers may cause a slight loss in hearing ability. By compar-
ing other professional groups, it can be assumed that the results coincide in a large extent 
and the type of work (noise level) has no longer such effect on the threshold of hearing. In 
Figure 3, hearing thresholds are presented depending on the profession. In Figure 3, there are 
also results for the ordinary user of portable equipment – there are the subjects nonpractic-
ing in any kind of sound‐engineering profession as well as musicians. These results present 
“the worse” ear (left or right) for each subject, and these values have been averaged over the 
people within the particular group of profession as well as “amateur” listeners.

On the basis of analysis of variance, it turned out that for frequency values of 500 Hz, 1 kHz as 
well as 4 kHz the influence of working activity on the threshold of hearing has been observed 
(F > Fα = 3.29, where F and Fα are calculated and critical values of F‐Snedecor test, respectively, 
at α= 0.05). For the other frequencies, there is no relation between the profession of work and 
the shift of hearing threshold values. As it was mentioned in previous chapter, the hearing 
loss at 4 kHz can be interpreted as the beginning of permanent hearing damage resulting 
from the exposure to the sound at high levels while the upward threshold shifts that appeared 

In‐ear Open Closed Semiopen

8.2 2.4 4.7 1.8

Table 2. The average values for upward shift of hearing thresholds at 4 kHz for various types of headphones used by 
investigated subjects (in dB).

Figure 3. Thresholds of hearing depending on the profession. Standard deviation values are presented as vertical lines 
on the tops of the bars.
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for lower frequencies (500 and 1000 Hz) are the results of the exposure to hyper‐compressed 
musical sounds in these frequency bands, especially occurring on stage in order to increase 
the total loudness impression.

3.4. Detection of spectral changes vs. auditory fatigue

In Figure 4, results of this part of the research are presented. They are expressed as the per-
centage of correct answer number obtained before and after the loud music exposure. Subjects 
listened to the test trials containing the introduced several spectral modifications and have 
to denote if they perceived them. Thus, results may be expressed as a percentage of correct 
answers in a dependence of degree of introduced corrections for several noise‐like exposures. 
For statistical treatment, the Bartlett's test was applied allowing the confirmation of homoge-
neity of variances of obtained results. On the basis of this test, for every exposure, the results 
were homogeneous (χ2 = 4.922 < χα2 = 28.869, at α = 0.05). Thus, the obtained results may be 
averaged over the total number of subjects and over the all styles of musical material. It is 
clearly noticeable that the differences before and after exposure for particular frequency are 
significant (χ2 = 9.103 > χα2 = 5.986, at α = 0.05).

It can be noted that the decrease in ability to detect the spectral changes for longer noise expo-
sure has been observed particularly for lower changes and all frequency regions. Moreover, 
the number of false alarms (i.e., the case when the subjects signalized that some correction 
had been introduced, but no spectral changes have been really done) is less than 5% of the 
number of total answers at a specific condition which means that listeners mostly have not 
perceived the small changes in spectra. The changes of ±1.5 dB are perceived with detection 
ability higher than 70% only at the beginning of the test for middle and higher frequency 
regions. When subjects are exposed to noise for a longer period, their ability to detect changes 
in the spectrum of musical signals is less effective. For the noise exposure longer than 1 h the 
ability gets worse, especially for 8 kHz octave band where the only larger (±6 dB) equalization 
of the musical sounds may be perceived properly. This fact can be explained by the nature 
of frequency analysis made by the hearing system: this range of frequency is responsible for 
the proper reproduction of temporal structure of transient sounds [25], and the influence 
of rise time, especially, for the loudness impression has been reported [26]. The loudness 
changes may be perceived effectively when the “carrier” sound levels are higher than the 
hearing threshold of 10–20 dB [27]. When the changes of spectra in this frequency region 
do not exceed ±3 dB the difference of spectrum could be detected less effectively than in 
other investigated frequency bands because of the lower loudness impression in this region 
after several times of sound exposure. For octave bands of 125 Hz as well as for 1 kHz, the 
perceived spectral changes at the level of 70% have been noted for ±3 dB, or greater. It may 
suggest that the hearing system gets tired for the region of higher frequencies faster than for 
other bands after listening to a loud music. It can be shown that the trend is almost the same 
for every frequency of notched/boosted bands: when the attenuation, or amplification in a 
particular octave band increases, the percentage of correct answer reflecting the ability of 
detection of changes in the spectrum of musical signals also increases. It can also be observed 
that the differences between obtained values for increasing time of loud music exposure gets 
lower when the changes in spectra increase: the difference of ability of perception of spectrum 
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Figure 4. Detection of spectrum changes for frequencies of 125 Hz (a), 1 kHz (b) and 8 kHz (c) for different values of level 
changes in particular octave band.
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changes between fresh‐ear listening and perception after 2 h‐exposure takes 20% for ±1.5 dB 
spectrum modification, and then decreases to about 10% for ±6 dB attenuation/amplification. 
These results are convergent to the ones obtained in experiments on the profile analysis 
[28–30]: the values reported in a literature are equal to 2–3 dB for similar frequency regions, 
which can be compared to the values obtained for detection ability at 70% of correct answer 
number measured before the exposure to the music treated as a disturbing noise.

The obtained results can also be discussed in the light of TTS values presented in Figure 5. 
They have been averaged over all listeners. As it can be seen, the greatest values of TTS have 
been obtained for 1 kHz (about 9.5 dB, after 120 min of exposure) but the way of change is 
monotonic for all investigated frequencies. Moreover, the differences between the TTSs after 
the loud music exposure of 1 and 2 h are about 4 dB, for all frequencies. These values are 

Figure 5. Average values of TTS after noise exposure of 1 h, 1.5 h and 2 h.

Spectral change/
standard 
deviation

‐1.5 dB +1.5 dB ‐3 dB +3 dB ‐6 dB +6 dB

σ0 18.2 14.0 8.4 6.6 4.8 3.9

σ60 27.3 22.8 20.3 18.6 15.0 11.5

σ90 31.1 33.2 24.7 24.3 13.2 12.7

σ120 36.0 34.3 25.3 24.2 16.5 15.8

Table 3. Standard deviation values of percentage of correct answer for spectra changes of musical samples equalized at 
125 Hz, measured at different times of loud music exposure (in %).
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greater than those resulting from the detection ability presented in Figure 4 because of the 
different stimuli used in both tests, although the character of changes is similar.

For a quality of the work activity in this particular profession it is important to detect these 
changes as accurate as possible, especially at a work as a studio recording engineer. However, 
the long exposure to the noise causes the worsening of attention, or listening fatigue. This phe-
nomenon may be expressed as the standard deviations values of obtained results which is pre-
sented in Tables 3–5. These values may show that after every sound exposure, the attention of 
listeners gets lower causing an increase of uncertainty during evaluation of musical samples.

It can be seen that precision in spectral changes detection increases when these changes are 
greater (±6 dB, in this case). Another interesting fact is that after every acting noise (ranging 
from 60 to 120 min) the standard deviation values increase, but this change is not monotonic: 
sometimes exposure time does not influence the value of standard deviation of the obtained 
results which was confirmed by Bartlett test (χ2 = 3.427 < χα

2 = 5.986, at α = 0.05), and sometimes 
this influence is significant (as for 125 Hz band, where χ2 = 11.886 > χα 2 = 7.802, at α = 0.05). This 
means that the uncertainty for sound color evaluation for small differences of spectra is rela-
tively high when some masking sounds appear simultaneously which increases the hearing 
system fatigue. For the lowest investigated equalization (±1.5 dB) the standard deviation for 
results after listening to loud music takes values greater than those presented for ±3 dB correc-
tion. Without the noise‐like signal exposure, the standard deviation is almost the same as for 
±3 dB (before listening to loud music) and this is in good agreement with previously reported 

Spectral change/
standard 
deviation

‐1.5 dB +1.5 dB ‐3 dB +3 dB ‐6 dB +6 dB

σ0 9.8 9.5 7.5 6.8 4.2 3.9

σ60 20.7 21.2 12.3 13.5 11.0 10.7

σ90 25.7 25.8 17.9 15.9 13.3 14.9

σ120 26.3 24.5 17.8 16.3 16.8 15.5

Table 5. Standard deviation values of percentage of correct answer for spectra changes of musical samples equalized at 
8 kHz, measured at different time of loud music exposure (in %).

Spectral change/
standard 
deviation

‐1.5 dB +1.5 dB ‐3 dB +3 dB ‐6 dB +6 dB

σ0 10.8 9.9 6.5 6.1 4.3 3.9

σ60 22.1 20.3 16.3 15.2 10.8 10.2

σ90 23.6 22.8 16.8 16.2 11.3 10.9

σ120 28.2 30.8 16.5 16.6 11.0 11.2

Table 4. Standard deviation values of percentage of correct answer for spectra changes of musical samples equalized at 
1000 Hz, measured at different time of loud music exposure (in %).
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research [31, 32] for amateurs as well as for professional sound engineers. Taking into account 
the obtained values for all kinds of spectral modification at given octave bands it can be clearly 
seen that longer exposure to loud signals causes greater uncertainty of sound color assessment 
but the relation is not proportional: the great increase has been noted when time exposure is 
90 min and further prolongation of noise exposition up to 2 h does not influence the standard 
deviation values for lower and higher frequency regions, so it might be said that the concen-
tration is kept at the same level. It should be also noted that the values of standard deviation 
are higher for 125 Hz for a modified frequency band than for higher frequencies which clearly 
means that uncertainty of spectrum change detection is worse for lower frequencies.

4. Conclusions

The audibility of timbral modifications depends on the frequency of modified region, the 
amplitude of peak (or notch) as well as the bandwidth. As it is reported in the literature, 
changes in sound quality, for example, made by introducing resonances or notches depend 
on musical material used in audition, the listening environment and reverberation used at a 
recording process [30]. The most important result of present experiment is that the audibility 
of spectral changes depends on the level of this modification as well as on the time of disturb-
ing loud music exposure. Moreover, with discontinuous, irregular impulsive, or transient 
sounds characteristic for speech and musical signals, the test material is less resistible in com-
parison to the steady sounds. Obtained results are in good agreement with the ones reported 
in the literature as results of profile analysis [29] as well as the “classical” view on the timbre 
change perception [28]. It should be noted here that so called traditional view on the tim-
bre perception is based on the intensity discriminations in particular frequency bands while 
the basic assumption of the profile analysis is that discrimination of the spectral changes is 
based on the evaluation of the overall spectrum shape involving the memory and interstimuli 
intervals. The results of experiments provided by both methods are similar in a case of such 
signals as used in our research. According to this, the ability of the distinguished changes in 
spectrum are 2–3 dB for listeners with normal hearing. It may be assumed that this fact takes 
place at the beginning of experiment (before exposure to the loud musical material). For the 
people with relatively small hearing loss (up to 20 dB) the predicted results of the peak or 
notch of spectrum modification may be shifted up to 5–6 dB which coincides with our results: 
the attenuation/amplification must be at 6 dB to be perceived with the greatest accuracy after 
longer (more than 1 h) presentation of loud music.

On the basis of the obtained results, it may be stated that the temporary threshold shift phe-
nomenon is the important factor that determines perceptibility of changes in spectral and ampli-
tude domains of musical signals. This conclusion results from the way of changes in obtained 
values for different time of loud music exposure. This is a usual phenomenon especially for 1 
kHz because this range of frequency is the most sensitive for human hearing [33] and this fact can 
help the listeners to take a good decision during sound evaluation. Results of spectral changes 
detection are convergent with results reported in the literature. According to these results, the 
TTS measured immediately after loud music exposure ranges from 10 to 30 dB, depends on the 
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level, time, and the temporal and spectral structure of noise or loud music [15, 18]. Moreover, if 
one can assume that TTS phenomenon causes similar effects that may be characteristic for the 
hearing loss, the decrease of sensitivity of the hearing system affects the perception of auditory 
signals in all their dimensions, that is, temporal and frequency resolution as well as loudness 
perception may be distorted or deteriorated. This effect may be observed in the discotheque 
attendants or in the people who are exposed to the noise level greater than 90 dB [17].

The results may also be influenced by the mental fatigue which occurred after permanently 
playing loud sounds for several time durations, together with demanding tasks. Such condi-
tions involving the mental engagement in a noisy environment which is natural in the studio 
can significantly reduce the time of exhaustion which causes the decrease of accuracy in solv-
ing several tasks [9].

Nowadays portable players are getting cheaper, smaller, and offer more and better sound 
quality. Everything would be fine, if not the fact that listening to the loud music does not hurt. 
These devices induce young people to listen louder and louder, applying that noise directly 
on themselves. It is very easy to meet someone on the tram, the bus, or on the street with head-
phones in their ears and the music is reproduced so loud that it is possible to recognize songs 
that are played being in a distance from the listening person. The body does not give us a sign 
that the process of destroying the hearing has just began, and once damaged, hair cells would 
never regenerate. The results of the research conclude that if a person listens to loud music on 
MP3 player for 5 years for an hour a day it is enough to ruin a hearing system permanently. 
Thus, it should be noted that the tendency observed in young people to listen loud music in 
order to be isolated from the environment is still actual which will cause not the TTS but PTS. 
The most dangerous factor influencing the human hearing system reported in the literature 
[8, 10, 18] is the type of headphones used for every day listening. Most of young people listen 
to the music through inside earphones which causes that the reduction in the length of outer 
ear channel, and as a consequence, a natural protection becomes less effective. From socio-
logical point of view, the young people like this kind of earphones because they take up little 
space and can be always carried in a pocket, but on the other hand, they are the worst for our 
hearing. Research has shown that 2–3 years of using this type of headphones leads to a slight 
hearing damage resulting with incomprehensibility of a whisper or a quiet voice. Listening to 
music is becoming an addiction primarily among young people, but unfortunately this fact is 
ignored in the mainstream media.

Glossary of used terms

A‐weighting is the correction of the sound pressure level (SPL) as a function of frequency in 
such a manner that it reflects human feeling of loudness level of different frequencies. The A‐
weighting curve is defined in the International Standard IEC 61672:2003

Clarity of sound is the property of reproduced sound that allows the listener to distinguish 
the basic components of information. It depends on the degree to which the sound is free from 
any kind of distortion.
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Closed headphones are the headphones which have the back of the earcups closed. Closed 
headphones isolate the ear from external ambient noise and minimize the music leakage out 
of the earpieces.

Dynamic compression is a signal processing operation that reduces the volume of loud 
sounds or amplifies quiet sounds by narrowing an audio signal's dynamic range. The device 
which realizes dynamic compression is called a compressor.

Earphones are electroacoustic transducers which converts an electrical signal into acoustical 
one and deliver it directly to the ear.

Energy dose is the integral of the square of acoustic pressure over time. The units of energy 
dose are Pa2s and Pa2h. It is also known as sound exposure.

Front of House (FOH) is the part of a performance venue which is open to the public, for 
example, an auditorium and foyer. Front of house sound engineer is normally positioned 
in a small sectioned‐off area front of house, surrounded by the audience or at the edge of 
the audience area. From this position, he has unobstructed hearing and a clear view of the 
performance, enabling the operation of the speaker system, show control consoles and other 
equipment. In this case, Front of House can refer to both the general audience/public area or 
to the specific small section from where the show is operated.

Headphones are a pair of earphones connected with a bail which is put on the head. The bail 
provides the necessary downforce of earpieces to the ears.

Hearing level (HL) is defined in a similar way as the SPL (see below), except the reference 
level which is equal to normal threshold of hearing for a given frequency. Hearing level is 
applied in audiometry for determination of hearing loss.

Inside or inner earphones are very small earphones which are inserted directly into ear canal.

Loudspeakers are electroacoustic transducers, which convert an electrical signal into acous-
tical one and radiate it into space. The loudspeakers occur most often as loudspeaker sets, 
which consist of a few single loudspeakers, enclosure, filters, amplifiers etc.

Open headphones have the back of the earcups open. The sound in the ear canal does not 
depend on the downforce of the earphones to the ears. Open headphones do not block out 
ambient noise and allow audio leakage out of the earpieces.

Permanent threshold shift (PTS)is a permanent shift in the auditory threshold. It may occur sud-
denly or develop gradually over time. A permanent threshold shift results in permanent hearing 
loss.

Public address (PA) is an electronic sound amplification and distribution system, used to 
delivery sound with sufficiently high SPL to the public in large spaces: railway stations, air-
ports, stadiums, department stores etc.

Semi‐open headphones are a compromise between open and closed headphones. They com-
bine all the positive properties of both designs.
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Sound pressure level (SPL) is defined as twenty logarithms of the ratio the RMS (root mean 
square) value of an actual acoustic pressure and the reference level equal to 20 μPa. Unit of 
the SPL is decibel (dB).

Temporary threshold shift (TTS)is a temporary shift in the auditory hearing threshold. 
It may occur suddenly after exposure to a high level of noise, a situation in which most 
people experience reduced hearing. A temporary threshold shift results in temporary 
hearing loss.
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Abstract

This article details a model for evaluations of sound quality in the human auditory
system. The model includes an autocorrelation function (ACF) mechanism. Thus, we
conducted physiological and psychological experiments to search for evidence of the
ACF mechanism in the human auditory system. To evaluate physiological responses
related to the peak amplitude of the ACF of an auditory signal, which represents the
degree of temporal regularity of the sound, we used magnetoencephalography (MEG)
to record auditory evoked fields (AEFs). To evaluate psychological responses related to
the envelope of the ACF of an auditory signal, which is a measure of the repetitive
features of an auditory signal, we examined perceptions of loudness and annoyance.
The results of the MEG experiments showed that the amplitude of the N1m, which is
found above the left and right temporal lobes around 100 ms after stimulus onset, was
a function of the peak amplitude and its delay time or the degree of envelope decay of
the ACF. The results of the psychological experiments indicated that loudness and
annoyance increased for sounds with envelope decay of the ACF in a certain range.
These results suggest that an autocorrelation mechanism exists in the human auditory
system.

Keywords: auditory evoked field, pitch strength, loudness, annoyance

1. Introduction

Correlation is one of the most common and useful statistical concepts. It measures the strength
and direction of a linear relationship between two variables. Figure 1 shows some examples
of correlations between pairs of variables, including white noise signals with different phases,
pure tones with the same frequency and phase, pure tones with different frequencies, human
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voice signals and time-delayed versions of the same signal, environmental noise signals and
time-delayed versions of the same signal, and environmental noise signals obtained at the left
and right ears. The correlation coefficient ranges between −1 and 1, and characterizes the
strength of the relationships between the two variables.

Figure 1. Relationship between two variables. (a) White noise signals with different phases, (b) pure tones with the
same frequency, (c) pure tones with different frequencies, (d) human voice signals and time-delayed versions of the
same signal, (e) environmental noise and time-delayed versions of the same signal, and (f) environmental noise signals
obtained at the left and right ears.

When a signal is represented as a time series, it is characterized by periodicity or random-
ness as a function of time. Figure 2 shows some examples of relationships between a signal
and the time-delayed version of that signal. The signals included in the figure are white
noise, pure tones, a human voice, and train noise. The way in which correlation coefficients
change as a function of time can be evaluated using an autocorrelation function (ACF). An
ACF is a set of correlation coefficients that characterize the relations between the points in a
series and time-delayed version of the same set. In other words, the ACF is a time-domain
function that measures how much a waveform resembles the delayed version of itself. While
the values of an ACF can extend beyond −1 and 1, the normalized ACF (NACF) for a signal,
φ(τ), is defined by
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function that measures how much a waveform resembles the delayed version of itself. While
the values of an ACF can extend beyond −1 and 1, the normalized ACF (NACF) for a signal,
φ(τ), is defined by
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Figure 2. Relationships between a signal and a time-delayed version of the same signal. (a) White noise, (b) pure tones,
(c) a human voice, and (d) train noise.
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That is, the ACF is normalized by the maximum value of the ACF at the point with zero delay,
Φ(0), thus restricting the values to fit the range between −1 and 1. Figure 3 shows some
examples of the NACF. As white noise is random, the ACF is close to zero. As pure tones are
completely periodic, the ACF is also periodic and the maximum and minimum values are 1
and −1, respectively. The human voice and environmental noise have periodic components, so
the ACF values for these stimuli are high at the dominant frequency.
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Figure 3. Examples of the NACF for (a) white noise, (b) pure tones, (c) the human voice, and (d) train noise.

Mathematically, the ACF contains the same information as the power spectrum of a given
signal. For characterization of auditory signals, five factors are extracted from the ACF [1]. The
first factor is the energy at the point with zero delay, given by Φ(0), which corresponds to the
equivalent continuous sound pressure level (SPL). The second and third factors are the
amplitude and delay time of the first maximum peak of the NACF, φ1 and τ1, which are related
to the perceived pitch strength and pitch [2, 3]. The fourth factor is the effective duration of
the envelope of the NACF, τe, which is defined by the 10th percentile delay. It represents a
repetitive feature containing the auditory signal itself and is related to the preferred condition
for the temporal factors of a sound field, such as reverberation time and the delay time of the
first reflection [3, 4]. The fifth factor is the width of the amplitude of the NACF around the
origin of the delay time, Wφ(0), which is defined as having a value of 0.5. It corresponds to the
spectral centroid [1]. The definitions of the ACF factors are depicted in Figure 4.
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Figure 4. Definitions of the ACF factors, φ1, τ1, τe, and Wφ(0).

The ACF is one of the most famous models for describing the perception of pitch and pitch
strength. Pitch is thought to be extracted by the ACF in the temporal model of pitch perception
[e.g., 5–7] and pitch strength corresponds to φ1, which represents the degree of temporal
regularity of a sound [e.g., 1–3, 6]. It is possible to systematically manipulate the values of φ1

using iterated rippled noise (IRN). IRN is produced by adding a delayed version of a noise
signal to the original signal, and then repeating this delay and addition process [2]. Increasing
the number of iterations increases the periodicity and φ1 value.

Physiologically, IRN elicits signals in auditory nerve fibers [8, 9] and cochlear nucleus neurons
[10–12], indicating that the pitch of IRN is represented in the firing patterns of action potentials
locked to either the temporal fine structure or the envelope periodicity. That is, autocorrelation-
like behavior in the fine structure of the neural firing patterns suggests that the pitch of IRN
is based on an ACF mechanism. Indeed, the pooled interspike interval distributions of auditory
nerve discharge patterns in response to complex sounds are similar to the ACF of the stimulus
waveform, and φ1 of the ACF corresponds to pitch strength [13, 14].

Therefore, to find the physiological counterparts of an ACF mechanism in the human auditory
cortex, we used magnetoencephalography (MEG) to investigate the auditory evoked magnetic
field (AEF) elicited by IRN and bandpass filtered noise (BPN). The φ1 value can be manipulated
systematically by changing the bandwidth of the BPN. A narrower bandwidth produces a
higher φ1. In MEG, the measured signals are generated by synchronized neuronal activity in
the human brain. The time resolution is in the range of milliseconds. Thus, this technique can
be used to examine rapid changes in cortical activity that reflects ongoing signal processing in
the brain; electrical events in single neurons typically last from one to several tens of millisec-
onds [15]. With respect to the psychological aspect of sound perception, we evaluated the
effects of the other ACF factor, i.e., τe, on loudness and annoyance because it can explain
changes in loudness even when SPL conditions are unchanged.
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2. AEFs in relation to the peak amplitude of the ACF, φ1

2.1. AEFs in relation to IRN

MEG has been used to investigate how features of sound stimuli related to pitch are repre-
sented in the human auditory cortex. For instance, tonotopic organization of the human
auditory cortex has been investigated as a spatial representation of pure tone in the auditory
system according to frequency [16–18]. The frequency of pure tones has been found to influence
the source location of AEF response components, such as the N1m, in the human auditory
cortex. The periodicity of pitch-related cortical responses has been investigated as part of the
temporal structure of sound [19, 20]. However, it is currently unclear whether periodic pitch
is reflected in the location of the source of the AEF response in the human auditory cortex.

Figure 5. Temporal waveforms (left panels) and power spectra (right panels) of the IRN with different delay times (d)
and number of iterations (n). (a) d = 2 ms, n = 2; (b) d = 2 ms, n = 32; (c) d = 4 ms, n = 32.

To evaluate responses related to the first maximum peak of the ACF, φ1, which corresponds
to pitch strength, in the auditory cortex, we recorded the AEFs elicited by IRNs with differ-
ent iteration numbers. We anticipated that the N1m amplitude would increase with φ1. The
N1m is a typical component of the AEFs, which is generated in the auditory cortex approxi-
mately 100 ms after stimulus onset, offset, or a change in sound [21]. A large number of
physical and psychological parameters have been reported to influence N1m responses, in-
cluding intensity, frequency, interaural level or time difference, threshold, states of arousal,
and selective attention. For example, the N1m is correlated with basic sensations such as
loudness and pitch [1].
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Ten normal-hearing listeners (22−36 years; all right-handed) took part in the experiment. We
produced an IRN using a delay-and-add algorithm applied to BPN that was filtered using
fourth-order Butterworth filters between 100 and 3500 Hz. The number of iterations of the
delay-and-add process was set at 2, 4, 8, 16, and 32, and the delay was set to 2 and 4 ms,
corresponding to pitch values of 500 and 250 Hz, respectively. The stimulus duration was 0.5
s, including rise and fall ramps of 10 ms. The sounds were digital-to-analog (D/A) converted
with a 16-bit sound card and a sampling rate of 48 kHz. Sounds were presented at a SPL of 60
dB through insert earphones inserted into both the left and right ear canals. Figure 5 shows
the temporal waveforms and the power spectra of some of the IRN used in this experiment.
Figure 6 shows the ACF waveform of some of the IRN used in this experiment. The τ1 value
of IRN is the same value with the delay of the IRN. The φ1 value increases as the number of
iterations increases.

Figure 6. ACFs of the IRN with the delay time of 4 ms and number of the iterations: (a) 2 and (b) 32.

The AEFs were recorded using a 122 channel whole-head DC superconducting quantum
interference device (DC-SQUID) magnetometer (Neuromag-122TM; Neuromag Ltd., Helsinki,
Finland) in a magnetically shielded room [15]. The IRNs were presented in a randomized order
with a constant interstimulus interval of 1.5 s. To maintain listeners’ attention level, listeners
were instructed to watch a self-selected silent movie and ignore the stimuli during the
experiment. The magnetic data were sampled at 0.4 kHz after being bandpass filtered between
0.03 and 100 Hz, then averaged approximately 100 times. The averaged responses were
digitally filtered between 1.0 and 30.0 Hz. We analyzed a 0.7 s period starting 0.2 s prior to the
stimulus onset, and an averaged 0.2 s prestimulus period served as the baseline.

We conducted source analysis for the measured field distribution based on the model of a
single moving equivalent current dipole (ECD) [15]. Source estimates were based on a subset
of 40–44 channels over each hemisphere. The dipole with the maximal goodness-of-fit over the
analysis time window was chosen for further analysis. Only dipoles with a goodness-of-fit of
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more than 80% were included in the further analyses. The source waveforms for all stimuli
were calculated using the best‐fitting dipole in each hemisphere. The peak amplitudes and
latencies of the N1m reported in the following sections are based on the source waveforms.

Figure 7. Typical waveforms of AEFs from 122 channels in a listener.

Figure 8. Mean amplitude of the N1m (± standard error) across 10 listeners and hemispheres as a function of the num‐
ber of iterations with a delay time of 2 ms (○) or 4 ms (●).
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Clear N1m responses were observed in both the left and right temporal areas in all listeners
as shown in Figure 7. The N1m latencies were not systematically affected by the number of
iterations of the IRN. Figure 8 depicts the mean N1m amplitude across 10 listeners as a function
of the number of iterations. A greater number of iterations of the IRN, i.e., a larger φ1 value,
produced a larger N1m amplitude. This suggests that a stronger pitch produces a larger N1m
response. This result is consistent with previous studies [22, 23]. Previously, the amplitude of
the AEF component elicited by periodic stimuli was compared with simulated peripheral
activity patterns of the auditory nerve [24]. The researchers reported that the amplitude of the
N1m was correlated with the pitch strength, estimated on the basis of auditory nerve activity.
This finding is consistent with the present results.

Figure 9 shows the relationship between φ1 of the IRN and the N1m amplitude. A larger φ1

value produced a larger N1m response, with a correlation coefficient of 0.76 (p < 0.05). However,
we found another factor that appears to influence N1m amplitude. To calculate the effects of
each ACF factor on AEF responses, we conducted multiple regression analyses with the N1m
amplitude as the outcome variable. We used a linear combination of φ1, τ1 and τe as predictive
variables in a stepwise fashion. The final version indicated that φ1 and τ1 were significant
factors:

1 1 2 1 1N1m amplitude * *f t» + +a a b (3)

Figure 9. Relationship between φ1 and mean N1m amplitude. The delay time of the IRN of 2 ms (○) or 4 ms (●).

The model was statistically significant (p < 0.01), and the correlation coefficient between the
measured and predicted values was 0.88. The standardized partial regression coefficients of
the variables a1 and a2 in Eq. (3) were 0.77 and 0.44, respectively. These results indicate that
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both the ACF factors φ1 and τ1 had significant effects on N1m responses, although φ1 had a
stronger effect.

2.2. AEFs in relation to BPN

To evaluate responses related to φ1 in the auditory cortex, we also recorded the AEFs elicited
by BPN with different bandwidths. Eight normal-hearing listeners (22–28 years; all right-
handed) took part in the experiment. We produced BPN by repeated digital filtering of 10 s
white noise signals. We set the magnitude of the Fourier coefficients to a cut-off slope of 200
dB/octave outside the desired bandwidth. For stimuli with a center frequency of 500 or 1000
Hz, the stimulus bandwidth was set at 1, 40, 80, 160 or 320 Hz. For stimuli with a center
frequency of 2000 Hz, the stimulus bandwidth was set at 1, 40, 80, 160, 320 or 640 Hz. The
maximum bandwidth was wider than the critical bandwidth for each center frequency [25].
The stimulus duration was 0.5 s, which we took from the 10 s BPN signal and set rise and fall
ramps of 10 ms. The sounds were D/A converted with a 16-bit sound card and a sampling rate
of 48 kHz. They were presented at a SPL of 74 dB through insert earphones inserted into both
the left and right ear canals. Figure 10 shows the temporal waveforms of the stimuli with a
center frequency of 1000 Hz. As the bandwidth of the BPN increases, fluctuations in the
envelope of the BPN waveform decrease. The ACF can characterize the BPN, that is, τ1

corresponds to the center frequency of the BPN and the φ1 value increases as the filter band-
width decreases.

Figure 10. Temporal waveforms of BPNs with a center frequency of 1000 Hz and different bandwidths, Δf, (a) 1 Hz; (b)
40 Hz; (c) 80 Hz; (d) 160 Hz; (e) 320 Hz.

Advances in Clinical Audiology196



both the ACF factors φ1 and τ1 had significant effects on N1m responses, although φ1 had a
stronger effect.

2.2. AEFs in relation to BPN

To evaluate responses related to φ1 in the auditory cortex, we also recorded the AEFs elicited
by BPN with different bandwidths. Eight normal-hearing listeners (22–28 years; all right-
handed) took part in the experiment. We produced BPN by repeated digital filtering of 10 s
white noise signals. We set the magnitude of the Fourier coefficients to a cut-off slope of 200
dB/octave outside the desired bandwidth. For stimuli with a center frequency of 500 or 1000
Hz, the stimulus bandwidth was set at 1, 40, 80, 160 or 320 Hz. For stimuli with a center
frequency of 2000 Hz, the stimulus bandwidth was set at 1, 40, 80, 160, 320 or 640 Hz. The
maximum bandwidth was wider than the critical bandwidth for each center frequency [25].
The stimulus duration was 0.5 s, which we took from the 10 s BPN signal and set rise and fall
ramps of 10 ms. The sounds were D/A converted with a 16-bit sound card and a sampling rate
of 48 kHz. They were presented at a SPL of 74 dB through insert earphones inserted into both
the left and right ear canals. Figure 10 shows the temporal waveforms of the stimuli with a
center frequency of 1000 Hz. As the bandwidth of the BPN increases, fluctuations in the
envelope of the BPN waveform decrease. The ACF can characterize the BPN, that is, τ1

corresponds to the center frequency of the BPN and the φ1 value increases as the filter band-
width decreases.

Figure 10. Temporal waveforms of BPNs with a center frequency of 1000 Hz and different bandwidths, Δf, (a) 1 Hz; (b)
40 Hz; (c) 80 Hz; (d) 160 Hz; (e) 320 Hz.

Advances in Clinical Audiology196

We recorded and analyzed the AEFs using methods similar to previous MEG experiments
using IRN. The temporal waveforms of AEFs from 122 channels showed clear N1m responses
in both the left and right temporal areas in all listeners. Figure 11 depicts the mean N1m
amplitude across eight listeners as a function of the BPN bandwidths. A narrower BPN
bandwidths produced a larger N1m amplitude, that is, the larger the φ1 value, the larger the
N1m response. This result is consistent with previous IRN experiments.

Figure 11. Mean amplitude of the N1m (± standard error) across eight listeners and hemispheres as a function of band-
width with a center frequency of 500 Hz (□), 1000 Hz (■), and 2000 Hz (△).

Figure 12. Relationship between φ1 and mean N1m amplitude. Symbols denote the center frequency of the BPN as 500
Hz (□), 1000 Hz (■), or 2000 Hz (△).

Psychophysiological Evidence of an Autocorrelation Mechanism in the Human Auditory System
http://dx.doi.org/10.5772/66198

197



Figure 12 shows the relationship between φ1 of the BPN and the N1m amplitude. A larger φ1

produced a larger N1m response. The correlation coefficient was 0.65 (p < 0.05). However, we
identified another factor that influences N1m amplitude. To calculate the effects of each ACF
factor on AEF response, we conducted multiple regression analyses with the N1m amplitude
as the outcome variable. We used a linear combination of φ1, τ1, and τe as predictive variables
in a stepwise fashion. The final version indicated that φ1 and τe were significant factors:

3 1 4 e 2N1m amplitude * *f t» + +a a b (4)

The model was statistically significant (p < 0.01), and the correlation coefficient between the
measured and predicted values was 0.78. The standardized partial regression coefficients of
the variables a3 and a4 in Eq. (4) were 0.52 and 0.45, respectively. The results indicated that the
ACF factors φ1 and τe had significant effects on N1m responses.

3. Loudness and annoyance in relation to the effective duration of the ACF,
τe

3.1. Loudness in relation to IRN

Previous investigations of the relationship between loudness and the BPN bandwidth have
concluded that for sounds with the same SPL, loudness remains constant as bandwidth
increases, up until the point at which the bandwidth reaches a critical band. For bandwidths
larger than the critical band, loudness increases with bandwidth [25]. However, the loudness
of a sharply filtered BPN increases with the effective duration of the ACF, i.e., τe, even when
the bandwidth of the BPN is within the critical band [26]. The τe value represents the repetitive
components within the signal itself and increases as the BPN bandwidth decreases. However,
the envelope and SPL also vary with the BPN bandwidth. This variation of the envelope and
SPL might therefore affect the loudness of a BPN signal [27, 28]. To eliminate the effects of these
factors, we investigated the effects of τe on loudness using IRN. The envelope and SPL variation
of the IRN are much smaller than those of the BPN [29].

We produced IRN by applying a delay-and-add algorithm to the BPN that was filtered from
white noise using the fourth-order Butterworth filters ranging between 100 and 3500 Hz.
The number of iterations of the delay-and-add process was set at 2, 4, 8, 16, and 32. The de-
lay values were set at 0.5, 1, 2, 4, 8, and 16 ms, corresponding to pitches of 2000, 1000, 500,
250, 125, and 62.5 Hz, respectively. The duration of the stimuli was 0.5 s and the rise and fall
ramps were 10 ms. The sounds were D/A converted with a 16-bit sound card and sampling
rate of 48 kHz. The sounds were presented at a SPL of 60 dB through insert earphones in-
serted into the left and right ear canals. Figure 13 shows the τe and φ1 values of the IRN used
in the experiment.
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Figure 13. (a) τe and (b) φ1 of the IRN used in the experiment as a function of the number of iterations with delays of
(○) 0.5, (△) 1, (□) 2, (●) 4, (▲) 8 and (■) 16 ms.

Ten listeners (aged 21−37 years) with normal hearing took part in the experiment. We obtained
loudness matches using a two-interval, adaptive forced-choice procedure converging on the
point of subjective equality (PSE) following a simple 1-up, 1-down rule [30]. The experiment
took place in a soundproof room. In each trial, the fixed (test) and variable (reference) sounds
were presented in randomized order with equal probability at an interval of 500 ms. The test
sound was an IRN and the reference sound was a 1-kHz pure tone. The listener was asked to
indicate which sound they perceived as louder by pressing a key on a keyboard. For each

Figure 14. Mean PSE for loudness (± standard error) across 10 listeners as a function of (a) τe and (b) φ1 for IRN with a
delay of (△) 0.5, (□) 1, (○) 2, (●) 4, (▲) 8 and (■) 16 ms.
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adaptive track, the overall level of the test sound was fixed at 60 dB SPL, and the starting level
of the reference sound was 50 dB SPL. The level of the reference sound was controlled with an
adaptive procedure: when the listener judged the reference sound to be louder than the test
sound, the SPL of the test sound was lowered by a given amount, and when the listener judged
the test sound to be louder than the reference sound, the SPL of the reference sound was
increased by that same amount.

Figure 14 shows the PSE for loudness as a function of τe and φ1 of the IRN. φ1 was not correlated
with the perceived loudness. When τe was between 10 and 100 ms, the perceived loudness
increased with τe, clearly confirming that loudness is influenced by the repetitive components
of sounds [26] in the τe range between 10 and 100 ms. The increase in loudness for the τe values
between 10 and 100 ms was approximately 5 dB.

When τe was less than 5 ms, the loudness of the IRN increased with decreasing τe and the
bandwidth of the IRN was larger than the critical bandwidth. These tendencies may explain
the basis of the critical band effect, such that loudness remains constant as the bandwidth of
the noise is narrower than the critical band, then increases with increasing bandwidth beyond
the critical band [25]. Loudness models are able to predict these tendencies [31, 32].

The loudness model introduced previously [31, 32] was unable to predict loudness when the
delays were 2 and 4 ms for stimuli with a pitch of 500 and 250 Hz, respectively. Loudness
increases caused by a tonal component are predictable according to τe in a certain range.
Previous studies have indicated that the τe values of various noise sources, such as airplanes
[33], trains [34], motor bikes [35] and flushing toilets [36], are within the range of 1–200 ms.
This suggests that τe is a useful criteria for measuring the loudness of various sounds. Thus,
this value is likely helpful for the identification of sound sources.

3.2. Annoyance in relation to BPN

Annoyance is one of the most commonly studied features of environmental noise [37].
Basically, psychoacoustic annoyance depends on loudness and other factors such as timbre
and the temporal structure of sounds. Loudness and annoyance have been distinguished
previously: Annoyance is the reaction of an individual to noise within the context of a given
situation, while loudness is directly related to SPL [38]. To evaluate whether annoyance is
related to the effective duration of the ACF, i.e., τe, we examined the annoyance elicited by a
pure tone and BPN stimuli with different bandwidths.

We used pure tone and BPN signals with center frequencies of 1000 and 2000 Hz as auditory
signals. We used a maximum length bandpass filtered sequence signal (order 21; sampling
frequency, 44,100 Hz) as the basic stimulus. To control the ACF of the BPN, we varied the filter
bandwidth at 0, 40, 80, 160, and 320 Hz using a cut‐off slope of 2068 dB/octave. The sounds
were D/A converted with a 16‐bit sound card and sampling rate of 48 kHz. The sounds were
presented to both the left and right ears at an SPL of 74 dBA using headphones (Sennheiser
HD‐340). Figure 15 shows τe of the stimuli used in the experiment.
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increased by that same amount.

Figure 14 shows the PSE for loudness as a function of τe and φ1 of the IRN. φ1 was not correlated
with the perceived loudness. When τe was between 10 and 100 ms, the perceived loudness
increased with τe, clearly confirming that loudness is influenced by the repetitive components
of sounds [26] in the τe range between 10 and 100 ms. The increase in loudness for the τe values
between 10 and 100 ms was approximately 5 dB.

When τe was less than 5 ms, the loudness of the IRN increased with decreasing τe and the
bandwidth of the IRN was larger than the critical bandwidth. These tendencies may explain
the basis of the critical band effect, such that loudness remains constant as the bandwidth of
the noise is narrower than the critical band, then increases with increasing bandwidth beyond
the critical band [25]. Loudness models are able to predict these tendencies [31, 32].

The loudness model introduced previously [31, 32] was unable to predict loudness when the
delays were 2 and 4 ms for stimuli with a pitch of 500 and 250 Hz, respectively. Loudness
increases caused by a tonal component are predictable according to τe in a certain range.
Previous studies have indicated that the τe values of various noise sources, such as airplanes
[33], trains [34], motor bikes [35] and flushing toilets [36], are within the range of 1–200 ms.
This suggests that τe is a useful criteria for measuring the loudness of various sounds. Thus,
this value is likely helpful for the identification of sound sources.

3.2. Annoyance in relation to BPN

Annoyance is one of the most commonly studied features of environmental noise [37].
Basically, psychoacoustic annoyance depends on loudness and other factors such as timbre
and the temporal structure of sounds. Loudness and annoyance have been distinguished
previously: Annoyance is the reaction of an individual to noise within the context of a given
situation, while loudness is directly related to SPL [38]. To evaluate whether annoyance is
related to the effective duration of the ACF, i.e., τe, we examined the annoyance elicited by a
pure tone and BPN stimuli with different bandwidths.

We used pure tone and BPN signals with center frequencies of 1000 and 2000 Hz as auditory
signals. We used a maximum length bandpass filtered sequence signal (order 21; sampling
frequency, 44,100 Hz) as the basic stimulus. To control the ACF of the BPN, we varied the filter
bandwidth at 0, 40, 80, 160, and 320 Hz using a cut‐off slope of 2068 dB/octave. The sounds
were D/A converted with a 16‐bit sound card and sampling rate of 48 kHz. The sounds were
presented to both the left and right ears at an SPL of 74 dBA using headphones (Sennheiser
HD‐340). Figure 15 shows τe of the stimuli used in the experiment.
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Figure 15. The measured effective duration of NACF, i.e., τe, of the signal as a function of the bandwidth. Different
symbols indicate different frequencies: (◯): 1000 Hz; (△): 2000 Hz.

Eight listeners aged 21−23 years with normal hearing took part in the experiment. We per-
formed paired-comparison tests for all combinations of the pairs of the pure tone and BPN
stimuli. The duration of the stimuli was 2.0 s, the rise and fall times were 50 ms, the silent
interval between the stimuli was 1.0 s, and the interval between the pairs was 3.0 s, which was
the time during which the listeners were expected to make a response. They were asked to
judge which of the two sound signals was more annoying. We calculated the scale values of
the annoyance rated by each listener according to Case V of Thurstone’s theory [39].

The relationship between the scale values of annoyance and τe is shown in Figure 16. The
averaged scale values of annoyance increased as τe increased within the critical band for both
center frequencies of 1000 and 2000 Hz. The τe value represents the repetitive feature or tonal
component of the auditory signals. Previous research suggests that tonal components increase
the perceived annoyance and noisiness of broadband noise [35, 40, 41]. This is consistent with
the present results. Two of the eight listeners reported the least annoyance for pure tone stimuli,
with BPN stimuli with the widest bandwidth and a center frequency of 2000 Hz rated as the
most annoying. In other words, annoyance increased as τe decreased. This could indicate that
the effects of τe on annoyance are subject to individual variation.
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Figure 16. Scale value of annoyance as a function of τe for BPN with a center frequency of (a) 1000 Hz and (b) 2000 Hz.
Each symbol represents one listener. The line represents the mean scale value of the eight listeners.

4. Concluding remarks

In this study, we investigate the effects of ACF factors on physiological and psychological
responses. As a result, we found that the ACF factors φ1, τ1, and τe had significant effects on
N1m response, suggesting that ACF factors are used as cues in the auditory cortex. We also
found that the ACF factors φ1 and τe influence loudness and annoyance, suggesting that ACF
factors are used as a cue for perception. These results indicate that the human auditory system
has an autocorrelation-like mechanism.
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Auditory evoked fields (AEFs): Magnetic fields evoked by any abrupt sound or change in a
continuous sound in the auditory cortex.

Butterworth filters: A kind of signal processing filter widely used for bandpass filtering.

Bandpass filtered noise (BPN): A noise in which frequency components are limited by
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Envelope: Approximate shape of a sound wave form calculated by joining the peak amplitude.

Equivalent current dipole: A dipole estimated from the measured magnetic fields in the human
brain, widely used in MEG analysis.

Interspike interval: Observed time between spikes from a single neuron.

Magnetoencephalography (MEG): A noninvasive technique for investigating human brain
activity by measuring the magnetic fields produced by electric currents flowing in neurons.

Multiple regression analysis: A statistical technique for predicting a dependent variable from
independent variables.

Paired-comparison tests: A psychophysical method that measures a linear distance among
paired stimuli.

Point of subjective equality (PSE): Any of the points along a stimulus dimension at which a
variable stimulus is judged by a listener to be equal to a standard stimulus.

Pure tone: A tone with a frequency component and a sinusoidal wave.

Tonotopic organization: Spatial arrangements in which sounds of different frequencies are
processed in the auditory system.

Two-interval, adaptive forced-choice procedure: A psychophysical experimental design in
which listeners are instructed to make a response between two alternatives within a timed
interval, and the next alternative is determined by the previous response.

White noise: A random signal with equal intensity at all frequencies.
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Abstract

The whole inner ear or the cochlea, responsible for hearing perception, represents a
unique sense organ, including the organ of Corti and the inner ear endo- and perilymph.
The fluid homeostasis of the lymph spaces with its parameters volume, concentration,
osmolarity and pressure, as well as the finely aligned hair cell receptors, their supporting
cells and structures embedded in these unique fluid spaces, corresponds to the specific
necessities  for  adequate  response  to  continuous  stimulation  and  the  outstanding
discrimination capacity of the hearing system. The manuscript gives an overview and
describes the structural characteristics and distinct physiological hearing qualities of
the cochlea in comparison with the other human receptor cells and sense organs.

Keywords: cochlea, organ of Corti, endolymph, stria vascularis, inner hair cells, outer
hair cells, stereocilia, supporting cells, efferent innervation

1. Introduction

The whole inner ear or the cochlea, responsible for hearing perception, can be described as
unique sense organ, including the organ of Corti and the inner ear endo- and perilymph. The
fluid homeostasis of the lymph spaces with its parameters volume, concentration, osmolarity
and pressure corresponds to the specific necessities for adequate response to continuous
stimulation and the outstanding discrimination capacity of the hearing system. Discrimination
of loudness is regulated mainly by discharge intensity of stimulus transmission, rhythm by
discharge duration and discrimination of frequency and tone colour timbre by harmonized
fine regulation of the geometrically and functionally aligned hearing structures along the
cochlear duct. Surrounded by endolymph, the inner and outer hair cells with their distinct
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geometrically  arranged  finger-like  processes,  the  stereocilia,  are  the  mechanoelectrical
transducers of the mechanoreceptor organ ear. The complex afferent and efferent innervation
of the hair cells respond to further fine processing of the hearing stimulus. In this context, the
efferent innervation supplies further qualities, in particular noise protection, mediation of
selective attention and improvement of signal-to-noise ratio. It also supports adaptation and
frequency selectivity by modification of the micromechanical properties of the outer hair cells.
The past five decades of molecular biological research involved immense achievements in
understanding of the physiological and biochemical mechanisms leading to current genetic-
based, nanotechnology-based and stem cell research [1, 2].

2. Hearing system qualities

The human cochlea consists of about two and a half turns and is about 9 cm in length from the
oval window to the helicotrema, corresponding to a frequency gradient starting with high
frequencies at the base and proceeding to low frequencies at the apex.

The middle ear main function is to achieve mechanical gain by the ossicles as a lever and the
tympanic membrane and oval window as a plane focuser. Besides, the middle ear makes the
stimulus processable by harmonizing the sound wave resistance (impedance) of air and
perilymph and the hair cells, respectively (Figure 1).

Adaptation mechanisms are characteristical for a sense organ, and as the cochlea has to process
travelling waves continuously, it involves all molecular structures and biochemical processes
of the inner ear. Adaptation lowers the system requirements, protects from overstimulation
and reflects the environmental necessities of stimulus perception. In addition, it characterizes
tone and music perception. Contrastingly, to the chemical receptors of the olfactory and
gustatory system and the dermal mechano-, and thermoreceptors, sound adaptation does not
lead to no stimulus perception at all. Generally speaking, the adaptation time constant is faster
in hair cells at the high-frequency end than at the low-frequency end, what probably contrib-
utes to frequency selectivity [3].

Different adaptation mechanisms contribute to inner ear function, namely voltage-dependent
hair-cell properties, structural hair-bundle characteristics and afferent transmitter release. Fast
adaptation operates around the most sensitive portion of the hair cell activation, whereas larger
displacements of the hair bundle induce slow adaptation [4]. Fast adaptation has been
identified in both cochlear and vestibular hair cells, but is the main form of adaptation in
cochlear hair cells. Slow adaptation has been identified in all but mammalian auditory hair
cells, and is the predominant adaptation mechanism found in vestibular hair cells [5–7].
(Comparison of the adaptation mechanisms of the human sense organs and receptor cells is
described at the end of the article in Table 1. Comparison of the perception qualities of the
human sense organs and further comparison are listed in Table 2. Comparison of the structural
characteristics of the human sense organs.)
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in hair cells at the high-frequency end than at the low-frequency end, what probably contrib-
utes to frequency selectivity [3].

Different adaptation mechanisms contribute to inner ear function, namely voltage-dependent
hair-cell properties, structural hair-bundle characteristics and afferent transmitter release. Fast
adaptation operates around the most sensitive portion of the hair cell activation, whereas larger
displacements of the hair bundle induce slow adaptation [4]. Fast adaptation has been
identified in both cochlear and vestibular hair cells, but is the main form of adaptation in
cochlear hair cells. Slow adaptation has been identified in all but mammalian auditory hair
cells, and is the predominant adaptation mechanism found in vestibular hair cells [5–7].
(Comparison of the adaptation mechanisms of the human sense organs and receptor cells is
described at the end of the article in Table 1. Comparison of the perception qualities of the
human sense organs and further comparison are listed in Table 2. Comparison of the structural
characteristics of the human sense organs.)
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Figure 1. Schematic illustration of the human ear. (a) The ear consists of the outer, middle and inner ear. (b) A section
through the cochlear duct illustrates the fluid-filled compartments of the inner ear. (c) The organ of Corti resides in the
scala media, with sensory hair cells surrounded by supporting cells that include Deiters, Hensen and pillar cells. (d)
Immunohistochemistry with the inner ear hair cell marker myosin VI, marking the cytoplasm of inner and outer hair
cells, and 4,6-diamidino-2-phenylindole (DAPI), marking the nuclei. (e) Scanning electron microscopy image of the top
view of the sensory epithelium reveals the precise arrangement of one row of inner hair cells and three rows of outer
hair cells, separated by the pillar cells (with permission from Ref. [75]. Copyright © 2009, Annual Reviews. All rights
reserved).

3. Supporting structures

3.1. Communication routes of the inner ear filled with endo- or perilymph

The cochlea consists of three scalae that contain endo- and perilymph. The scala media contain
endolymph, where osmotic and ionic characteristics are close to the intracellular hair cell
milieu (high potassium content, K+ = 144 mval/l), and the scala tympani and vestibuli contain
perilymph, which can be compared to cerebrospinal fluid (high sodium content, Na+ = 140
mval/l). There exist three communication routes between the intracranial spaces and the inner
ear, the vestibular aqueduct, the cochlear aqueduct and the internal auditory canal [8]. The
vestibular aqueduct contains the endolymphatic duct that begins with the union of the
utricular and saccular ducts and ends in a blind pouch, the endolymphatic sac, which is
embedded between two dural blades, located in the epidural space and shows immunological
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competence. The cochlear aqueduct contains the perilymphatic or periotic duct and possesses
communication with the subarachnoidal space (Figure 2).

The aqueducts provide functionality for continuous response to stimulation to both inner ear
sense systems, the cochlea and the vestibular organs, maculae of the utricle and saccule and
cupulae of the three semicircular canals, by pressure equilibrium, participate in inner ear fluid
regulation, make longitudinal flow feasible and thus possess a key role in guaranteeing
adequate response to stimulation. Pressure equilibrium is primarily the function of the
cochlear aqueduct, whereas fluid circulation is dependent on an intact vestibular aqueduct,
but various interactions exist.

The main drainage of the inner ear is maintained by two to four veins of the cochlear aqueduct,
and to a lesser extent by one or more, usually two at the proximal termination-located vessels
of the vestibular aqueduct [9–11]. The protein and ionic composition, the endolymphatic
potential and resting potential of the hair cells show differences in the distinct parts of the
endolymphatic fluid spaces. These gradients and the fluid circulation are essential for adequate
response to stimulation. Procedures which expand the endolymphatic space induce endo-
lymph flow towards the base of the cochlea, contributing to the removal of electrolytes and
volume. Procedures which reduce cochlear endolymph volume lead to apically directed flow
in the cochlea, contributing to the addition of electrolytes and volume [12].

Figure 2. Schematic presentation of the labyrinth and aqueducts. AC: cochlear aqueduct; DE: endolymphatic duct; SE:
endolymphatic sac; U: utricle; S: saccule; SS: sigmoid sinus; MAI: internal acoustic meatus. The white area represents
the perilymphatic space; within it is the endolymphatic space in black. The endolymphatic duct is contained in the ves-
tibular aqueduct; the perilymphatic or periotic duct is contained in the vestibular aqueduct; the endolymphatic sac
protrudes from the vestibular aqueduct aperture protected by a bony operculum (op) and spreads out into the epidur-
al space (with permission from Ref. [76]. Copyright © 2004, Springer-Verlag. All rights reserved).

3.2. Stria vascularis

The regulation of inner ear fluid homeostasis, with its parameters volume, concentration,
osmolarity and pressure, is the basis for adequate response to stimulation [13]. The ion and
water transport in the inner ear help maintain the proper potassium concentration required
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for hair cell function. Potassium is the major charge carrier for sensory transduction. It is
ideal for this role, since it is by far the most abundant ion in the cytosol and responsible for
the large endocochlear potential of 80 mV which is the driving force for mechanoelectrical
transduction. Contrastingly, the endovestibular potential in the semicircular canals is ±1 mV
[14].

The stria vascularis, located at the lateral wall of the cochlear duct, is the main structure
responsible for endolymph secretion of the cochlea. It is connected to the spiral promi-
nence, to Reissner’s membrane and to the spiral ligament, which binds to the otic capsule.
The stria vascularis represents one of the few epithelial types that contain capillaries. The
stria vascularis has a higher oxygen consumption than brain tissue, and the strial capilla-
ries are larger in diameter, with a higher haematocrit and a slower flow than the capillaries
of any other tissue type [15]. The strial marginal cells show structural characteristics for
fluid transport. They possess extensively infolded basolateral membranes with mitochon-
dria providing the energy for active transport mechanisms, and microvilli located at the
apical and basal sides increasing surface area. The stria vascularis consists of three cell lay-
ers: marginal cells, intermediate cells and basal cells. The intermediate cells, with their ex-
tensive, active transport mechanisms, are responsible for generating the endolymphatic
potential. Consequently, the marginal cells possess a positive intracellular potential similar
to that of the scala media [16].

A distinct pattern of tight and gap junctions, barrier and transport proteins maintains endo-
lymph composition and generates endolymphatic potential, facilitating sensory transduction
and reflecting fine regulation and a wide range of responses to stimulation. The transport
proteins are regulated by purinergic, adrenergic and muscarinic receptors, steroids, vasopres-
sin and atrial natriuretic peptide (ANP). There is evidence that the stress hormones noradre-
naline and adrenaline, corticosteroids and mineralocorticosteroids possess a key role in inner
ear homeostasis and sensory transduction. Besides, there exists a strongly expressed and
largely non-overlapping distribution pattern for the different aquaporin (AQP) water channel
subtypes in the inner ear, suggesting the existence of regional, subtype-specific water transport
pathways [17–19]. The regulation of water transport in the inner ear probably requires
concerted actions of multiple types of AQPs [20].

According to the tonotopy of the cochlea, potassium concentration and circulation are gen-
erally stronger at the cochlear base, and these gradients are maintained by extensive potas-
sium recirculation cycles (Figure 3). In the auditory system, potassium circulation begins
with the entrance of potassium into the sensory cells via the apical transduction channel.
After entering the inner and outer hair cells, potassium recirculates mainly by a medial and
a lateral pathway, and further smaller pathways through Reissner’s membrane and the out-
er sulcus cells [21–23]. The medial pathway from the inner hair cells and the inner radial
nerves involves inner sulcus cells, limbal fibrocytes and interdental cells. The lateral path-
way from the outer hair cells consists of potassium delivery into the perilymph, absorption
by the spiral ligament cells and entrance into the stria vascularis via strial intermediate
cells [24, 25].
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Figure 3. Schematic representation of a cochlear turn with the most significant recycling pathways of K+ ions. Further-
more, it depicts the organ of Corti composed of sensory inner (IHC) and outer (OHC) hair cells and supporting cells.
Inner pillar cells (IPC), outer pillar cells (OPC), Deiters cells (DC), Hensen cells (HC), Claudius cells (CC), external or
outer sulcus cells (ESC), internal or inner sulcus cells (ISC), spiral limbus (Li), interdental cells (IDC), Reissner‘s mem-
brane (RM) and stria vascularis (StV) adjacent to the fibrous spiral ligament (SL) (with permission from Professor G.
van Camp, University of Antwerp, Belgium modified by Ref. [77]. Copyright © 2004, Springer-Verlag. All rights re-
served).

3.3. Supporting cells

The organ of Corti encloses the outer hair cells and the inner hair cells, which are stabilized by
inner sulcus and inner and outer pillar cells. The outer hair cells are placed on top of one Deiters
cell each. Besides, the organ of Corti encloses two small endolymph spaces, the Nuel space
and the outer tunnel, and one perilymph space, the inner tunnel. The inner sulcus cells and
the interdental cells terminate the organ of Corti into the spiral limbus and the tectorial
membrane. The outer sulcus cells connect to the stria vascularis and spiral ligament (Figure 3).

The secretory stria vascularis, the vestibular dark cells and endolymphatic sac and the non-
secretory vestibular transitional cells, the Reissner’s membrane, the sulcus cells, the spiral
limbus cells, the Deiters cells and the lateral or outer supporting cells (Hensen and Claudius
cells) are responsible for fine regulation of inner ear fluids including the maintenance of ion
and osmolarity gradients and potassium recirculation. The lateral or outer supporting cells are
located between the outer hair cells and outer sulcus cells. The necessity for precise fine
regulation of the endolymph is underlined by the fact that basally to the Hensen cells, Boettcher
cells and medioapically to the Hensen cells cover or tectal cells were distinguished [26].

4. Inner and outer hair cells – the mechanoelectrical transducers

4.1. Stereocilia

The stereocilia of the inner ear hair cells are microvilli-derived and unique cell structures that
represent the gate for stimulus detection and correlate anatomically with distinct cochlear
functions, including mechanoelectrical transduction, cochlear amplification, adaptation,
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frequency selectivity and tuning [27]. The stereocilia have a typical staircase arrangement
connected with lateral and tip links stabilizing the mature hair-bundle structure. The number
of stereocilia on each hair cell decreases in a linear fashion with distance from the base of the
cochlea. However, stereociliary length increases as a hyperbolic function of distance along the
cochlear duct [28]. Contrastingly, in the vestibular organs one kinocilium is bound to the tallest
of 50–80 stereocilia, arranged in a distinct geometrical alignment [29]. Differences in ciliary
gradation also exist between the three rows of stereocilia on outer hair cells and the two rows
on inner hair cells, with the tallest row positioned laterally [30]. The longest stereocilia layer
left imprints on the undersurface of the tectorial membrane at the region known as Hardesty‘s
or Kimura‘s membrane [31]. The stereocilia of the inner hair cells do not have the same firm
attachment to the tectorial membrane as the stereocilia of the outer hair cells suggesting
different modes of mechanical coupling between the tectorial membrane and the inner and
outer hair cell stereocilia [30].

The term stereocilia does not reflect their origin, as these microvilli-derived structures should
be clearly distinguished from microtubule-based, true cilia. Stereocilia are constructed of cross-
linked actin filaments in a parallel, paracrystalline array, giving stereocilia their stiffness, are
rich in fimbrin and their stereociliary rootlets contain actin and tropomyosin [32]. The actin
filaments insert with an electron-dense rootlet into a fibrous-anchoring structure, the cuticular
plate. The cuticular plate is a network of actin filaments, which also contain myosin, α-actinin,
fimbrin, tropomyosin, fodrin and calcium-binding proteins [33, 34].

When sound is induced, fluids move through the cochlear duct and vibrate the basilar
membrane with the sensory hair cells against the tectorial membrane, which leads to deflection
of the stereocilia and activation of the mechanoelectrical transduction channels gated by the
tip links. They are extracellular, cell surface associated, fine filaments, gating the mechano-
transducer channel by deflecting the hair cell bundle towards the taller row, depolarizing the
hair cells and enabling potassium influx. A deflection in the opposite direction leads to
hyperpolarization [35].

The stereocilia, together with the structures of the hair cell body, probably contribute actively
and/or passively to cochlear amplification. They also influence the amplification properties of
the outer hair cell body enabled by bending leading to a membrane potential change in outer
hair cells and causing length changes [36]. These length changes feed force back to the basilar
membrane on a cycle-by-cycle basis and so tune its otherwise shallow vibrations to the
characteristic frequency [37]. At low frequencies, the stereociliary sensitivity is proportional
to the cube of the heights of their hair bundles, whereas at high frequencies the sensitivity is
proportional to the inverse of their heights [38]. Frequency and stiffness are proportional to
each other [39] correlating with the height of the stereocilia [40]. The cochlear amplifier gain
is the difference between the peaks in the sensitivity functions for low- and high-intensity
tones [41].

4.2. Inner hair cells

The tip links of the stereocilia of the inner hair cells are the location for the mechanoelectrical
transduction of the cochlea, long searched for. There exist about 3500 inner hair cells that are
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grouped in one row, in contrast to about 12000 outer hair cells that are grouped in three rows.
90–95 % of all innervation supplies the inner hair cells and each inner hair cell has contact with
about fifteen to twenty neurons, of which about 90 % are afferent neurons [42, 43].

Inner hair cells show a characteristic ‘flask’ shape, displaying a constriction in the neck region.
Relative to the surface of the organ of Corti, the cell body is angled towards the centre of the
cochlear spiral (the modiolus) and away from the supporting pillar cell. The apical half of the
cell contains the nucleus, and the infranuclear region shows an extensive and seemingly
continuous network of intracellular endoplasmic reticulum membranes, associated with
mitochondria and cytoplasmic vesicles. The afferent nerve endings form characteristical ribbon
synapses around the entire baso-lateral region below the level of the nucleus [42]. Ribbon
synapses are specialized for the precision and speed required to process auditory information
and show tonotopical variation in function and form along the cochlear duct [44].

The inner hair cells are embedded for stabilization between inner sulcus cells and inner pillar
cells, which shape the stiffness and elastic reactance of the travelling wave-processing struc-
tures [45]. Already, the basilar membrane and the inner and outer hair cells with their receptor
potentials show tuning characteristics similar to the characteristical tuning of the cochlear
afferent neurons [46].

4.3. Outer hair cells

The inner ear is not just a mechanoreceptor, but is capable to an active processing by the outer
hair cells. The active component can be up to more than 100 times larger than the classical
basilar membrane vibration. The outer hair cells enhance and focus the amplitude of the
travelling wave by its contractions at sound pressure levels up to 60 dB (cochlear amplification)
[47]. But the outer hair cells with their W-pattern-aligned stereocilia are not just a cochlear
amplifier; they are three-dimensionally regulators for bone conduction and the natural
exposition to bone vibrations.

To process the sound waves three-dimensionally, the outer hair cells are positioned on Deiters
cells. Corresponding to the necessity for continous fast and active response to stimulation, they
are surrounded by two endolymph spaces, the outer tunnel and the Nuel space.

The outer hair cells with their micromechanical properties enhance frequency selectivity and
the tone intensity range. Stimulus protection, distance adjustment and sharpness enhancement
in the eye are executed by the micromechanical light accommodation of the lens and the pupils
and the biochemical and electrophysiological light accommodation by variation of the amount
of photopigment and the open probability of transduction channels by the photoreceptors.

Hyperpolarization mediated by specific GABAA receptors (gamma aminobutyric acid A)
causes expansion of prestin molecules, which elongates the outer hair cell [48]. Stimulation of
ACh receptors (acetylcholine) leads to opposite outer hair cell changes [49]. Those outer hair
cell changes can be measured as otoacoustic emissions (OAEs, spontaneous and evoked).

Contrastingly to the innervation of inner hair cells, the afferent nerve-receptor cell ratio is with
about 1:10 negative [43, 50].
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5. Afferent and efferent innervation

5.1. Afferent innervation

90–95 % of innervation to the hair cells is afferent, and 90-95 % are bipolar afferent type I
neurons, which are organized in the spiral ganglion and form single ribbon synapses under
inner hair cells. These specific synapses are found in retinal photoreceptors and bipolar
neurons. Outer hair cells are innervated by type II afferent neurons, which are ribbonless and
only excited with maximal synaptic stimulation, suggesting to be part of the sensory drive for
the medial olivocochlear reflex protecting from acoustic overstimulation [51]. But the majority
of outer hair cell innervation is efferent and about 90% of all efferent innervation terminates
on outer hair cells [43, 52].

The first neurons of all parts of the vestibulocochlear nerve are truely bipolar, formed to the
spiral ganglion in the bony modiolus, and leave the vestibule through the lamina cribrosa,
which is a thin bony plate that is penetrated by the neural structures and blood vessels
originating in most cases from the anterior inferior cerebellar artery. The lamina cribrosa is
medially covered by dura mater and arachnoidea and forms a barrier between the inner ear
and the subarachnoid space.

The excitatory afferent transmission of the auditory system is regulated by various types of
glutamate receptors, ionotropic glutamate receptors of the N-methyl-d-aspartic acid (NMDA)
and α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) type as well as group I
and II metabotropic glutamate receptors, and inhibitorily efferent modulated by GABA and
dopamine [53].

Complex neural processing between afferent and efferent fibres is found in the spiral ganglion
and the ventral cochlear nucleus (VCN) [54]. Not just tonotopical place coding but also
periodical time coding make the signal robust, relevant for complex sounds when afferent
excitation is saturated [55–57].

5.2. Efferent innervation

The efferent system of the cochlea provides stimulus protection and fine regulation, in
particular noise protection, mediation of selective attention and improvement of signal-to-
noise ratio, by innervating the same structures that are responsible for stimulus perception,
the inner and outer hair cells. The efferent system also supports adaptation and frequency
selectivity by modification of the micromechanical properties of outer hair cells. The efferent
system as well as the entire human auditory system is susceptible to strengthening by training
and it could be shown that efferent suppression is stronger in musicians [58].

The multipolar lateral efferent neurons originate from the lateral superior olive (LSO) and the
multipolar medial efferent system from the periolivary region (medial, ventral and anterior)
around the medial superior olivary (MSO) complex and the trapezoid body [59] (Figure 4). In
human, there is no nucleus trapezoid body and the lateral efferent component is relatively
small compared with other species [60–62]. By contrast, the medial superior olivary nucleus
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reflects a steady increase in primates corresponding to the capability of low-frequency
hearing [63].

The well-developed human medial olivary nucleus seems to be the basis for extraction of
interaural time and phase differences, whereas the smaller human lateral olivary nucleus
probably functions in the analysis of interaural differences in frequency and intensity. The
lateral and medial nuclei together form the basis for localization of a sound stimulus and enable
us to function in a three-dimensional auditory world [64, 65].

The myelinated medial fibres, which innervate outer hair cells, project ipsi- and contralateral
and the unmyelinated lateral fibres, which innervate the dendrites of afferent nerve fibres,
project mainly ipsilateral [66]. There exists distinct but complex geometrical and functional
alignment of the efferent fibres, their connections and neurotransmitters [67].

Neurotransmission of the efferent system takes place by inhibitory and excitatory transmitters
reflecting fine regulation. The numerous neurotransmitters provide for the auditory system a
wide operating range to enhance or depress environmental stimuli and can be co-localized as
well. The neurotransmitter of the medial olivocochlear fibres includes ACh (acetylcholine),
GABA (gamma aminobutyric acid), CGRP (calcitonin gene-related peptide), ATP (adenosine
triphosphate), enkephalins and NO (nitric oxide) [68, 69]. The transmitter of the lateral efferent
system includes ACh, GABA, CGRP, dopamine, serotonin and opioids such as dynorphin or
enkephalin [70–72].

Figure 4. Course of the medial and lateral efferent systems. (A) The auditory brainstem section. Sound representations
from the ear ascend to the olivary complex via the ventral afferent pathway and project back to the ear via dorsal
crossed and uncrossed medial and lateral efferent fibres. (B) Cross-sectional view of the inner ear. The major ascending
afferent pathway arises from inner hair cells. Descending olivocochlear projections terminate on inner and outer hair
cells (with permission from Ref. [78], © 1990, Elsevier; and Ref. [79], Copyright © 2004 American Medical Association.
All rights reserved).
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6. Conclusion

The cochlea is a unique sense organ with regard to its qualities in continuous stimulus
perception and stimulus discrimination capacity. This corresponds to the finely aligned hair
cell receptors, their surrounding supporting cells and structures embedded in unique fluid
spaces, and to further afferent and efferent neural processing.

Cochlea

Perception
characteristics

- continuous response to stimulation due to extensive homeostasis of the inner ear lymph spaces with a driving force
of endocochlear potential of about 80 mV;

- tonotopical place coding of the basilar membrane, the hair cells and the cochlear nerve (additional periodical time
coding);

- ossicles (lever), tympanic membrane and oval window (plane focuser) enhance the sound pressure (22–25 x) and
together with the lymph spaces accommodate the impedance between air and receptor cells before sound stimulus
perception of the mechanoreceptoric hair cells;

- stimulus localization is made possible by the outer ear and bone conduction by interaural time/phase and intensity
differences of both ears with up to 3° and 1 dB, respectively;

- outer hair cells are the counterparts of a unique active sense organ that are not just cochlear amplifier, but three-
dimensionally regulators for bone conduction and the natural exposition to bone vibrations;

- predominantly fast adaptation;

Perception
range

- 18 Hz to 20 kHz (acoustical fovea is 200–4000 Hz);

- at 1000-Hz sound pressure levels (SPL) between 2 × 10-5 Pa = 0 dB (hearing level/HL) and 2 × 102 Pa = 140 dB (pain
threshold);

Discrimination
capacity

- frequency, colour timbre with characteristical tuning and most sensitive areas for high-frequency sound at the
cochlear base and for low-frequency sound at the cochlear apex; loudness by intensity (number of discharges of the
hair cells and afferent nerves), rhythm by discharge duration of the hair cells;

Further
qualities

- noise protection, mediation of selective attention and improvement of signal-to-noise ratio by efferent innervation;

Vestibular organ

Perception
characteristics

- secondary sense organ as adequate stimulation has to be centrally processed with optical or proprioceptic inputs
(exception gravitation as kind of linear acceleration);

- continuous response to stimulation due to extensive homeostasis of the inner ear lymph spaces with an endovestibular
potential of ±1 mV;

- stimulation of the vestibular organs of one site leads to contralateral inhibition with central processing;

- cupula organ and endolymph have the same specific gravity;

- predominantly slow adaptation in human (cupula organ needs 10–30 s to get back in resting position);

Perception
range

- cut-off frequency of the semicircular canals circa 0.03 Hz for the yaw rotation [73]; yaw rotation detection
threshold about 1.45 ± 0.81 °/s (3.49 ± 1.95 °/s2) and absolute nasooccipital translation detection threshold about 2.93
± 2.10 cm/s (7.07 ± 5.05 cm/s2) [74];

Discrimination
capacity

- perception of linear acceleration by macula organs in the saccule and utricule; perception of angular acceleration
by cupula organs in the semicircular canals; spatial resolution by position of the semicircular canals, the saccule
and utricle and the position and alignment of their hair cells, stereocilia and kinocilium;

Further
qualities

- unique response to inadequate caloric stimulation, which is used for investigations;

Optical system

Perception
characteristics

- cornea, lens and vitreous body refract and accommodate the light waves before stimulus perception of the receptor
cells;
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- single sense organ where receptor potential is hyperpolarization;

- dark adaptation of the fovea centralis in 5–10 min, extrafoveal 45–100 min;

- adaptation to darkness by the iris with its muscles sphincter and dilator pupillae, increased photopigment and spatial
and time summation in the afferent nerves; in darkness the photoreceptors increase light sensitivity by increased
opening of Na+ channels;

Perception
range

- 400–700 nm (highest absorption maximum for blue, 440 nm; green, 540 nm; red, 570 nm); detection threshold 1–2
nm;

- flickering until 65–80 pictures/s; in darkness 20–25 pictures/s;

Discrimination
capacity

- sharpest vision at a small area of the macula lutea, the fovea centralis, which contains only cone cells that are longer
than in the periphery; sharpest vision decrease to the periphery of the retina;

- colour vision by cone cells which decrease to the periphery of the retina and have either one of three different
photopigments; neuronal processing of opposite colours already starts in the retina (colour vision and opponent colour
vision theory);

- black and white vision (night vision) by rod cells that are more light sensitive than cone cells;

- light accommodation by different light sensitivity of the cone and rod cells and excitation of on-center (light-on) and
off-center (light-off) neurons;

- contrast enhancement by lateral inhibition (horizontal processing) of neuronal horizontal cells in the retina, but
already the first step of central processing of form and motion;

Further
qualities

- convergence reflex of the eye bulbi due to the bilateral pupil reflex and the external eye muscles;

- light accommodation by the lens and the pupils for protection, sharpness, distance adjustment (comparable to the
function of outer hair cells and the stapedius reflex);

Olfactory system

Perception
characteristics

- chemical receptors are slower in their time characteristics than mechano- and photoreceptors;

- chemical stimulus pre-processing by dilution in the mucoepithelial film;

- smell is perceived by form and size of the molecules that bind to the cell membrane (key-lock principle);

- adaptation leads to no stimulus perception at all;

Perception
range

- absolute threshold of about 107 molecules/ml;

- only soluble molecules (e.g. dental metal alloy cannot be perceived) and specific molecules (key-lock principle) can
be perceived; consequently absolute and relative perception thresholds are dependent on humidity and temperature;

Discrimination
capacity

- perception of a few thousand smell qualities; for testing 20 standard qualities;

Further
qualities

- no perceived smells can have a behavioural impact (pheromones);

- trigeminal nerve for thermal and pain perception and a‚ hot, burning, astringent, tingling or cooling sense perception;

- continuous neurogenesis of the primary sensory neurons in mammals;

Gustatory system

Perception
characteristics

- chemical receptors are slower in their time characteristics than mechano- and photoreceptors;

- chemical stimulus pre-processing by dilution in seromucous saliva;

- taste is perceived by form and size of the molecules that bind to the cell membrane (key-lock principle);

- adaptation leads to no stimulus perception at all;

Perception
range

- absolute threshold of about 1016 molecules/ml;

- only soluble molecules (e.g. dental alloy cannot be perceived) and specific molecules (key-lock principle) can be
perceived; consequently absolute and relative perception thresholds are dependent on humidity and temperature;

Discrimination
capacity

- bitter, sour, salt, sweet with areas of highest sensitivity on the tongue; many various biochemical molecules can
simulate one of these four qualities;
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Further
qualities

- trigeminal nerve for thermal and pain perception and a‚ hot, burning, astringent, tingling or cooling sense
perception;

Dermal receptors

Perception
characteristics

- mechanoreceptors: pressure receptors are basically intensity receptors (proportional receptors), touch receptors are
basically speed receptors (differential receptors) and vibration receptors are basically acceleration receptors
(differential receptors), temperature receptors are proportional-differential receptors (PD receptors);

- adaptation for touch leads to no stimulus perception at all;

- adaptation is faster for vibration than touch and is slowest or not at all for pressure receptors; temperature receptors
with few and pain receptors with no adaptation at all;

- perception transmission fastest in Pacinian corpuscles (richly myelinated afferent axons) and slowest in temperature
and pain receptors (poorly myelinated or unmyelinated afferent axons);

Perception
range

- 40–1000 Hz for vibration (Pacinian corpuscles);

Discrimination
capacity

- perception of pain is a non-specific sensation and can be triggered by pressure, temperature, chemicals;

- temperature/warm receptors (40–47°C) can be triggered non-specifically by, for example, pepper;

- temperature/cold receptors (17–36°C) can be triggered non-specifically by, for example, menthol;

- tactile sensation/pressure by Merkel cells and Ruffini corpuscles;

- tactile sensation/touch by Meissner tactile corpuscles and free nerve endings at hair follicles;

- tactile sensation/vibration by Pacinian corpuscles;

- spatial resolution by density of receptors and afferent nerves, smallest sensoric areas in tongue, lips, fingers and
hands with highest number of receptor cells and amount of afferent innervation;

Further
qualities

- gustatory papillae regenerate after destruction and reinnervation;

Table 1. Comparison of the perception qualities of the human sense organs.

Cochlea

Receptor
cells

- about 3500 inner and 12000 outer hair cells;

- inner hair cells are the mechanoreceptors; active elongation of outer hair cells enhances the sound stimulus at sound
pressure levels up to 60 dB (cochlear amplification);

- inner hair cell stereocilia show linear alignment and outer hair cell stereocilia show a W-pattern; tip links of the stereocilia
are the location of mechanoelectrical transduction;

Supporting
structures

- supporting cells for stabilization of the inner hair cells (inner sulcus and inner and outer pillar cells) and outer hair cells
(Deiters cells), which shapes the stiffness and elastic reactance of the travelling wave-processing structures;

- the supporting cells of the cochlea participate in endolymph production, its fine regulation of ion and osmolarity
gradients and potassium recirculation;

- the stria vascularis is the main structure responsible for endolymph secretion of the cochlea;

- the vestibular and cochlear aqueduct provide functionality to the cochlea and the vestibular organs by pressure
equilibrium, participate in inner ear fluid regulation, make longitudinal flow feasible; pressure equilibrium may be
primarily attributed to the cochlear aqueduct, whereas fluid circulation is dependent on the vestibular aqueduct;

Afferent
innervation

- 90–95% of the neurons of the cochlear nerve are afferent and of them 90–95% supply inner hair cells, and only 5–10%
outer hair cells;

- inner and outer hair cells with bipolar afferent neurons;

- Type I myelinated afferent neurons supply inner hair cells; type II myelinated afferent neurons constitute the sensory
drive for the medial olivocochlear (MOC) efferent reflex on outer hair cells;
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Efferent
innervation

- 5–10 % of the neurons of the cochlear nerve are efferent, which predominantly terminate on outer hair cells;

- medial efferent neurons that project ipsi- and contralateral and terminate directly under outer hair cells are myelinated;
lateral efferent neurons that project mainly ipsilateral and innervate the dendrites of radial afferent fibres under inner
hair cells are unmyelinated;

- efferent innervation for noise protection, mediation of selective attention and improvement of signal-to-noise ratio;

- it also supports adaptation and frequency selectivity by modification of the micromechanical properties of the outer hair
cells;

Vestibular organ

Receptor
cells

- on the hair cells 50–80 stereocilia are aligned to one kinocilium; movement of the stereocilia to the kinocilium leads to
neural depolarization; movement of the stereocilia into the opposite direction leads to neural hyperpolarization;

- two types of hair cells with different innervation characteristics; the wider and taller type I vestibular cells possess more,
taller and thicker stereocilia and a thicker cuticular plate compared with type II cells;

Supporting
structures

- vestibular endolymph production and fine regulation of ion and osmolarity gradients by secretory dark cells, potassium
recirculation by non-secretory transitional cells, calcium homeostasis by melanocytes;

- the vestibular and cochlear aqueduct provide functionality to the cochlea and the vestibular organs by pressure
equilibrium, participate in inner ear fluid regulation, make longitudinal flow feasible; pressure equilibrium is primarily
the function of the cochlear aqueduct, whereas fluid circulation is dependent on the vestibular aqueduct;

Afferent
innervation

- receptor cell-afferent nerve ratio of 3:1 in the cupula organs and 5:1 in the macula organs;

- bipolar afferent neurons that may end as a button, dimorphic or as a cup;

- excitatory glutamatergic afferent transmission;

Efferent
innervation

- 5–10% are efferent neurons;

- efferent nerve with direct contact to type II hair cells, but indirect contact upon afferent neuron dendrites to type I cells;

Optical system

Receptor
cells

- about 120 million rod cells and six million cone cells;

- receptor cells are unipolar neurons (primary sensory cells); no elongation of receptor cells in mammals proven;

- photoreceptors are characterized as well as inner hair cells by ribbon synapses with excitatory glutamatergic
transmission;

Supporting
structures

- supporting cells of the retina for stabilization due to localization of the first three neurons of afferent innervation within
the retina;

- melanin-containing cells of the stratum pigmentosum retinae increase sharpness by absorbing scattered light and extend
with high light intensity deep into the photoreceptor layer;

Afferent
innervation

- photoreceptor cells represent the first neuron; the second and third neurons are located in the retina as well;

- one million afferent nerves with decreasing sensitivity to the periphery; photoreceptor cells in the central fovea connect
to one single neuron; in the periphery up to 500 photoreceptors converge to one neuron;

- the macula possesses a separate afferent nerve bundle;

Efferent
innervation

- efferent innervation for light adaptation, light reflex and lateral inhibition;

Olfactory system

Receptor
cells

- receptor cells are bipolar neurons (primary sensory cells);

- about 107 receptor cells;

- 5–20 kinocilia per receptor cell;

Supporting
structures

- supporting cells for stabilization, basal cells for regeneration;

- Bowman glands for mucous secretion;

Afferent
innervation

- the mitral cells (second afferent neuron) has contact with about 1000 primary afferent neurons (receptor cells);

Advances in Clinical Audiology220



Efferent
innervation

- 5–10 % of the neurons of the cochlear nerve are efferent, which predominantly terminate on outer hair cells;

- medial efferent neurons that project ipsi- and contralateral and terminate directly under outer hair cells are myelinated;
lateral efferent neurons that project mainly ipsilateral and innervate the dendrites of radial afferent fibres under inner
hair cells are unmyelinated;

- efferent innervation for noise protection, mediation of selective attention and improvement of signal-to-noise ratio;

- it also supports adaptation and frequency selectivity by modification of the micromechanical properties of the outer hair
cells;

Vestibular organ

Receptor
cells

- on the hair cells 50–80 stereocilia are aligned to one kinocilium; movement of the stereocilia to the kinocilium leads to
neural depolarization; movement of the stereocilia into the opposite direction leads to neural hyperpolarization;

- two types of hair cells with different innervation characteristics; the wider and taller type I vestibular cells possess more,
taller and thicker stereocilia and a thicker cuticular plate compared with type II cells;

Supporting
structures

- vestibular endolymph production and fine regulation of ion and osmolarity gradients by secretory dark cells, potassium
recirculation by non-secretory transitional cells, calcium homeostasis by melanocytes;

- the vestibular and cochlear aqueduct provide functionality to the cochlea and the vestibular organs by pressure
equilibrium, participate in inner ear fluid regulation, make longitudinal flow feasible; pressure equilibrium is primarily
the function of the cochlear aqueduct, whereas fluid circulation is dependent on the vestibular aqueduct;

Afferent
innervation

- receptor cell-afferent nerve ratio of 3:1 in the cupula organs and 5:1 in the macula organs;

- bipolar afferent neurons that may end as a button, dimorphic or as a cup;

- excitatory glutamatergic afferent transmission;

Efferent
innervation

- 5–10% are efferent neurons;

- efferent nerve with direct contact to type II hair cells, but indirect contact upon afferent neuron dendrites to type I cells;

Optical system

Receptor
cells

- about 120 million rod cells and six million cone cells;

- receptor cells are unipolar neurons (primary sensory cells); no elongation of receptor cells in mammals proven;

- photoreceptors are characterized as well as inner hair cells by ribbon synapses with excitatory glutamatergic
transmission;

Supporting
structures

- supporting cells of the retina for stabilization due to localization of the first three neurons of afferent innervation within
the retina;

- melanin-containing cells of the stratum pigmentosum retinae increase sharpness by absorbing scattered light and extend
with high light intensity deep into the photoreceptor layer;

Afferent
innervation

- photoreceptor cells represent the first neuron; the second and third neurons are located in the retina as well;

- one million afferent nerves with decreasing sensitivity to the periphery; photoreceptor cells in the central fovea connect
to one single neuron; in the periphery up to 500 photoreceptors converge to one neuron;

- the macula possesses a separate afferent nerve bundle;

Efferent
innervation

- efferent innervation for light adaptation, light reflex and lateral inhibition;

Olfactory system

Receptor
cells

- receptor cells are bipolar neurons (primary sensory cells);

- about 107 receptor cells;

- 5–20 kinocilia per receptor cell;

Supporting
structures

- supporting cells for stabilization, basal cells for regeneration;

- Bowman glands for mucous secretion;

Afferent
innervation

- the mitral cells (second afferent neuron) has contact with about 1000 primary afferent neurons (receptor cells);

Advances in Clinical Audiology220

Efferent
innervation

- in the bulbus olfactorius, where the fila olfactoria terminate as primary afferent neurons is complex efferent inhibition
localized as adaptation leads to no stimulus perception at all; the dendrites of the mitral cells can be specifically
inhibited by two cell types, the periglomerular cells and granule cell interneurons (partial inhibition), which are
innervated by efferent neurons;

Gustatory system

Receptor
cells

- taste perception by vallate, fungiform and foliate papillae; filiform papillae have no sensoric qualities; single gustatory
papillae can be found at the soft palate, the hypopharynx and the epiglottis as well;

- the gustatory papillae are formed of about 20 receptor cells;

Supporting
structures

- supporting cells for stabilization;

- salivatory glands for seromucous saliva production;

Afferent
innervation

- about 50 afferent nerves per gustatory papilla;

- facial nerve (chorda tympani) supplies the first two-thirds of the tongue; glossopharyngeal nerve (mainly bitter
perception) supplies the last tongue third;

Efferent
innervation

- taste adaptation after physiological food and saliva cleaning in about 5 s; efferent control dependent on concentration
(salty food with longer aftertaste) and food aversion (unphysiological food such as pure vinegar with longer aftertaste);
(own experiments)

Dermal receptors

Receptor
cells

- enclosed corpuscles and not enclosed free nerve endings (alone or at hair follicles);

- Merkel cells are located in the corium; Ruffini corpuscles are located in the corium and the subcutis; Meissner tactile
corpuscles are located in the dermal papillae; Pacinian corpuscles are located in the subcutis; free nerve endings alone or
at hair follicles are located up to the highest corium layers; cold receptors are located higher in the corium than warm
receptors;

Supporting
structures

- Merkel cells are modified epithelial cells which are covered on the apical side by a touch meniscus representing the
terminal swelling of a nerve fibre;

- Meissner corpuscles are ovally formed structures built by lamellarly in layers arranged cells and surrounded by a capsula;
one or more nerve fibres enter this structure and its terminating swellings are the receptoric parts;

- Pacinian corpuscles are ovally formed lamellarly in layers arranged organs surrounded by a capsula, which is entered
by a nerve fibre; the unmyelinated termination of the nerve fibre is the receptoric part;

Afferent
innervation

- one to seven afferent nerves insert at the enclosed dermal receptors;

- non-specific pain sensation and the receptoric free nerve endings with highest number of discovered different
transmitters and neuropeptides (glutamate, aspartate, CGRP-calcitonin gene-related peptide, Substance P, Neurokinin A,
Somatostatin, VIP-vasoactive intestinal peptide);

Efferent
innervation

- indifference temperature between 31 and 36°C with few activated cold and warm receptors and efferent overweight;
temperatures beneath 20°C and above 40°C lead to receptor activation and afferent overweight;

Table 2. Comparison of the structural characteristics of the human sense organs.

Cochlea Glossary

afferent innervation  innervation that projects centrally from the effector/sense organ to the brain

basilar membrane structure beneath the Corti organ consisting of the basilar lamina and a supporting fibral tissue layer

cochlear aqueduct bony canal of the perilymphatic duct

Corti organ all cells, tissue structures and their enclosed lymph spaces that participate in mechanoelectrical

transduction, namely hair cells, supporting cells, basilar membrane, tectorial membrane, inner tunnel,

outer tunnel and Nuel space
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cribrose lamina thin bony plate that forms the barrier between the vestibule of the inner ear and the internal auditory

canal and is pierced by neurons of the cochlear nerve and blood vessels

efferent innervation innervation that projects peripherally from the brain to the effector/sense organ

endolymph lymph fluid in its composition close to the intracellular hair cell milieu that fills the medial scale and the

outer tunnel and Nuel space in the Corti organ

endolymphatic duct endolymph space that originates from the utriculosaccular duct and provides fluid circulation to the

endolymphatic sac

endolymphatic sac blind pouch of the endolymphatic duct with immune competence participating in the endolymph

homeostasis

helicotrema cochlear peak with confluence of tympanic scale and vestibulic scale

inner hair cell receptor cell of the cochlea responsible for mechanoelectrical transduction

inner tunnel perilymph space within the Corti organ between inner and outer pillar cells

medial scale endolymph space containing the Corti organ

modiolus bony spiral backbone of the cochlea

Nuel space perilymph space within the Corti organ between outer pillar cells and outer hair cells

olivocochlear bundle efferent innervation of the cochlea within a medial and lateral bundle can be distinguished

outer hair cell receptor cell of the cochlea responsible for amplification and three-dimensionally focusing of basilar

membrane vibration

oval window membrane between the vestibule and the stapes

outer tunnel endolymph space within the Corti organ between outer hair cells and lateral supporting cells

perilymph lymph fluid in its composition close to cerebrospinal fluid that fills the tympanic scale and vestibulic scale

and the inner tunnel in the Corti organ

perilymphatic duct or periotic duct that originates from a pouchlike extension of the round window, containing a mesh of

arachnoid-like tissue, providing communication with the subarachnoidal space and mainly pressure

equilibrium to the inner ear

reunion duct canal that connects the cochlear duct with the saccule

Reissner’s

membrane 

cell barrier membrane between the medial scale and the vestibulic scale connected to the spiral ligament

laterally and the spiral limbus medially canal that connects the cochlear duct with the saccule

round window barrier membrane between the tympanic scale and the middle ear

saccule vestibular endolymph space that contains one of the two macula organs and is origin of the saccular duct

that combines with the utricular duct to the utriculosaccular duct, which itself is origin of the

endolymphatic duct

spiral ligament fibral tissue at the lateral wall of the medial scale connecting the vascular stria to the otic capsule

spiral limbus fibral tissue at the medial wall of the medial scale connecting to the tectorial membrane by interdental

cells and to the inner sulcus cells by forming the inner sulcus

spiral ganglion first ganglion of the truely bipolar cochlear neurons located in the bony modiolus
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spiral prominence ledge of the lateral wall of the medial scale located at the connection between outer sulcus cells and

vascular stria

stereocilia microvilli derived finger-like processes of the hair cells connected by various links and location of the

mechanoelectrical transduction channels within the tip links

supporting cells cells within the medial scale that are located on the basilar membrane and responsible for hair cell

stabilization and inner ear fluid homeostasis, comprising from medially to laterally inner sulcus cells,

inner and outer pillar cells, Deiters cells, and the lateral supporting cells, namely Claudius cells, Hensen

cells, Boettcher cells, tectal or cover cells and outer sulcus cells

tectorial membrane structure of fibral tissue loosely covering the stereocilia of the hair cells

tympanic scale perilymph space between the helicotrema and the round window

utricle vestibular endolymph space that contains one of the two macula organs and is origin of the utricular duct

that combines with the saccular duct to the utriculosaccular duct, which itself is origin of the

endolymphatic duct

vascular stria epithelial layer of the lateral wall of the medial scale between Reissner’s membrane and spiral prominence

covering the spiral ligament

vestibular aqueduct bony canal of the endolymphatic duct

vestibulic scale perilymph space between the vestibule and the helicotrema

vestibule extension of the vestibulic scale between oval window and the saccule
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Abstract

Drug-induced ototoxicity has been known for centuries. Already in the seventeenth 
century, hearing loss was described to be a side effect of quinine. The post- World War 
II pharmaceutical industry boomed with the production of aminoglycoside antibiotics 
followed by diuretics and cytostatic drugs. Wide-spread and long-term usage of these 
medications brought the knowledge about their unwanted ototoxic effects. In the last 
decades, several new drugs appeared on the shelves of pharmacies and the hearing loss 
or tinnitus have been among the side effects of many of them. However, the awareness 
of community about new ototoxic medications is still not sufficient. New ototoxic drugs 
may belong to the class of phosphodiesterase-5 (PDE5) inhibitors, used to improve 
microcirculation and to treat erectile dysfunction. Moreover, interferons used for the 
therapy of hepatitis B and C, common painkiller paracetamol and hydrocodone, syn-
thetic opioid methadone and the inhibitors of reverse transcriptase were demonstrated 
to induce adverse effects on hearing. Lastly, hearing loss linked to immunosuppres-
sive drugs was documented in patients undergoing organ transplantation. Making the 
patients aware of adverse drug reactions and offering them audiological monitoring and 
intervention should be considered by respective therapists.

Keywords: ototoxic drugs, viral infections, reverse transcriptase inhibitors, interferons, 
PDE5 inhibitors, immunosuppressants, hearing loss, adverse reactions

1. Introduction

The sense of hearing is fundamental to the communication and proper reaction to dan-
gerous situations. Moreover, recent studies indicated that the hearing loss increases sig-
nificantly the risk of dementia [1]. Unfortunately, people’s ability to hear deteriorates with 
time, as the human auditory epithelium is post-mitotic and unable to regenerate. In other 
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words, the few thousand of auditory hair cells with which we are born have to last our 
entire life. There are several causes of hearing loss such as noise, aging, infections, tumors, 
neuronal degeneration or cardiovascular diseases. Another important cause of hearing loss 
is ototoxicity.

In this chapter, we will concentrate on medications that are known to induce hearing loss as 
an adverse effect. These medications are also known as ototoxic medications.

Clinical signs of ototoxicity may include at least one of the following symptoms:

• tinnitus

• hearing loss (unilateral or bilateral)

• vertigo.

First signs of ototoxicity usually develop during or shortly after receiving particular medi-
cation. Majority of ototoxic drugs induces irreparable damage translating into permanent 
hearing loss; however, aspirin and derivatives belong to drugs that cause most of the times 
reversible hearing loss [2]. In fact, aspirin-induced ototoxicity in form of tinnitus was used 
for decades by rheumatologists to adjust the maximal therapeutic dose of salicylates in the 
patients. This practice was abandoned because of poor correlation between salicylate blood 
levels and ototoxicity symptoms [3] and because of development of new drugs used for the 
treatment of rheumatic diseases. Nevertheless, even today there are patients occasionally 
admitted to the emergency room because of the salicylate-induced ototoxicity [4]. The ototox-
icity of salicylate has been attributed to its capacity to bind and inhibit the action of cochlear 
protein prestin, expressed by the outer hair cells [5, 6]. In addition, salicylate can induce 
death of spiral ganglion neurons as well as cause dysregulation in the central auditory 
pathway [7].

Other groups of well-known ototoxic drugs that frequently cause hearing loss include:

• platinum-based cytostatic drugs

• aminoglycoside antibiotics

• loop diuretics

Platinum-based cytostatics (cisplatin, carboplatin and oxaliplatin) are used as single agents 
and in combination with other drugs for the treatment of various types of cancer (e.g., testicu-
lar carcinoma, lung carcinoma, ovarian carcinoma, head and neck carcinomas,  melanomas, 
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lymphomas and neuroblastomas) [8]. The platinum-based drugs bind DNA and induce irre-
versible changes that prohibit tumor cell division. However, common adverse effects of plat-
inum-based drugs include nephrotoxicity and ototoxicity. This toxicity is being attributed to 
an excessive production of reactive oxygen species that leads to death of auditory hair cells 
[9–11]. Clinically, patients develop permanent bilateral hearing loss that originates in high 
frequencies [12]. In addition, patients may have difficulties with speech understanding in 
noise [13].

Aminoglycosides are a group of antibiotics used to treat gram-negative bacterial and 
mycobacterial infections. Clinically used aminoglycosides include amikacin and kana-
mycin (primarily cochleotoxic) as well as gentamicin, streptomycin and tobramycin (pri-
marily vestibulotoxic) [14]. Similar to the ototoxic mechanism of platinum-based drugs, 
aminoglycosides induce excessive formation of free oxygen species followed by apoptosis 
of sensory hair cells [10, 15]. The aminoglycoside-induced hearing loss is bilateral and 
permanent and starts in the high frequencies. Precisely because of its ototoxic proper-
ties, gentamicin is frequently used for the treatment of Ménière’s disease in the form of 
intratympanic injections to deplete the vestibular hair cells and thus, to prevent frequent 
vertigo attacks.

Of note: About 30% of the world population is infected with Mycobacterium  tuberculosis [16]. The 
treatment of tuberculosis (especially that caused by multiple-drug resistant Mycobacterium 
tuberculosis) includes intravenous administration of so-called ond-line antibiotics–amikacin, 
kanamycin and streptomycin–leaving at least 20% of the patients with  serious permanent 
hearing impairment [17].

Loop diuretics are a group of drugs that inhibit renal reabsorption of sodium, chloride and 
potassium. They are often used to treat kidney insufficiency or heart failure. Loop diuretics 
include furosemide, bumetanide, ethacrynic acid and torsemide. Their ototoxic mechanism 
involves inhibition of potassium resorption occurring in the stria vascularis and consequent 
decrease in the endocochlear potential [18]. The hearing loss induced by loop diuretics is 
bilateral and usually reversible; however, since loop diuretics are known to synergize with 
platinum-based drugs or with aminoglycosides in their ototoxic action, in patients receiving 
drugs from both groups, loop diuretics may worsen the degree of permanent hearing loss 
[19–21].

There is a growing number of case reports and larger studies indicating that the family 
of ototoxic drugs is growing and embraces newly developed medications. Although the 
ototoxic properties of several pharmacological drugs were recently compiled in an excel-
lent review written by Cianfrone et al. [22], the clinical information changes and requires 
update.

In this chapter, we review selected group of frequently used, contemporary pharmacological 
drugs (phosphodiesterase-5 blockers and antiviral drugs (see Table 1), painkillers and immu-
nosuppressants) in aspect of audiologically important adverse reactions including hearing 
loss and tinnitus.
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The class of 
medication

Type of report Presence 
of 
tinnitus

Type of hearing 
loss

Measuring method Reversibility 
of hearing loss

References

PDE5 
inhibitors

Case report 
(1 subject)

Not 
stated

Profound 
bilateral 
sensorineural 
hearing loss

Pure tone 
audiometry; 
impedance 
audiometry; 
stapedial reflex 
absent on both sides

No [23]

Prospective study 
(21 subjects)

Not 
stated

Unilateral 
sensorineural 
hearing loss 1 h 
after injection of 
drug

Pure tone 
audiometry

Yes [24]

Analysis of 47 
case reports 
(pharmacovigilance)

Not 
stated

Unilateral 
or bilateral 
sensorineural 
hearing loss

Not stated In some cases, 
yes; in others 
long-term 
impairment

[26]

Case report 
(2 subjects)

Yes Unilateral 
sensorineural 
hearing loss

Pure tone 
audiometry, ABR

In one case, yes [27]

Interferons Prospective study 
(before/after) 49 
subjects

Yes Sensorineural 
hearing loss

Pure tone audiometry, 
tympanometry 
(normal)

Yes [30]

Case report 
(3 subjects)

Yes Unilateral 
sensorineural 
hearing loss

Pure tone 
audiometry

Yes (2 cases), 
no (1 case)

[31]

Prospective study 
(before/after) 73 
subjects

Yes Sensorineural 
hearing loss

Pure tone 
audiometry

Yes [31]

PEG 
interferons

Prospective study 
(before/after) 21 
subjects

Not 
stated

None found Pure tone 
audiometry, DPOAE

Not applicable [35]

Case report 
(1 subject)

Not 
stated

Unilateral 
hearing loss

Not stated Yes [36]

Case report 
(1 subject)

Yes Unilateral 
hearing loss

Not stated No [37]

Case report 
(6 subjects)

Yes 
(4 of 6)

Five subjects 
developed 
unilateral and 
one bilateral 
sensorineural 
hearing loss

Pure tone 
audiometry

No 
improvement 
in three 
cases, some 
improvement 
in two cases, no 
data in one case

[38]

Although in the industrialized countries, the hepatitis C and B therapy with pegylated or non-pegylated interferons and 
ribavirin is being replaced by other pharmacological regimes, one should not ignore the fact that not all countries and 
hospitals have adopted the new routine and that the interferons are still in use, possibly contributing to drug-related 
hearing loss.

Table 1. Summary of clinical reports describing hearing loss in PDE5- and interferon-treated patients.
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2. Phosphodiesterase-5 (PDE5) inhibitors

PDE5 inhibitors block the phosphodiesterase-5 in the smooth muscle cells lining the blood 
vessels in the cardiovascular system. Phosphodiesterase-5 degrades cyclic GMP, regulating 
smooth muscle tone. The first PDE5 inhibitor–sildenafil–was introduced in the market in 1998 
under the name Viagra. PDE5 inhibitors are used for the treatment of erectile dysfunctions 
and for pulmonary artery hypertension.

In the year 2007, an alarming report was published by Mukherjee and Shivakumar, in which 
a case of bilateral profound sensorineural hearing loss was described in 44-year-old man who 
took 50 mg/day of sildenafil for 2 weeks [23]. Based on that report, FDA issued a warning 
about possible sudden hearing loss among users of PDE5 inhibitors.

Over the past 10 years, evidence suggesting negative influence of PDE5 inhibitors on hearing 
has accumulated. In a clinical study, Okuyucu et al. [24] reported significant but reversible 
unilateral hearing loss in four of 18 patients taking PDE5 inhibitors. The hearing loss affected 
the right ear at 10,000 Hz (p = 0.008).

Much larger epidemiological study published 1 year later by McGwin [25] evaluated the rela-
tionship between hearing loss and the use of PDE5 inhibitors in a population-based sample. 
This USA-based study was designed using self-reported hearing impairment and PDE5i use 
and included over eleven thousand men who were 40 years or older. Results of this study 
indicated that men with hearing loss are more than twice as likely to use PDE5 inhibitors, 
when compared with those not reporting hearing loss. However, no causal relationship could 
be established in that study.

In 2011, Khan et al. [26] published a report based on data provided by pharmacovigilance 
agencies Europe, the Americas, East Asia and Australasia, and on published reports. The 
authors identified among PDE5 inhibitor users 47 cases of sensorineural hearing loss, most 
of them unilateral. Almost 70% of the subjects (mean age 56.6 years, men-to-women ratio 7:1) 
reported hearing loss within 24 h after ingestion of PDE5 inhibitors.

In 2012, unilateral sudden sensorineural hearing loss affecting two male PDE5 inhibitor users 
(age 37 and 43) was described by Barreto and Bahmad [27]. Unfortunately, neither the time 
after the hearing loss has occurred nor the dosage of PDE5 inhibitors was stated. In addition 
to the hearing loss, both patients were affected by vertigo and tinnitus. After combination 
therapy consisting of steroids administered orally and intratympanically, one of the patients 
recovered partially, whereas the other one was left with permanent profound sensorineural 
hearing loss.

The causal relationship between the PDE5 inhibitors and (sudden) sensorineural hearing loss 
remains to be confirmed using experimental models. Au and colleagues using the animal 
model (C57BL/6J mice) and sildenafil (Viagra) were unable to find the differences in hearing 
thresholds between the drug- and placebo-treated animals [28]. However, other functional 
studies in mice with the use of osmotic pumps for drug release demonstrated that the inner 
ear of animals exposed to sildenafil reacted with hydrops [29].
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The epidemiological and case report data indicate that PDE5 inhibitors may have general 
negative impact on hearing. Moreover, PDE5 inhibitors may induce sudden sensorineural 
hearing loss that in some cases can be successfully treated with corticosteroids; in some other 
cases, the patients recover without any treatment; and lastly, it can also leave patients with 
permanent hearing impairment.

3. Antiviral medications

3.1. Interferons

Interferons (IFN) are a group of naturally occurring proteins that are released by several cell 
types in response to infection or tumors. There are three classes of interferons: type I, type II 
and type III. Type I interferons include IFN-alpha and IFN-beta. Synthetic and recombinant 
interferons, alpha and beta, have been used for therapy of viral infections with hepatitis C or 
B virus. In addition, IFN-beta can be used to treat multiple sclerosis.

One of the first reports associating interferon treatment with hearing loss was published in 
1994 [30]. In that report, a group of 49 patients (32 men and 17 women, mean age 48.6, age 
range 23–67) receiving various brands of interferons for chronic hepatitis B or C were assessed 
with pure tone audiometry before the onset of treatment and then in consecutive 1-week 
interval. In case of IFN-alpha, the drug was administered i.m. each day for 2 weeks and then 
three times a week for 14–22 weeks. In case of IFN-beta, the drug was administered i.v. daily 
for 6 weeks. The study demonstrated that 45% (22 patients) developed auditory dysfunction: 
14 patients (29%) reported having tinnitus and 18 patients (35%) were diagnosed with sud-
den sensorineural hearing loss. More than half (56%) of the patients treated with interferon-
beta (total of 27 subjects) developed auditory disability with unilateral or bilateral hearing 
loss affecting various frequencies diagnosed in 11 patients (41%). In the group treated with 
IFN-alpha (total of 22 subjects), seven developed unilateral hearing loss affecting 8000 Hz. 
Progressive hearing loss leads in two cases to withdrawal from therapy. There was no associa-
tion between the clinical parameters such as proteinuria, leucopenia, liver functions and the 
hearing loss. Interestingly, all patients recovered within 2 weeks after finishing the interferon 
treatment.

Published 1 year later, prospective audiological study of 73 patients treated with IFN-alpha 
or IFN-beta for hepatitis confirmed the above observations, including the hearing loss exclu-
sively affecting 8000 Hz in patients receiving IFN-alpha [31]. There was, however, one differ-
ence: in the larger sample studied, the hearing abilities of one patient have not recovered after 
discontinuation of therapy. Later, studies confirmed majority of these observations [32] and 
most importantly the general reversibility of ototoxic effects of IFN-alpha [33].

Interesting mechanistic insights of IFN-alpha-induced ototoxicity were delivered from studies 
using mouse model [34]. There was an elevated ABR threshold in mice treated with IFN-alpha 
as compared to untreated control group. Moreover, histological findings of cochleae dissected 
from experimental animals indicated abnormalities in the number (lower) and appearance 
(cytoplasmic vacuolization) of the spiral limbus fibroblasts in the IFN-alpha-treated mice. 
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These findings point to direct negative effect of IFN-alpha on cochlear biology, which may 
result in the hearing loss.

3.2. Pegylated interferons and ribavirin

Pegylated interferons are chemically “improved” interferons bound to polyethylene glycol 
(PEG). Pegylation assures longer half-time of interferons in the body. There are three groups 
of pegylated interferons available in the market–pegylated interferon-alpha-2a (PEG-IFNa2a), 
pegylated interferon-alpha-2b (PEG-IFNa2b) and pegylated interferon-beta-1a.

Ribavirin is a guanosine analog (nucleoside inhibitor) that stops viral RNA synthesis. It is 
used to treat various viral hemorrhagic fevers, and it is the only known drug against rabies. 
Although new therapeutic approaches are being introduced on the healthcare market for the 
treatment of hepatitis C (e.g., protease inhibitor telaprevir or boceprevir), ribavirin in com-
bination with PEG-IFN-alpha is still a part of the current standard of care (SOC) therapy in 
some countries and it is also included in the new therapeutic regime.

Therapeutic use of PEG-IFN and ribavirin in hepatitis C infections induces similar otological 
effects as the therapy with non-pegylated interferons only. However, there is one major dif-
ference: the hearing abilities do not recover in the majority of cases. Although some reports 
describe no hearing disabilities [35] or sudden unilateral sensorineural hearing loss resolving 
spontaneously within 2 weeks after the end of treatment [36], some other demonstrate that 
patients may develop irreversible unilateral hearing loss [37] or irreversible unilateral pan-
tonal hearing loss (measured by pure tone audiometry) and tinnitus [38].

3.3. Inhibitors of viral reverse transcriptase

According to the United Nations AIDS organization, approximately 36.7 million people world-
wide are infected with the HIV virus. The patients with HIV are treated with drugs that inhibit 
the virus proliferation. Since HIV virus uses very unique enzyme to copy its genome, this 
enzyme–reverse transcriptase–is a pharmacological target of anti-HIV therapy. The unique thing 
about the HIV therapy is that it should never be stopped, even if the viral load is undetectable.

The discovery and the beginning of clinical application of reverse transcriptase inhibitors 
date back to the eighties last century. The first reports about their negative effect on hearing 
appeared some 10 years later and ever since conflicting conclusions are being drawn from 
several studies. In some studies, authors found the hearing loss among 30% of HIV patients 
taking the reverse transcription inhibitors [39–41], whereas in other studies, no association 
between audiological impairment and antiviral medication was found [42, 43]. Various inclu-
sion criteria, diverse outcome measure methods, sample size and many other factors could 
contribute to these dissimilar results.

In the controlled environment of experimental laboratory, the results look much more uni-
form and point at universal ototoxicity of all types of reverse transcriptase inhibitors that are 
on the market, as measured by the viability of auditory epithelial cell line exposed to various 
concentrations of 14 types of pharmacological reverse transcription inhibitors as single agents 
and in combination, as used in the clinics [44].
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4. Paracetamol (acetaminophen) and hydrocodone

Paracetamol, also known as acetaminophen (in the USA and Canada) or APAP, is the most 
commonly used pain killer in North America and Europe. It inhibits selectively cyclooxy-
genase-2 (COX-2) and may also exert other pain-relieving functions. Recent studies on self-
reported professionally diagnosed hearing loss and use of analgesics indicated that regular 
use of paracetamol significantly increases the risk of hearing loss in men [45] and women 
[46]. The large size of samples with which the studies were performed (26,917 men and 62,261 
women) makes both studies particularly credible.

The main conclusion from this study was that the long-term use of paracetamol (acetamino-
phen) increases the risk of developing hearing loss in men and women.

The mechanism of paracetamol-induced hearing loss was experimentally addressed in vitro 
[47]. The authors demonstrated that in the mouse auditory epithelium cell line, paracetamol 
and its metabolite NAPQI (N-acetyl-p-benzoquinoneimine) induce ototoxicity by causing oxi-
dative stress as well as endoplasmic reticulum (ER) stress. These basic research results pos-
sibly explain the ototoxicity seen in people who regularly consume paracetamol. The question 
about usage of paracetamol and its frequency should be included in the surveys/question-
naires of patients with otologic and audiologic considerations.

Hydrocodone is a semi-synthetic opioid used for pain therapy and in common anti-cough 
medications. Hydrocodone is often prescribed in combination with paracetamol. In a report 
describing 12 patients with a history of hydrocodone overuse and progressive irreversible sen-
sorineural hearing loss, the authors implicated nonresponsiveness of this type of hearing loss 
to corticosteroid therapy [48]. The authors reported that seven of eight patients who under-
went consecutive cochlear implantation benefited from this type of auditory rehabilitation. 
Similar recent case report described a patient with unilateral hearing loss attributed to abuse 
of hydrocodone and paracetamol [49]. Also this patient was treated with cochlear implant.

The information delivered from the in vitro model with auditory epithelial cell line suggested 
that the combination of hydrocodone and paracetamol results in ototoxicity not due to hydro-
codone but rather due to paracetamol [50]. The authors suggested that the contribution of 
hydrocodone to clinically seen ototoxicity may lay in hydrocodone assisting the addiction to 
the drug combination.

5. Methadone

Methadone is an opioid drug for treating pain. In addition, it is used for therapy of people 
addicted to opioids.

In the year 2014, about 7 million US citizens were abusing prescription drugs (source: National 
Center for Health Statistics). One of these drugs is methadone. Six recent case reports exposed 
an unknown before side effect of methadone abuse–the hearing loss [51–55]. The patients 
described in reports were young (age range 20–37) and were admitted to the hospitals because 
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genase-2 (COX-2) and may also exert other pain-relieving functions. Recent studies on self-
reported professionally diagnosed hearing loss and use of analgesics indicated that regular 
use of paracetamol significantly increases the risk of hearing loss in men [45] and women 
[46]. The large size of samples with which the studies were performed (26,917 men and 62,261 
women) makes both studies particularly credible.

The main conclusion from this study was that the long-term use of paracetamol (acetamino-
phen) increases the risk of developing hearing loss in men and women.

The mechanism of paracetamol-induced hearing loss was experimentally addressed in vitro 
[47]. The authors demonstrated that in the mouse auditory epithelium cell line, paracetamol 
and its metabolite NAPQI (N-acetyl-p-benzoquinoneimine) induce ototoxicity by causing oxi-
dative stress as well as endoplasmic reticulum (ER) stress. These basic research results pos-
sibly explain the ototoxicity seen in people who regularly consume paracetamol. The question 
about usage of paracetamol and its frequency should be included in the surveys/question-
naires of patients with otologic and audiologic considerations.

Hydrocodone is a semi-synthetic opioid used for pain therapy and in common anti-cough 
medications. Hydrocodone is often prescribed in combination with paracetamol. In a report 
describing 12 patients with a history of hydrocodone overuse and progressive irreversible sen-
sorineural hearing loss, the authors implicated nonresponsiveness of this type of hearing loss 
to corticosteroid therapy [48]. The authors reported that seven of eight patients who under-
went consecutive cochlear implantation benefited from this type of auditory rehabilitation. 
Similar recent case report described a patient with unilateral hearing loss attributed to abuse 
of hydrocodone and paracetamol [49]. Also this patient was treated with cochlear implant.

The information delivered from the in vitro model with auditory epithelial cell line suggested 
that the combination of hydrocodone and paracetamol results in ototoxicity not due to hydro-
codone but rather due to paracetamol [50]. The authors suggested that the contribution of 
hydrocodone to clinically seen ototoxicity may lay in hydrocodone assisting the addiction to 
the drug combination.

5. Methadone

Methadone is an opioid drug for treating pain. In addition, it is used for therapy of people 
addicted to opioids.

In the year 2014, about 7 million US citizens were abusing prescription drugs (source: National 
Center for Health Statistics). One of these drugs is methadone. Six recent case reports exposed 
an unknown before side effect of methadone abuse–the hearing loss [51–55]. The patients 
described in reports were young (age range 20–37) and were admitted to the hospitals because 
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of methadone overuse. In all reported cases, the patients were deaf upon awakening (one 
perceived tinnitus), and in four of six cases, hearing loss was only temporary condition. The 
remaining two patients were unfortunately left with severe sensorineural hearing loss for the 
remaining observation time (2 and 9 months).

6. Immunosuppressant calcineurin inhibitors 
(cyclosporine A and tacrolimus)

Since the beginning of transplantology in the sixties, several people with incurable diseases of 
liver, kidney and other organs received the donor tissues as therapeutic procedure. This type 
of therapy is combined with an inevitable immune reaction against the non-self tissue. To pre-
vent these reactions, immunosuppressants are used. Among them, cyclosporine A and tacro-
limus (FK506) are commonly used to prevent graft rejection reaction. Both drugs decrease in 
various ways the activation of lymphocytes T and thus inhibit the graft rejection process. The 
immunosuppressants must be taken continuously.

Rifai et al. [56] performed a large study involving 521 liver transplant patients. The study was 
based on self-reported hearing loss and showed that of 521 individuals, 141 (27%) developed 
hearing loss following transplantation, particularly in those patients who were receiving 
tacrolimus as principal immunosuppression. This study was followed by recent trial, where 
instead of self-reported hearing loss, audiometric measurements were performed [57]. Of 70 
liver transplant patients included in that study, 32 reported hearing loss and tinnitus fol-
lowing the transplantation. The types of hearing loss included sudden hearing loss and pro-
gressive hearing loss, which developed more than 3 years after transplantation. Audiometry 
confirmed the patients’ reports and identified 12 patients with mild, 28 with moderate and 25 
with severe hearing loss following the transplantation. The association between tacrolimus 
and hearing loss was seen again in this study.

Another group of transplant patients is the renal transplant group. Kidney transplantation 
is a surgical procedure performed since the mid-fifties last century; however, postsurgical 
survival was very low, because of the graft rejection [58]. The introduction of cyclosporine A 
in the eighties significantly improved the post-transplant survival rate but brought another 
type of problems, namely adverse reactions such as hearing loss. Renal patients are known to 
often have hearing impairments [59], and it was shown that the renal transplantation restores 
the hearing abilities, when measured 1 year after surgery. However, some renal transplant 
patients who are on a long-term immunosuppressant therapy such as cyclosporine A or tacro-
limus develop hearing disabilities including sudden sensorineural hearing loss [60–62] or a 
progressive hearing loss [63].

Particularly, worrying tendency is seen among the pediatric renal transplant patients. A pro-
spective study of 27 children (mean age 14) with normal hearing prior to kidney transplanta-
tion determined after a mean follow-up of 30 months that 17 children developed sensorineural 
hearing loss [60]. Two of 17 children were diagnosed with sudden hearing loss and the rest of 
the group with a progressive bilateral hearing loss.
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It is likely that the ototoxic effect of immunosuppressants depends on the length of time of 
intake. Groups studying noise-induced hearing loss have successfully used cyclosporine A 
and tacrolimus to protect the auditory epithelium in mice from the noise-induced injury [64]. 
However, the dosage was single and not–like in the case of transplant patients–years long.

The treatment of hearing impairment occurring in organ transplant recipients includes hear-
ing aids and cochlear implantation [65]. However, one should not ignore the fact that these 
patients are immunocompromised, and therefore, the risk of wound infection after CI should 
be taken under consideration during postsurgical management.

7. Mitochondrial toxicity: common denominator of ototoxic drugs

The auditory system requires a lot of energy produced in mitochondria [66–69]. Mitochondrial 
pathologies induced by genetic mutations are often associated with hearing loss [70–72]. 
Similarly, substances known to damage mitochondria such as aminoglycosides or cisplatin 
are known as ototoxic and contribute significantly to the hearing loss and tinnitus [73].

The substances listed in the present chapter can all damage the mitochondria. The damaging 
mechanism varies, and for instance, IFN-alpha impairs the transcription of mitochondrial 
DNA, whereas nucleoside analogues impair the replication of mitochondrial DNA [74]. In 
agreement with this, severe mitochondrial toxicity manifested by hyperlactatemia and pan-
creatitis was described in some cases involving patients with HIV/hepatitis C virus treated 
with pegylated interferon and ribavirin [75]. Paracetamol was also shown to have negative 
effect on mitochondria by inducing overproduction of reactive oxygen species (ROS) and 
inducing endoplasmic reticulum stress [47, 76]. Methadone was shown to impair synthesis of 
mitochondrial ATP leading to bioenergetics crisis of the affected organism [77]. The reverse 
transcriptase inhibitors used to slow down the replication of HIV virus were likewise demon-
strated to induce mitochondrial toxicity [78, 79]. Lastly, cyclosporine A was shown to inhibit 
adenine nucleotide net transport into the mitochondria [80], whereas tacrolimus was associ-
ated with decreasing the levels of oxidative phosphorylation in mitochondria [81].

Since the negative effect of various drugs on mitochondria likely results in a damage of hear-
ing, it is plausible that the mitochondria-supporting substances (such as coenzyme Q10, vita-
min B12 with folic acid, sirtuin and many others) given as auxiliary therapy could protect 
the sense of hearing in patients with hepatitis, HIV, transplant patients or painkiller or PDE5 
inhibitor users. In fact, targeting mitochondria is becoming increasingly popular [82], and 
there were some successful attempts in treatment of hearing conditions using mitochondrial 
supplements [83–89].

8. Conclusions

The appearance of new drugs to treat ever more conditions is an inevitable and welcomed 
progress of medical and pharmaceutical sciences. However, assuring the drug safety in terms 
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of hearing disability is difficult, and it often requires very long and regular intake periods, 
which are outside of regular phase I, II or III clinical trials. As for the duration of phase IV 
(the postmarketing surveillance trials), which is usually set for 2 years, perhaps it could be 
extended specifically for the monitoring of audiological conditions.

The ototoxicity of prescription or over-the-counter drugs is a global problem. Collaboration 
between audiologists or otologists and other healthcare providers is necessary to protect the 
patient’s auditory health. Auditory consultations ought to be a routine during the treatment 
of patients with viral hepatitis C or B receiving interferons and ribavirin or HIV-positive 
individuals taking anti-reverse transcriptase drug cocktail. Moreover, patients undergoing 
solid organ transplantation should be audiologically monitored. The option of audiological 
care for children treated for any of the above infectious diseases or undergoing transplan-
tation should be presented to their parents. Lastly, frequent users of painkillers and recre-
ational drugs should be informed about the risks of the medications they are reaching for 
every day.

During the unavoidable drug therapies, preventive means such as mitochondrial protec-
tion and supplementation during the drug treatment and audiological monitoring as well 
as fitting the patients with hearing aids or cochlear implants, could help to keep the hearing 
healthy or at least to restore it to some degree.

The good condition of hearing is as important as that of heart, lung or other organs. Informing 
the community about ototoxicity and keeping up to date with the case reports and other sci-
entific communications may help to save the sense of hearing.

Glossary of terms

Cyclosporine A  Fungal metabolite that suppresses immune reaction. It inhib-
its the activation of lymphocytes T by binding to cyclophilin 
and inhibiting calcineurin

Endocochlear potential  Voltage of +80mV in the scala media, generated by the stria 
vascularis, essential for the auditory transduction

Interferon (IFN)-alpha  Small signaling protein produced and released mainly by 
white blood cells in response to viral infection

Interferon (IFN)-beta  Small signaling protein produced and released mainly by 
fibroblasts in response to viral infection

Intratympanic injections Injections through the eardrum into the middle ear cavity

Mycobacterium tuberculosis Infectious microorganism causing tuberculosis

Nucleoside  Glycosylamine (e.g., cytidine, uridine, adenosine, guanosine 
or thymidine), primary DNA or RNA molecule. Also known 
as nucleotide without phosphate group
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Phosphodiesterase-5 (PDE5)  Enzyme that catalyzes the hydrolysis of cyclic GMP and 
regulates tonus of smooth muscle cells

PDE5i Phosphodiesterase-5 inhibitors

Polyethylene glycol (PEG)  Polymer of ethylene oxide. PEG can be bound to proteins, 
therefore slowing their decay time in the body

Protease inhibitor  Inhibitor of enzymes that degrade proteins. Viral proteases 
are essential for viruses to complete their life cycle

Reverse transcriptase (RT)  Enzyme that synthesizes DNA using as a template RNA, a 
process called reverse transcription. This process is specific 
for viral replication and is used for instance by HIV virus

Tacrolimus (FK-506)             Bacterial derivative isolated from Streptomyces tsuku-
baensis. Tacrolimus inhibits activation of lymphocytes T via 
inhibiting calcineurin. Similar but not identical in action to 
cyclosporine A
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