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Preface

The grain boundary in a solid material is an interface between two crystals (grains) of the
same phase. The mechanical strength and physical properties of industrial materials not on‐
ly depend on the properties of their components but also are driven by the transition region
between two adjacent crystals (boundaries), in particular the chemical constitution and
structure of the boundaries. The majority of conventionally used materials are generally pol‐
ycrystalline; thus, their properties are related not only with the size of grains but also with
the grain boundaries. Moreover, modern technological requirements for materials that are
“free from defects” and those with high structure defect density make it essential to thor‐
oughly understand the nature of grain boundaries and their influences on the physical and
mechanical properties.

Tomasz Tański and Wojciech Borek
Institute of Engineering Materials and Biomaterials

Silesian University of Technology
Gliwice, Poland
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The Effect of Impurities in Nickel Grain Boundary: 
Density Functional Theory Study

Iben Khaldoun Lefkaier and El Tayeb Bentria

Additional information is available at the end of the chapter

Abstract

By means of density functional theory, we investigate the effect of impurities on struc-
tural, electronic and mechanical properties on Nickel Σ5 grain boundary (GB) and its 
free surface, by studying the effect of 11 transition metal impurities and 8 light elements. 
The calculation of segregation energy, cohesive energy, formation energy, GB embrittling 
potency and theoretical tensile strength combined helps us to give accurate conclusions 
about the effect of these impurities and to compare them with the available experimen-
tal and theoretical results. We used the obtained results that are on “equal footing” to 
establish some correlations and trends. We also confirmed that sulfur and oxygen are the 
most embrittling elements in Nickel GB in accordance with established literature results 
and that transition metal elements have a general tendency to segregate to the grain 
boundaries in a moderate way. Unlike the studied light elements, these elements tend to 
strengthen the Ni grain boundaries, especially W and Te.

Keywords: nickel grain boundaries, DFT, tensile strength, impurities segregation

1. Introduction

The theoretical investigation of mechanical properties of materials, by means of first-principle 
calculation and molecular dynamics, has known remarkable advances over the past 15 years 
[1]. These investigations relate directly to the intergranular behavior, which together with dis-
location-based mechanisms determine mechanical response of materials with granular struc-
tures. Molecular dynamics calculations can give fundamental understanding of the effects of 
impurity segregation at GBs in order to predict the mechanical response of materials and their 
tenability as a function of alloying additions. On the other hand, first-principles calculations 

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



can be quite effective in developing this understanding. We can assess whether an impurity 
is a cohesion enhancer and causes the strengthening of the GB or is an embrittler and induces 
the weakening of the GB, while experimental techniques are difficult to investigate one impu-
rity alone without the influence of other impurities.

First-principle calculations are widely used for metals and alloys. Grain boundaries of iron 
make a large part of these investigations. Impurity segregation to the GB in iron is described 
and understood relatively well, both theoretically and experimentally. In contrast, this is not 
the case of GB in nickel. The experimental information is quite rare [2]. In recent years, many 
efforts have been devoted to theoretically determine the effect of impurities on nickel grain 
boundaries, motivated by the industrial challenges facing fabrication and aging of nickel-base 
superalloys [3].

It is already well known, both experimentally and theoretically, that sulfur acts as an embrit-
tling element in nickel grain boundary and boron acts as enhancing element [3]. Some other 
elements like phosphorus are not that clear from first-principle calculations and became a 
subject of debate between strengthen and embrittling [4]. In contrast to light elements, influ-
ence over Ni grain boundaries of alloying elements took less attention [5]. The main elements 
for this purpose are transition metals, and the most important of them are elements of col-
umns IV–VII and periods 4–6 of the periodic table.

Even though some of these element impurities effects have been studied theoretically, it is 
remarkable that there are still no comparisons between the effects of theses element in the GB. 
This is because it is hard to make comparison between results of different works due to the 
differences in impurity concentrations, GB models, number of atoms per unit cell, methods of 
calculations and type approximations used. We think that it is important now to have a sys-
tematic study to find the most enhancing and the most embrittling elements on Ni GBs. This 
knowledge can be used also to optimize the material properties as we are trying to under-
stand the mechanisms and effects of different impurity atoms.

This chapter is divided in two parts. Part I is about the methodology of our calculations. Part 
II describes and discusses the obtained results, and it is organized as follows. First, details of 
calculation of the effect of Vanadium and Niobium in Nickel GB are exhibited. The effect of 
light elements “B, P, O, N, Al, Si, S, C” in NiΣ5 GB and surface and also of transition metal 
elements “Ti, V, Cr, Mn. Zr, Nb, Mo, Hf, Ta, W, Re” in NiΣ5 GB and surface are presented and 
discussed. Finally, a main conclusion is drawn.

2. Model, methods and computational details

This chapter describes the Nickel Σ5(210) grain boundary models used in these work. Since 
we are dealing with 2D defect, the constructed structure is not evident as crystals. Beside this, 
computational parameters used in different models are presented with the precision required 
and explanation the choice of methods of calculations and the adequate approximations. We 
briefly present how to calculate free surface energy, grain boundary energy and the tensile 
strength for a clean and impurity decorated GB.
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2.1. Computational details

Total energy calculations and geometry optimizations have been carried out using pseudo-
potentials plane-wave method as implemented in Cambridge serial total energy package 
(CASTEP) [6].

Local density approximation LDA CA-PZ is used for the exchange-correlation potentials (CA-
PZ: Ceperley-Alder [7], data as parameterized by Perdew and Zunger [8]). Norm-conserving 
pseudopotentials (NCP) [6] are used with 720 eV plane-wave cutoff energy for all calcula-
tions. The valence electronic configuration of Ni is 3d84s2, and all other transition metal ele-
ments are treated including the d shell in valence bonds. The k-points sampling of Ni unit 
cell was carried out using 8 × 8 × 8 Monkhorst Pack mesh grid, which corresponds to different 
sampling on different model such as 4 × 4 × 1 k-points sampling for the 22 and 80 atom model 
and 3 × 5 × 1 for the 44 atom model of our grain boundaries. Figure 1 presents a sample of 44 
atom model used in segregation energies; substitutional segregation sites are sited from 1 to 
11. This optimized values lead to an acceptable accuracy for the calculation of the total energy 
since we are calculating only the difference in total energy between two calculations; thus, a 
precision of 1 meV is sufficient. In the calculation of density of state and Mullikan population 
analyses which depend on the derivative of the total energy, we used more strict tolerance 
such as 6 × 6 × 2 in k-point sampling. The calculations assure a high level convergence of the 
total energy difference with respect to the number of atoms within 10−6 eV for total energy and 
maximum Hellmann-Feynman force within 0.1 meV/Å for pure Ni Σ5(210) GB and energy 
difference of 2 × 10−5 eV per atom for segregation and tensile test calculations.

For reasonable and fast convergence of the total energy, electronic occupancies were deter-
mined according to a Gaussian scheme with an energy smearing of 0.2 eV. The Pulay scheme 
of density mixing was used for self-consistent field (SCF) calculations [9].

In this work, we are dealing with Nickel GBs and transition metal impurity mainly, and they 
provide unique challenges to compute the electronic structure and for some pseudopotentials 
cause a lot of trouble to converge to an acceptable criteria. The choice of LSDA, norm-conserv-
ing pseudopotentials, came after a long study; we have done based mainly of the convergence 
of the total energy.

Figure 1. Unit cell model of Ni Σ5(210) symmetrical tilt grain boundary, model used in segregation study. Unit cell 
shapes are shown by solid lines. Axes directions and orientations are also presented. Atomic sites used in segregation 
are indicated by numbers (0–11).
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Table 1 presents the calculated lattice parameters for Nickel single crystal for different pseu-
dopotentials and methods. As expected, for both approaches “ultrasoft and norm-conserv-
ing,” LDA underestimates the lattice parameter 3.524 Å and the GGA overestimates it. The 
error for all methods is acceptable and has a maximum value of 2.66%. Moreover, the non-
spin treatment results shrinking of lattice parameter. The method that most predict the lattice 
parameter is LSDA using norm-conserving pseudopotentials with error of 0.17%.

From Table 1, we can also see the CPU time cost for 50 SCF steps using four cores 3.4 GHz and 
32 GB RAM. The spin treatment costs about four times that the non-spin calculations, which 
explains why many calculations in the past were expensive to perform with spin treatment, 
particularly when the lattice parameters have close values. In order to compare the CPU time 
used in this work, we perform calculation with the “PAW method” implemented in VASP 
package, which is the most used method for GBs calculation in Ni. We use the same GB model 
with the closest parameters. The result shows that PAW is about two to three times much 
faster than norm-conserving.

We have to mention that the choice of LSDA using norm-conserving was not based mainly on 
lattice parameters nor on CPU time, but on convergence of total energy for transition metal 
element, especially during tensile test. The majority of other conducted methods fail to con-
verge when the separation distance between the two surfaces is larger than 3 Å “during ten-
sile test.” Norm-conserving with LSDA was the best combination that converges well to the 
required tolerance in all cases.

2.2. Fundamental grain boundaries parameters

2.2.1. Grain boundary and free surface energies

We introduce the GB energy (γGB) and free surface (FS) energy (γFS) to characterize GB cohe-
sive properties, which are defined as the energies needed to create a GB and FS in the bulk 
[10]. They are given by the following relations:

Ultrasoft a (Å) Spin a (Å) Non-spin Magnetic moment 
µ

Norm-conserving 50 SCF step (s)

LDA CA-PZ 3.516 3.451 0.740 LDA 2077.780

GGA-PBE 3.553 3.547 0.660 LSDA 7875.180

GGA-PW91 3.550 3.544 0.640 X-time 3.790

Exp 3.524 Ultra-soft

NC-PP Spin Non-spin Magnetic moment 
µ

LDA 2057.780

LDA CA-PZ 3.518 3.506 0.760 LSDA 7851.480

GGA-PBE 3.451 3.440 0.720 PAW-LSDA 2404.180

GGA-PW91 3.430 3.443 0.680 28kpt-600

Table 1. Nickel lattice parameters in Å with different computational parameters for the magnetic and nonmagnetic case, 
and the time in seconds for the first 50 SCF cycle for different LDA combinations using 4 cores 3.4 GHz.
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   γ   GB  =   
 E  tot  GB  −  E  tot  Bulk 

 ________ 2  S   GB    and   γ   FS  =   
 E  tot  FS  −  E  tot  Bulk 

 _______ 2  S   FS     (1)

where   E  tot  GB  ,   E  tot  FS   and   E  tot  Bulk   are total energies of the GB, FS and bulk system, respectively, and SGB 
and SFS refer to GB and FS areas in the GB model. In order to obtain all energies on equal foot-
ing and to make suitable comparisons, the calculations of   E  tot  Bulk   and   E  tot  FS   for the unperturbed Ni 
FCC ferromagnetic are performed with equal number of atoms per model.

2.2.2. Segregation and binding energies

The impurity segregation energy is defined as the difference between the total energy of a 
system EI-FS/GB with the impurity in the surface layer (or GB), and the energy EBulk with the 
impurity is in the bulk:

   E  I/GB     =    E  I−FS/GB   –   E  Bulk  .  (2)

Therefore, the sign convention is that the negative segregation energy corresponds to impuri-
ties that want to segregate [5].

According to the Rice-Wang model [11], the binding energies of the impurities at the grain 
boundary  Δ  E  b  GB   are defined as follows:

  Δ  E  b  GB  =  E  I/GB   −  E  GB   −  E  I    (3)

where   E  I/GB    is the total energies of the GB system with segre gated impurity atoms,   E  GB    is the 
energy of clean GB system, and   E  I    is the energy for one isolated impurity atom. The larger 
negative value of the binding energy of the impurity at the GB means stronger bonding 
between the impurity and nickel atoms.

So in order to calculate these two properties (segregation and binding energies), we need to 
use six models which are:

• Fully relaxed clean grain boundary, EGB.

• Fully relaxed grain boundary with segregated impurity atoms, EI/GB.

• Fully relaxed clean grain boundary with the impurities deep in the bulk region, EI/GB.bulk.

• Relaxed clean free surface, EFS.

• Relaxed free surface with segregated impurity atoms, EI/FS.

• A monolayer of impurity atoms, EI, in positions which correspond to the impurity atoms 
at the grain boundary.

2.2.3. Theoretical tensile strength

The theoretical (ideal) strength of a crystal as defined by reference [12] is determined by “the 
maximum stress at elastic instability (yield or break) when applying an increasing stress to an infinite 
perfect crystal. It forms an upper limit to the strength of a real crystal (Figure 2), which is of both 
scientific and engineering value. The theoretical strength is an intrinsic material property, which is 
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Figure 2. Typical stress vs. strain diagram indicating the various stages of deformation, open source image (modified).

Figure 3. Representation of the GB fracture, the GB is separated in the weakest region, which corresponds to the (210) 
surface that attach the two grains, dz presents the separation distance.
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determined by the behavior of valence electrons and ions. Similarly, the theoretical strength of an ideal 
defective system containing only one defect such as a point defect, an interface, a grain boundary, etc., 
can be determined as the maximum stress required to reach elastic instability under increasing load 
without introducing extrinsic dislocations or cracks” (Figure 2) [12].

Here, we recall how to calculate the cohesive energy 2γ and the tensile strength σMax (equal to the 
maximum tensile stress), as presented in [13]. We set a fracture plane that gives the minimum 
cohesive energy; then, the upper and lower half crystal blocks are rigidly separated by five equal 
increments (Figure 3). Each time in the separation process, we perform structure relaxation of 
the GB region, while fixing atomic layers close to the free surface in order to mimic the bulk 
structure. Then, the cohesive energy 2γ of the GB is the difference between the two total energies:

  2γ =  E  GB   −  E  S−GB    (4)

EGB is the energy of the GB without separation (point 0), and ES-GB is the total energy for 
which the separating distance is so large that it does not change any more, typically after 0.5 
nm separation.

The maximum tensile stress is calculated as follow. A simple function f(x) is fitted to the cal-
culated total energy versus separation distance x

  f(x ) = 2γ − 2γ  (  1 +   x _ λ   )   exp   (  −   x _ λ   )   .  (5)

Here 2γ and λ are fitting parameters. λ is defined as the Thomas-Fermi screening length. This 
function is known as the universal binding curve proposed by Rose et al. [14]. It describes 
well the bonding nature between atoms and constitutes the best fit of binding energies ver-
sus atomic distances for the metallic systems. The tensile stress is the derivative of f(x):

  f   ′ (x ) =   
2γx

 ___  λ   2     e   −  x __ λ    

Figure 4. The variation of cohesive energy and tensile stress for FeΣ3(111) GB with boron impurity segregate in site 0.
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The maximum of f′(x) is at x = λ and corresponds to the maximum theoretical tensile stress or 
tensile strength σMax; therefore,

   σ  Max   =  f   ′ (λ ) =  e   −1    
2γ

 ___ λ    (6)

The Figure 4 represents a calculated example that shows the variation of total energy in Fe 
Σ3(111) GB with boron impurity segregate in site 0, and the value of the 2γ is 5.41 J m−2; thus, 
the cohesive energy γ is 2.70 J m−2. The tensile strength is plotted by evaluating the derivative 
of Rose function f′(x) with function of separation distance x.

3. Results and discussion

3.1. Nickel Σ5 STGB

In order to verify whether the present GGA norm-conserving pseudopotentials (NCP) basis 
sets are suitable to our Ni GB model, we calculated surface and grain boundary energies 
presented in Eq. (1) of Nickel GB and compare them with known results of previous experi-
mental and theoretical works (Table 2). Indeed, our result agrees well with both experimental 
results and previous theoretical calculations (see Table 2). Thus, we have a strong confidence 
in the constructed GB configuration of this work.

The calculated total DOS (TDOS) for the grain boundary model (Figure 5) appears to have 
similar characteristics to that of the bulk, that is, the trend of the plot and the density of elec-
trons values are close to each other, and also that the d-bonds are the responsible for bonding, 
which means that there is no major change in the metallic bonding.

Now we study the difference between Ni atom in perfect bulk and Ni atom in the GB region. 
From Figure 5, we take site 1 as example, because it represents well the different in environ-
ments, and we remark that there is a DOS shape compression of the Ni at GB. The difference 
is much remarkable for the d states that vary from −5 to +3 eV for Ni in the bulk and nar-
rowed for the site1 from −5 to +0.5 eV (Figure 5). This compression happened more in the 
conduction which mean that the GB region reduces electric conduction (barriers) because we 
know that the electric conduction depends on the electron density around Fermi level [15].

Chen et al. [16] calculate partial DOS (PDOS) for different layers and show that the GB has a 
significant effect on the shape of d-DOS, and show that at layer 4 the d-DOS became indistin-
guishable from that calculated for the bulk atom; we could conclude that the effect of the grain 
boundary in Ni binding disappears totally in the 4th layer.

J.m−2 Our NCP PP-PAW US-GGA Exp. (polycrystal)

GB energy 1.23 1.23a, 1.43b, 1.33c 1.41e 0.93d, 1.24f

FS energy 2.53 2.34a, 2.65b, 2.29c. 2.40e 2.59d, 2.02f

a Ref. [18]. b Ref. [20]. c Ref. [13]. d Ref. [5]. e Ref. [29]. f Ref. [30].

Table 2. Calculated grain boundary (GB) energy and free surface (FS) energy of Ni Σ5(210) GB (in J m−2) [28].
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In both cases, the magnetic moments of Ni increase when we move from GB until it reach the 
bulk value from the 6th layer on [10], which is also remarked here.

3.2. The effect of light elements “B, P, O, N, Al, Si, S, C” in NiΣ5 GB

In this part, we discuss our results of tensile strength which is uncovered topic for these 
eight light elements except B and S which is already calculated [17, 18]. We compare our 
results of segregation and binding energy with the available experimental and theoretical 
calculations.

3.2.1. Phosphor impurity effect

Controversy regarding the role of P in the Ni GB, Geng et al. [19] proved that P is an embrit-
tler to Ni GB by means of atomic distances, electronic structures and the RWEP. In contrast, 
Masatake et al. [20] declared that P has a beneficial effect on the Ni GB cohesion, which is 
in contradiction with previous calculations. While Všianská et al. showed that interstitially 
segregated P has none or negligible strengthening effect on Ni GB by studying the RWEP. 
Liu et al. [4] decide to reach a more profound conclusion by calculation of phosphor effect 
with function of concentration. They found that when the concentration of P is relatively low 
(0.25–0.5 monolayer, i.e., Np = 1–4; Figure 6), P tends to bond strongly with the neighboring 
Ni atoms, which is beneficial to the GB cohesion.

In the meanwhile, P draws charge from these Ni atoms and removes electrical charges from 
the Ni–Ni bonds to weaken them. As the P concentration increases (Np = 5–7), P atoms get 
close and exert a repulsive interaction on each other, thus result in a thin and fragile zone in 

Figure 5. Total and partial density of stated for Ni atom in bulk and in site 1 of the grain boundary.
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the GB. Our calculation corresponds to configuration 2P (Np = 2) corresponding to 0.5 atom/
ML at GB see [4], which is favorable from the energetic point of view of Liu (Figure 6). The 
largest segregation energy in Liu is −1.45 eV correspond to 4p concentration. This value is in 
agreement with ours about −1.77 eV for 1p concentration. The results of tensile strength are 
different from ours due to the different methods and approximation used for TTS calculation. 
Moreover, our results for segregation energy are much closer to Všianská et al. (Eseg = −1.6 
eV). We found that P has embrittlement effect for this concentration, with positive RWEP, con-
firmed by the value of TTS (24.4 GPa) and with little decries of cohesive energy to 3.44 eV. For 
concentration 4P (Np = 4) (1atom/ML), we calculate the TTS, appear to be much lower than 
Liu value and correspond to 22 GPa with cohesive energy of 3.3 eV that confirm the increase 
of the embitterment effect with the increasing of the P concentration. Our results for two P 
concentrations show that there is no enhancing effect of phosphor impurities and acts always 
as embrittler.

3.2.2. Oxygen and sulfur impurity effect

Oxygen and sulfur have very destructive effect on the Ni GBs. This is clear from tensile 
strength values presented in, which reduce TTS by 23%. Sulfur is always considered as the 
most damaging embrittler due to its inevitable existence sometimes in industrial processes. 
Many experimental and theoretical studies were carried out about its effect [10, 13]. In the 
other hand, oxygen didn’t get that attention at least for theoretical calculation. Here we try to 
focus more on the effect of oxygen and mention some literature reviews.

Our results show that oxygen impurity present a clear embrittlement to the Ni GB, with the 
strongest reduction in the cohesive energy that reaches 3.08 J/m2 of Ni GB. The TTS presents a 
value of 21.1 GPa and the largest RWEP (1.48 eV/atom). Všianská and Šob [10] explain that by 
the fact that isolated oxygen atom has a large magnetic energy, which is the reason for making 

Figure 6. The variation of TTS with function of concentration. The case of NP = 1 represents the GB with 1 P atom in layer 
0 or 2, and the case of NP = 4 represents the GB with 4 P atoms in layer 0 or 2. In the range of NP = 5–7, layer 0 is fully 
occupied by 4 P atoms and layer 2 is occupied by 1–3 P atoms, data from Ref. [4].
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the binding energy of oxygen very large and cause a GB expansion which leads to embrittle-
ment. Furthermore, some experimental observations about the effect of oxygen in NBS by 
Bricknell and Woodford [21] describe some results and observations on air embrittlement of 
a commercially pure nickel (Ni200) and show that oxygen was the damaging species and that 
nitrogen was innocuous. They mention that “the high concentration of sulfur at the boundaries 
made oxygen detection by Auger analysis extremely difficult. However, direct evidence for grain bound-
ary oxygen penetration was provided by the formation of various oxygen containing compounds, which 
were readily observed using scanning electron microscopy” [21].

Yamaguchi et al. [13] perform comparison between calculated tensile strength for differ-
ent sulfur impurity concentrations and compare them with experimental ultimate tensile 
strength with the same concentration of FCC Ni GB [13]. One can see that the order of the 
tensile strength largely differs between experiment and calculation, and both of strengths 
are reduced by one order of magnitude with increasing sulfur concentration [13]. The dis-
crepancies in values are due to many reasons. The most plausible of them is the fact that DFT 
simulations are done for a small model of one symmetrical tilt grain boundary without tak-
ing in account the dislocations, while experimental fracture occurs at various kinds of grain 
boundaries (random grain boundaries, etc.) associated with dislocation emitting. Considering 
these facts, the agreement between behavior of TTS calculations and experiments seems to be 
reasonable.

3.2.3. Boron impurity effect

Masatake et al. [20] have calculated the embrittling potency energy of some light elements 
and show that boron has the best enhancing value for these impurities. This is also the case 
here. Later then, with 80 atom Ni FCC model, Kart and Cagin [18] investigated the effects of 
boron segregation at the Ni ∑5(210) GB in the four interstitial possible positions. They found 
that increment of the boron atom in the GB site 0 increases the value of the theoretical tensile 
strength for Ni. Using GGA approximation, they show that the stresses for the GB including 
one, two, three and four boron atoms are evaluated as 24, 26, 25.8 and 27 GPa, with 23 GPa for 
the pure GB. Our calculations are relatively in a good agreement, with 37.6 GPa for two boron 
atoms in GB and 27.6 GPa for the pure Ni GB. The difference in TTS results is due essentially 
to different TTS calculation methods, which is with GGA approximation known to give lower 
TTS value than our method approximation (LSDA). All these works agree together that boron 
is an enhancer to Ni GB. In our calculation, boron presents the highest tensile strength and 
also the highest RWEP of −0.94 eV. This makes him the best impurity type in the considered 
eight light elements.

3.2.4. Aluminum and silicon impurity effect

These two elements are juxtaposed on the same colon, that is, they have the same electron 
number in valence band. These elements take the less attention in the computational side due 
to their indecisive effect and controllability of their existence in experiments [22].

Geng et al. [19] have expect that aluminum and silicon, which have similar atomic size and 
bonding as phosphorus, would be embrittler for Nickel ∑5(210) GB. Later on, Všianská and 
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Šob [10] have calculated the segregation energy and embrittlement potency and show that, 
contrary to the Geng prediction, Si acts as enhancer with Rice WEP −0.41, and Al has no sig-
nificant effect in Ni GB with RWEP −0.03.

For Silicon, our results confirm Šob findings, but they go more to Geng prediction for Al which 
presents more embrittlement character with RWEP +0.16. Beside Geng and Šob approaches, 
our results expected to be more accurate with the calculation of the cohesive energy and the 
TTS, which show embrittlement of Al impurities to 24.6 GPa, and a little enhancement of Si 
impurity to 28.2 GPa, and validate the RWEP values.

3.2.5. Carbon and nitrogen impurity effect

Siegel and Hamilton [31] have studied carbon segregation and diffusion within a Nickel ∑3 
grain boundary and show that interstitial site is preferred for the magnetic and nonmagnetic 
cases. But the author did not calculate the strengthen effect. In 2008, Sanyal et al. [23] have 
talked about the strengthen effect of carbon impurity in Nickel ∑5(210) GB using the cohesive 
energy values. They founds decries of the cohesive energy from 3.60 to 3.54 eV, in which they 
concluded that C acts as embrittler. Using a 20 atoms model, Masatake et al. [20] have found 
negative RWEP which means that C acts as cohesive enhancer. Contrarily, Young et al. [24] 
find positive RWEP with 40 atom models which confirm that C is an embrittler impurity. 
This result is in agreement with our 2 × 2 64 atoms model, in which we found enhancement 
in cohesive energy, TTS and negative RWEP. This controversy in results is mainly due to the 
model number of atoms, and thus, we confirm the remark of [25] that low segregation energy 
can give wrong values.

For the Nitrogen case, we found that N impurity atom results a positive RWEP and a lower 
cohesive energy, but with a small enhancement in the TTS. This value of TTS is not in agree-
ment with the RWEP and cohesive energy. RWEP results in [20] agree well with our RWEP 
finding for the non-spin calculation, taking into account the loose in cohesive energy of a GB 
with N impurity. Taking in to account the result of Masatake and as mention above that the 
total energy and forces of some elements mainly for N do not converge to the required criteria 
for some fracture cases, we can conclude based only on the two factors (RWEP en Ecoh) that 
N is embrittler.

3.2.6. General tendency

Young et al. [24] have put the order of the impurities effect from most embrittling to most 
strengthening, the impurity elements are ranked as He, Li, S, H, C, P, Fe, Mn, Nb, Cr, and B. 
Helium is strongly embrittling (+1.07 J/m2 lowering of the RWEP), while phosphorus has little 
effect on the grain boundary (−0.05 J/m2), and boron offers appreciable strengthening (−0.54 
J/m2 increase in RWEP). These findings are consistent with experimental observations (e.g., 
He, S and H are known embrittling agents and boron is a known strengthener in nickel-base 
alloys). This classification is in excellent agreement with our tensile strength results even the 
paper was conducted on ∑5 twist Ni GB along, which give us more confidence that the study 
of the effect of impurity in one type of GB could lead us to general result about its behavior 
in other type of Ni GBs.
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3.3. The effect of transition metal elements “Ti, V, Cr, Mn. Zr, Nb, Mo, Hf, Ta, W, Re” in 
NiΣ5 GB

Light elements are, in general, known as embrittling agents for Nickel, whereas transition 
metal elements are known as the main enhancing alloying impurities. Even though these ele-
ments have been subject of intensive thermodynamic based studies for their effects on Nickel 
as impurities, there is a lot of discrepancy in results of different models [19]. Nevertheless, 
there are few works which treat it by quantum mechanical approaches [23, 24]. Razumovskiy 
et al. [5] calculated the segregation energy, partial cohesive energy and RWEP for W, Zr, Hf, 
Bi, S, B, Ta and Re. While writing this work, another work from Ref. [3] conducts a study of 
purpose to the design of Ni-base polycrystalline superalloys by studying the influence of a 
wider range of transition metal elements on grain boundary segregation and bulk cohesion 
in Ni ∑5(210) GB.

In this paragraph, we compare and discuss the results of segregation energy and tensile 
strength for some elements mentioned in other works. Hf impurity shows an important 
RWEP of −0.61 in agreement with Razumovskiy et al. value of −0.69 eV/atom. Sanyal et al. [23] 
found that Hf was favored at the GB by +0.8 eV/atom relative to that in the bulk. Hf is experi-
mentally found to strengthen GBs [26]. In this work, we add more information about its effect 
by TTS calculation. We predict that Hf is not a good enhancer if available alone in the GB. Its 
existence in Ni GB with other embrittling elements such as sulfur further should be studied. 
The high segregation energy of Hf may compete S segregation to Ni GB and overcome its 
undesired effect.

Ta has the highest RWEP among transition metals with a large cohesive energy of +5.22 eV 
and second largest TTS after W. Ta is hence one of the best enhancer. We found a negative and 
large value of segregation energy at GB for Ta −0.91 eV. Similar conclusion was also drawn 
by [5].

If we referee to our calculated results about Cr additions, this element does not prefer to be at 
the GB region, but rather to the surface. Even though, it presents a positive RWEP. Its effect in 
the GB if existed is not harmful and doesn’t affect considerably the cohesive energy and TTS 
calculations. The later result is confirmed by the small negative RWEP value of Cr in Young 
work [24].

W has the largest cohesive energy, the highest TTS and a very important RWEP. Based on 
these factors, we can say that W is the best enhancer among the 12 considered transition met-
als elements with small difference with Ta. Represents high cohesive energy, but it does not 
have the highest tensile strength, in accordance with Tahir’s work [27] that cohesive energy 
does not give full presentation of enhancement/embrittlement.

Based on other first-principles method calculations (full-potential linearized augmented 
plane-wave method FLAPW). Geng et al. [19] calculated that the cohesive energy for all tran-
sition metals elements in order to, unambiguously, predicts the effect of a substitution alloy-
ing addition on grain boundary cohesion of metallic alloys. Figure 7 presents a comparison 
between our calculated values for the cohesive energy and those obtained by Gang et al. [19]. 
We notice that even there is a similar trend in both results (e.g., W has the largest cohesive 
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energy followed by Re and Ta approximately with the same value and so on), and the cohe-
sive energy values are quite different. Figure 7 shows that the cohesive energy from our cal-
culations varies in the range [+5.6 to +4.6 eV], while Geng results fluctuate largely from +8.66 
to +2.98 eV. Geng results seem to be less accurate than ours. For example, Geng calculated 
cohesive energy for W impurity at Ni GB and found 8.66 eV, 2.4 time larger than our value 
and other known pure GB cohesive energies [19]. This value (8.66 eV) could lead to very high 
value of tensile strength equal to 65 GPa and vice versa 22 GPa for Mn (lower than sulfur), 
which are simply not reasonable for the magnitude range of Ni-TTS. We think that these fluc-
tuations are first due to the number of atoms (22 atoms) in Geng model, which leads to highest 
segregation energies and therefore higher effect on the GB TTS. Also, the relaxation of atomic 
positions was only done in the normal direction to the GB plane and ignored in both lateral 
and the mirror symmetries in the normal direction to the GB plane (210).

4. Conclusion

In this work, we conduct analyses about the influence of segregated impurities on the prop-
erties of nickel grain boundaries. The problematics and controversy of results posed here 
have a dual character: fundamental and industrial. The selected impurities are eight light 
elements and eleven transition metals elements of the periodic table. The adopted method-
ology for this study was based on density functional theory widely used in recent years to 
predict the mechanical response of materials and their tenability as a function of alloying 
additions.

After optimization study, we have shown that the norm-conserving approach together with 
local density approximation is best suited to solve convergence problems as well as to give 
accurate results in the case of metallic systems. Furthermore, different GB models have been 
used in order to fulfill the required calculated property.

Figure 7. The cohesive energy of Nickel Σ5 GB with impurity type in it, element in X axes represents the impurity type 
(one atom) generally located on Site1. Data 1 taken from Ref. [19].
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Calculations permitted us to confirm that light elements (column 13–16, periods: 2 and 3) have 
strong tendency to segregate at Ni grain boundary due to their small size and high electro-
negativity. However, their influence on the cohesion of the grain tensile strength (TTS) differs 
from one element to another. We also confirmed that sulfur and oxygen are the most embrit-
tling elements in Nickel GB in accordance with established literature results.

Our calculations show that the transition metal elements (column 22–25 periods: 4–6) have 
a general tendency to segregate to the grain boundaries in a moderate way. Unlike light ele-
ments, these elements tend to strengthen the Ni grain boundaries, with the exception of Mn 
which acts as embrittler, in which we studied further in order to explain this case. We have 
shown that the magnetism of Mn plays an important role in the GB decohesion. Among these 
transition elements, we have shown that W and Re are the most consolidating for Ni GB and 
therefore are candidates for counter embrittlement of sulfur.
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Abstract

Cavitation plays an important role in plants operating at high temperatures since the 
cavitation controls the creep failure of engineering alloys. In the past it has been difficult 
to predict the cavitation behaviour with the help of basic models, since critical models 
have been missing. Recently new models have been formulated for grain boundary slid-
ing, cavity nucleation and cavity growth to fill this gap. These models are reviewed in 
this chapter. It is shown that the new models can quantitatively predict cavitation for 
austenitic stainless steels, where detailed experimental information is available.

Keywords: creep, cavitation, grain boundary sliding, austenitic stainless steels, copper

1. Introduction

At temperatures above 0.4 of the absolute melting temperature Tm, materials are exposed to 
a slow plastic deformation called creep. For steel 0.4 Tm is about 500°C. The slow deforma-
tion takes place also at constant stress. Many important technical units operate at such high 
temperatures. This applies, for example, to fossil fired power plants that produce most of 
the world’s electric power. Another example is gas turbines in aircrafts where the maximum 
metal temperature exceeds 900°C.

Due to creep the total strain in the material gradually increases. At the same time the micro-
structure can also change. For example the strength of many materials used at high tempera-
tures is based on the presence of fine particles that slow down the deformation. There is a 
thermodynamic driving force for coarsening of the particles, since this will reduce the total 
surface area of the particles and thereby the surface energy. The deformation of the mate-
rial and changes in the microstructure will decrease the strength of the material and this is 
referred to as the formation of creep damage. When the creep damage has reached a certain 
level, failure takes place.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Polycrystalline materials consist of regions with a specific lattice orientation called grains and 
the boundaries between them grain boundaries. During the creep deformation, small voids 
called creep cavities are formed at the grain boundaries. The size for the cavities is of the 
order 1 μm. The creep cavities are continuously nucleated so their number increases with 
time. Each individual cavity also grows so their radii increase. The driving force is the same 
as for coarsening of particles, that is, a reduction of the surface energy. In this way, there is a 
gradually increasing fraction of the grain boundaries that is cavitated. When the area fraction 
of cavities has reached a critical value, the cavities join and eventually form cracks that make 
the material fail.

The fact that creep rupture is mainly controlled by the development of grain boundary cavi-
ties has created a large technical interest in cavitation. This interest increased even more in 
the 1980s, when it was recognised that the appearance of the cavitation could be used to 
estimate the residual life time of fossil fired power plants. The service time of many power 
plants were approaching the design life and operators were asking whether it would be safe 
to continue running the plants. Neubauer found that by observation of the cavitation with the 
help of the replica technique, the residual lifetime could be estimated [1, 2]. The cavitation 
was subdivided into four classes (and one for undamaged material): individual cavities to a 
small extent, individual cavities to a large extent, stringers of cavities and finally microcracks. 
Replicas were taken at welds, pipe bends and other critical positions. The basic idea was that 
if damage of one class was detected, the damage did at most correspond to the next class at 
the next inspection. The method was very successful when it was applied to low alloy steels 
such as 0.5Cr0.5Mo0.25V and 2.25Cr1Mo, which represented the body of materials of the 
plants at the time. Unfortunately the method is less applicable to today’s materials such as 9 
and 12Cr steels, because cavitation appears only at a late stage of life and does not provide 
the necessary early warning.

The successful technical use of observations of cavitation stimulated a lot of scientific work. 
This was dominated by empirical approaches to describe the development of the creep dam-
age. The first and perhaps most well-known approach was set up by Kachanow and Rabotnov 
[3–5]. They simply assumed that the cavities represented voids that reduced the loading 
capacity. The most interesting feature of the method is that it is consistent with behaviour of 
creep strain during the tertiary creep, that is, the final stage before rupture [6, 7]. This depen-
dence is nowadays referred to as the omega method [8].

We will now concentrate on basic models for cavitation. Traditionally cavity nucleation has 
been modelled either as a process of rupturing atomic bonds or of atomic vacancy condensa-
tion. For the former approach the estimated threshold stress is orders of magnitude higher than 
the applied stress, which makes it physically unrealistic because high stresses will be reduced 
quickly in a creeping material [9]. The condensation of vacancies can be treated with the help 
of the classical nucleation theory [10]. It is shown that cavity nucleation would be a very rare 
event at low stresses but becomes frequent above a certain threshold stress [11]. High stress 
concentration can be formed at grain boundary ledges, grain boundary triple points and par-
ticles. Cavity nucleation at particles can be a result of decohesion of particles from the matrix. 
In practically all models that have been presented, a high stress concentration is needed.  
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A threshold stress and an incubation time are essential to form a cavity [10, 12]. Contrary to 
these suggestions nucleation frequently takes place at low stresses and is controlled by strain 
rather than stress. In agreement with statements in the literature it can be concluded that theo-
ries of cavity nucleation have not been fully successful in earlier work [13, 14]. In both these 
papers excellent reviews are given.

For modelling cavity growth the situation was different but not entirely unproblematic. A 
diffusion controlled cavity growth was formulated by Hull and Rimmer [15]. The model 
was later improved in particular by Beere and Speight [16]. It was soon realised that the 
model gave much larger growth rates than observed experimentally in many cases. Dyson 
proposed that the cavities should not be able to grow faster than the creep deformation 
of the surrounding material [17]. This is referred to as constrained cavity growth. Rice 
developed an explicit model for constrained growth [18]. The idea of constrained growth 
is now fully accepted. However, the model still tends to overestimate the growth rates. It 
is now believed to be due to the assumptions in Rice’s derivation. This will be analysed in 
the present paper.

It is evident from the summary above that the modelling of formation and growth of cavities 
has met considerable difficulties in the past. In recent years important new developments 
have taken place. With the help of these developments fundamental quantitative modelling 
of both nucleation and growth of creep cavities has now been possible to set up. In addition 
some of the difficulties that have been encountered in the past can be understood. It is the 
purpose of this paper to review these new developments.

2. Grain boundary sliding

Grain boundary sliding (GBS) occurs when neighbouring grains move with respect to each 
other in shear. The mechanism is illustrated in Figure 1. During the creep deformation the 
two grains have moved 0.8 μm with respect to each other. To observe GBS, the specimen 
surface has to be scratched, for example, with a knife. When the scratches cross a sliding grain 
boundary, the two parts of the scratches on the different sides of the grain boundary are dis-
placed. This displacement is a direct measure of GBS.

It is generally accepted that a prerequisite for cavity nucleation is grain boundary sliding. 
Experiments on copper bicrystals have shown that artificially introduced GBS can dramati-
cally increase the amount of cavitation. Chen and Machlin [20] and Intrater and Machlin [21] 
exposed bicrystals of copper to either tensile loading or to a combination of tensile loading 
and shear. The latter alternative gave much larger number of cavities. It is natural that GBS 
gives rice to cavitation, since any obstacle at the grain boundary such as a particle will give 
rise to large stress concentrations. In low alloy steels cavities have frequently been observed 
around manganese sulphides [22]. Since the interface between the sulphides and the matrix is 
weak, voids are easily formed there. Some papers also suggest that cavities can be formed at 
carbides, see, for example, Ref. [23].
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The most convincing argument concerning the central role of GBS in cavity nucleation comes 
from the creep strain dependence of both GBS and cavity nucleation. It has been observed 
many times that the displacement uGBS due to GBS is approximately proportional to the creep 
strain ε, see, for example, Ref. [24]. The first ones to observe this relation were McLean and 
Farmer [25].

   u  GBS   =  C  s   (ε) ε.  (1)

Cs(ε) is a constant that is dependent on the creep strain ε. At the same time the nucleation rate 
of cavities    dn ___ dt    is also proportional to the creep strain rate   ε   .   .

    dn ___ dt   = B ε ˙  .  (2)

B is constant. This means that the number of cavities is proportional to the creep strain in 
the same way as the GBS displacement in Eq. (1). Eq. (2) was first observed by Needham and 

Figure 1. Illustration of grain boundary sliding (GBS) for a copper specimen that has been exposed to 3.3% creep strain 
during 307 h at 125°C [19]. The grain boundary lies in the southwest-northeast direction. It is crossed by a major scratch, 
which makes it possible to measure GBS. The grain to the left has moved downwards by 0.8 μm relative to the grain at 
the right and that is the amount of GBS.
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coworkers [26, 27]. For a review, see Ref. [28]. Eqs. (1) and (2) will be derived below. Eq. (2) 
would be very difficult to explain unless it assumed that the nucleation is controlled by GBS.

Experiments that give the strain dependence of uGBS are illustrated in Figure 2.

The displacement uGBS increases as of function of strain in agreement with Eq. (1). Cs is 
the slope of the curves. Three types of tests are represented in the figure: tests at con-
stant stress, at constant stress rate and at constant strain rate. In spite of the fact that a 
range of temperatures, strain rates and test methods is covered, the Cs values do not vary  
very much.

To investigate the influence of GBS on the total strain, Crossman and Ashby [31] developed 
a finite element model (FEM) for shear stresses. If a free grain boundary is considered, they 
found that the sliding rates are very high for typical creep stresses and that the grain boundar-
ies could be considered as flaws in the material with respect to GBS. Later Ghahremani [32] 
transferred the model to tensile stresses, which are typically used in creep testing. In both 
Refs. [31, 32] a Norton equation for the creep strain rate was considered

   ε   
 .     =   ε   

 .      0     (  σ __  σ  0    )    
n
  .  (3)

Figure 2. Observed displacements at grain boundaries in copper as a function of strain [19]. Data from Refs. [29, 30] are 
also shown.
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σ is the applied stress and n is the creep exponent.    ε   
 .      0    and σ0 are constants. The percentage 

creep rate due to grain boundary sliding φ was determined

  φ =   
  u   
 .      GBS   ____ 
  u   
 .      all  

   .  (4)

   u   
 .      all    is the total displacement rate. φ was found to take values from 0.15 (n = 1) to 0.33 (n = ∞) in 
Ref. [32].    u   

 .      all    can be expressed in terms of the creep rate   ε   .   

    u   
 .      all   =   

3  d  lin    ε   
 .    
 _____ 2ξ   ,  (5)

where dlin is the linear intercept grain size and ξ = 1.36 is a pure geometrical factor that explains 
how the hexagonal grains studied in Refs. [31, 32] should be related to the measured grain 
size. The factor 3/2 depends on the definition of    u   

 .      all   . By combining Eqs. (1), (4) and (5) we find 
the values of the GBS parameter Cs in Eq. (1)

    C  s   =   u   
 .      GBS   /    ε    .     =   

3φ
 _ 2ξ    d  lin   .   (6)

Eq. (6) is referred to the shear sliding model. Eq. (6) is compared with experimental results for 
copper in Figure 3. The Cs values according to Eq. (6) for the individual tests in Figure 2 have 

Figure 3. Comparison of modelled Eq. (6) and observed displacements at grain boundaries in copper divided by the 
creep strain, cf. Eq. (1) [19]. Data from [29, 30] are also shown.
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where dlin is the linear intercept grain size and ξ = 1.36 is a pure geometrical factor that explains 
how the hexagonal grains studied in Refs. [31, 32] should be related to the measured grain 
size. The factor 3/2 depends on the definition of    u   

 .      all   . By combining Eqs. (1), (4) and (5) we find 
the values of the GBS parameter Cs in Eq. (1)

    C  s   =   u   
 .      GBS   /    ε    .     =   

3φ
 _ 2ξ    d  lin   .   (6)

Eq. (6) is referred to the shear sliding model. Eq. (6) is compared with experimental results for 
copper in Figure 3. The Cs values according to Eq. (6) for the individual tests in Figure 2 have 

Figure 3. Comparison of modelled Eq. (6) and observed displacements at grain boundaries in copper divided by the 
creep strain, cf. Eq. (1) [19]. Data from [29, 30] are also shown.

Study of Grain Boundary Character24

been evaluated in [19]. The model values are about Cs ≈ 50 μm. These values are slightly 
high for the creep tests [30], but in range for slow strain tests [29] and constant stress rate 
tests [19].

For materials with particles in the grain boundaries Riedel has derived a model correspond-
ing to Eq. (1) [33]. The sliding boundary was represented by a shear crack surrounded by 
creep deforming grains. The model is referred to as the shear crack model. Although the author 
was not very happy with the model, it turns out that it does not give very different results for 
austenitic stainless steels in comparison with the shear sliding model.

The two models (shear sliding and shear crack models) are compared with the experimental 
GBS displacements for different austenitic stainless steels [34–38] in Figure 4. The shear crack 
model is compared with the average of all the experimental data, Ave. 1. The shear sliding 
model does not work very well for large grain sizes so data for such grain sizes [38] are not 
included in the comparison, Ave. 2. It can be seen from Figure 4 that Cs values of the correct 
order are predicted.

From Figures 3 and 4 it is evident that the shear sliding and shear crack models can describe 
the experimental data for fcc metals with reasonable precision.

Figure 4. Modelling and experimental GBS displacement as a function of creep strain for different types of austenitic 
stainless steels, from Ref. [24]. Experimental data Ref. [34–38].
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3. Cavity nucleation

3.1. Thermodynamic considerations

The mechanisms for cavitation nucleation have been a puzzle for a long time as explained in 
the introduction. However part of the explanation came from studies on copper. Pure copper 
can show extensive cavitation during creep [39], but the number of particles present is so low 
that they cannot explain the large number of cavities. Lim suggested that it was the substruc-
ture of the dislocations that could nucleate the cavities [40]. He also presented a model that 
can be used to demonstrate whether a nucleation mechanism is thermodynamically feasible 
or not. He assumed that pile ups of grain boundary dislocations generate the necessary high 
stresses for the nucleation. Since these high stresses are stationary as a result of the creep 
process, it avoids the problem of fast stress relaxation in many models. Lim’s model is fairly 
complex and details in the model will not be given here. When a cavity is formed the free 
energy ΔG is changed in a number of ways that are represented by the terms in the following 
equation [19]

  ΔG = −  r   3   F  v    σ  appl   +  r   2   F  s    γ  s   −  r   2   F  GB    γ  GB   −  (Δ  G  1   + Δ  G  2   + Δ  G  3  ) .  (7)

γs and γGB are the surface and grain boundary energies per unit area. Fv = 2π/3 (2–3cos α + 
cos3 α), Fs = 4π(1−cos α), Fb = πsin2 α and Fv′ = 1.5 Fv, where α is half the tip angle of the cavity. 
The first term in Eq. (7) is the work done by the applied stress. The second and third terms 
represent the modification in the surface and grain boundary energies. The fourth term is 
the decrease in the strain energy. ΔG1 is the change in the line energy of the grain boundary 
dislocations (GBD). ΔG2 is the interaction energy between the remaining and the consumed 
GBD. The strain energy ΔG3 is the reduction of the strain energy of GBDs outside the cavity. 
Full details can be found in [19, 40].

Lim’s model has been applied to copper and austenitic stainless. As long as energy is gained 
when a cavity is formed, that is, ΔG in Eq. (7) is negative, cavitation is possible. From Eq. (7) 
ΔG is reduced when the applied stress σappl is raised, that is, cavitation becomes more likely 
which is natural. On the other hand when σappl is reduced cavitation is more difficult. There 
is minimum stress where cavitation is no longer possible because ΔG becomes positive. This 
minimum stress is plotted as a function of temperature for copper in Figure 5.

These minimum stresses are compared with design stresses during creep in copper. It is 
clear that the stresses required for nucleation are well below the stresses that typically 
appear in the material. This demonstrates that nucleation based on the substructure is a 
viable process.

From a technical point of view it is well established that the creep ductility of oxygen free 
pure copper Cu-OF can be very much lower than for phosphorus alloyed copper Cu-OFP. As 
a consequence the latter material should be used in creep exposed components [28, 41]. It is 
evident from Figure 5 that much lower stresses are needed in Cu-OF than in Cu-OFP, which 
makes the cavitation in the former material much more abundant. This is believed to be the 
main reason for the low creep ductility of Cu-OF.
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It has also been verified that the minimum nucleation stresses are below typical design stresses 
for the common stainless steels 304H (18Cr10Ni), 316 (17Cr12Ni2Mo), 321 (18Cr12NiTi) and 
347 (18Cr12NiNb). For example this is illustrated for 347 (18Cr12NiNb) in Figure 6. The 
design stresses are 10,000 h rupture data. The minimum cavitation stress lies in the interval 
35–50 MPa in the interval from 500°C to 750°C. The minimum cavitation stresses are again 
below the design stresses. The temperature dependence of Lim’s model is probably not fully 
correct. In general it is thought that the amount of cavitation will increase with temperature. 
However the temperature dependence of the minimum cavitation stress is weaker than that 
of the design stress, which suggests the opposite behaviour.

3.2. Strain dependence

Experimentally it has been found many times that the number of cavities is proportional to 
the creep strain, cf. Eq. (2). To explain this strain dependence, Sandstrom and Wu introduced 
the double ledge model [43]. They considered a sliding grain boundary with dislocation sub-
structures on both sides of the boundary that moved along with the grains. The substructures 
consist of subgrains that contain fairly few dislocations in their interior but with well-devel-
oped subgrain walls. The positions where the subgrain walls meet at the grain boundary are 
referred to as subgrain corners. Nucleation was assumed to take place when a subboundary 
on one side of the boundary hits a subgrain corner on the other side. The nucleation rate can 
be expressed as

    dn ___ dt   =   
  u   

 .      GBS   ____  d  sub  
     1 ___  d  sub  2     ,  (8)

Figure 5. Minimum stress to form cavities at cell boundaries versus temperature for oxygen free pure Cu-OF and 
phosphorus alloyed copper Cu-OFP. For comparison the stress that gives creep rupture after one year (10,000 h) is 
included. After Ref. [19].
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where dsub is the subgrain diameter. The last factor takes into account that one nucleus can be 
formed in each subgrain on the boundary. The subgrain size is directly related to the applied 
stress [19]

   d  sub   =  K  sub   GB /  σ  appl  .  (9)

The constant Ksub is about 20 for austenitic stainless steels and about 11 for copper. The same 
model can be applied to particles in the grain boundary that are known to contribute to 
the nucleation. In the model the subgrain corners are replaced by the particles in the grain 
boundaries with an interparticle distance of λ. Taking both subgrain corners and particles into 
account, the resulting expression for the nucleation rate is [44]

    dn ___ dt   =   
0.9  C  s   _____  d  sub  

  (  1 ___  d  sub  2     +   1 __  λ   2    )  ε ˙   = B ε ˙  .  (10)

In Eq. (10), Eq. (1) has been used. The factor 0.9 in Eq. (10) takes into account the averaging of 
different orientations [44].

The model in Eq. (10) is compared with experimental data for austenitic stainless steels in 
Figure 7. For three of the experimental data sets TP347 at 550°C and 650°C and TP304 at 
727°C, the model gives quite an acceptable description. For TP304XX at 750°C the deviation 
between model and experiment is larger.

Figure 6. Minimum cavitation stress versus temperature for TP347H austenitic stainless steel. 10,000 h rupture data from 
ECCC [42] for TP347 are shown for comparison.
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3.3. Particle size

It has been proposed that a critical particle radius exists for nucleation [45, 46]. The radius 
must exceed a minimum value in order for nucleation to take place. Harris developed a 
model that related the critical particle size to the GBS velocity [47, 48]. His basic assump-
tion was that particles are not able to stop GBS if the diffusion is fast enough. According to 
Harris this critical particle radius also represented the minimum radius that could nucleate 
cavities. Harris gave the following relation between the GBS velocity    u   

 .      GBS    and the critical 
particle radius rc

    u   
 .      GBS   =   

δ  D  GB  
 ______ 

  r  c     2  ln   λ ___ 2  r  c  
  
   (exp   

2  γ  s   Ω _____  k  B   T  r  c  
   − 1) ,  (11)

Figure 7. Modelling and experimental number of cavities per unit grain boundary area as a function of creep strain 
[44]. Experimental data from Hong and Nam [45] for TP304 steel, Laha et al. [46] for three different types of austenitic 
stainless steels and Needham and Gladman [27] for TP347 steel.
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where λ is the interpaticle spacing, γs the surface energy, δ the grain boundary width, DGB the 
grain boundary self-diffusion coefficient, Ω the atomic volume, kB Boltzmann’s constant and 
T the absolute temperature. The application of Eq. (11) is illustrated in Figure 8 for different 
types of austenitic stainless steels [24].

In Figure 8 the particle parameters are taken from the experimental references. The minimum 
particles that nucleated cavities in the experiments are chosen for the critical particle radius. 
The experimental data clearly support Harris’ model.

From the particle size distributions [24] the number of nucleated cavities can be estimated 
if the critical particle size is known. The computed number of nuclei is compared with the 
observed ones for austenitic stainless steels in Figure 9.

4. Cavity growth

4.1. Unconstrained cavity growth model

After the cavities have been nucleated, they start to grow if they exceed a critical size. The 
main mechanism for the growth is diffusion. Vacancies are transported away from the sur-
faces of the cavities. The grain boundaries are good sinks for the vacancies. The first model for 

Figure 8. Comparison of experimental and modelling GBS velocity as a function of particle radius [24]. Experimental 
data for 304, 321 and 347 austenitic stainless steels from Refs. [45, 46, 49, 50]. Modelling results from Eq. (11).
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diffusion controlled growth was presented by Hull and Rimmer [15]. A much more elegant 
formulation was later given by Beere and Speight [16] and this is the model that has been used 
since. Their growth equation can be expressed as

    dR ___ dt   = 2  D  0    K  f   ( σ  appl   −  σ  0  )    
1 __  R   2    ,  (12)

where R the cavity radius in the grain boundary plane, dR/dt its growth rate, σ0 the sintering 
stress 2γs sin(α)/R, where γs is the surface energy of the cavity per unit area and α the cavity 
tip angle. D0 is a grain boundary diffusion parameter, D0 = δDGBΩ/kBT, where δ is the grain 
boundary width, DGB the grain boundary self-diffusion coefficient, Ω the atomic volume, kB 
Boltzmann’s constant and T the absolute temperature. The factor Kf was introduced in [16]. It 
is a function of the cavitated grain boundary area fraction fa = (2R/L)2

    K  f   = − 1 /   [2 log  f  a   +  (1 −  f  a  )  (3 −  f  a  ) ] .   (13)

From the number of cavities per unit grain boundary area ncav, the cavity spacing L can be 
determined

Figure 9. Comparison of experimental number of cavities and modelling number of particles that initiate cavities [24]. 
Experimental data for austenitic stainless steels from Refs. [27, 45, 46, 49, 50].
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   L = 1 /    √ 
_

  n  cav     .   (14)

ncav can be found from the nucleation model, Eq. (10). Plastic deformation can also contribute 
to the growth rate. Danavan and Solomon have given an expression for that [51]

    dR ___ dt   =    sin   2  (α)  _____________  α − sin  (α)  cos  (α)      
R __ 3    ε   

 .     .  (15)

4.2. Constrained cavity growth

When diffusion controlled growth models were compared with experimental data, it was 
evident that the models often strongly exaggerated the growth rate. Dyson found that the 
predicted growth rate of the cavities many times exceeded the deformation rate of the 
surrounding material which he considered as unphysical [17]. He suggested that the cav-
ity growth rate should not be larger than the creep rate of the material. This was referred  
to as constrained growth. Based on this assumption, Rice developed a quantitative model 
[18]. The result is that in the growth equation, the applied stress is replaced by a reduced 
stress

    dR ___ dt   = 2  D  0    K  f   ( σ  red   −  σ  0  )    
1 __  R   2    .  (16)

The reduced stress is given by

   σ  red   =  σ  0   +   1 _____________  
  1 ____  σ  appl     +   

32  D  0    K  f   __________ 
 L   2  dβ  ε   

 .     ( σ  appl  ) 
  
   ,  (17)

where β is a material constant (β = 1.8 for homogeneous materials) and d the grain diameter. 
With this approach a growth model that fulfils Dyson’s criterion has been achieved.

Rice based his analysis on a linear viscoplastic model of an opening crack. He and Sandstrom 
reanalyzed the model and avoided the assumption of linearity [52]. A grain structure with 
a pillar of height h and width corresponding to the grain size d was set up. In this pillar the 
creep deformation in the axial (z) direction is given by

    dz ___ dt   = 4π  D  0    K  f   ( σ  red   −  σ  0  )   n  cav   + h  ε   
 .     ( σ  red  )  = h  ε   

 .     ( σ  appl  ) .  (18)

  ε   
 .     ( σ  red  )   and   ε   

 .     ( σ  appl  )   are the creep rates at the reduced and applied stress, respectively. The first 
term in the middle part of Eq. (17) is the volume growth rate of a cavity multiplied by the 
number of cavities per unit grain boundary area. The creep displacement of the pillar at the 
reduced stress is the second term. The final term on the right hand is the displacement in 
the surrounding material. A finite element analysis was performed to determine the size of 
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the height h. It was found that h ≈ 2R in the investigated cases [52]. If this value for h is used 
and ncav is replaced by 1/L2 according to Eq. (14), the following equation is obtained

Figure 10. Reduced stress according to Eq. (19) versus time [52]. The result is compared with the model of Rice in Eq. (17) 
[18]. Cavity growth for 18Cr10Ni at 727°C and 100 MPa [45].

Figure 11. Cavity radius as a function of creep time for 18Cr10Ni without or with Nb (347) or Ti (321) austenitic stainless 
steels. Model according to Eq. (19) and experimental data from Refs. [27, 46, 49]. The creep tests were performed at 
temperatures in the interval of 650–812°C.
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   2π  D  0    K  f   ( σ  red   −  σ  0  )  /    L   2  R +  ε   
 .     ( σ  red  )  =  ε   

 .     ( σ  appl  ) .   (19)

In general Eq. (19) has to be solved by iteration to find the new value of σred. This new value 
for σred is lower than that given by Eq. (17). This is illustrated in Figure 10: Both the absolute 
and relative difference increase with time.

The new constrained growth model is compared to experimental data for austenitic stainless 
steels in [52]. Some examples are given here in Figure 11. Growth data for 18Cr10Ni steel with 
and without Nb or Ti are shown. It can be seen that the growth data can be described with fair 
accuracy. The lower growth rate according Eq. (19) is important in this respect.

5. Brittle creep rupture

Creep rupture is technically very important, because it determines the life of many plants 
operating at high temperatures. Two main mechanisms are distinguished: ductile rupture 
and brittle rupture. Ductile rupture is controlled by the exhaustion of the deformation capac-
ity of the material. In this case the usual rupture criterion is that the creep strain reaches a 
critical value. The deformation takes place by dislocation mechanisms. The faster the disloca-
tions move, the faster rupture occurs. Since ductile rupture does not involve cavitation, it is 
not reviewed here, but full details can be found elsewhere [53].

Rupture curves for dislocation creep are illustrated in Figure 12 for the austenitic stainless 
steel 18Cr12NiTi (321H) at temperatures between 600°C and 775°C. The experimental creep 
rupture data cover times up to 100,000 h (11 years). The general overall behaviour is well 
described by the model predictions.

The second process brittle rupture is due to grain boundary decohesion. By far the most 
important mechanism in this respect is the formation and growth of cavities. It is well estab-
lished that when the cavitated grain boundary area reaches a certain fraction of about 0.25, 
brittle rupture takes place [54]. The cavitated area fraction Acav can be computed from Ref. [43]

   A  cav   =  ∫  t  i    
t      dn ___ dt'   (t') π  R   2  (t, t') dt'.  (20)

A continuous nucleation of cavities takes place. The number of cavities is directly propor-
tional to the creep strain, Eq. (10). Once a cavity has nucleated it starts to grow after an incuba-
tion time ti that is a small fraction of the rupture time [52]. The growth is described with Eq. 
(16) with the reduced stress given by Eq. (19). When Acav has reached 0.25, rupture is assumed 
to take place.

The model predictions for brittle rupture for 18Cr12NiTi (321H) are shown in Figure 13. The 
predictions are compared to the same experimental data as in Figure 12. Again the overall 
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operating at high temperatures. Two main mechanisms are distinguished: ductile rupture 
and brittle rupture. Ductile rupture is controlled by the exhaustion of the deformation capac-
ity of the material. In this case the usual rupture criterion is that the creep strain reaches a 
critical value. The deformation takes place by dislocation mechanisms. The faster the disloca-
tions move, the faster rupture occurs. Since ductile rupture does not involve cavitation, it is 
not reviewed here, but full details can be found elsewhere [53].

Rupture curves for dislocation creep are illustrated in Figure 12 for the austenitic stainless 
steel 18Cr12NiTi (321H) at temperatures between 600°C and 775°C. The experimental creep 
rupture data cover times up to 100,000 h (11 years). The general overall behaviour is well 
described by the model predictions.

The second process brittle rupture is due to grain boundary decohesion. By far the most 
important mechanism in this respect is the formation and growth of cavities. It is well estab-
lished that when the cavitated grain boundary area reaches a certain fraction of about 0.25, 
brittle rupture takes place [54]. The cavitated area fraction Acav can be computed from Ref. [43]

   A  cav   =  ∫  t  i    
t      dn ___ dt'   (t') π  R   2  (t, t') dt'.  (20)

A continuous nucleation of cavities takes place. The number of cavities is directly propor-
tional to the creep strain, Eq. (10). Once a cavity has nucleated it starts to grow after an incuba-
tion time ti that is a small fraction of the rupture time [52]. The growth is described with Eq. 
(16) with the reduced stress given by Eq. (19). When Acav has reached 0.25, rupture is assumed 
to take place.

The model predictions for brittle rupture for 18Cr12NiTi (321H) are shown in Figure 13. The 
predictions are compared to the same experimental data as in Figure 12. Again the overall 
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time dependence of the rupture strength at different temperatures is well represented. In 
fact the differences between the model predictions for ductile rupture in Figure 12 and brittle 
rupture Figure 13 are not very large.

Ductile rupture is assumed to be controlling if the strain exhaustion occurs before Acav = 0.25 
has been reached. On the other hand if the cavitation criterion is reached first, brittle rupture 
takes place. The results for ductile and brittle rupture are combined in Figure 14. For a given 

Figure 12. Comparison of dislocation creep model rupture curves (ductile rupture) Refs. [53, 54] with experiments [55] 
for 18Cr12NiTi (321H). Model prediction and experiments at temperatures between 600°C and 775°C with 25°C interval.

Figure 13. Comparison of model rupture curves based on cavitation (Eq. (20), brittle rupture) [54] with experiments [55] 
for 18Cr12NiTi (321H). Model prediction and experiments at temperatures between 600°C and 775°C with 25°C interval.
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temperature and stress the value from Figure 12 is chosen if the (ductile) rupture time is 
shorter than the (brittle) rupture time in Figure 13 and vice versa.

When brittle rupture is taken into account when modelling the creep rupture curves, there is 
an improvement in particular at high temperatures and low stresses.

6. Discussion

With the development of the shear sliding and shear crack models for grain boundary sliding 
(GBS), it is now possible to compute the displacements across grain boundaries in a quantita-
tive way and the results are in acceptable agreement with experiments. This has given a dra-
matic improvement in the understanding of GBS. The previous observations that the amount 
of grain boundary sliding is proportional to the creep strain are reproduced by the model. 
According to the shear sliding model the displacement is proportional to the grain size: This 
has been verified experimentally for small grain sizes, but the grain size dependence is prob-
ably exaggerated for larger grain sizes. A detailed comparison between the shear crack model 
and experiments is more difficult, since in none of the published results on GBS, full details of 
the particle structure are presented.

It is assumed in general that nucleation of creep cavities is based on GBS. The new models 
for GBS have made it possible to set up realistic models for nucleation. Many models for 
nucleation developed in the past are strongly stress dependent and suggest that the amount 
of cavitation would increase with stress, which is clearly at variance with most observations 
on creep. This applies for example to models based on classical nucleation theory. Using 
Lim’s model for substructure induced cavitation [40], it has now been  demonstrated both 

Figure 14. Comparison of model rupture curves based on both dislocation creep (ductile rupture) and cavitation (brittle 
rupture) with experiments [55] for 18Cr12NiTi (321H). Model predictions and experiments at temperatures between 
600°C and 775°C with 25°C interval.
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for commercial copper and austenitic stainless steel that the creep stresses in the substruc-
ture are sufficiently high to nucleate cavities. Since the stresses are stationary, the prob-
lem with rapid relaxation in particular at high stresses is avoided. If particles instead of 
subgrain corners constrain the grain boundary dislocations, the outcome of the model is 
essentially the same. The model is consequently applicable to cavity nucleation at particles 
as well.

With the help of the double ledge model it can be explained why the nucleation rate is propor-
tional to the creep strain rate. According to the model nucleation takes place when subgrain 
boundaries meet subgrain corners on the other side of a sliding grain boundary. The displace-
ment rate is proportional to creep strain rate according to the GBS models. As a consequence 
the suboundaries will meet the subgrain corners at the same rate and this explains why the 
nucleation rate is proportional to the strain rate.

Harris developed a model for nucleation around particles many years ago [47, 48]. He con-
sidered the relation between particle sizes and the GBS displacement. If the particles are 
sufficiently large it is assumed that they will prevent GBS. He formulated a criterion for the 
critical particle size. If GBS is prevented significant stresses are formed at the particles. If 
the critical particle size is exceeded, Harris proposed that cavity nucleation can take place. 
With the event of the new models for GBS it has now for the first been possible to test Harris’ 
ideas. It turns out that both the critical particle radius and the number of cavities that can be 
estimated from the particle distributions are in agreement with observations for austenitic 
stainless steels. In this way a method for estimating the critical particle size for nucleation 
has been established.

GBS does not occur on every grain boundary. In fact only on a limited number of GBS events 
is observed in a material that has been creep exposed [19]. As a consequence cavity nucleation 
only occurs on some grain boundaries. The presence of cavities show a large statistical varia-
tion, see for example [39]. The models in the present paper represent grain boundaries where 
cavities will be formed. These are also the grain boundaries that control the rupture of the 
material. The models predict a fairly high nucleation rate that represents the most active grain 
boundaries and not an average over all grain boundaries.

Models for cavity growth have been available for a long time. Unfortunately these models in 
general generate growth rates that are much higher than the observed ones. This might be the 
reason why very few quantitative comparisons have been made between experiments and 
models in the literature. A major step forward was the introduction of constrained growth 
[17]. Then the cavities were not allowed to grow faster than the surrounding creeping mate-
rial. A quantitative model for constrained growth was given by Rice [18]. Still the growth rates 
tended to be higher than the observed ones. Only recently it has been recognised that some 
minor approximations in the work of Rice were essential to correct [52]. With these new cor-
rections satisfactory predictions for cavity growths in austenitic stainless have been achieved.

The recent development has implied that quantitative models are now available for grain 
boundary sliding, for the thermodynamic feasibility of cavity nucleation controlled by sub-
boundaries, the nucleation rate and constrained cavity growth, that is, for all of the involved 
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main processes. Each model is of great significance in itself, but by using combinations of 
them, the development of cavities can be fully understood.

7. Conclusions

1. Recent development of processes concerning the development of creep cavities has been 
reviewed. Models have been covered for grain boundary sliding, cavity nucleation and 
cavity growth.

2. Based on analysis of previously presented FEM models, a model for the grain bound-
ary displacement during sliding called the shear sliding model has been presented. The 
model gives a displacement that is proportional to the creep strain. The model can quan-
titatively reproduce the observed displacements for fcc alloys.

3. Using Lim’s model for subboundary assisted cavity nucleation, it has been demonstrated 
that this process is thermodynamically feasible for copper and for austenitic stainless 
steels. It gives a minimum cavitation stress that is well below stresses in creep exposed 
components.

4. According to the double ledge model, nucleation is assumed to take place when sub-
boundaries on one side of a sliding grain boundary meet subgrain corners or particles 
on the other side. The model gives a nucleation rate that is proportional to the creep rate 
in good accordance with observations. The model can predict the measured nucleation 
rates in austenitic stainless steels.

5. Due to the development of the new models for GBS, it has for the first time been possible 
to test Harris’ model for cavity nucleation around particles. The model gives a relation 
between the critical particle radius and the GBS velocity. Data for austenitic stainless 
steels confirm the validity of the model.

6. A modified constrained growth model has been presented. It gives lower growth rates 
than previous models. These lower growth rates have implied that observed growth rates 
for austenitic stainless steels can now be reproduced.

7. Alloys can fail by ductile or brittle creep rupture. It is demonstrated that by considering 
both ductile and brittle rupture, the prediction of creep rupture curves can be improved 
in particular at high temperatures and low stresses.
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Abstract

AlN epilayers were grown on (0001) sapphire substrates by metal‐organic vapor phase
epitaxy (MOVPE), and the influence of substrate's surface structure on the formation of
in‐plane rotation domain is studied. The surface structure of sapphire substrate is found
to change during thermal cleaning and temperature ramp‐up. The oxygen‐terminated
surface with monolayer (ML) steps having ABAB stacking is attributed to cause the
formation of a small‐angle grain boundary (SAGB). To suppress the formation of such
a special grain boundary, the two‐step temperature growth technique was employed. It
was found that a proper timing of the low‐temperature buffer layer (LT BL) growth is
necessary to eliminate the SAGB. Moreover, the BL growth temperature (Tg) is also
found to affect the surface morphology and structural quality of AlN epilayer. The
optimized LT BL Tg is found to be 1050°C. The optical emission property by cathodo‐
luminescence (CL) measurements showed higher emission intensity from AlN epilayer
without SAGB.
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1. Introduction

Single crystal sapphire with corundum structure is a widely used substrate for film deposition
and epitaxial growth in many technological fields, such as in optoelectronics for the growth
of AlN, GaN, and InN nitride materials. This material exhibits high melting point (2050°C),
extremely  high  chemical  stability  even  at  high  temperatures,  and  transparency  in  the
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ultraviolet (UV) region, making it a suitable substrate especially for the growth of AlN, which
requires high temperature above 1200°C due to the high viscosity of Al atoms. Sapphire also
exhibits a hardness of 9 in the Mohs scale, compared to 10 for diamond. On the other hand,
AlN is a promising material for UV and deep‐UV light emitters and power electronic devices
because of its wide bandgap energy (6.05 eV), good stability at elevated temperature, high
thermal conductivity (3.4 W⋅cm‐1⋅K‐1) and high electric breakdown field (11.7 × 106 V⋅cm‐1).
Although the native bulk AlN or GaN substrates are already available for homoepitaxial
growths, the utilization of sapphire as the substrate material for heteroepitaxial growth of
AlN, GaN, InN, and other emerging materials is expected for the years to come, owing to its
mature growth technology, availability of large size wafer, and cost advantage [1–2]. In fact,
the advances in heteroepitaxial growths have already successfully demonstrated deep‐UV
light‐emitting diodes (LEDs) and photo‐pumped AlGaN multi‐quantum well lasers [3–7].
However, the radiative emission efficiencies of deep‐UV light emitters are still low, prompting
for further reduction of dislocations that act as nonradiative recombination centers [3–6].

The heteroepitaxial growth of AlN on sapphire substrate induces several types of dislocations
that are driven by their lattice mismatch and difference in crystal structure. With lattice
mismatch, a pseudomorphic growth initially occurs, followed by misfit dislocations after
exceeding the critical thickness for plastic relaxation. A 30° rotation of AlN epilayer with
respect to sapphire substrate in the basal (0001) plane occurs [8]. However, the development
of various growth methods has improved the epitaxial quality of AlN in recent years. These
growth methods include alternating supply of source precursors (e.g., modified migration‐
enhanced epitaxy (MEE)) [9–15], direct and high‐temperature growth [16–18], substrate
pretreatment (e.g., nitridation) [19, 20], two‐step low‐temperature (LT) AlN buffer layer (BL)
and high‐temperature (HT) growth [15, 21–23], multiple‐step V/III growth [18, 24], precursor
preflow [25], and so on. However, despite the improvement in the surface morphology and
structural quality of AlN epilayer, the existence of in‐plane rotation domain as exhibited by
small‐angle grain boundary (SAGB) is still observed, regardless of growth method employed
[16, 19–21, 25, 26]. This kind of defect must be eliminated as it can have a negative impact in
the optical as well as electrical properties of the devices by acting as barriers for transport or
carrier sinks. Small‐angle grain boundary is one type of special grain boundary which results
when the two crystals have only a slight misorientation relative to each another. Moreover,
this kind of special grain can be characterized as pure low‐angle tilt boundary or pure low‐
angle twist boundary, where the former is composed of an array of parallel edge dislocations,
while the latter is characterized as the slight rotation of crystals about a common axis which
is normal to the plane of the boundary.

2. Origin of small‐angle grain boundary (SAGB)

The SAGB in AlN grown on (0001) sapphire substrate is considered to originate from the
substrate's surface structure. As in any heteroepitaxial growth, the surface structure
influences the growth mode. For example, the appearance of a defect structure on the
substrate surface (e.g., protrusion) could possibly lead to spiral growth. It is therefore
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necessary to keep the surface free from any defects as possible. However, as‐received sapphire
substrates are not free from any surface defects even after undergoing polishing treatment.
This includes scratches on the surface, as shown in Figure 1(a). Hence, thermal cleaning under
H2 ambient is performed prior to AlN growth either at the same AlN growth temperature or
slightly above it. After thermal cleaning, the substrate's surface transformed into parallel step‐
and‐terrace structure as shown in Figure 1(b). The estimated step height from the line scan
is about 0.21 nm.

Figure 1. AFM surface morphology of (a) as‐received and (b) after thermally cleaned sapphire substrate under H2 am‐
bient (Ph.D. Thesis, R.G. Banal, Kyoto University).

The crystal lattice of sapphire (α‐Al2O3) is formed by Al3+ and O2‐ ions. In Al2O3 corundum
structure, O2‐ ions are shifted slightly from the idealized hexagonal close‐packed positions
within the (0001) basal plane due to the empty octahedral sites (note that only two out of
every three octahedral sites are occupied by Al3+ cations) as shown in Figure 2(a) [27, 28].
This results in the formation of two distorted oxygen hexagonal layers as also indicated in
Figure 2(a) appearing alternately along the [0001] direction with monolayer (ML) periodicity
(Figure 2(b)). The two distorted oxygen hexagonal layers are labeled as A and B stacking. By
adapting the Thompson's notation [29], the sense of rotation of the distorted hexagon for each
oxygen layer can be determined (Figure 2(c)). Hence, the successive oxygen layers with AB
stacking (one ML step) create an opposing rotation, either inwardly or outwardly (Fig‐
ure 2(d)), while the AA(BB) oxygen stacking (two ML step) would have the same rotation
direction either clockwise or counter‐clockwise [26, 29]. On the other hand, the coulombic
repulsion between Al3+ cation causes each to move slightly toward the adjacent unoccupied
octahedral site along the [0001] direction (perpendicular to the (0001) basal plane). This
results in the formation of slightly puckered layer of Al in the basal plane, where it follows
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a face‐centered cubic‐type abc stacking. Taking into account the periodic spacing of both the
cation and anion layers, the structure repeats itself after six oxygen layers and six double
layers of Al3+ cation (= 0.1299 nm) [28]. Therefore, the step height between the A and B oxygen
stacking is equal to 0.217 nm as the monolayer step (Figure 2(b)). Moreover, no such opposing
in‐plane rotational geometry can be deduced from the successive Al hexagon layers in
contrast to that of the distorted oxygen hexagons, suggesting that the origin of SAGB comes
from the oxygen‐terminated surface of sapphire substrate.

Figure 2. (a) Schematic of distorted oxygen hexagon layers in A and B stacking. (b) Side view of the A and B oxygen
stacking showing the one monolayer step height. (c) Adaptation of the Thompson's notation to identify the rotation of
the distorted oxygen hexagons. (d) Identification of rotation of distorted hexagons from A and B oxygen stacking layer.

To confirm this hypothesis, the AlN epilayer was grown directly on thermally cleaned
sapphire substrate, which is having a monolayer step‐and‐terrace structure. The AlN growth
temperature was 1285°C and the AlN thickness was about 0.9 μm. The atomic force micro‐
scopy (AFM) surface morphology of AlN (Figure 3(a)) indicates step‐and‐terrace structure
which replicates the surface of thermally cleaned sapphire substrate. The x‐ray diffraction

Figure 3. (a) AFM surface morphology of AlN grown directly on thermally annealed sapphire substrate (Tg = 1285°C).
(b) (10‐12) XRD φ‐scan of AlN showing twin peaks which correspond to two AlN grains rotated in the in‐plane. The
(11‐23) phi‐scan of the sapphire substrate is also shown.
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(XRD) φ‐scan measurement of the AlN (10‐12) asymmetric plane observed two peaks, which
is attributed to the two periodic grains in AlN, as shown in Figure 3(b). Moreover, because
the XRD φ‐scan did not show any double domain structure from the sapphire substrate, the
periodic domain is only observed in the AlN epilayer. In the previous study using similar
growth method, cross‐sectional transmission electron microscope (TEM) analysis confirmed
the existence of two grains as indicated by their periodic bright and dark contrast [26]. The
plan‐view high‐resolution TEM observation further shows an array of edge dislocations along
the grain boundary between the two AlN grains [26]. Hence, the monolayer step ABAB oxygen
stacking is likely the origin of the small‐angle grain boundary. Therefore, the surface structure
of the sapphire substrate must be prevented from having such structure or modified in order
to effectively eliminate the SAGB.

Several techniques have been introduced to eliminate the rotation domain. These include pre‐
nitrogen radical treatment of the nitrided sapphire substrate [19] and post‐annealing after AlN
growth [20]. However, these techniques not only entail an additional process but also obtain
unsatisfactory results. Another technique is by thermal annealing in the air of sapphire
substrate [26]. With the proper annealing temperature and off‐cut angle, a substrate surface
with AA(BB) stacking and two monolayer step height can be achieved through step bunching.
On the other hand, while the TMA preflow [25] and the LT‐AlN BL with pre‐nitridation [21]
seem promising in situ methods to eliminate the small‐angle grain boundary, the influence of
substrate's surface structure on its formation/elimination is not yet investigated in detail.
Hence, the fragmentary understanding of the influence of surface structure is also evident after
the substrate is being subjected to thermal cleaning prior to AlN growth [11, 14, 16, 18, 21, 24]
or the lack of it [10, 13, 15, 22, 25]. Therefore, in this chapter, we study the influence of surface
structure of sapphire substrate on the formation/elimination of SAGB to improve the quality
of AlN epilayer. Then, we introduce the low‐temperature (LT) AlN buffer layer technique, with
emphasis on its proper timing, to eliminate the SAGB.

3. Experimental methodology

The AlN epilayers were grown on (0001) sapphire substrate by metal‐organic vapor phase
epitaxy. Trimethylaluminum (TMA) and NH3 were used as source precursors for Al and N,
respectively, while H2 was used as the carrier gas. The total reactor pressure was kept at ∼12
Torr. During the LT‐AlN BL growth, the NH3 and TMA flowrates were set to 1000 and 55
sccm, respectively; while, during HT‐AlN growth, the NH3 and TMA flowrates were set to
130 and 45 sccm, respectively. To study the influence of substrate's surface on the structural
as well as optical quality of AlN, the temperature profiles depicted in Figure 4 (Profile a and
Profile b) were employed. For AlN growth under Profile a, the substrate thermal cleaning was
introduced for 10 min under H2 ambient at the same optimized growth temperature for HT‐
AlN (Tg = 1285°C). Then the temperature was lowered to 1100°C for the growth of ∼15‐nm‐
thick LT‐AlN BL. The temperature was then increased to 1285°C for the growth of ∼1‐μm‐
thick HT‐AlN. For growth under Profile b, thermal cleaning was not introduced. Rather, the
temperature was immediately brought to the desired BL Tg (800‐1100°C) for the growth of
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∼15‐nm‐thick LT‐AlN BL. Then the temperature was increased to Tg = 1285°C for HT‐AlN
growth. In the experiment, all temperature readings are from those indicated by the
thermocouple placed near the substrate. Note that although both profiles incorporate LT‐AlN
BL, the timing, hence, the substrate's surface structure at which the LT‐AlN BL is introduced
is quite different, which is crucial for the formation/elimination of small‐angle grain boundary.
For analyses, atomic force microscopy (AFM) measurements were conducted to study the
surface morphologies both of the substrate's surface and AlN epilayer, while XRD and
transmission electron microscope (TEM) measurements were conducted to study the
structural qualities and to assess the SAGB. CL measurements were conducted to study the
optical properties of AlN.

Figure 4. Temperature profiles for two‐step growth of AlN on sapphire substrate. Profile a incorporates thermal clean‐
ing, while Profile b incorporates no thermal cleaning.

4. Results and discussion

Let us then discuss the surface structure of the substrate after thermal cleaning under Profile a
and before LT‐AlN BL growth under Profile b. (For this case, the substrate was immediately
cooled down, removed from the reactor, and analyzed.) As confirmed by AFM measurements,
the thermal annealing under Profile a produced a parallel step‐and‐terrace surface structure
with monolayer steps (Figure 5(a)). The average terrace‐width and step height are ∼125 and
∼0.21 nm, respectively, as estimated from AFM line scan profile. Hence, the substrate's offcut
angle was estimated to be ∼0.11°, which is comparable to the expected off‐cut angle of 0.15°.
Moreover, because the ML step height corresponds to 1.299 nm co/6 = 0.22 nm, where co is the
unit cell of sapphire having six ML steps of oxygen layers along the c axis [27], this confirms
that the steps are correlated with the periodicity of oxygen and the interaction between oxygen
atoms of successive layers is stronger than Al atoms of successive layers [26, 28].
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Figure 5. AFM surface morphologies of sapphire substrate after (a) thermal cleaning under Profile a, and before LT‐AlN
BL growth at (b) 1100°C and (c) 800°C under Profile b. The corresponding (d) HT‐AlN growth for thermally cleaned
substrate and under Profile b using (e) 1100°C and (f) 800°C LT‐AlN BL Tg.

On the other hand, for sapphire substrate under Profile b, the formation of surface steps are
undefined at BL Tg =   800°C (Figure 5(c)). However, two monolayer steps can be defined when
the BL Tg is increased to 1100°C (Figure 5(b)). This indicates that with increasing BL Tg, the
surface structure changes from “rough” to smooth having two ML steps. Therefore, different
surface structures of sapphire substrate are formed depending on these two experimental
conditions. It is therefore interesting to find out its effect on the structural quality of the
subsequently grown AlN epilayer.

The corresponding surface morphologies for AlN grown under Profile a (Figure 5(d)) and Profile
b at LT‐AlN BL Tg = 1100°C (Figure 5(e)) and 800°C (Figure 5(f)) are also shown in Figure 5. It
can be seen that both profiles show an AlN with atomically smooth surfaces, as evidenced by
their root‐mean‐square (RMS) roughness values. Moreover, a step‐and‐terrace surface
morphology structure which replicates that of the substrate is exhibited for AlN grown under
Profile a, while a meandering surface morphology is observed for AlN grown under Profile b
using LT‐AlN BL Tg = 800°C (Figure 5(f)). Furthermore, these meandering steps begin to align
along a certain direction as LT‐AlN BL Tg is increased to 1100°C (Figure 5(e)). Clearly, these
differences in AlN morphologies are most likely influenced by the surface structure of the
substrate prior to AlN growth.
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Figure 6 shows the asymmetric (10‐12) φ‐scan of AlN epilayers grown under Profile a
(Figure 6(a)) and Profile b using LT‐AlN BL Tg = 1100°C (Figure 6(b)). The (11‐23) φ‐scan of the
substrate is also shown. It is well known that the in‐plane epitaxial relationship between AlN
and sapphire is AlN<10‐10>||α‐Al2O3<11‐20> [8]. Moreover, a closer look at AlN (10‐12)
diffraction shows two peaks under Profile a (Figure 6(a)) with separation Δθ ∼3.72°, while only
a single diffraction peak is observed under Profile b. This indicates the presence of a special
grain boundary under Profile a, where the two AlN grains have a particular in‐plane misor‐
ientation relationship, while it is successfully suppressed under Profile b. Furthermore, because
sapphire (11‐23) diffraction does not exhibit two peaks, the special grain boundary is confirmed
to exist only in AlN epilayer.

Figure 6. XRD φ‐scans of AlN grown sapphire substrate under (a) Profile a and (b) Profile b using LT‐AlN BL Tg = 
1100°C.

To further confirm the existence of the special grain boundary in AlN under Profile a, a plan‐
view bright‐field TEM micrograph and the corresponding selected area electron diffraction
pattern (SAEDP) were taken under [0001] zone axis, as shown respectively in Figures 7(a)
and (b). A periodic bright and dark contrast of two AlN grains is observed. The AlN grain
width is found identical to the step width of thermally cleaned sapphire substrate, implying
that the origin of the grain boundary is related to the substrate's surface structure. As the AlN
is grown onto sapphire substrate with either A or B oxygen stacking, the characteristic of that
surface is also carried into AlN [26]. And as supported by XRD results and because only a
slight misorientation relative to one another exists between these two AlN grains, this grain
boundary is confirmed to be a small‐angle grain boundary [25, 26]. Furthermore, due to the
arrays of edge dislocations that exist at the boundary, this type of special boundary is called
pure low‐angle tilt SAGB. The spacing D between adjacent edge dislocation array can also
be estimated using the formula  = /sin𑩈𑩈 𑩈𑩈 /sin𝀵𝀵𑩈𑩈, where b is the in‐plane burger's vector
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(= 0.3112 nm) and Δθ is the misorientation angle (Δθ ∼ 3.72°) obtained from XRD
measurement. Hence, the spacing between edge dislocations is estimated to be ∼4.75 nm.
The SAEDP also supports the observation of SAGB, as seen from the double diffraction spots
(denoted by arrow marks in Figure 7(b)). On the other hand, no special grain boundary is
observed for AlN grown under Profile b (not shown). This suggests that the buffer layer
technique is effective for suppressing the SAGB.

Figure 7. Plan‐view TEM bright‐field image of AlN grown under (a) Profile a. (b) Corresponding selected‐area electron
diffraction pattern of AlN in (a).

Figure 8. (a) LT‐AlN BL Tg as a function of symmetric (0002) and asymmetric (10‐12) ω‐scans. (b) AFM surface mor‐
phology of AlN grown at optimum LT‐AlN BL Tg (1050°C).

Then the LT‐AlN BL Tg was optimized to improve the mosaicity of the epitaxial film using
the current growth condition. The result of the XRD symmetric (0002) and asymmetric (10‐
12) ω‐scans are shown in Figure 8. While the XRD linewidth of the tilt component
corresponding to the symmetric (0002) becomes narrow with increasing temperature, the
twist component corresponding to the asymmetric (10‐12) initially becomes narrow and then
broadens with increasing temperature. Hence, the narrowest linewidth for each component
does not coincide with each other, and the reason is still unknown at this time. But by
balancing these components, it can be deduced that the optimum LT BL temperature is Tg

∼1050°C, where the XRD linewidths are ∼66 and ∼1443 arcsec, respectively, for (0002) and
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(10‐12) ω‐scans. The symmetric component is comparable to that grown under Profile a
(FWHM is ∼64 arcsec), suggesting that both have highly‐oriented films along the c‐axis
growth direction. On the other hand, the asymmetric (10‐12) linewidth is wider than that
grown under profile a (FWHM is 1145 arcsec). Figure 8(b) shows the AFM surface morphology
of AlN grown under the optimum LT‐AlN BL Tg of 1050°C. Although nanopits have been
reduced compared with other BL Tg (Figures 5(e), (f)), it is believed that the quality of the
film can be further improved especially the twist mosaicity upon optimizing the buffer layer
thickness or other growth parameters.

To demonstrate the effect of eliminating the SAGB on the optical properties of AlN epilayer,
we obtained the CL spectra for both profiles, as shown in Figure 9. The CL measurements were
acquired at 93 K under 10 kV and 0.1 μA emission condition (spot size is ∼1 μm). CL peaks
are assigned to free and bound excitonic emissions, including the LO phonon replicas, as
shown in the inset figure [14]. Moreover, the emission intensity of AlN under Profile b using
the optimum LT‐AlN BL Tg of 1050°C is approximately more than two times higher than that
under Profile a. This result is attributed to the higher probability of radiative recombination of
electron and hole pairs due to the elimination small‐angle grain boundary. The differences in
the CL peak position also suggest their different residual strain, where the tensile‐strained AlN
under Profile b has smaller bandgap energy (∼6.011 eV) than that of an almost relaxed AlN
(∼6.031 eV) under Profile a. The slow relaxation experienced by AlN under Profile b is most
likely due to the reduced generation of dislocations upon the suppression of SAGB. As SAGB
is a type of an edge dislocation, eliminating it is expected to enhance the optical properties of
AlN.

Figure 9. CL spectra of AlN grown under (a) Profile a and (b) Profile b using optimum LT‐AlN BL Tg = 1050°C.
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the CL peak position also suggest their different residual strain, where the tensile‐strained AlN
under Profile b has smaller bandgap energy (∼6.011 eV) than that of an almost relaxed AlN
(∼6.031 eV) under Profile a. The slow relaxation experienced by AlN under Profile b is most
likely due to the reduced generation of dislocations upon the suppression of SAGB. As SAGB
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Figure 9. CL spectra of AlN grown under (a) Profile a and (b) Profile b using optimum LT‐AlN BL Tg = 1050°C.
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Hence, the origin of SAGB can be ascribed to the surface structure of sapphire substrate. It was
shown that as long as the surface has ML steps, even the introduction of LT‐AlN BL would be
ineffective in eliminating the SAGB. Hence, there is a maximum allowable BL Tg at which the
substrate's surface does not transform into monolayer steps yet. In this study, we consider that
the maximum BL Tg would be around 1100°C. The result also implies that there is a proper
timing to introduce the LT‐AlN BL [21]. This tendency is also observed in direct HT‐AlN
growth using different growth methods [16, 21, 25], suggesting the wide observation of this
phenomenon. It is noteworthy that even during temperature ramp‐up, because the optimal Tg

for HT‐AlN growth is in the vicinity around Tg = 1200°C, it is likely that the surface could also
change to periodic (ML) steps, as pointed out [25]. This is also supported in the present study
based on the evolution of surface structure in both profiles. Therefore, the LT‐AlN BL would
be necessary in order to prevent the surface from transforming into structures with monolayer
steps. Conversely, with the application of LT‐AlN BL, the two ML steps observed using LT‐
AlN BL Tg = 1100°C is kept, hence, preserving their heteroepitaxial relationship (as expected,
2 ML steps do not form SAGB). For BL Tg = 800°C, it is believed that the “weak” heteroepitaxial
relationship due to the undefined (rough) surface plays a role in circumventing the SAGB.

On the other hand, the SAGB can also be prevented even when using thermally cleaned
substrate. In fact, a lot of AlN growth optimizations have been performed under such condition
and yet, there was no observation of SAGB or hardly any mention if at all. The reason could
be due to the weakening of the epitaxial relationship between the sapphire and AlN after
introducing some extrinsic factors such as nitridation before LT‐AlN BL or AlN seeding layer
[11, 14, 26]. This could be the reason why the growth interruption by V/III ratio resulted in not
only dislocation bending or coalescence but also the elimination of domain structure [18, 24].
Moreover, the insertion of an intermediate layer after LT‐AlN BL could have also eliminated
the rotation domain [30]. In addition, the no observation of rotation domain on thermally
cleaned substrate would also depend on thermal cleaning temperature or temperature ramp‐
up. In their study, substrate surface after thermal cleaning at 1145°C prior to LT‐AlN BL growth
could have 2 ML step structure, thus preventing the SAGB [23]. Also, the initial supply of TMA
(TMA preflow) during the pulse growth could have replaced the oxygen‐terminated surface
into Al‐terminated one [25]. As mentioned earlier, the sapphire's surface with Al termination
is expected to have no rotation domain.

Finally, Table 1 shows the comparison between several techniques for eliminating the SAGB
performed on as‐received and nitrided sapphire substrates. Note that techniques included in
the table are only those that directly discussed the rotation domain. Although a high‐quality
AlN could be obtained from nitrided sapphire substrate, residual SAGB still exists, albeit
coalesced with other domain upon nitrogen radical or annealing treatment [19, 20]. Moreover,
the step bunching of sapphire substrate into n × 2 ML, where n is an integer, would require a
critical off‐cut angle during ex situ surface treatment [26]. On the other hand, the LT‐AlN BL
technique would eliminate these additional processes owing to its in situ treatment. It is
noteworthy that although rotation domain phenomenon was not observed in previous studies
using LT‐AlN BL, we believe that whether intentionally or unintentionally, the elimination of
rotation domain is one of its underlying purposes. For example, Xi et al. adopted this approach,
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and a high‐quality and atomically smooth AlN epilayer was obtained [22]. The same is true in
the work of Zhang et al.; however, they introduced the PALE approach to enhance the
migration of Al adatoms during the HT‐AlN growth [15]. But Hu et al. modified this method
by performing nitridation pretreatment under H2/NH3 ambient prior to LT‐AlN BL growth.
However, they ascribed the elimination of rotation domain to the different strain relaxation
mechanisms induced by lattice mismatch [21]. In addition, nitridation pretreatment may
induce rough AlN surface. Therefore, LT‐AlN BL is a promising technique for eliminating the
rotation domain. It is noteworthy that LT BL has been used as a standard technique for the
growth of GaN, resulting in crack‐free and high‐quality epilayer [31, 32]. However, to the best
of our knowledge, this is the maiden report that clarifies the role of LT‐AlN BL for obtaining
high‐quality AlN without SAGB.

Sapphire

substrate 

Pre/post‐treatment technique Suppression of

SAGB

Smooth

surface 

In situ treatment

As‐received LT AlN BL without thermal cleaning

(present technique)

+ + +

As‐received TMA preflow [25]

NH3 preflow [25]

+

‐

+

+

+

+

As‐received LT AlN BL with thermal cleaning [21]

Nitridation and LT AlN BL [21]

‐

+

+/‐

+/‐

+

+

As‐received Thermal cleaning [16, 26] ‐ + +

As‐received Annealing in air [26] + + ‐

Nitrided Annealing [20] ‐ ‐ +

Nitrided Nitrogen radical treatment [19] ‐ ‐ +

Table 1. Comparison among several techniques reported for eliminating SAGB in AlN, where “+” sign shows the
satisfied property, and the “‐” sign shows the unsatisfied property.

5. Summary

In summary, the surface structure of sapphire substrate is found to influence the formation of
small‐angle grain boundary in subsequently grown AlN epilayer. The small‐angle grain
boundary is formed when the surface of the sapphire (0001) substrate is terminated by ABAB
oxygen stacking with monolayer steps, which is formed during high‐temperature thermal
cleaning. To circumvent the small‐angle grain boundary, the LT‐AlN BL is introduced in order
to circumvent the substrate structure from having monolayer steps. Rather, the substrate
surface produced either rough structure at low BL Tg or defined two‐ML‐step structure as LT‐
AlN BL Tg is increased. CL measurement showed an increased emission from the AlN without
SAGB. Thus, the LT‐AlN BL technique would be effective in eliminating the SAGB, thereby
obtaining high‐quality AlN epilayer with improved optical and electrical properties.
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In summary, the surface structure of sapphire substrate is found to influence the formation of
small‐angle grain boundary in subsequently grown AlN epilayer. The small‐angle grain
boundary is formed when the surface of the sapphire (0001) substrate is terminated by ABAB
oxygen stacking with monolayer steps, which is formed during high‐temperature thermal
cleaning. To circumvent the small‐angle grain boundary, the LT‐AlN BL is introduced in order
to circumvent the substrate structure from having monolayer steps. Rather, the substrate
surface produced either rough structure at low BL Tg or defined two‐ML‐step structure as LT‐
AlN BL Tg is increased. CL measurement showed an increased emission from the AlN without
SAGB. Thus, the LT‐AlN BL technique would be effective in eliminating the SAGB, thereby
obtaining high‐quality AlN epilayer with improved optical and electrical properties.
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Abstract

Grain boundary in oxide scale has profound influences on the deformation behaviour and 
tribological properties of metal alloys at high temperature. This chapter introduces some 
recent progress to quantify microstructure and interface quality, providing  examples of 
possible property variations. Some fundamental issues of oxidation mechanism have 
been given, consisting of crystal structures of iron oxides and oxidation of steel alloys. 
Two main things are addressed: One is what the characters of grain boundaries are devel-
oped in the oxide scale, which is associated with grain shape and size, microtexture, and 
special grain boundaries such as coincident site lattice (CSL) boundaries. Another is the 
role of grain boundaries played during metal processing, including initial oxidation via 
grain boundary diffusion, stress and deformation processing, and tribological properties 
of oxide scale at metal processing. Finally, a more extensive effort was also made to sum-
marise the experimental techniques used to investigate oxide scale.

Keywords: grain boundary, oxide scale, oxidation, steel, metal processing

1. Introduction

Metallic oxides are inevitable to generate on the surface of steel products during metal form-
ing processes at high temperature. If its thickness is larger than nanometre size, the oxide 
layer can be termed as oxide scale in industrial manufacturing. The formation of oxide scale or 
the oxidation of industrial materials depends, not only on the properties of their component 
crystals, but also on those of the boundaries between those crystals, in particular the structure 
and chemical composition of the boundaries.

Grain boundaries have distinct properties relative to bulk material in terms of atomic coordi-
nation, reactivity and diffusion rates. Phase contact creates interfaces that represent changes 

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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in composition with disrupted atomic bonding. Grain boundary refers to the interface zone 
between grains of the same phase, while interfaces are boundaries between dissimilar phases. 
It represents the narrow zone where atomic bonding is disrupted by misalignment of the crys-
talline grains. This disrupted bonding at the grain boundary is about 5–10 atoms across. Grain 
boundaries have nanoscale spatial dimensions, which can generate substantial resistance to 
ionic transport due to dopant (or impurity) segregation. This diffusion provides active paths 
for atomic motion, particularly at high temperature, during the diffusion-controlled oxidation 
or corrosion. Thus, composite properties are sensitive to the interface structure and chemistry 
to large potential variations.

This crystallographic structure of a metal alloy is one of the important parameters in deter-
mining the oxidation or corrosion behaviour. The characters of grain boundaries in oxide 
layers formed on substrates influence adhesion and friction behaviour, surface fracture and 
wear during high temperature steel processing. However, the effect of grain characters on the 
oxidation behaviour is not fully understood yet. There are still many challenges, one of which 
is how to engineer grain boundaries to optimise the oxidation resistance of these materials. 
For this reason, detailed understanding of the processing-structure-property relationships 
that focus on grain boundaries and interfaces is critical to advanced manufacturing of metals. 
Furthermore, it is necessary to modify the grain boundary characteristics of this alloy which 
affect its oxidation resistance.

In this chapter, an attempt has been made to explore the role and behaviour of grain bound-
aries in the oxide scale formed on the steel surface during metal processing. In doing so, 
two things we need to consider for such high-temperature plastic deformation are diffusion 
mechanism at grain boundaries and resulting boundary migration in the growth of grains.

2. High-temperature oxidation

This section is devoted to the fundamental issues of oxidation mechanism that should be 
defined and summarised before specific problems are confronted. During metal process-
ing at elevated temperatures, oxidation occurs inevitably on the surface of products. In the 
case of the pure iron, the oxide scale formed on is a complex mixture of three iron oxide 
phases: hematite (Fe2O3), magnetite (Fe3O4) and wustite (Fe1-xO, x = 0.84–0.95) [1]. This is 
because iron has divalent and trivalent ions (Fe2+ and Fe3+). The complete oxidation of iron 
can be divided into three main steps, where iron oxidises to the lowest valence ion Fe2+ and 
forms the first sub-layer of wustite (Fe1-xO) next to the metal. Then, some of Fe2+ ions oxidise 
further to Fe3+ and contain both valence iron ions as the intermediate sub-layer of magne-
tite (Fe3O4). Under conditions of sufficient oxygen, the outer sub-layer of hematite (Fe2O3) 
only consists of the highest valence iron ion Fe3+. This is the case above 570°C (the eutec-
toid point of the Fe-O system) in the diffusion-controlled growth of multilayered scales on 
pure iron. Below 570°C, the wustite phase is unstable, and the oxidation of iron directly 
results in magnetite. In steel, various Fe-C alloys, their oxidation at high temperature can 
be more complex than pure iron, in particular the segregation of different element at grain 
boundaries.
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2.1. Iron oxides

In view of the iron cations can exist in the two valence states, iron oxides can have different 
crystal structures with different Fe/O ratios. These phases include wustite (Fe1-xO), magnetite 
(Fe3O4) and hematite (α-Fe2O3) [2].

Wustite has a defective halite structure, with anion sites occupied by O2− and most cation sites 
occupied by divalent Fe2+ ions. Cubic close-packed (CCP) array of O2− stacked along the [111] 
direction. Most of the iron is octahedral with a small proportion of Fe3+ on the vacant tetrahe-
dral sites (Figure 1a). A cation-deficient phase written as Fe1−xO (with 1−x ranging from 0.83 
to 0.95) exists at 0.1 MPa pressure and temperatures higher than 570°C. Wustite is a p-type 
(p = positive carrier) semi-conducting oxide with a high concentration of lattice defects. These 
high cation vacancies result in a high mobility of cations and electron via metal vacancies and 
electron holes.

Magnetite (Fe3O4) has an inverse spinel structure containing both divalent and trivalent iron 
ions. The distribution of its cation is written as (Fe3+) [Fe3+Fe2+] O4, where the parentheses 
denote the tetrahedral sites and the square brackets denote the octahedral sites. In this case, 
the ferric ion Fe3+ relinquishes half of the octahedral sites to the ferrous species Fe2+, that is, 
with 8Fe3+ ions located in tetrahedral sites plus (8Fe3+ and 8Fe2+) ions distributed into octahe-
dral sites per unit cell. The structure consists of octahedral and mixed tetrahedral/octahedral 
layers stacked along the [111] direction. Figure 1b shows the sequence of Fe- and O-layers 
and the section of this structure with three octahedral and two tetrahedral. Magnetite with an 
excess of oxygen also exists, but this excess is much smaller than that with wustite, and the 
corresponding concentration of defects is also less.

The crystal system of hematite (α-Fe2O3) is a rhombohedral structure (Figure 1c) with a low 
concentration of structural defects. Hexagonal close-packed (HCP) arrays of oxygen ions 
are stacked at the [001] direction. The O-O distances along the shared face of an octahedron 
are shorter (0.2669 nm) than the distance along the unshared edge (0.3035 nm), and hence, 
the octahedron is distorted trigonally. The shared Fe-O3-Fe triplet structure influences the 

Figure 1. Crystal structure of (a) wustite (FeO), (b) magnetite (Fe3O4) and (c) hematite (α-Fe2O3).
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 magnetic properties of the oxide because hematite is an n-type (n = negative carrier) semi-
conducting oxide in which the diffusion of anions is dominant.

In a word, these iron oxides have the different crystal symmetries representing by a different 
space group: ferrite, Im-3m; wustite, Fm-3m; magnetite, Fd-3m; hematite, R-3c, and different 
lattice parameters: ferrite, wustite and magnetite in cubic symmetry with lattice param-
eters (a) of 0.287, 0.431 and 0.840 nm, respectively, and hematite in a trigonal structure with 
a = 0.504 nm and b = 1.377 nm [3].

2.2. Oxidation of steel alloys

Due to the presence of alloying elements and impurities in Fe-C steel alloys, the oxidation 
rates, phase development and morphologies of oxide scale are dramatically different from 
pure iron under various processing parameters. The reader can be referred to some published 
books [1], with regard to these four factors, alloying elements, oxidation kinetics, result-
ing oxides and their microstructure. More attention will be given here to the relationships 
between theories associated with grain boundaries of oxide scale.

The oxide scale formed on low carbon steels generally consists of a typical three-layered 
microstructure with a thin outer layer of hematite (Fe2O3), an intermediate layer of magnetite 
(Fe3O4) and an inner layer of wustite (Fe1−xO, 1−x = 0.84–0.95) adjacent to the steel substrate [4]. 
This three-layered microstructure remains until a eutectoid point of the Fe-O phase equi-
librium diagram is reached if oxygen is available at a temperature of 570°C. When the tem-
perature drops below 570°C, the wustite phase becomes unstable and will decompose into 
eutectoid products of magnetite and ferrite. During the cooling from high temperature, the 
morphology and composition within oxide scale will be changed significantly. This variation 
mainly depends on heat treatments, atmosphere of the gas and chemistry of steels.

Analogous to the alloying strength in steel substrate, the alloying additions modified the oxi-
dation quite dramatically. Normally, the amount of silicon and chromium aims to form a 
protective oxide scale, whereas small additions of nickel, copper, niobium, molybdenum and 
vanadium led to a greatly increased adherence of oxide scale. For instance, silicon gener-
ally enriches and forms an anchor-like morphology at the oxide scale/steel interface or grain 
boundaries of the oxides. Manganese is normally used as a solvent, while the transport of 
carbon is via defects such as pores rather than lattice or grain boundary diffusion. Because 
manganese has a stronger affinity for oxygen than iron does, manganese is normally spread 
sparingly over the entire oxide layer in the cross-sectional direction [3]. In addition to alloy-
ing elements, the atmosphere of gas as it interacted with oxides, especially water vapour, has 
made our understanding of the overall situation elusive [5], while the different behaviour of 
steel alloys in air-moisture mixtures has further complicated the set of observations.

The thickness or weight change in oxide scale with time is generally used to assess oxidation 
rates of the metallic alloys. In a linear or parabolic growth rate, the mixed para-linear kinetics 
is widely accepted to deal with the short-time growth of oxide scale during high-temperature 
metal processing. With the oxidation of steels below 727°C (the eutectoid point of the Fe-C 
system [4]), the oxidation kinetics is similar to pure iron due to without decarburisation at 
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various atmospheres and follows approximately parabolic kinetics. In a case of oxidation in 
pure iron at 700–1200°C, the thickness ratio between 100:5:1 and 100:10:1 (FeO:Fe3O4:Fe2O3) 
can be obtained, whereas at 400 and 550°C without wustite, it can be 10:1 to 20:1 (Fe3O4:Fe2O3) 
[6]. The phase development during the high-temperature oxidation of steel alloys concen-
trated mostly on the evolution of wustite during isothermal holding because wustite will 
decompose into magnetite and ferrite below 570°C.

The oxide scale consists of most magnetite and hematite at room temperature. Three research 
directions can be: wustite formation above 700°C, magnetite and hematite below 570°C and 
wustite decomposition between two temperature ranges. This chapter here only focuses the 
morphologies of oxide scale at room temperature cooling from high-temperature processing. 
It is noted that this scheme, using microstructures at room temperature to deduce what hap-
pened at high temperature, can thus far be subject to the current characterisation techniques. If 
one in situ technique is available to observe oxidation behaviour at high temperatures around 
1000°C, especially during a long term, some current results could be improved significantly.

3. Characteristics of grain boundaries in oxide scale

This section covers the microstructure or morphologies, the crystallographic preferred ori-
entation (i.e. texture) and characteristics of grain boundaries in the magnetite/hematite 
oxide scale.

3.1. Microstructure characterisation

Figure 2 shows the oxidised samples in the cross-sectional or thickness direction parallel to 
the direction of oxide growth and from the top surface. Electron backscattered diffraction 
(EBSD) phase mapping shown in Figure 2a and b indicates a columnar-shape microstructure 
between the outer granular grains and the globular inner layer [7]. The oxide scale is com-
posed of a thin outer layer of hematite and the inner duplex magnetite layers. The outer layer 
is columnar in structure, whereas the inner layer is much finer grained and the grains are 
equiaxed. The grains of magnetite have granular shape with the grain size around 3 µm in the 
outer layer of oxide scale. In addition, hematite near the surface gradually penetrates into the 
cracks within the oxide scale.

Grain shape and size highly influence the oxidation of pure metals and their alloys at high 
temperature. Oxidised scale shows the rough microstructure with valleys around grain 
boundary (Figure 2c, d [8]). This indicates that the transport of cations along grain boundar-
ies is the dominant mechanism for outer scale growth. The diffusion of metal ions can result in 
vacancies and cavity to facilitate the formation of local pores [8]. Therefore, the grain-refined 
metal substrate can enhance the grain boundary diffusion at high temperature.

3.2. Microtexture evolution of oxide scale

Crystallographic orientation refers to how the atomic planes in a volume of crystal or grain 
are positioned relative to a fixed reference [9]. These grains present the occurrence of certain 
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orientations caused by heat treatments from melting and subsequently thermomechanical 
processing. This tendency is known as preferred orientation or texture. Microtexture is the 
conjoining of microstructure and texture [9], referring to the orientation statistics of a popu-
lation of individual grains and their spatial location, that is, the orientation topography. To 
avoid ambiguity, a texture that reflects an average value obtained from many different grains 
is often called macrotexture [9]. Microtexture can generally be representing by pole figure, 
inverse pole figure or orientation distribution functions (ODF). Pole figure and inverse pole 
figure can be defined by the projection of orientation space through the crystal to specimen 
coordinate system or vice versa. ODF in the form of sections through the orientation space 
express the probability density function of orientations. This is a quantitative evaluation of 
the microtextures made by means of spherical harmonics method.

Figure 2. EBSD phase maps for wustite, hematite, magnetite and ferrite of the microalloyed steel hot rolled at 860°C with 
the thickness reductions and then cooling rates of (a) 10%, 10°C/s, and (b) 13%, 23°C/s [7], (c) SEM morphologies of top 
oxide scale formed over pure iron and (d) the magnification of one of valley surface [8].
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Analysis of the microtexture in the oxide phases and their orientation relationship is now 
being studied. A strong {001} texture may be found in wustite whatever the steel substrate 
[10], though this fibre texture also evolves in magnetite under low-temperature oxidation 
[6]. Figure 3 shows texture development of magnetite and hematite in deformed oxide layers 
and their intensity distributions along associated fibres or texture components. Magnetite has 
a cubic structure, and its ODF sections are depicted using the φ2 = 0° and 45° (Figure 3b) in 
terms of the Bunge system. In contrast, for hexagonal hematite, the ODF sections with φ2 = 0° 
and 30° (Figure 3d) are used [9]. θ fibre develops in magnetite superimpose on φ2 = 0° section 
at Φ = 0° with the rotations of <100>//ND [6, 11]. Figure 3a shows the intensity distribution of 
the θ fibre in magnetite on the samples subjected to various deformation conditions. <10-10> 
fibre component in α-Fe2O3 (Figure 3c) lies on φ2 = 30° section and corresponds to orientations 
along Φ = 90°.

Study on orientation relationship of oxide phase is still less explored thus far. A cube-cube ori-
entation relationship between wustite and magnetite may prevail in undeformed oxide scale 
possibly due to the defective structure of the wustite. The orientation of the magnetite and 
substrate was reported {110}Fe//{100}Fe3O4, <110>Fe//<100>Fe3O4 in the case of transforming 
by continuous cooling from 400°C. By contrast, the Fe/FeO orientation relationship was {100}

Figure 3. Development of texture intensity f(g) along the (a) θ fibre of magnetite, (c) <1010> fibre of hematite, of the 
samples with different thickness reductions (TRs) and cooling rates (CRs), and orientation distribution function (ODF) 
sections for (b) magnetite and (d) hematite at a TR of 28% and a CR of 28°C/s [12].
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Fe//{110}FeO, <110>Fe//<110>FeO. For a very thin oxide scale, a Fe/FeO orientation relation-
ship was {100}Fe//{100}FeO, <100>Fe//<110>FeO [13].

3.3. Character distribution of grain boundaries

Effects of grain orientation and grain boundary characters on the elevated temperature oxi-
dation behaviour demonstrate the role of grain boundaries in enhancing high-temperature 
oxidation resistance of various polycrystalline steel alloys. Overall surface energy and tribo-
logical behaviour can also be enhanced by grain boundary engineering.

3.3.1. Grain boundaries

Grain boundaries can be classified geometrically in terms of the relative misorientation 
between the neighboured grains. This relative misorientation can be defined by misorienta-
tion axis and angle. For instance, 2° ≤ θ < 15° misorientations are defined as low-angle grain 
boundaries (LAGBs), whereas the high-angle grain boundaries (HAGBs) are ≥15°. Certain 
specific combinations resulting in a coincidence site lattice (CSL), the degree of coincidence 
is represented by the reciprocal density of common lattice points, denoted as the Σ number. 
As such, special grain boundaries refer to the low ∑ (∑ ≤ 29) CSL boundaries, even though 
there is no physical basis for this assumption [14].

In oxidation and corrosion, it is widely believed that HAGBs have undergone hot corrosion 
and substantial depletion/segregation of alloying elements through the entire cross section. 
Distribution of grain boundaries in surface layer of oxide scale reveals that the misorientation 
tends to be large near grain boundaries, particularly at the oxide-substrate interface, where 
the high fraction of small magnetite grains is accumulated.

3.3.2. Special grain boundaries

Low-energy CSL boundaries with higher mobility can enhance the resistance of cracking or 
oxidation [15, 16]. CSL boundaries with low Σ orientation (Σ ≤ 49) display improved physical 
and chemical properties relative to general or high CSL boundaries (Σ > 49) [17]. Some stud-
ies [18] reported that the resistance to intergranular oxidation of Ni-Fe alloy increased upon 
increasing the fraction of special boundaries. The extent of oxidation of individual Σ boundar-
ies in Ni-Fe alloys is based on morphological observations. It found that Σ3, Σ11 and Σ19 were 
more resistant to oxidation than other Σ boundaries [19].

In a oxidised microalloyed low carbon steel [12], a high proportion of low-angle and low-
ΣCSL boundaries, magnetite for 60°/<111> (Σ3), and hematite for 57.42°/<1-210> (Σ13b) and 
84.78°/<0-110> (Σ19c) can be found. Misorientation peaks occur in α-Fe2O3 for axes near 
<0001> in the angle range of 27°–63° and <102> in the angle range of 63°–83°. For α-Fe2O3, the 
relatively high densities correspond to 57.42°/<110> (Σ13b) and 84.78°/<010> (Σ19c).

Furthermore, CSL boundaries distributions in Figure 4 [17] reveal that Fe3O4 carries a high 
proportion of Σ3, Σ5 and Σ7, whereas α-Fe2O3 has a profound fraction of Σ7, Σ13b and Σ19c. 
It is noted that coherent twins have been excluded from this analysis, which results in a signif-
icantly lower fraction of Σ3 boundaries. In any case, it becomes clear that these low CSL grain 
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boundary characteristics in Fe3O4 and α-Fe2O3 can be used to enhance crack resistance and fur-
ther improve tribological properties of oxidised steels during high-temperature processing.

4. Roles of grain boundaries in oxide scale

The grain boundaries of either wustite, magnetite or hematite play a significant roles in the 
oxidation of metals and during their processing at high temperature. Three stages can be 
divided into: (i) diffusion-controlled oxidation of metal alloys; (ii) the plastic deformation 
mechanism near grain boundaries and resulting fracture of oxide scales; and (iii) tribological 
properties of oxide scale consisting various different grain boundaries during metal process-
ing. All these above are this section will address.

4.1. Diffusion-controlled oxidation mechanism in grain boundaries

Grain characters, such as grain shape or grain boundary, highly influence the oxidation kinet-
ics of pure metals and alloys. Grain boundary diffusion is more predominant in iron metal 
oxidation at high temperature. At low temperatures, the role of grain boundary diffusion as a 
main factor in comparison with other short circuits remains elusive.

To understand the role of grain boundary in diffusion-controlled oxidation, it is essential to 
detect which types of grain boundaries are involved. The EBSD/X-ray energy dispersive spec-
troscopy (EDS) map scanning can analyse the elemental distribution and correlate with the 
grain boundary character, and hence visualise the type of grain boundaries that are suscep-
tible to hot corrosion or oxidation. Figure 5 shows the image quality plus grain boundary map 
of the cross section of the hot corrosion alloy 617 [14] and EDS elemental distribution maps of 
various alloying elements. Preferential segregation/depletion of alloying elements occurred 
at grain boundaries: the segregation of Mo, S, Co and Ni at the random HAGBs along with 
a depletion of Cr after hot corrosion. The presence of S segregations also at intact interfaces 
and at oxide grain boundaries affects the oxide growth mechanism [20]. ∑3 boundaries show 
few preferential enrichment/depletion of any alloying element, that is, indicating that these 
boundaries are resistant to hot corrosion.

Figure 4. Histogram plots of CSL boundary distribution for (a) Fe3O4 and (b) α-Fe2O3, of the samples with different 
thickness reductions (TRs) and cooling rates (CRs) of oxide scale formed on a microalloyed low carbon steel [17].
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Two dominant diffusion can occur at grain boundary or lattices [8]. Surface diffusion hap-
pens at lower temperatures compared to grain boundary diffusion, and volume diffusion is 
active only at very high temperatures. With a small grain size, the higher grain boundary area 
naturally increases grain boundary diffusion [21]. Grain boundary diffusion is more sensitive 
to grain size when compared to volume diffusion. In contrast to lattice diffusion, the control 
of elemental diffusion at the grain boundaries can be effective to have a thin and compact 
oxide scale on the Fe-Cr alloy surface [22]. This suggests that the grain boundary diffusion is 
confined at the initial of oxidation, while the oxide layer is relatively thin.

In a stainless steel of cyclic steam oxidation, the previous results [23] indicate that grain bound-
aries not only promote the chromium outward diffusion, but also provide the fast  diffusion 

Figure 5. (a) Image quality plus grain boundary map (colour code: ∑3-red, ∑9-blue, ∑27-green, random HAGBs-black) 
and EDS elemental map showing distribution of (b) Mo, (c) S, (d) Co, (e) Ni, (f) Cr, (g) Al and (h) O across the cross 
section of the alloy 617 after hot corrosion testing [14].
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paths for the oxygen penetration. The grain boundaries promote the iron outward diffusion, 
accompanied with the fast growth of interfacial voids between two oxide layers. In a Ni-5Cr 
alloy, intergranular selective oxidation also accompanied by local chromium depletion and 
diffusion-induced grain boundary migration. Recently, coupled transmission electron micro-
scope (TEM)/APT surface and grain boundary oxide compositions were identified, and Ni 
enrichment was observed around the oxides. The data provide novel information on the role 
of the minor impurities and the formation of early-stage oxides in 304 stainless steel [24]. 
However, copper diffusion along grain boundaries is not the main mechanism in this case. 
A high-resolution characterisation of the oxide–metal interface has shown the presence of a 
Fe-rich oxide, less dense than the original Cr-rich oxide [25]. It is reasonable that the Gibbs 
free energy reduction with Cu spinel solid solution formation in hematite at high oxygen 
partial pressure induces the bulk diffusion of Cu through hematite grains to the top surface 
of external oxide [26].

Various diffusion mechanisms can differ from types of grain boundaries in different oxidised 
substrates, for example, CSL special grain boundaries in ferritic stainless steel [18], whereas 
high-angle grain boundaries in Al2O3 [27]. Diffusion-controlled oxidation mechanism of the 
oxides thermally grown on the metal surface is similar to the pure oxides in bulk ceramics, 
ranging from a point effect mechanism to migration of disconnections, grain boundary ledge 
defects [27].

4.2. Deformation mechanism near grain boundaries

This section will discuss the internal stress state after diffusion-controlled oxidation of metal 
alloys and plastic deformation of oxide scales during metal processing. The occurrence of 
concomitant grain boundary sliding in the thermally grown oxides may be evidenced leading 
then to the corresponding microscopic strain. Local strain caused by the oxidation of mag-
netite to hematite can cause inter crystalline microcracks. These microcrackings can induce 
plastic deformation under differential contraction and to open diffusion paths inducing grain 
boundary diffusion.

Cracking propagation can roughly attribute to alloying elements segregation at grain bound-
aries. To delve, then which types of grain boundaries will occur these elements accumulation, 
and which types of alloying elements would be detrimental to crack propagation? For exam-
ple, the Co oxide enriches at the boundaries of high stacking fault (SF)/low SF grains [28] and 
the Ni/Ti/Al-rich oxides at normal grain boundaries. But the enrichments of these elements 
have slightly influence on crack initiation and propagation in some Ni-based superalloy.

The mechanical stresses in the oxide scale play a significant role in its integrity. Generally, 
internal stresses are induced by the growth of oxides, thermal expansion mismatch and 
applied forces [6], some of which originate from many different causes. The formation and 
propagation of cracks generally occur along grain boundaries of oxide scale. The stress is 
the greatest at the tips of small cracks in the material, and consequently, the reaction pro-
ceeds at its greatest rate from these tips. To alleviate the propagation of cracks, low-angle and 
low-ΣCSL boundaries in microstructure can offer obstacles, because they minimise the solute 
effects and reduce the interaction between the interfaces and glissile dislocation. In the case of 
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magnetite/hematite scale [17], the oxide scale is easy to crack in presence of Σ13b and Σ19c in 
α-Fe2O3 compared to Fe3O4 with Σ3. Thus, it is possible that during this time, tailoring specific 
grain boundaries can provide new insight into means of suppressing propagation of cracks 
when it is undesirable and into means of producing specific trapped nanoparticles when it 
is desired.

One thing we should consider is to distinguish grain boundary strengthening to steel sub-
strate or to formed oxide scale itself. Extensive studies have been focused on the role of grain 
boundaries played in the steel substrate. For instance, grain boundary strengthening and pre-
cipitation hardening are considered to provide the most to the high-strength properties of the 
mechanically alloyed oxide dispersion strengthened (ODS) ferritic alloys, containing nano-
sized (<3.5 nm) oxide dispersions. A higher density of these oxide particles with larger sizes 
than the ones in the matrix was found at the grain boundaries in ODS Fe–12Cr–5Al alloys 
(Y2O3 + ZrO2) (Figure 6 [29]).

The grain refinement can be used to explain this strengthening process. Whatever grain 
boundaries works, the essential mechanism should be similar. However, the difference of a 
protective oxide scale containing reactive element may not simply be due to a site blocking 
effect in the grain boundary [30]. The contributions of dopant ions to the multiple electrical 
and ionic processes would provide valuable guidance to elucidate the deformation mecha-
nism of oxide scale thermally formed on steel alloys. That is reason to note the difference 
between them as the presence of oxide particles at the grain boundaries and the temperature 
at which they were formed.

4.3. Effect of grain boundaries on tribological performance

Many different surface properties of metals and alloys will influence tribological performance. 
These surface properties include surface energy, crystallographic orientation, grain bound-
aries, texturing of surface and crystal structure. Grain boundaries in the oxide layers can 
alter the underlying failure mechanisms of formed oxide scale, which affects their tribologi-
cal performance during metal processing. There are various strained conditions along grain 
boundaries because many dislocations present to help accommodate the misfit or  mismatch 

Figure 6. (a) High-angle annular dark field (HAADF)—scanning transmission electron microscopy (STEM) images 
of Fe–12Cr–5Al alloys (Y2O3 + ZrO2) and (b) diffraction patterns after being mechanically alloyed and extruded at 
950°C [29].
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in adjacent orientations. These high energy regions at the surface could make sliding more 
difficult and increase the friction force of materials during metal forming.

Various mechanisms can be used to explain the role of grain boundaries in the tribolgoical 
properties of oxide scale during metal processing at high temperature. Our previous study 
[21] implies that grain boundary sliding contributes significantly to dissipation in oxide lay-
ers during hot rolling. If the oxidised grain boundary is under tension, both the metal and the 
oxide scale during thermal cycling tend to facilitate crack initiation [20]. A mechanism has 
been addressed for stress-aided grain boundary oxidation ahead of cracks. Oxygen embrittle-
ment can therefore serve as the form of dynamic embrittlement or oxidation-induced grain 
boundary cracking during services at elevated temperatures [31]. In essence, the role of 
anisotropy needs to be investigated to clarify, which anisotropy (grain boundary energy or 
mobility) is dominant at which conditions. The local grain boundary planes can be dominated 
by the growing side of the boundary.

The friction characteristics with oxide scale also reveal a grain boundary effect—a profound 
dependence of friction on crystallographic direction and orientation and grain boundary 
characters. The variation of the coefficient of friction and rolling force in different thickness 
reductions during hot rolling associated with microtexture and grain boundary characters in 
magnetite/hematite scale formed on a microalloyed low carbon steel [17].

In summary, the role of grain boundary chemistry and structure on fundamental mechanisms 
and properties of oxide scale can help to accelerate the design optimisation of grain boundar-
ies in oxidation or corrosion resistance.

5. Methodological potentials

Before starting, we need to consider some sample preparations to detect grain boundaries. 
Two directions are generally used to observe the oxide scale formed on the metal surface. 
One is the cross-sectional or thickness direction of the oxidised sample, parallel to the direc-
tion of oxide growth. Another is the top surface of oxidised sample suitable for the relatively 
thin oxide layers or the initial oxidation conditions. In order to visualise the grain bound-
ary, the testing sample can be polished using mechanical and chemical-mechanical polishing 
methods. Particularly, it is necessary to select different etchants for different compositions 
in the oxide scale or metal substrate. Sometimes, this classical polishing/etching method 
cannot observe the grain morphologies both the oxide scale and the substrate concurrently. 
In electron backscattered diffraction (EBSD) technique and transmission electron microscope 
(TEM), the grain characters can be detected clearly without etching the sample. EBSD can 
use normal ion milling to prepare the sample. This is can make easier than TEM because 
TEM need to reduce the thickness of the sample using focus ion milling beam (FIB) or other 
advanced approaches. In a word, EBSD or TEM is generally used to observe the sample in 
cross-sectional direction, whereas scanning electron microscopy (SEM) can be used for top 
surface morphologies of oxidised sample. In situ electron microscopy cases are all the same 
but more challenging for the oxidation investigation.
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Experimentally resolving and characterising grain boundary structure often requires a host of 
techniques: X-ray diffraction (XRD), scanning electron microscopy (SEM), electron backscat-
tered diffraction (EBSD), transmission electron microscopy (TEM), X-ray energy dispersive 
spectroscopy (EDS) and electron energy loss spectroscopy (EELS). XRD or neutron diffraction 
normally deals with a texture that reflects an average value obtained from many different 
grains, that is, macrotexture. This chapter will address some techniques to obtain microtex-
ture involving some individual grains.

5.1. Secondary electron microscope

Most grain boundary characters can be observed in low-vacuum secondary electron micro-
scope (LV-SEM). In the backscattered electrons (BSE) mode, Z-contrast can assist phase iden-
tification. SEM/BSE hardly observe oxide scale and steel substrate without etching, because 
two parts of oxides and steel hardly to etching both using the same etchant. That is because 
polishing and etching for sample preparation can bring out the grain boundaries to more 
easily delineate individual grains. SEM/EDS and scanning transmission electron microscopy 
(STEM)/EELS help analyse the chemical species present and, combined with elemental map-
ping, can provide a distribution of the different chemistries in a spot, line or area. Sometimes, 
SEM can couple focus ion beam (FIB) to observe the grain characters along the cutting surface 
when preparing for TEM samples.

5.2. Electron backscattered diffraction EBSD

Electron backscattered diffraction (EBSD) can perform microstructure, phase identification, 
the crystallographic texture, and internal stresses, of oxidised sample. Some system can pro-
vide a transmission kikuchi diffraction (TKD) mode where the short working distance in 
backscattered electrons (BSE) detector as a complement. Various professional software suite 
fully integrated with image collection, versatile EBSD analysis and phase identification, can 
be used to acquire the online texture information and to analyse the offline scanning maps. 
Grain boundary mapping shows the crystallographic orientation of individual grains and the 
microstructure in the oxide scale [9]. Further, grain reconstruction can be carried out to delve 
the various mechanism associated with individual grains.

5.3. Transmission electron microscope

High-resolution transmission electron microscopy (HR-TEM) has improved microscopy res-
olution, more developed techniques, and coupling with advanced approaches will enable 
the understanding and engineering of grain boundaries (including twins) and intergranular 
films. For instance, scanning transmission electron microscopy (STEM) coupled with electron 
energy loss spectroscopy (EELS) is capable of simultaneously mapping the atomic/electronic 
structure of light elements such as oxygen at adequate spatial resolution. The electronic state 
of the elements across the boundary can be identified by STEM-EELS line scan crossing the 
grain boundary in steps of a few nanometres [32]. TEM imaging further resolves details of the 
crystal structure of grains and grain boundaries.
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5.4. More advanced techniques

Atom probe tomography has some unique virtues for hydrogen detection, such as near-atomic 
resolution and equal sensitivity to all elements in the periodic table. The advanced technique 
has been used to investigate hydrogen embrittlement in the oxide scale of two common zirco-
nium alloys [33]. Grain boundaries of oxides can be low-field areas of the APT specimen and 
then can readily be identified [34]. A combined use of TEM and APT can be used to quantify 
grain boundary segregation and has been applied to the case of carbon GB segregation in 
 ferrite [24] and intergranular oxidation of a Ni–4Al alloy [35].

For some corrosion environment, electrochemical scanning tunnelling microscopy (ECSTM) 
has applied to analyse in situ the passivation of grain boundaries on microcrystalline  copper 
in 0.1 M NaOH aqueous solution [36]. ECSTM has provided accurate in situ topographic 
information on grain and grain boundary effects on the local active dissolution of microcrys-
talline copper in acid solution.

Time-of-flight secondary ion mass spectrometry (TOF-SIMS) provides elemental, chemical 
state and molecular information from surfaces of solid materials. Analogous to SEM/EDS 
instruments, TOF-SIMS aims to the compositional analysis of ultra-thin layers and nanoscale 
sample features. The difference is that TOF-SIMS can be used to characterise molecular infor-
mation from organic materials and tissue sections for medical research.

6. Conclusions and future directions

This chapter covers the recent advance associated with grain boundaries in the oxide scale 
formed on metal alloys during metal processing. A number of benefits include (i) charac-
terisation of grain boundaries ranging from microstructure, preferred orientations and dif-
ferent types of grain boundaries; (ii) the role of grain boundaries in the oxide scale playing 
in diffusion-controlled oxidation, deformation mechanism and tribological performance; 
and (iii) introducing the experimental techniques and analytical methodology underpinning 
this subject.

Some specific results can be concluded ranging from micotexture and grain boundaries char-
acters. The (100) plane of magnetite is much more sensitive to the oxidation. In the coinci-
dent site lattice (CSL) boundaries, the ∑3 in magnetite and ∑13b in hematite are dominant in 
the oxide scale. These findings suggest that low-angle grain boundaries and low-energy CSL 
boundaries can be used to prevent the initiation and propagation of cracks, further to enhance 
oxidation resistance of the materials.

Three current challenges dominate in the characterisation, mechanism and techniques for 
investigation the grain characters in oxide scale during metal processing at high temperature. 
First, grain characters consisting of grain shape and size, phase grain boundaries within oxide 
scale and orientation relationship between oxides are also need to be considered. Second, to 
delve which types of (special) grain boundaries to enhance the oxidation/corrosion resistance 
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and then to tailoring them. Finally, a combination of the various advanced techniques pro-
vides the frameworks for future investigation on the oxidation of the other metal alloys even 
bulk ceramics.
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Abstract

The aim of this chapter is to shed light on the effects of grain boundary segregation 
on microstructural evolution in nanostructured metallic materials as well as on their 
mechanical properties. Several key topics will be covered. First, a brief explanation of 
mechanical stress-driven grain growth in nanostructured Al, Ni, and Cu thin films will be 
provided in terms of a deformation mechanism map. It will become clear that the excess 
energy of grain boundaries enable the nanostructured metals to suffer from significant 
microstructure evolution via dislocation-boundary interactions during plastic deforma-
tion even at room temperature. Manipulation of grain boundary structures/properties 
via dopants segregation at grain boundaries to inhibit grain coalescence associated with 
remarkably enhanced mechanical properties is then discussed in three representative 
binary Cu-based systems, i.e., Cu-Zr, Cu-Al, and Cu-W. This is finally followed by a 
summary of this chapter.

Keywords: nanostructured materials, mechanical properties, grain boundary 
segregation, grain growth, twinning

1. Introduction

The nanoscaled internal features, in which two quantities, i.e., the characteristic length and the 
size parameter likely overlap, render the conventional deformation mechanisms and size laws 
often break down and even be reversed in nanostructured (NS) metallic materials, includ-
ing nanocrystalline (NC) and nanotwinned (NT) materials [1–3]. Indeed, for many purposes, 
making the crystals as small as possible provides significant advantages in performance, but 
such materials are often unstable: The crystals tend to merge and grow larger even at room 
temperature (RT) [4–7]. To suppress the nanograin growth and maintain the nanoscale micro-
structure, two approaches can be adopted [8–15]: (i) Thermodynamic approach: reduction 
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of the driving force for grain growth by segregation of the solutes at the grain-boundaries 
(GBs), (ii) Kinetic approach: reduction of the GB mobility, by e.g., porosity, solute atoms, and 
precipitates at the GBs, which impose drag forces.

In this chapter, first, a brief introduction of mechanical stress-driven grain growth in NS Cu 
and Ni thin films/foils as well as their mechanical properties will be provided in terms of size-
dependent deformation mechanisms. Subsequently, dopants segregation at GBs to hinder 
grain coarsening and enhance mechanical properties via the alloying method is discussed in 
three representative binary Cu-based systems, i.e., Cu-Zr, Cu-Al, and Cu-W.

2. Synthesis, microstructural characterizationw and mechanical tests

The synthesis of NS metallic thin films can be achieved by several bottom-up techniques, such 
as physical vapor deposition (PVD) and electrodeposition (ED), in which the choice of deposi-
tion conditions has a tremendous influence on the microstructural features and mechanical 
properties of these NS metallic films/foils.

PVD is the most common approach to fabricate metallic thin films/foils, including evapora-
tion, sputtering, and less commonly molecular beam epitaxy [16, 17]. Compared with other 
methods, magnetron sputtering (MS) can clean the substrate by “backsputtering” and gener-
ate greater impact angles of the sputtered atoms onto the substrate, resulting in smaller sur-
face roughness of the film by covering the defects and/or step on the substrate [17]. Although, 
MS increases the possibility of crystal damage due to high impact energies of sputtered atoms, 
it is still the most widely used method to prepare thin films.

ED is a technique within the broader group of electrochemical synthesis methods and uses 
an electric current to deposit pure metals from an aqueous, electrolytic solution [18, 19]. 
Compared with PVD, ED offers a lower cost and faster low-temperature deposition method. 
It displays remarkable advantages to synthesize highly dense NC materials with (1) few size 
and shape limitations, (2) tunable microstructural size parameters, and (3) hierarchical struc-
tures, e.g., a bimodal grain size-distribution [20] and NT grains [21], providing potential ben-
efits to mechanical performance. Especially, these nanotwins improve both the mechanical 
strength and ductility, yet maintain high electric conductivity [22].

The crystalline structure, orientation, and grain boundaries within metallic thin films could 
be experimentally probed by suitable techniques, including X-ray diffraction (XRD), scanning 
and transmission electron microscopy (SEM and TEM), combining with other more superior 
appurtenances, such as the electron backscattered diffraction (EBSD) system and the preces-
sion-enhanced electron diffraction (PED) system. The chemical conuration of the materials 
can be characterized by the energy dispersive X-ray (EDX) and the powerful 3-D atom probe 
tomography (APT).

Due to the difficulty in performing the mechanical tests on the free-standing metallic thin 
films often with thickness of roughly 1 µm or less, researchers put great emphasis on the sub-
strate-supported thin films. For example, the tensile ductility and fatigue lifetime of metallic 
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thin films on flexible substrates, both of which are characterized by the critical strain to nucle-
ate microcracks [23, 24], can be determined by a Micro-Force Test System (MTS® Tytron 250) 
at RT. By contrast, the strength/hardness and modulus of thin films on rigid substrates can 
be measured using instrumented nanoindenter apparatus (e.g., TI950 TriboIndenter, Nano 
XP) often equipped with a standard Berkovich tip and a diamond flat punch. In what fol-
lows, we will mainly concentrate on the mechanical properties of substrate-supported metal-
lic (alloyed) NS thin films.

3. Microstructure-mechanical properties correlation of nanostructured 
pure FCC metals

This section is divided into three subsections. The subsection on size-dependent deformation 
mechanisms is introduced based on a deformation-mechanism map. Microstructural evolu-
tion, in particular, the steady-state grain size, is then discussed in terms of a dislocation-based 
mechanism. The mechanical properties subsection contrasts yield strength, ductility, strain-
rate sensitivity, and fatigue lifetime in NS metals.

3.1. Size-dependent deformation mechanisms

In coarse-grained (CG) metals (grain size d ≥ 1 µm), deformation of the material is believed 
to occur through the generation and motion of dislocations within the individual grains. As 
the grain size decreases, it is normally expected that with GBs now occupying a significant 
volume fraction of the material, deformation proceeds by a mechanism that is intergranular 
rather than intragranular in nature.

Yamakov and colleagues [25] constructed a deformation mechanism map in NC FCC metals 
using information obtained from molecular dynamics (MD) simulations (see Figure 1), reveal-
ing how the crossover with decreasing d from dislocation-driven to GB-mediated deformation 
depends on the stacking-fault energy (SFE, γsf), the elastic properties of the material, and the 
magnitude of the applied stress. This deformation map can be divided into three regions in 
light of the competition between the grain size d and the dislocation splitting distance r. Region 
I encompasses larger d and/or higher γsf, where plastic deformation is dominated by full (per-
haps extended) dislocations that nucleate from GBs and propagate across grains. Region II 
involves smaller d and/or lower γsf, where partials nucleate and propagate across grains, asso-
ciated with production of stacking-faults (SFs) that inhibit subsequent dislocation motion and 
induce strain hardening. Region III corresponds to the smallest d or lowest stress regime, where 
no dislocations are present and deformation is dominantly controlled by GB-mediated mecha-
nism, resulting in an inverse H-P effect. Although these MD simulations performed at unrealis-
tically large strain rates (107–109 s–1), their findings agree well with the experiment observations 
about the transition from full dislocations to partials and finally to GB-mediated processes.

Where do dislocations in NC metals go if they are the dominant plastic carriers? Actually, 
in the MD simulations, a key deformation process is dislocation nucleation at a GB, glide 
across grain interiors that are free of obstacles, and are absorbed by the opposite GB [26, 27]. 
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Both in situ and ex situ experiments have unambiguously demonstrated that the reversible 
motion of dislocations emitted from GBs accompanied with weak storage even starvation of 
dislocations in grain interiors in deformed NC FCC metals, leaving behind deformation twins 
(terminated at GBs) and SFs in general at upper and lower nanoregime, respectively [28–34]. 
In this context, GBs act as dislocation sources as well as sinks.

In parallel, several theoretical models have been proposed to predict the crossover grain size 
(dC) between emitted full dislocations and partials from GBs and explain the twinning behav-
ior in NC metals. A simple, realistic model based on dislocations emission from GBs was 
constructed by Asaro et al. [35], in which the critical stresses needed to move a full dislocation 
and a partial are described respectively as follows:

   σ  Full   ∝   
μb

 ___ d    (1)

and

   σ  Partial   ∝   (    1 _ 3   −   1 _ 12π   )     
μb

 ___ d   +   
 γ  SF   ___ b    (2)

where μ is the shear modulus, b is the magnitude of Burgers vector of full dislocations, and γSF 
is the stacking fault energy (SFE).

Figure 1. A deformation-mechanism map incorporating the role of the SEF for FCC NC metals at low temperature. 
The map shows three distinct regions in which either complete extended dislocations (Region I) or partial dislocations 
(Region II), or no dislocations at all (Region III) exist during the low-temperature deformation of FCC NC metals. The 
map is expressed in reduced units of stress (σ/σ∞) and inverse grain size (r0/d).The parameters σ∞ and r0 are functions of 
the SEF and the elastic properties of the material. Figure is taken with permission from Ref. [25].
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The slip of partials in general triggers the formation of deformation twins and SFs that con-
tribute to the plastic deformation of NC FCC metals. There is a double-inverse grain size effect 
on deformation twinning in NC metal with respect to the normal Hall-Petch (H-P) d-depen-
dence, as uncovered in Ni [30] and Cu [31]. This nonmonotonic d-dependence of twinning is 
explained by Zhang et al. [31] via the stimulated slip model, involving the competing grain 
size effects on the emission of the first partial, and the plane-to-plane promotion of partial 
slip afterwards. Though this model was originally proposed to explain the H-P d-dependent 
twinning in CG metals (e.g., Ti), latter in situ TEM observations in stretched Au nanowires 
clearly demonstrated the stimulated slip of partials is operative at nanoregime [36]. Actually, 
just opposite to the trend of twinning, its reverse process, i.e., detwinning, also manifests the 
double-inverse d-dependence, as revealed in NT Ni [37].

It is conceivable that GB-mediated deformation become more important in NC metals due 
to a high density of GBs [38, 39]. Typically, this is expected to occur for grain sizes below 15 
nm for most metals [38], because ordinary dislocation plasticity requires prohibitively high 
stresses to switch on, predicted from Eqs. (1) and (2). In this regime, GB-mediated deforma-
tion leads to material’s softening or the so-called inverse H-P effect [40]. Given the perva-
sive dislocation nucleation and motion still prevails in such a small size-range, Carlton and 
Ferreira [41] established an elegant model based on the statistical absorption of dislocations 
by GBs to explain the inverse H-P effect, showing that the yield strength is dependent on 
strain rate and temperature and deviates from the H-P relationship below a critical grain size.

Building on these insights from NC metals, it is unexpected that Cu, even high SFE Ni, with 
submicron grains and a high density of nm-scale twin boundaries (TBs) exhibit the soften-
ing behavior deformed at RT. As a matter of fact, in NT FCC metals, the TBs not only serve 
as deformation barrier for dislocation transmission but also serve as dislocation sources as 
well as sinks [21, 42, 43]. Concomitantly, NT metals, e.g., Cu, also exhibit the size-dependent 
deformation mechanisms that transit from dislocation nucleation from steps on the TBs to TB/
GB junctions at a critical twin thickness (λC), e.g., λC ~18 nm for Cu [43], as shown in Figure 2. 
At this point, the classical H-P type of strengthening due to dislocation pile-up and cutting 
through twin planes transforms to a dislocation-nucleation controlled softening mechanism 
with TB migration resulting from nucleation and motion of partials parallel to the twin planes 
[44]. This mechanism transition size is quantitatively consistent well with the strongest size of 
~15 nm determined by mechanical tests [21].

To summarize, NC metals exhibit size-dependent deformation mechanisms at different size 
regimes that involve GBs as the primary sources and sinks for dislocations as well as dif-
fusive and sliding phenomena, that is to say, the size-dependence itself manifest strong size 
effects. This would inevitably affect the microstructural evolution and mechanical properties 
addressed below.

3.2. Microstructure evolution in nanostructured metals

Understanding the underlying physical mechanisms of grain growth/refinement in materials, 
in particular, for NT metals with simultaneous high strength and good ductility, to manipu-
late their microstructural stability for performance optimization is a grand challenge in the 
material community. It is well realized that the CG metals would shrink their grains, whereas 
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the NC metals often coarsen their grains during plastic deformation even at low temperature. 
Similar phenomena were observed in NT metals and alloys, such as Cu. Therefore, it is natu-
rally anticipated that for a metal it has a steady-state grain size (dS) during plastic deforma-
tion, which was previously taken granted as a characteristic of each metal.

3.2.1. Steady-state grain size

So far, the steady-state grain sizes of metals have been thoroughly modeled in terms of vari-
ous physical parameters by Mohamed [45] and further analyzed by Edalati and Horita [46] 
with respect to atomic bond energy and related parameters. The usage of applied stress (σa) 
in Mohamed’s model [45] renders the roles of average internal stresses (σi) driving recovery 
or average effective stresses (σe = σa – σi) driving dislocation motion played in microstructural 
evolution during plastic deformation are indistinguishable. This treatment would miss some 
critical information about the physical mechanism(s) for microstructural evolution, which 
is unfavorable for us to design an engineering material with the steady-state grain size via 
tuning their initial microstructures and/or processing parameters. In the light of competition 
between average effective and internal stresses characterized by the stress ratio ηStress = σe/σi, Li 
and coworkers [47] most recently constructed a new dislocation-based model to describe the 
steady-state grain size dS for NS metals as

    
 d  s   __ b   = C  [      (  2 + υ )   M ___________ 162πK  b   2   ω   2  ϕ   ]     (    

μb
 _  γ  sf     )     (    

μ
 _  σ  e     )           for    (  f = 0 )     (3)

and

    
 d  s   __ b   =   

 √ 
_________________________

     (  1 − f )     2  + C   
f
 __ λ       (  4 + 2υ )   M _________ 81πKb  ω   2  ϕ    (    

μb
 _  γ  sf     )     (    

μ
 _  σ  e     )     
   _____________________  2f     λ __ b   −   

1 − f
 ___ 2f     λ __ b             for    (  0 < f ≤ 1 )     (4)

Figure 2. (a) Statistical distribution of two types of dislocations in NT Cu with different TB spacing λ during in situ 
deformations (left, figure is taken with permission from Ref. [43]). (b) Yield stress of NT Cu as a function of TB spacing 
λ at different grain sizes (right, figure is taken with permission from Ref. [44]).
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Figure 2. (a) Statistical distribution of two types of dislocations in NT Cu with different TB spacing λ during in situ 
deformations (left, figure is taken with permission from Ref. [43]). (b) Yield stress of NT Cu as a function of TB spacing 
λ at different grain sizes (right, figure is taken with permission from Ref. [44]).

Study of Grain Boundary Character84

where C is a stress-dependent coefficient in-between the growth rate C1 and the refinement 
rate C2, and a useful representation of the coefficient C as a function of σe, consisting of C1 
and C2 below and above the internal stress σi, respectively, is  C = (( C  
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   ) / Δ ) , Δ is a measure of the extent of the transition region, M is the Taylor factor, μ is the 

shear modulus, υ is Poisson’s ratio, ϕ is the misorientation angle between neighboring grains, 
ω represents the linear atomic density of the dislocation line, f is the number fraction of nano-
twins, and K is a constant (K = 1 for screw dislocations and K = (1 − υ) for edge dislocations). 
This model captures well with the steady-state grain size dS obtained from free-standing NS 
Ni foils with λ = 38 nm at the steady-state creep stage tested at RT, as shown in Figure 3. 
Interestingly, by postmortem transmission electron microscopy (TEM) observations, Li et al. 
[47] uncovered that the ED NT Ni foils (with a strong (111) peak and followed by (200) and 
(311) peaks) prefer to display grain coalescence at low stress ratios ηStress < 1, while they prefer 
to display grain refinement at stress ratios ηStress > 1 during the creep test. When the effective 
stress balances the internal stress, i.e., ηStress = 1, these NT Ni foils sustain the stable microstruc-
tures. Note that the stress ratio itself is strongly temperature- and strain rate-dependent, in 
that the internal stress σi has contained the contribution of the thermal component. In their 
work, the grain refinement/growth in the NT Ni is achieved by twinning- or detwinning-
mediated mechanism via dislocation-boundary interactions. Similar phenomena in cyclically 
compressed bulk NC Cu with an initial d of ~25 nm and in fatigued ultrathin Au thin films 
with an initial d of ~19 nm were observed by Hu et al. [34] and Luo et al. [48], respectively, 
at RT. The underlying reasons for grain growth are the excessive energy of GBs/TBs and ran-
domly orientated grains [49] in these Ni and Cu nanostructures synthesized by the nonequi-
librium deposition.

3.2.2. Mechanisms of grain growth and grain refinement

Traditionally, mechanistic descriptions that have been developed to describe NC metals 
have generally considered the GBs to be stable and immortal obstacles to dislocation motion, 
whereas there are numerous evidences that suggest that this is not always the case [4–7]. Such 
materials are often unstable: The NC grains tend to merge and grow larger as subjected to heat 
or stress. Indeed, in situ nanoindentation of ultrafine-grained (UFG)/NC Al films deposited 
on specially designed Si wedges demonstrated rapid GB migration and coalescence during 
deformation [4]. Another representative study has reported the grain growth of UFG/NC Cu 
near the indented region during microhardness testing at both cryogenic temperature and RT 
by Zhang et al. [5]. They surprisingly uncovered that the grain growth was found to be faster 
at cryogenic temperature than at RT, implying that the grain coarsening process is driven 
primarily by stresses rather than diffusion. Gianola et al. [6, 7] concluded that stress-driven 
grain growth appears to have preceded dislocation activity and involved GB migration and 
grain coalescence and becomes an active RT deformation mode in abnormally ductile NC 
Al thin films, based on coupled microtensile thin-film testing, in situ synchrotron diffraction 
experiments, and postmortem TEM observations. However, the twinning-mediated grain 
grow mechanism unveiled in stretched NT Ni [37, 47] and compressed NT Cu [34] is radically 
different from these grain growth mechanisms aforementioned above.

Figure 4 shows the atomic evidence of twinning-mediated grain growth in NT Ni, essen-
tially being the consequence of nanotwin-assisted GB dissociation and local grain coarsening. 
Because the localized misorientation between two adjacent grains G1 and G2 can be reduced 
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Figure 3. (a) Calculated steady-state grain size ds as a function of average effective stress σe in nanograined Ni with 
different twins’ fraction f (a) and twin thickness λ (b). Figure is taken with permission from Ref. [47].
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by twinning, leading to some parts of G1 being transformed into G2, thus some localized 
segments of GB coalesce and disappear, see Figure 4(b) and (c). Consequently, the repetitive 
formation of nanotwins induces some local segments of a high-angle GB are transformed into 
low-angle GB segments by storage of residual dislocations generated from dislocation reac-
tions [37]. These recurrent interactions between partials/twins and GBs would facilitate the 
two adjacent nanograins to gradually coalesce into one larger grain with nanotwins. Moreover, 
there is a great possibility for the present mechanism to occur in G1/G2 with different mutual 
misorientation (ϕ) through the rotation around four typical low-index symmetric axes <hkl>, 
in particular, for ϕ<111> (ϕ = 0–10°, 50–70°, 110–130°, and 170–180°) and ϕ<110> (ϕ = 0–10°, 
29–48.9°, 60.6–80.5°, 99.5–119.4°, 131.1–151°, and 170–180°) [48], as shown in Figure 4(d).

Figure 5 displays the TEM observation of detwinning-induced refinement of grains in NT Ni, 
achieved by interplay between partials and primary TBs. Two typical examples of the interac-
tions are presented in Figure 5(b) and (c). It appears that the atomic arrangement is distorted 
at the intersection region of twins, see Figure 5(b). The presence of SFs in the primary twin 
implies the gliding of partials created by dislocation-TB reactions [50]. In Figure 5(c), these 
Shockley partials glide parallel to the CTB, rendering detwinning of the primary twin, as 
observed in the twins crossed region of R4. As deformation proceeds, these partials stimu-
late twinning process, resulting in twin interactions to produce abundance of sessile disloca-
tions. As a consequence, CTBs lose their coherency and transform into conventional GBs [51]. 
Obviously, this mechanism is parallel with other mechanisms for nanoscale structural refine-
ment via twin/matrix lamellae in various FCC metals are identified, such as fragmentation of 
T/M lamellae, twins intersection, and shear banding [52].

3.3. Size effects on the mechanical properties

Mechanical properties of nanoscale structures are well known for deviating from their CG 
counterparts, exhibiting size effects across a wide range of properties. These NS metallic 

Figure 4. The TEM images showing nanotwin-assisted grain growth occurred among three grains (labeled as G1, G2 
and G3, respectively) in NT Ni after creep. (b) is the magnified view of blue rectangular region in (a) and (c) is the 
magnified view of yellow rectangular region in (b) showing grain coalescence between G1 and G2 (left, figure is taken 
with permission from Ref. [47]). (d) Possibility for nanotwin-assisted grain coalescence. Possible misorientation angle 
(φ) suitable for nanograins G1 and G2 coalescence induced by the present nanotwin-assisted mechanism under different 
rotation axes <hkl> (right, figure is taken with permission from Ref. [48]). The inset shows all the misorientation angles 
among grains and twins.
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materials generally fall under the banner of “smaller is stronger.” The result of this size effect 
is that NS thin films often exhibit mechanical properties of an increased magnitude: typically 
the yield strength, strain rate sensitivity (SRS), and fatigue lifetime all increase with respect to 
the accepted bulk values.

3.3.1. Strength and ductility

A striking feature of NS metals is their extraordinary strength compared to corresponding 
bulk materials. The dependence of measured yield strength σy of either substrate supported 
[23, 53–57] or freestanding [56] Cu on film thickness h and on grain size d are summarized 
and shown in Figure 6(a) and (b), respectively. It seems that, similar to their bulk NS coun-
terparts, σy of Cu thin films also monotonically increases with reducing d and shows some-

Figure 5. The TEM images showing the GB formation for grain refinement via detwinning-induced twin interactions in 
NT Ni after creep. Figure is taken with permission from Ref. [47].

Study of Grain Boundary Character88



materials generally fall under the banner of “smaller is stronger.” The result of this size effect 
is that NS thin films often exhibit mechanical properties of an increased magnitude: typically 
the yield strength, strain rate sensitivity (SRS), and fatigue lifetime all increase with respect to 
the accepted bulk values.

3.3.1. Strength and ductility

A striking feature of NS metals is their extraordinary strength compared to corresponding 
bulk materials. The dependence of measured yield strength σy of either substrate supported 
[23, 53–57] or freestanding [56] Cu on film thickness h and on grain size d are summarized 
and shown in Figure 6(a) and (b), respectively. It seems that, similar to their bulk NS coun-
terparts, σy of Cu thin films also monotonically increases with reducing d and shows some-

Figure 5. The TEM images showing the GB formation for grain refinement via detwinning-induced twin interactions in 
NT Ni after creep. Figure is taken with permission from Ref. [47].

Study of Grain Boundary Character88

what drop until d reduces down to ~20 nm, as shown in Figure 6(a). In this strengthening 
regime, σy obeys the empirical H-P relationship, i.e., σy ∝ d-0.5, at d ≥ ~800 nm. Below this grain 
size, the strength of UFG/NC Cu thin films can be well captured by Eqs. (1) and (2). Also, 
Figure 6(b) clearly shows σy increases with decreasing h down to nanoregime and appears 
to drop slightly between 20 and 50 nm thickness. In general, d trends to scale with h. Thus, 
the strengthening of Cu thin films results from the constraints of both d and h on dislocation 
nucleation and motion.

The attainment of both strength and ductility is a vital requirement for most structural materi-
als; unfortunately these properties are generally mutually exclusive. This general belief holds 
true for these NS metallic thin films/foils, such as Cu and Ni. For example, Niu et al. [23] 
studied the tensile ductility of NC Cu thin films with thickness spanning from 60 to 700 nm by 
characterizing the critical strain to nucleate microcracks, and revealed the fashion of “smaller 
is stronger and smaller is less ductile.” The limited tensile ductility in NS thin films can be 
ascribed to the lack of strain hardening and grain geometry. In particular, the NC thin films 
with columnar grains are more favorable to exhibit quite limit uniform tensile elongation, 
because the insufficient room in NC grains does not permit involving intragranular disloca-
tion interaction and entanglement and cracks are easier to propagate along columnar GBs 
[58]. This intrinsic limitation promotes plastic instabilities such as necking or cracking.

By far, three available strategies are presented that demonstrate enhancement of ductility in NC 
metals, including engineering grain-size distributions [59], embedding growth nanotwins [21], 
and designing high twinnability NC metals [60]. Gianola et al. [6] has uncovered that the stress-
assisted grain growth has a dynamic effect on the macroscopic mechanical properties of free-stand-
ing NC Al thin films; extended ductility can be realized along with a concurrent loss in strength 
in comparison to tests in which no grain growth was observed. Therefore, this twinning-mediated 
grain growth mechanism unveiled in NT Ni [37, 47] seems to synergically combine the merits of 
(deformation/growth) nanotwins and grain growth mentioned above, being a novel and promis-
ing method to enhance the tensile ductility of NS metals for their performance optimization.

Figure 6. The dependence of yield strength of Cu thin films as a function of (a) grain size d and (b) film thickness h. The 
lines in (a) are predictions of yield strength from the H-P relationship, partial dislocation model (Eq. (1)) and full/perfect 
dislocation model (Eq. (2)), respectively.
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3.3.2. Strain-rate sensitivity

The plastic deformation kinetics in NS metals could be investigated to shed light on the 
strength-ductility tradeoff. It is well known that a material’s strain rate dependence is usu-
ally quantified through the power law relationship:  σ =  σ  

0
     ε ˙     m   [61]. The strain-rate sensitiv-

ity (SRS) of a material can be characterized by two key kinetic signatures of deformation 
mechanisms, i.e., SRS index (m) and activation volume (V*), both of which correlated via the 
expression  m =   ∂   ln   (  σ )    ______ ∂   ln   (   ε ˙   )      =    √ 

__
 3      k  

B
   T
 ____ σ  V   *    . The former characterizes the rate-controlling process, while 

the latter characterizes deformation kinetics in a metal. From a series of experiments, the 
SRS m is summarized Figure 7(a) and (b) for UFG/NC nontwinned [62–69] and NT [37, 70, 
71] FCC metals (i.e., Cu and Ni). Figure 7(a) shows that m for several typical small-scaled 
Cu materials (e.g., NC Cu, single and multicrystalline Cu micropillars) increases monotoni-
cally with decreasing their size parameters, with m > 0.01 for small-scaled NS Cu. This trend 
is similar to the d-effect in other nontwinned FCC metals, such as Ni [64–67], and to the 
λ-effect in NT Ni foils [37, 71] and bulk NT Cu [70] that are presented in Figure 7(b). The 
large m achieved in both cases can facilitate suppressing localization at high deformation 
rates. In contrast, the BCC metals in general exhibit the reduced m with decreasing d [62, 72]. 
The fundamental difference between FCC and BCC metals can be attributed to their differ-
ent dislocation core structures.

Insight into the dominant deformation mechanism is often interpreted in terms of the values 
of activation volume V* for plastic deformation. In CG FCC metals, a typical rate-determining 
process, such as the intersection of forest dislocations, gives a large V* of the order of several 
hundred to a few thousand b3 [61, 70]. At another extreme, GB sliding or GB diffusion medi-
ated creep (Coble creep) gives a small V* of less than 1b3. When the V* is between 1b3 and 100b3, 
the rate process typically involves cross-slip or dislocation nucleation from boundaries [70]. 
Recent findings have shown that there is linear relationship between the activation volume V* 
and size parameters, such as grain size d, twin thickness λ and pillar diameter ϕ in the log-log 
plots [68, 69].

Figure 7. Strain-rate sensitivity of FCC Ni and Cu metals as a function of (a) grain size (d) or pillar diameter (φ) and (b) 
twin thickness (λ), summarized from available literatures [37, 62–71]. All the curves are visual guides.
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3.3.3. Mechanical fatigue lifetime

The continuing trend of miniaturizing materials in micro- and nanodevices has led to a strong 
demand for understanding the complex fatigue properties of NS thin films to tailor their 
internal features to guarantee their reliability. Zhang and coworkers [57] investigated the 
fatigue behavior of NC Cu thin films with thickness spanning from 60 to 700 nm on compli-
ant substrates by in situ measure the change of electrical resistance with the number of cyclic 
loading, by adopting the method proposed by Sun et al. [24]. Figure 8(a) clearly shows the 
dependence of fatigue lifetime (Nf) of NC Cu films on h at different strain ranges (Δε). It 
is found that there is a maximum Nf at the critical thickness of h = 100 nm, above which Nf 
monotonically increases with reducing h at a constant Δε. While below this critical thickness, 

Figure 8. (a) Dependence of fatigue lifetime Nf on strain range Δε as a function of film thickness h for Cu thin films, 
respectively. (b) A comparison of the relationship of Δε − Nf in Cu thin films with different thickness h. Figure is taken 
with permission from Ref. [57].
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Nf decreases with further reducing h. This is caused by the good combination of high strength 
(~1050 MPa) and suitable ductility (~5.5%). Luo et al. [48] recently also pointed out that in 
addition to the potential contribution from the high strength of nanograins (of Au), notable 
improvement in fatigue properties may be closely associated with twinning-mediated grain 
growth. For a given h, a higher Δε leads to a smaller Nf of the Cu thin film. Moreover, all Cu 
thin films exhibit the dependence of Nf on Δε that could be well described by the well-known 
Coffin–Manson relationship:  (Δε / 2 ) =  ε  

f
    (2  N  

f
   )   C  , where εf and C are the fatigue ductility coefficient 

and exponent, respectively, as shown in Figure 8(b). Accordingly, with reduction in h from 
700 nm with d = 220 nm to h = 60 nm with d = 20 nm, the surface damage morphologies change 
from extrusion/intrusion to intergranular cracks, due to the transition of deformation mecha-
nism from dislocation-based to GB-mediated. In other words, with decreasing size parameters 
the localized accumulation of plastic strains within grains is hindered and the GBs take over 
as the preferred site for damage formation, implying the availability and activation of bulk 
dislocation sources become more limited in NC metals. This is consistent with the postmor-
tem TEM observations by Zhang et al. [73].

4. Grain boundary segregation in nanocrystructured metallic materials

During the past two decades, NS metallic materials have received considerable attention 
owing to their unique, often desirable properties for engineering applications, whereas they 
manifest two adverse properties: low ductility and microstructural instability as mentioned 
earlier. This is because the high energy GBs associated with high mobility can absorb abun-
dant dislocations, resulting in low dislocation storage inside grains [2, 3]. Therefore, a univer-
sal strategy to remarkably enhance/improve the mechanical properties and thermal stability 
of these NS materials is to manipulate their multihierarchical microstructures by embedding 
atoms/clusters or nanoparticles in grain interiors to increase dislocations storage and at GBs 
to prevent grain growth by reducing GB mobility [74]. Fortunately, alloying opens an avail-
able avenue to achieve such an idea about microstructure-sensitive design to improve materi-
als’ properties by tuning solute distributions, in particular, GB segregation, in NS thin films 
to achieve thermodynamically stable or metastable states [75–81]. The addition of an alloying 
element has fundamental thermodynamic implications for NC metals, which can explain the 
unique ability of alloyed systems to exhibit fine-grained structures [8–13, 75–81]. Specifically, 
Schuh’s group [11–13] recently developed a theoretical framework for a regular NC solution 
(RNS) that incorporates GB segregation and further built an insightful nanostructure stability 
map for design alloys with positive enthalpy.

In what follows, we mainly address alloying effects on microstructural evolution on the one 
hand, and on the mechanical properties on the other in three categories of typical binary 
Cu-based film systems, i.e., Cu-Zr, Cu-Al, and Cu-W. This division of three typical binary 
systems is based on the consideration of mixing enthalpy (Hmix) and the conventional bulk 
binary diagram under equilibrium states (at RT), and can be extended to other systems like 
Ni-based binary alloy.
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4.1. Alloying effects on microstructure and mechanical properties in the Cu-Zr model 
system

In such system that has a very negative enthalpy of mixing, only elemental Cu and interme-
tallic Cu-Zr phases coexist at room temperature under equilibrium state. However, nonequi-
librium MS can result in the coexistence of solute (Zr) atoms/clusters, Cu-Zr intermetallic 
particles, and Cu-Zr amorphous phase in the as-deposited alloyed thin films to achieve mul-
tihierarchical microstructures, thereby facilitating the combination of high strength and 
ductility.

Zhang et al. [82] systematically investigated the microstructural evolution, mechanical prop-
erties, and deformation mechanisms of NS Cu thin films alloyed with Zr. It is found that Zr 
addition significantly changes the microstructures of NS Cu thin films. A strong (100) texture 
observed in the pure Cu film is strongly suppressed while the (110) texture is favorably pro-
moted in the Cu-0.5 at.% Zr and Cu-2.0 at.% Zr films. When the Zr content is up to 8.0 at.%, 
the (100) and (110) peaks disappear and the (111) peak is also highly weakened, associated 
with an obvious amorphization tendency. The underlying reason for the change of crystal-
lographic orientations of Cu-Zr alloyed thin films can be attributed to the effect of reduced 
GB energy caused by GB segregation on the competition between surface energy and strain 
energy [82].

Along with the crystallographic orientations change, the GB microstructures of Cu-Zr alloyed 
thin films also change with Zr doping, as displayed in Figure 9. Zhang et al. [82] uncovered 
that in the Cu-0.5 at.% Zr film, some nanosized Cu10Zr7 precipitates occasionally observed at 
the GBs, as indicated in Figure 9(a) and (b), associated with notable GBs segregation of Zr, 

Figure 9. Representative TEM and HRTEM images demonstrating the architectured microstructures in the Cu-0.5 at.% 
Zr (a, b), Cu-2.0 at.% Zr (c, d), and Cu-4.0 at.% Zr (e, f) films. (g) The 3DAP image of the Zr segregation at the GB and 
the variation of concentration of Zr at different position along the line. Figure subparts (a–f) are taken with permission 
from Ref. [82].
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see Figure 9(g). Actually, besides having an important role in reducing GB energy, GB seg-
regation can drive the formation of new interfacial structures at the GBs. In the Cu-2.0 at.% 
Zr film, discontinuous amorphous phases are frequently observed at the GBs, as indicated in 
Figure 9(c) and (d). When the Zr addition is up to 4.0 at.%, GBs are unclear and continuous 
amorphous phase is distributed along the GBs, as shown in Figure 9(e) and (f). Their TEM 
findings are consistent well with the XRD results mentioned above that Zr addition in host 
metal of Cu tends to induce amorphization.

Apart from the amorphization tendency and grain refinement, another significant change 
in microstructure caused by the Zr addition is the twinnability in the Cu films. Somewhat 
soluble Zr atoms reduce the SFE and thus increase twinning propensity, while excessive Zr 
addition induces sharply reduced twinning propensity. The dependence of twinnability on 
Zr addition was rationalized from the mechanisms of annealing twins by these authors [82], 
including (i) the successive and random emission of Shockley partials from GBs, and (ii) the 
GB migration mechanism accompanied with twins formation. However, the twin thickness 
monotonically decreases with increasing Zr contents in a fashion as same as the grain size. 
Furthermore, Zhang et al. [82] unambiguously demonstrated that the architectured micro-
structures, in particular, the GB complexions, significantly influence the mechanical prop-
erties, such as strength/hardness, ductility, and fatigue lifetime of NS materials, addressed 
below.

The most striking finding in their experiments [82] is that Zr addition offers exceptionally 
high values of both strength and ductility for the NS Cu thin films and both the strength/hard-
ness and tensile ductility reach peak values at 0.5 at.% Zr addition, as shown in Figure 10. 
With further increasing Zr contents, the hardness shows slow reduction whereas the ductility 
exhibits sharp reduction. The high strength stems from various contributors, including solid 
solution (clusters) strengthening [83], GB solute segregation [84], Zener drag effect [85, 86], 
and GB/TB strengthening [3], in addition to the contribution from amorphous phase in high 
Zr contents samples [87–90]. The remarkable enhancement in ductility of the Cu-0.5 at.% 
Zr film stems from the stress-driven grain growth via twinning mechanism, displayed in 
Figure 11, like that in the pure ED Ni foils [37, 71] mentioned in Section 3. This is an indirect 
effect of Zr doping that benefits the emergence of (110)-oriented grains, leading to random 
crystallographic orientations, i.e., coexistence of (111), (100), and (110) grains, whose coopera-
tive interaction is known to facilitate grain coarsening. This new finding in Cu-0.5 at.% Zr 
thin film challenges the conventional wisdom that improving the strength of a metal alloy is 
always a tradeoff that results in a loss of ductility—the property that allows a metal to deform 
without fracture.

Also, Zhang and his colleagues [82] explored the mechanical fatigue properties of these 
deposited Cu-Zr alloyed thin films. The NS Cu-Zr thin films were cyclically strained under 
different total strain ranges and the strain range Δε versus lifetime Nf curves were experi-
mentally determined for the Cu films with different Zr addition, as shown in Figure 12. All 
these films exhibit the dependence of Nf on Δε that could be well described by the Coffin-
Manson relationship:  (Δε / 2 ) =  ε  
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the greatest fatigue lifetime among all the films while the pure Cu film manifest the shortest 
one. The fatigue resistance of NS Cu films is notably enhanced via either GB segregation of 
Zr atoms/precipitates or amorphous phase formation of Cu-Zr, resulting in retardation of 
fatigue damages. Different from the uniaxial tension test, the amorphous phase plays a crucial 
role in the prolonged fatigue lifetime through depressing microcrack nucleation and through 
the arrest of intergranular cracks. Although previously atomistic simulations [87] showed 
that the nanoscale amorphous intergranular phase as a structure feature plays a critical role 
in toughening NS materials, as verified in crystalline/amorphous Cu/Cu-Zr nanolaminates 
[88–90], the presence of amorphous phase in Cu-Zr alloyed thin films apparently deteriorate 
their tensile ductility, as least at high Zr additions. This GB complexion effect on the mechani-
cal properties is quite interesting and requires further work to reconcile the current discrep-
ancy. Still, postmortem TEM observations in the fatigued Cu-Zr thin films verified that the 
occurrence of stress-driven grain growth under fatigue conditions, as same as that in tensile 
deformation. These findings show that the fatigue of thin metallic films remains a very attrac-
tive field of research due to the possible complex interplay of the possible deformation and 
fracture mechanisms.

4.2. Alloying effects on microstructure and mechanical properties in the Cu-Al model 
system

In this miscible system with Hmix close to zero, solute (Al) has a significant solid solubility 
in the host metal (Cu), and consequently, only a weak segregation tendency. The mis-
cible solutes inside grains, in principle, allowing certain material properties to be finely 

Figure 10. Dependence of yield strength (3σy = Hardness) (a) and ductility characterized by the critical strain to nucleate 
microcracks (εC) (b) on Zr content. Four regimes (I, II, III, and IV) are divided which correspond to four different 
microstructures in the Cu, Cu-0.5 at.% Zr, Cu-2.0 at.% Zr, and Cu-Zr (Zr > 4.0 at.%) films, respectively. Figure is taken 
with permission from Ref. [82].
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tuned: The nucleation of partial dislocations, for instance, is stimulated by miscible solutes 
through markedly decreasing the SFE of the host metal [91]. For example, as NS Cu films 
is alloyed with Al, more nanotwins with thinner thickness are observed in the as-deposited 
Cu-Al thin films with lower SFE or higher fraction of Al [92, 93].

Figure 11. (a) A representative planar TEM image showing the grains in Cu–0.5 at.% Zr film stretched to 18% to 
demonstrate the increase in grain size. (b) Statistical results on the grain size evolution with applied strain in the pure 
Cu, Cu-0.5 at.% Zr and Cu-2.0 at.% Zr films. (c) Representative color-coded inverse pole figure maps from the Cu-0.5 
at.% Zr film before deformation (left) and after stretching to εC (right), respectively, with color coding at the lower right 
corner. Grain growth can also be observed by comparing the images before and after deformation. (d) Corresponding 
orientation distributions presented as an inverse pole plot, which can be used to show the variation in orientation. Figure 
is taken with permission from Ref. [82].
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Recently, NS Cu films with different Al additions (0, 1, 5, and 10 at.%) were prepared by MS 
to investigate the effect of lowering SFE on microstructures and mechanical properties by 
Zhang et al. [92]. It is found that the Al addition motivates nanotwin formation, and promotes 
(111) but depresses (100) texture. With increasing Al contents, along with the refinement of 
grains, the morphologies of nanotwins transformed from parallel nanotwins in pure Cu to 
multiple nanotwins in Cu-5 at.% Al and to intersected nanotwins network in Cu-10 at.% Al, as 
shown in Figure 13 as insets. Concomitantly, these Cu-Al alloyed thin films exhibit increased 
strength/hardness and reduced ductility with Al contents, namely, the Cu-Al films suffer 
from the strength-ductility tradeoff. Nevertheless, a good combination of hardness/ductility 
(6.2 GPa/6.3%) is achieved in the Cu-5 at.% Al film, which can be ascribed to the combined 
effect of texture and nanotwins [92]. At the same time, Heckman and coworkers [93] syn-
thesized fully NT Cu-Al alloyed thin films with columnar grains and showed an increased 
strength of up to ~1.5 GPa that was closely related to the decrease in grain size or increase in 
Al content. Moreover, the ductility could be improved with decreasing the nanotwin thick-
ness [93]. Except for the amorphous phase reinforced effect, all the strengthening mechanisms 
mentioned in the Cu-Zr model system play important roles in the strength of Cu-Al system. 
Also, Schäfer et al. [91] suggested that the details of the element distribution in the GBs are of 
great importance for the yield strength of the miscible alloy. The initial energetic state of the 
GB controls the barrier for the onset of deformation mechanisms, which is correlated to the 
maximum strength. Specifically, the formation of stacking faults and coherent TBs leads to 
material softening at high strains, because they provide additional dislocation sources. This is 
similar to that in pure Cu [21] and Ni [37] with very thin twins.

Figure 12. Dependence of the fatigue lifetime (Nf) on the strain range (Δε) for pure Cu and Cu-Zr alloyed thin films. 
Figure is taken with permission from Ref. [82].
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In order to investigate the GB character evolution associated with the observed grain growth 
in this binary system, Brons and Thompson [94] carried out the in situ TEM observations on 
a sputter-deposited Cu-20 at.% Ni alloyed film that was annealed within a TEM equipped 
with the PED. It is found that alloying leads to a preferential evolution of particular grains. 
The onset of annealing resulted in multiple textures and grain growth evolution. It is clear 
from these results that significant differences in coincidence site lattice (CSL) boundary evo-
lution occurred with the addition of Ni to the Cu thin film. The boundary fraction of Σ9, for 
the alloy film, was a factor of five larger than the pure Cu film and these boundaries were 
notably bounding several (but not all) of these larger grains. Additionally, Σ11 boundar-
ies showed an increase in their fraction as compared with the elemental Cu grain growth 
evolution. They proposed that the Ni additions occupied subinterface sites as a result of 
higher surface tension of Ni which impedes other CSL boundaries motion [94]. Though 
solute segregation has been proposed as an efficient and effective way to stabilize NC grain 
structures (e.g., in Ni-W films [83]), solute preference to specific CSL boundaries can result 
in abnormalities in grain growth and lead to destabilization of the grain structure (e.g., in 
Cu-Ni films [94]). These results suggest that the GB segregation is much more complex. 
However, most previous numerical studies arbitrarily place solute atoms at GBs to deter-
mine their effect on GB energy [95–98], only some limited studies have been conducted 
to study the correlation between the CSL boundaries and solute segregation [94, 99, 100]. 
Therefore, further works are urgently needed to focus on how GB character is influenced 
with solute alloying.

Figure 13. The strength-ductility tradeoff in Cu-Al alloyed thin films from literatures [92, 93]. Insets are the corresponding 
internal feature of Cu-Al films prepared by Zhang et al. [92].
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4.3. Alloying effects on microstructure and mechanical properties in the Cu-W model 
system

It is well recognized that the Cu-W system is an essentially immiscible one characterized with 
a quite positive Hmix of about +22 kJ/mol. There does not exist any Cu-W compound in its equi-
librium phase diagram. Actually, for the most studied immiscible binary alloyed films (such 
as Cu-W [101], Cu-Cr [102], and Cu-Ta [103]), nonequilibrium NS alloys, i.e., supersaturated 
solid solutions (SSSs), can be obtained by MS. Compared with the elemental (Cu) thin films, it 
is normally expected that the marked solute segregation that alters GB characters could occur 
and the solute drag effect could yield smaller grains [8, 12], both of which affect the propen-
sity of nanotwin formation in binary Cu-based thin films.

Vüllers and Spolenak [101] recently prepared the “immiscible” Cu-W thin films with dif-
ferent W contents on silicon substrates using MS, and clearly demonstrated that these NC 
Cu-W thin films transit from the SSSs in a metastable as-deposited state to fully phase sepa-
rated interpenetrating networks after annealing at 750°C, as shown in Figure 14. The W addi-
tions notably change the microstructural configurations of crystalline Cu thin film that has a 
distinctive columnar superstructure consisting of large numbers of partially even equiaxed 
grains and occasionally occurring twins, in the as-deposited state. While the columnarity 
dominant for pure Cu is still present in a 5 at.% W film, the subordinate structure making 
up the single columns in the pure Cu cross-section cannot be observed any longer. Films of 
higher W contents up to and around 30 at.% W do not exhibit a distinct crystalline structure 
in the as-deposited state. Subsequently, they measured the hardness and modulus of these 
Cu-W thin films as function of the W content at different states. It can be deduced that W 
content strongly influences the film’s mechanical performance. As a whole, both hardness 
and modulus increase with increasing W contents, as shown in Figure 14. However, they did 
not perform quantitatively calculation of the strength of Cu-W thin films. Harzer et al. [102] 
quantitatively evaluated the hardness of metastable Cu-Cr alloyed thin films which are stable 
below ~170°C, and further correlated it with respect to film compositions and grain sizes in 

Figure 14. (a) Cross-sectional SEM images (BSE) of as-deposited and annealed Cu-W thin films (left). (b) Hardness 
and reduced Young’s modulus as function of compositional fraction of W with standard deviation error bars for the 
as-deposited and annealed states (right). Figure is taken with permission from Ref. [101].
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terms of several strengthening mechanisms. They concluded that the hardening of the Cu-Cr 
films is mainly caused by grain size refinement whereas the effects of solid solution hardening 
can be neglected. Nevertheless, they did not consider the contributions from the global effect 
of solute atoms on the matrix [83] and GB segregation [84] to the measured hardness.

Numerous atomistic simulations have demonstrated that GB segregation can remarkably sta-
bilize the grains and enhance the strength/hardness of alloyed systems, such as Cu-Ta [15] and 
Cu-Nb [84]. Using molecular dynamics simulations with an angular-dependent interatomic 
potential, Frolov et al. [15] investigated the Ta doping effect on the barrier for grain coarsen-
ing and robust performance of NC Cu-6.5 at.% Ta alloys. It is found that Ta segregation at 
GBs notably increases structural stability and mechanical strength, compared with their sib-
lings with a uniform distribution of the same amount of Ta. With increasing temperature, the 
Ta atoms agglomerate and segregate at GBs in the form of nanoclusters. These nanoclusters 
effectively pin GBs and thus prevent grain growth. Vo et al. [84] also revealed that alloying 
additions that lower GB energy were found to dramatically increase the yield strength of the 
alloy, with dilute Cu–Nb alloys approaching the theoretical strength of Cu. Their findings 
indicate the strength is not controlled by the grain size alone, but rather by a combination of 
both the molar fraction of GB atoms and the degree of GB relaxation, as captured via a new 
strengthening model for the NC materials. Based on the finding that strength increases with 

Figure 15. Cross-sectional (a) and planar-view (b) HAADF-TEM images of the annealed Cu(W)-14 thin film. The 
planar-view TEM image shows the prevailing columnar morphology with relatively broad grain (column) boundary 
regions between the columns. EDS analyses (c, d) performed by TEM reveal an inhomogeneous solute atom distribution 
indicating the nanoscale decomposition process. Figure is taken with permission from Ref. [104].
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increasing atomic volume of the solute, they also predicted the possibility of achieving a theo-
retical strength in Cu by doping suitable solute atoms [84].

In parallel, Csiszár et al. [104] investigated the stability of NT Cu-W alloyed films during 
annealing in the range of 30–600°C, compared with their Ni-W and Ag-W NT siblings. A 
major, microstructural difference observed for all films upon annealing is the redistribution 
of the alloying element (W) content. In the case of Cu-14 at.% W, a significant redistribution of 
W was detected by TEM and EDS (see Figure 15), similar to the case of Ag-13 at.% W film but 
far different from that of Ni-12 at.% W film associated with a redistribution of the W atoms on 
an apparently very fine spatial scale. Their TEM analysis shows that an obviously nanoscale 
phase separation emerges throughout the Cu-14 at.% W film (see Figure 15). The size and 
the composition of the nanoinclusions at the GBs and in the grain (column) interiors are dif-
ferent, see Figure 15(d). At the GBs, the average precipitates (rich in W) have dimensions of 
about 5–6 nm in diameter and in the grain interiors the precipitates (rich in Cu) are twice as 
large, see Figure 15(d). Interestingly, the TBs are largely preserved in Ag-W and Ni-W films, 
whereas they completely disappear in Cu-W films. They attributed this unique phenome-
non to an altered faulting energy, due to change in the amount of W segregated at TBs and 
to the evolution of nanosized precipitates [104]. This systematical, representative study of 
W-alloyed, heavily faulted NS thin films not only provides deep insights into understanding 
the atomic interactions in the binary alloyed films with high positive Hmix like Cu-W system, 
but also benefits us to tune their microstructural stability and mechanical properties in future.

5. Summary

The metallic thin films become essential structural materials in micro- and nanodevices and 
refining grain size into nanoscale indeed can notably increase their strength and strain-rate 
sensitivity, whereas they undergo the strength-ductility tradeoff on the one hand and suf-
fer from unstable microstructure, i.e., grain growth, on the other. How to defect the conflict 
between strength and ductility and simultaneously retain highly stable microstructure is a 
grand challenge in the material community. The GB segregation engineering seems to open 
a promising avenue for the design of alloyed thin films with superior property combinations 
by tuning their multihierarchical structures utilizing alloying additions. The twinning-medi-
ated grain growth is a novel and effective method to toughen the NS FCC metals and alloys 
with exceptionally high values of both strength and ductility. The effects of GB complexions 
on static and dynamic properties are far different in the alloyed thin films, and more works 
require to be performed in the future.
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Abstract

The effect of postweld heat treatment (PWHT) on 2.6‐mm‐thick Ti‐6Al‐4V butt joints
that were welded using a continuous‐wave 8‐kW ytterbium fibre laser was studied in
terms of the microstructure, microtexture, number of welding defects, microhardness,
residual stress distribution and high cycle fatigue (HCF) properties. Five types of heat
treatments in the temperature range of 540–920°C are investigated. The main reasons
leading to fatigue life deterioration after the laser welding process are discussed, and
possible guidelines for further improvement of the HCF behaviour by a subsequent
suitable type of PWHT are provided. Low‐temperature annealing (T < 600°C) tends to
harden both the base material and the welding zone without any significant effect on
the fatigue properties. Heat treatments at higher temperatures (T > 750°C) lead to the
transformation of a strong martensitic structure in the fusion zone (FZ) into more ductile
coarse lamellar, which is more beneficial for fatigue performance. A suitable type of
PWHT can increase the fatigue limit of a laser‐welded Ti‐6Al‐4V butt joint by 10%;
however, a slight decrease in static strength should be considered. The effect of stress
relief at elevated temperatures is studied.

Keywords: titanium alloy, Ti‐6Al‐4V, laser beam welding, heat treatment, microstruc‐
ture, fatigue, residual stress

1. Introduction

Designed in the 1950s and initially used for compressor blades in gas turbine engines, Ti‐6Al‐
4V titanium alloy has a high specific strength, stability at temperatures up to 400°C and good

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



corrosion resistance. These properties have brought about an extensive use of Ti‐6Al‐4V in a
variety  of  applications,  such  as  aerospace,  biomedical  devices  and  chemical  processing
equipment. The aircraft industry accounts for more than 80% of this usage [1]. Airframes and
aeroengine parts are the two most common applications for titanium alloys. The relatively
high costs of both the raw material and the part fabrication continue to hinder the wider use
of titanium in applications where weight and corrosion are not critical factors. In this context,
more efficient technologies for producing complex titanium structures are required to broaden
the application areas of titanium alloys and minimize the inherent cost problem. Laser beam
welding (LBW) is a very promising joining technique that provides the possibility of high
productivity, a single‐step process and the benefit of potential weight savings compared with
riveting. Compared with most structural titanium alloys, Ti‐6Al‐4V is considered to be highly
weldable. The high energy density of the laser beam enables relatively high welding speed,
which results in low heat input, a narrow heat‐affected zone (HAZ) and low distortion. LBW
has become increasingly competitive as a joining process over the last few decades owing to
significant practical advantages over electron beam welding (EBW), requiring a high vacuum
environment. However, additional measures must be taken to protect the weld zone from
atmospheric contamination during LBW.

A number of researchers have investigated the influence of welding parameters on the quality
and mechanical properties of the laser beam welded Ti‐6Al‐4V butt joints [2–5]. Generally,
fusion zones exhibit higher strength and lower ductility than those of the base metal, and
fracture of transverse‐oriented butt welds in tensile testing usually occurs in the unaffected
parent material [2, 5]. Despite the generally higher tensile strength, inferior fatigue properties
of laser beam welded titanium joints are commonly observed. Because Ti‐6Al‐4V alloy is
primarily used in fatigue‐critical components, poor axial fatigue behaviour of laser beam
welded Ti‐6Al‐4V joints is one of the main factors limiting their wide industrial application.
In consideration of the above‐mentioned problems, more complete understanding of the
reasons and mechanisms for fatigue failure of laser beam welded Ti‐6Al‐4V joints is of great
scientific interest.

Because the control of microstructure is the primary key for obtaining required mechanical
properties in titanium alloys, postweld heat treatment (PWHT), which results in the transfor‐
mation of the welding zone microstructure, is one of the options aiming to achieve improved
fatigue performance of laser beam welded Ti‐6Al‐4V butt joints. Kabir et al. [6] investigated
the effects of stress relief annealing and solution heat treatment followed by ageing on the
microstructure, hardness and tensile properties of autogenously welded Ti‐6Al‐4V butt joints.
Increased microhardness in the fusion zone after stress relief annealing was observed. The joint
efficiency in terms of tensile strength was maximum for the as‐welded condition and was
slightly decreased by nearly 5% for solution heat‐treated and aged conditions. Babu et al. [7]
studied the influence of two types of heat treatment (700 and 900°C) on the fatigue properties
of electron beam welded Ti‐6Al‐4V butt joints. The specimens annealed at lower temperatures
exhibited longer fatigue lives and higher tensile strength. These results were attributed to the
coarsening of the microstructure in the fusion zone after PWHT at high temperatures. Tsai et
al. [8] showed that heat treatment at a temperature of 790°C for 1 h followed by air cooling can
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noticeably improve mechanical properties and provide the electron beam welded joint with a
superior combination of tensile strength and ductility. Friction stir welded Ti‐6Al‐4V joints
subjected to various types of heat treatments were studied by Edwards et al. [9], who found
that hardness and strength decreased with increasing heat treatment temperature, but ductility
and fatigue performance improved. It was recommended that a high heat treatment temper‐
ature can be used to obtain the best combination of strength, ductility and fatigue performance.
Thus, extensive research work has been carried out on welding of Ti‐6Al‐4V alloy and the
subsequent PWHT. However, most of the published information is focusing on the static tensile
properties. There is a lack of clarity about the influence of PWHT on the high cycle fatigue
(HCF) behavior of the LBW Ti‐6Al‐4v butt joints. The present study was undertaken to
quantitatively characterize the effect of heat treatment on the HCF performance of the laser
beam welded Ti‐6Al‐4V butt joints and link this effect with microstructural transformations
that took place during PWHT.

2. Experimental

2.1. Material

The material used in this study was Ti‐6Al‐4V (Grade 5, AMS 4911) alloy in the form of hot‐
rolled and mill‐annealed sheets with a thickness of 2.6 mm supplied by VSMPO‐AVISMA
Corporation, Russia. The chemical composition of the base material (BM) determined by
energy dispersive X‐ray (EDX) spectroscopy is given in Table 1. The mechanical properties of
the material in the final rolling direction are listed in Table 2. Coupons of size 190 mm × 110
mm × 2.6 mm were extracted from the as‐received sheet for welding experiments. The
dimensions of the coupons were sufficiently long to extract seven fatigue specimens from each
after welding.

Al V Fe Si Ti

Ti‐6Al‐4V 6.54 3.31 0.16 0.35 89.64

Table 1. Chemical composition (wt.%) of the Ti‐6Al‐4V alloy in original as‐received condition determined by EDX
analysis.

Modulus of elasticity, E 110.9 ± 0.5 GPa

Yield strength, Rp0.2 995.3 ± 9.5 MPa

Ultimate tensile strength, Rm 1039.2 ± 11.4 MPa

Elongation at break, A 19.2 ± 0.6%

Note: Average values with standard deviation of three tested specimens.

Table 2. Mechanical properties of the Ti‐6Al‐4V alloy in the final rolling direction.

Effect of Microstructure Transformations on Fatigue Properties of Laser Beam–Welded Ti‐6Al‐4V Butt...
http://dx.doi.org/10.5772/66178

113



2.2. Laser beam welding

The welding equipment consisted of an 8‐kW continuous‐wave ytterbium fibre laser YLS‐8000‐
S2‐Y12 (IPG Photonics Corporation) integrated with an IXION ULM 804 CNC‐controlled
universal laser machine. A collimation lens of 120 mm, a focal length of 300 mm and a process
fibre with a diameter of 600 µm were employed to produce a focal spot diameter of approxi‐
mately 700 µm. The centre wavelength of the fibre laser was 1070 nm. The divergence half‐
angle of the focused multimode beam was 30.3 mrad, and the resulting beam parameter
product BPP = 11.3 mm*mrad.

Prior to welding, the faying edges of the specimens were machined, ground and then thor‐
oughly cleaned with ethanol to remove any surface oxides and contaminants. Preliminary
welding experiments with small coupons were conducted to identify the optimal combination
of welding parameters and obtain a good weld quality and an appropriate weld shape. The
parameters finally chosen and employed for welding of coupons are listed in Table 3. The
specimens were fixed in an open plastic box filled with Ar to protect the weld bead from air
during the LBW process. The uniform Ar flow around the weld bead was provided by the
injection of the shielding gas through the porous Al plate at the bottom of the box. Kashaev et
al. reported based on hot gas extraction analysis that this shielding technique was very effective
[5]. The welding direction was perpendicular to the rolling direction of the material.

Laser power 5500 W

Welding speed 4.0 m/min

Focal position ‐3.0 mm

Filler wire Ti Grade 5, Ø 1.0 mm

Filler wire feed rate 3.0 m/min

Shielding Argon, 15 l/min

Table 3. Laser beam welding process parameters.

2.3. Postweld heat treatment

Postweld heat treatment was conducted using Workhorse vacuum furnace, Centorr Vacuum
Industries, USA, at a vacuum degree of 0.1 Pa. The parameters of different types of PWHT are
given in Table 4. Annealing temperatures did not exceed the β transus, which is nearly 995°C
for the Ti‐6Al‐4V alloy [1, 2]. During heat treatment, the welded plates were hung using
molybdenum wire to prevent any contact between the specimens and furnace wall. No
significant distortion was observed after heat treatment. Cooling to room temperature was
performed in Ar atmosphere. All heat‐treated specimens were then machined from both sides
before extracting the fatigue specimens.
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Stress relief annealing, SRA1 540°C/4 h/AC

Stress relief annealing, SRA2 650°C/2 h/AC

Full annealing, FA1 750°C/2 h/AC

Full annealing, FA2 850°C/1 h/AC

Recrystallization annealing, RA 920°C/45 min/AC

Duplex annealing, DA RA + SRA1

Table 4. Conditions of postweld heat treatment.

2.4. Microstructural characterization

Transverse cross sections were cut from the stable middle region of the joint for metallographic
examination and microhardness testing. After sectioning, the samples were mounted, ground
and polished using an oxide polishing suspension (OPS) compound. Microstructural obser‐
vations were performed using both inverted optical microscopy (OM) Leica DMI 5000M and
scanning electron microscopy (SEM) JEOL JSM‐6490LV. Prior to light microscopy, the speci‐
mens were etched by Kroll's reagent (3% HF, 6% HNO3, 91% distilled water) to unveil the
microstructural features. For SEM investigations, a mirror‐like OPS polished surface was used.
SEM microstructure observations and texture analysis of the joints were conducted using
secondary electrons images and electron backscatter diffraction (EBSD). The EBSD measure‐
ments were performed for a specimen area of 135 µm × 135 µm at an acceleration voltage of
30 kV, a spot size of 4.7 nA, an emission current of 75 µA, a working distance of 13 mm, a step
size of 0.3 µm and a sample tilt angle of 70°. For the orientation calculation, the generalized
spherical harmonic series expansion (GSHE) method was applied based on triclinic sample
symmetry. The average grain size was measured using the OIM software and the results of
EBSD measurements. EDX spectroscopy was used for the local chemical composition deter‐
mination. For EDX analysis, SEM was operated at an acceleration voltage of 15 kV, a working
distance 10 mm and a live time 150 s. The data obtained were calculated based on the standard
ZAF method of correction.

2.5. Microhardness testing

Transverse cross sections of the samples for microhardness testing were prepared in the same
manner as discussed for the microstructural evaluations. The Vickers microindentation
hardness test was carried out using a Zwick/ZHU0,2/Z2,5 universal hardness testing machine
and testXpert software. The samples were tested with a 500‐g load applied for 15 s according
to ASTM E384‐11 [10]. The indentation spacing was 200 µm to provide the minimum recom‐
mended distance between test points [10]. This resulted in 61 indentations for each line. To
investigate thickness gradients, microhardness profiles were measured at three testing
positions: radiation exposure side (RES), middle of the weld (M) and the weld root side (RS)
(illustrated in Figure 9). The distances from RES and RS lines to the edges of the specimen were
200 µm each.
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2.6. Residual stress analysis

The distribution of residual stresses in the vicinity of the welding seam was measured by the
hole drilling method (HDM) combined with electronic speckle pattern interferometry (ESPI)
using a PRISM system, American Stress Technologies Inc. The procedure for residual stress
measurement using the HDM is described in ASTM E837 standard [11]. More details about
the PRISM system and the theoretical aspects can be found elsewhere [12–14].

All measurements were performed using a high‐speed air turbine at rotational speeds of 30,000
rpm, 0.04 mm/s feed rate, using a two‐fluted end mill of 0.6 mm diameter. The incremental
HDM technique, which involves drilling in a series of small steps in depth, was used in the
present work. The holes were drilled to a 0.3 mm depth in 10 steps of 0.03 mm. The geometry
of welded plates for HDM measurements and locations of the drilled holes are presented
schematically in Figure 1. The distance between neighbouring points was provided to be at
least 3 mm in accordance with ASTM E‐837. The distribution of residual stresses across the
welding region, that is, along the Y axis in Figure 1, was measured by drilling the holes at a
number of distances from the weld centreline. At least three points represent each distance
in the Y direction.

Figure 1. Geometry of welded plates and locations of drilled holes for residual stress measurements.

2.7. Fatigue testing

Load‐controlled uniaxial fatigue tests were conducted at room temperature using a Testronic
100 kN RUMUL resonant testing machine. The tests were carried out in accordance with ASTM
E466‐07 [15] at a frequency of approximately 80 Hz and a stress ratio of R = 0.1. The specimen
geometry with a uniform test section was chosen for fatigue testing of the LBW Ti‐6Al‐4V butt
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joints in the present work. For all specimens, the welding seam was located in the centre of the
gage length, and fatigue loading was applied transverse to the weld direction. The test section
in the middle of the S‐N specimen had a length of 20 mm (the gage length) and a width of 8
mm. Fatigue properties of the LBW Ti‐6Al‐4V butt joints were characterized in three condi‐
tions: as‐welded, machined and heat treated + machined condition. Milling of the surfaces was
conducted to remove geometrical defects after welding, such as underfills and reinforcements.
The improvement of surface quality after machining was observed. The mean roughness
depth, as measured using a contact profilometer in the as‐received plate, was 3 µm Rz; after
milling, it was 1.5 µm Rz.

For reference, base material fatigue tests were also conducted in the present study. S–N curves
were obtained for the base material with the as‐received surface quality and after milling. These
data must be considered as well, because after machining the weldments flush with the plate
surface to remove geometric imperfections, their surface quality is changed significantly, and
we cannot further compare the results of the tests with the as‐received base material condition.
The milled base material should be considered as the reference for machined butt joints.
Otherwise, the effect of removing underfills will be overestimated owing to the better quality
of the specimen surface after milling. The fatigue limit was determined experimentally as the
maximum stress, below which the specimen would not fracture after 107 cycles.

2.8. Microfractography

After fatigue testing, the ruptured specimens were selected for further fracture surface
examinations. Microfractography is a useful method for understanding the relationship
between fracture behaviour and microstructural characteristics. Important clues on the
underlying causes of fatigue fracture may be revealed by microfractographical analysis at
appropriate magnification. Fracture surfaces of the fatigue specimens were examined using
OM and SEM. The SEM observations were performed in secondary electron contrast with 25
kV acceleration voltage and a working distance of 15 mm using the same machine as for
metallographic analysis.

3. Results

3.1. Macroscopic appearance of the LBW Ti‐6Al‐4V butt joints

Visual inspection of laser weldments showed bright silver metallic surfaces from the top and
root sides, indicating stable Ar shielding gas atmosphere during the LBW process. All obtained
welds were fully penetrated and showed an hourglass shape. A typical transverse cross section
of the obtained laser beam welded joint is shown in Figure 2. Three distinct regions of the weld
are visible: the fusion zone (FZ), heat‐affected zone HAZ and base metal (BM). The FZ was
distinguished by its columnar dendrites, which grew in the direction from the fusion line to
the weld centre (see Figure 2). It should be noted that no significant differences between the
as‐welded and heat‐treated conditions regarding the weld geometry were found.
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Figure 2. Transverse cross section macrograph of the laser beam welded Ti‐6Al‐4V butt joint.

The most frequently observed defects in laser weldments of titanium alloys are underfills and
porosity [3, 5, 16, 17]. These imperfections are particularly undesirable for structures subjected
to cyclic loading because they lead to stress concentration and consequently premature crack
formation. The evaporation and expulsion of the molten material from the weld pool and liquid
metal flow around the keyhole are dominant processes affecting the formation of underfills [2,
18], which are always present in cases of autogenous laser welding. The use of an additional
filler wire in the present work allowed overfilling to be produced and geometrical weld
imperfections such as underfills to be partially eliminated. However, filler wire resulted in
weld reinforcements from both face and root sides. Abrupt change in the thickness due to weld
reinforcement leads to stress concentration at the weld toes and roots and consequently
reduces the fatigue strength of the joints. Although the macrograph presented in Figure 2
reveals almost no underfills, a single weld cross section cannot guarantee the uniformity of the
weld profile over the whole length of the seam. This problem can usually be solved by
extracting more than one specimen for metallurgical examination. In the present work, the
maximum measured underfill depth was approximately 70 µm, which is less than 3% of the
specimen thickness. The maximum observed reinforcement was approximately 350 µm. The
geometric profile imperfections of laser weldments used in the aerospace industry are strictly
limited by several standards: AWS D17.1 [19] and EN 4678 [20]. In terms of underfills and weld
reinforcements, EN 4678 is more stringent; the maximum allowed underfill depth for butt joints
is 5% of the total thickness and maximum reinforcement is 490 µm for the specimens of the
2.6‐mm‐thick material. All welds in our work confidently passed the acceptance criteria in
terms of the weld profile imperfections for the aerospace industry.

The spherical shape of most pores observed in the present study indicates gas‐type porosity.
A number of researchers have investigated the main causes of porosity when laser welding
titanium alloys [18, 21, 22]. Potential sources for porosity formation are mainly from the
presence of excessive hydrogen in the FZ, which is rejected upon solidification, and keyhole
instability leading to the entrapment of shielding gases. The investigation of the influence of
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Figure 2. Transverse cross section macrograph of the laser beam welded Ti‐6Al‐4V butt joint.
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welding parameters on the amount of porosity in the laser beam welded Ti‐6Al‐4V butt joints
can be found elsewhere [2, 3, 5].

3.2. Microstructure and microtexture

3.2.1. Base material

The as‐received BM microstructure of the 2.6‐mm‐thick Ti‐6Al‐4V sheet consists of globular α
grains with average grain size of 3.1 ± 0.8 µm and an intergranular retained β, as shown in
Figure 3. This corresponds to what is known as a mill‐annealed microstructure for a hot
worked plate that is not fully recrystallized [1]. Figure 3(a) shows incompletely recrystallized
regions with lamellar morphology, which are not fully transformed to equiaxed α grains upon
mill annealing after a hot rolling process. The bright regions in Figure 3(a) are the equiaxed or
lamellar α grains, and the dark regions are the intergranular β grains distributed at α grain
boundaries. Texture analysis is represented by pole figures and inverse pole figures in the
cross‐sectional plane. It should be kept in mind that the normal to the cross section coincides
with the transverse direction of the sheet, and the S direction stands for the thickness direction
(see Figure 2). The colour in the crystal orientation map (Figure 3(b)) is based on a colour‐
coded inverse pole figure, in which different colours represent different crystallographic
orientations. Large red regions in the orientation map correspond to not fully recrystallized
lamellar regions. They have the same colour owing to their near‐equal crystallographic
orientation and were not considered for the calculation of the average grain size.

Figure 3. Microstructure of the BM in the as‐received condition. (a) OM image, (b) orientation map in the cross section,
(c) inverse pole figure, and (d) (0 0 0 1) and (1 1 –2 0) pole figures in the cross‐sectional plane.

The base material is characterized by preferred crystal directions such as <0 0 0 1>//ND and <1
0 ‐1 0>//ND, as shown by the inverse pole figure in Figure 3(c). The microtexture components
have been determined using the orientation distribution function (ODF) at sections of φ2 = 0°
and φ2 = 30°, where φ2 is an Euler angle. The results analysis showed that the Ti‐6Al‐4V base
material contained the components (0 0 0 1)[2 ‐1 ‐1 0] (f = 12.7 mrd (multiple of a random
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distribution), (0 1 ‐1 0)[2 ‐1 ‐1 4] (4.3 mrd < f < 9.4 mrd) and (0 1 ‐1 0)[2 ‐1 ‐1 0] (f = 1.6 mrd). The
(0 0 0 1) pole figure shows that basal planes are aligned in both the rolling direction (RD) and
transverse direction (TD) (see Figure 3(d)). According to the investigation of Salem [23], this
type of texture indicates that the Ti‐6Al‐4V sheet was cross‐rolled. The pole density of the (0 0
0 1) pole figure at RD shows an opening angle of 90° and corresponds to orientation bands at
(φ2 = 0°, φ1 = 60° and φ1 = 120°, 0°≤ φ ≤ 180°) and (φ2 = 30°, φ1 = 90°, 0° ≤ φ ≤ 180°).

3.2.2. Fusion zone

The microstructure of the FZ is characterized by columnar prior β grains that grow from the
HAZ in the direction opposite that of the heat flow and impinge at the weld centreline after
solidification (see Figures 2 and 4). The FZ prior β grain size depends primarily on the weld
energy input, with a higher energy input promoting a larger grain size [2, 18, 24]. In the
present study, the average prior β grain size in the as‐welded condition was approximately
200–300 µm. Within the prior β grains, the FZ predominantly consists of an acicular α’
martensitic structure, resulting from the diffusionless β → α’ transformation upon high
cooling rates encountered in the LBW process. Ahmed et al. [25] investigated the effect of
different cooling rates on microstructural reactions in Ti‐6Al‐4V and found out that fully α’
martensitic transformations take place at cooling rates above 410°C/s. The martensitic
microstructure was characterized by long orthogonally oriented thin plates having acicular
morphology. Figure 4(a) and (b) show a similar microstructure in the FZ of laser beam welded
Ti‐6Al‐4V butt joints. Ahmed et al. observed preferential grain boundary formation of
secondary α morphology at cooling rates in the range between 410 and 20°C/s. Because no
secondary α at prior β grain boundaries was observed in the current work, according to the
results of Ahmed et al., we can conclude that the cooling rate in the welding zone was high
enough to provide β → α’ diffusionless transformation during LBW. The observed micro‐
structure is typical for fusion zones of laser beam welded [2, 5] and electron beam welded [7,
8] joints.

Figure 4. Microstructure of the FZ. (a) OM image of the microstructure, (b) orientation map in the cross section, (c)
inverse pole figure, and (d) (0 0 0 1) and (1 1 –2 0) pole figures in the cross section plane.
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Local melting and subsequent solidification of Ti‐6Al‐4V has changed the initial microtexture
significantly. The main microtexture components in the FZ are (0 6 ‐6 1)[8 ‐3 ‐5 12] (f = 3.7
mrd), (0 6 ‐6 1)[‐14 5 9 24] (f = 2.2 mrd), (0 1 ‐1 1)[‐4 ‐1 5 6] (f = 3.3 mrd), (0 2 2 ‐3)[2 ‐1 ‐1 0] (f
= 3.2 mrd) and (0 1 ‐1 1)[2 ‐1 ‐1 0] (f = 2.8 mrd), which were examined at 100× magnification
to obtain higher statistical weight. The (0 0 0 1)[2 ‐1 ‐1 0] component (f = 2.5 mrd) is compa‐
ratively much less pronounced (Figure 4(c) and (d)) than it was in the BM (Figure 3(d)). The
preferred direction of crystal growth was the <1 1 ‐2 0>//RD crystal direction during solidi‐
fication. Furthermore, the presence of <1 1 ‐2 0>//RD fibre texture is visible.

3.2.3. Heat affected zone

HAZ displays the transition region between the acicular morphology in the FZ and globular
structure in the BM. It is usually divided into two subregions based on the β transus temper‐
ature. In the HAZ adjacent to the FZ (near‐HAZ), the temperatures exceed the β transus during
LBW. Consequently, this region consists mostly of the transformed acicular microstructure.
Because the temperatures in the HAZ adjacent to the BM (far‐HAZ) were lower than the β
transus, its microstructure is very similar to that of the BM. Microstructure analysis of both the
near‐HAZ and far‐HAZ is shown in Figure 5.

Figure 5. Microstructure of the HAZ in the as‐welded condition. Orientation maps, inverse pole figures and pole fig‐
ures of the HAZ adjacent to the BM (a) and the HAZ adjacent to the FZ (b).

The microstructure of the HAZ zone adjacent to the BM (1.4 mm from the weld centre)
remained nearly the same after thermal cycles were imposed by the LBW process but was
characterized by finer globular grains having an average grain size of 2.1 ± 0.7 µm and wider
distribution of crystal directions between <0 0 0 1>//ND and <1 0 ‐1 0>//ND compared with that
of the base material (Figure 5(a)). The main component is still (0 0 0 1)[2 ‐1 ‐1 0] ] (12.1 mrd < 
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f < 12.8 mrd); however, (0 1 ‐1 0)[2 ‐1 ‐1 0] was superimposed by (0 8 ‐8 1)[2 ‐1 ‐1 0] (f = 6.5 mrd),
leading to misorientations between 3.6° and 4.4°. The BM component (0 1 ‐1 0)[2 ‐1 ‐1 4] has
been dissolved, and new components such as (0 6 ‐6 5)[5 ‐5 0 6] (f = 6.4 mrd) and (0 3 ‐3 ‐4)[14
3 ‐17 15] (f = 9.4 mrd) have emerged within the orientation band (φ2 = 0°, φ1 = 60°, 0°< φ < 80°).
The misorientations of these components are 26.2° and 37.3° with regard to (0 1 ‐1 0)[2 ‐1 ‐1 4].
The orientation band (φ2 = 0°, φ1 = 120°, 0°< φ < 180°) showed the occurrence of further com‐
ponents such as (0 5 ‐5 1)[‐3 1 2 5] (f = 5.6 mrd) and (0 6 ‐6 5)[‐8 9 ‐1 12] (f = 4.6 mrd), resulting
in misorientations of 7.7° and 24.7° with regard to (0 1 ‐1 0)[‐2 1 1 4] (see pole figure in
Figure 5(a)). The misorientations between the base material and heat‐affected zone indicate
microstructural distortion of the laser beam welded Ti‐6Al‐4V butt joint due to heat input and
subsequent rapid cooling during the joining process.

A significant change in microstructure was observed for the near‐HAZ at a distance of 1.05
mm from the FZ (Figure 5(b)). The equiaxed initial microstructure of the base material was
transformed into an acicular morphology with a small amount of embedded globular grains.
The transformation was connected with a grain refinement and a weakening of the (0 0 0 1)[2
‐1 ‐1 0] component dominating the BM and HAZ adjacent to the BM. Some of the crystals
rotated around the angles between 4.6° and 4.8°, which led to formation of (0 0 0 1)[4 ‐7 3 0]
(5.9 mrd < f < 6.5 mrd). A further portion of crystals rotated around the <2 ‐1 ‐1 0>//RD crystal
direction and tilted at an angle of 10.3°, resulting in the formation of the (0 1 ‐1 ‐1)[2 ‐1 ‐1 0]
component (f = 7.3 mrd). Furthermore, the microstructure transformation led to the formation
of new components such as (0 3 ‐3 2)[14 ‐12 ‐2 15] (f = 4.5 mrd), (0 1 ‐1 ‐1)[1 0 ‐1 1] (f = 2.1 mrd),
(0 1 ‐1 ‐1)[‐6 ‐1 7 8] (f = 3.9 mrd) and (0 1 ‐1 ‐1)[‐17 19 ‐2 21] (f = 3.0 mrd) and to dissolution of
(0 6 ‐6 5)[5 ‐5 0 6]. The (1 1 ‐2 0) pole figure shows a tendency towards the formation of <1 1 ‐
2 0>//RD fibre texture present in the FZ also (Figure 4(d)).

3.2.4. Influence of heat treatment on the microstructure

EBSD analysis of heat‐treated specimens revealed no significant texture transformations upon
PWHT. The main texture components remained approximately the same with slight deviations
in numerical values of peaks. Thus, our further attention will be focused mainly on the
microstructural characteristics, which can be clearly seen from the OM observations. Figure 6
shows the influence of PWHT on the average grain size in the BM. Heat treatments at tem‐
peratures less than 750°C did not change the grain size in the BM significantly (Figure 7(a),
(b)). Recrystallization processes leading to coarsening of the microstructure were activated at
higher temperatures starting from 800°C (FA2, DA). The maximum average grain size was
achieved after DA and was 4.9 ± 1.5 µm. OM images of the BM microstructure after PWHT at
temperatures higher than 750°C are shown in Figure 7. From this figure, it can be seen that α
phase is fully recrystallized after duplex annealing, and almost all lamellar regions were
transformed into equiaxed grains (Figure 7(c)). All other conditions of PWHT that are not
shown in Figure 7 led to almost the same microstructure as in the starting condition, and these
images are omitted.
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Figure 6. Influence of PWHT on the average grain size in the BM and the width of lamellae in the FZ.

Figure 7. Influence of PWHT on the microstructure of the BM.

Light microscopic investigations yielded that heat treatments up to 650°C (SRA2) did not affect
the microstructure of the FZ significantly because such low temperatures were insufficient for
martensite decomposition into equilibrium α + β structure. Sallica‐Leva et al. [26] studied the
effects of heat treatment on the mechanical properties of an acicular α’ martensite obtained by
selective laser melting. In their work, the microstructure of samples heat treated at 650°C was
very similar to that of the starting condition, whereas significant grain coarsening was observed
after heat treatment at 800°C. The precipitation of β phase and the gradual transformation of
α’ into α phase by the diffusion of excess vanadium from α’ to β phase were proposed to be
the main events of martensite decomposition. Their results are in a good agreement with our
findings. Figure 6 shows the influence of PWHT on the average thickness of α’ (α) laths in the
FZ. Significant grain coarsening of the microstructure was observed after PWHT at tempera‐
tures higher than 750°C. This result is a consequence of the transformation of fine martensitic
morphology into an equilibrium lamellar α + β structure and diffusion‐controlled growth of
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obtained platelets at high temperatures (Figure 8). Starting from 750°C (FA1), a secondary α
phase at prior β grain boundaries designated as grain boundary α [25] starts to appear (Figure
8(b) and (c)). Furthermore, the thickness of grain boundary α gradually increases with
increasing PWHT temperature. After DA, the colonies of parallel α plates are formed upon
recrystallization processes. In the case of the martensitic structure, fine α’ needles are nearly
orthogonal, and α colonies are not so pronounced (see Figure 4(b)). As we can see in Fig‐
ure 8(c), in DA condition, the α colony size is clearly visible and is approximately 20–30 µm.
These α colonies should not be confused with prior β grains. The prior β grain size was not
altered after PWHT; it was an order of magnitude larger than the α colony size and cannot be
seen in Figure 8.

Figure 8. Influence of PWHT on the microstructure of the FZ.

Because the HAZ has a bimodal microstructure and consists of equiaxed primary α grains in
transformed β matrix, the effect of PWHT on the HAZ microstructure is somehow the
combination of the above‐mentioned effects on the BM and FZ, that is, coarsening of primary
α grains and transformation of fine martensitic structure into coarse lamellar.

3.3. Microhardness

The distribution of microhardness across the laser beam welded Ti‐6AL‐4V butt joint in the
as‐welded condition is presented in Figure 9. No significant difference in microhardness
profiles among three testing positions was found; that is, no thickness gradient was observed
in the present study. The average microhardness value of the base material was found to be
336 ± 8 HV 0.5. The FZ exhibited the highest average microhardness, approximately 396 ± 10
HV 0.5 (roughly 18% greater than that in the BM), and it decreased abruptly as the distance
from the FZ line increased. The microhardness distribution within the FZ was quite uniform
without significant deviations from the average value. This result is related to the use of Ti
Grade 5 as a filler wire material. In the case of LBW with Ti Grade 2 (commercially pure Ti)
filler material, a significant decrease in microhardness in the centre of the FZ was observed [27].

The increase in microhardness from the BM via the heat‐affected zone to the FZ centre is
correlated with local changes in microstructure, which were activated during LBW and
subsequent cooling. The occurrence of maximum hardness in the FZ is related to the formation
of a strong martensitic structure due to high cooling rates upon solidification. Acicular α’ phase
produced by the diffusionless transformation from the high‐temperature β phase field exhibits
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higher strength and lower ductility, which are attributable to the fine size of martensitic plates
and high defect density [28]. The influence of microtexture plays a minor role because <0 0 0
1>//ND and <1 0 ‐1 0>//ND crystal directions were aligned parallel to the indentation direction
in both the BM and HAZ despite decreasing axial intensity. HAZ is characterized by strong
inhomogeneity and plays a role of a transition zone from acicular martensitic morphology
within the FZ to equiaxed microstructure in the BM. The strong spatial variation of the
microstructure, namely, the decrease in the martensitic content, leads to a high gradient of
microhardness inside the HAZ. Squilace et al. [2] reported that the hardness gradient in the
HAZ is inversely proportional to the heat input during LBW.

Figure 9. Microhardness profile of the laser beam welded Ti‐6Al‐4V butt joint measured in the as‐welded condition.

3.3.1. Influence of PWHT on microhardness

The variations of average microhardness values for the BM and FZ in the as‐welded condition
and after PWHT under different conditions are shown in Figure 10. The hardness in the FZ
was generally higher than that in the BM, but their difference depended strongly on the
annealing temperature. The changes in microhardness after conducting PWHT are strictly
related to the microstructural changes that occurred during the PWHT. Because the effect of
PWHT depends on the initial microstructure, the BM and FZ underwent different transfor‐
mations during PWHT and will be discussed separately.

Annealing at 540°C for 4 h slightly increased the average microhardness of the BM from 336 
± 8 HV 0.5 in the as‐welded condition to 351 ± 10 HV 0.5 after annealing. This unexpected
hardening effect upon low‐temperature annealing was not evident from OM and SEM
observations and can be attributed to precipitation hardening of the α phase by coherent Ti3Al
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particles [1, 28]. During annealing, significant alloy element partitioning takes place; that is, α
phase is enriched with α stabilizing elements (Al), and β phase is enriched with β stabilizing
elements (V, Fe) owing to diffusion processes. This fact was proved by EDX point analysis.
Figure 11 shows the average content of alloying elements in α and β phases of the BM after
PWHT. As shown in Figure 11, Al content in the α phase and V and Fe content in the β phase
increase with increasing temperature. Coherent α2 particles can then be precipitated in the
alpha phase by ageing owing to increased Al content. This age‐hardening effect of the α phase
in Ti‐6Al‐4V by Ti3Al particles was well documented by Lutjering et al. [28]. In the Ti‐6Al‐4V
alloy, the Ti3Al solvus temperature is approximately 550°C. Annealing at temperatures lower
than 550°C will precipitate α2 particles, whereas a heat treatment at 600°C will be only a stress‐
relieving treatment [29]. The latter was in a good agreement with our findings. Heat treatment
at 650°C for 1 h led to average microhardness in the BM of 331 ± 10 HV 0.5, which is slightly
lower than that in the starting condition. Evidence of this ageing phenomenon is not apparent
from optical microscopy images and EBSD results because the size of the α2 particles is
approximately several nanometres as reported in Ref. [28]. The application of transmission
electron microscopy (TEM) techniques to study this complex phenomenon should improve
identification of the α2 phase.

Figure 10. PWHT influence on the average microhardness in the FZ and BM.

As presented in Figure 10, annealing in the temperature range of 650–850°C does not affect
the average microhardness in the BM significantly, and It gradually decreased with increasing
temperature. A substantial decrease in microhardness was observed after recrystallization
annealing at 920°C for 45 min. These results are related to grain coarsening in accordance with
the Hall‐Petch mechanism and are consistent with microstructural observations discussed in
the previous section. Because the second step of duplex annealing is equal to SRA1 heat
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treatment, this led to hardening of the coarsened structure obtained after RA due to precipi‐
tation of α2 phase as discussed above.

Figure 11. Alloying element partitioning in the BM due to PWHT. (a) Al in α phase and (b) V and Fe in β phase.

The effect of various PWHT on the average microhardness in the FZ has a generally very similar
trend as discussed for the BM; however, the mechanisms leading to these results were not the
same because the initial microstructures were completely different. The hardening effect
observed in the FZ after SRA1 annealing can be attributed to tempering of the martensitic
structure. This effect at relatively low temperatures has already been observed by a number
of researchers [6, 30, 31]. Because metastable α’ martensite is supersaturated in β stabilizers
owing to the diffusionless transformation β → α', upon annealing, it decomposes into α + β by
precipitation of incoherent β particles at dislocations or β phase layers at plate boundaries [28].
Chesnutt et al. [32] investigated ageing of β‐quenched Ti‐6Al‐4V and used TEM to show
microprecipitation of β phase particles in tempered martensite. Precipitation hardening takes
place only after SRA1 annealing, whereas heat treatment at 650°C for 2 h leads to partial
decomposition of martensite with attendant reduction of microhardness. Starting from the
temperature of 750°C, grain coarsening of an acicular microstructure in the FZ is responsible
for the gradual reduction of microhardness with increasing temperature (see Figure 10). After
recrystallization, the annealing microstructure in the FZ was completely transformed into
equilibrium coarse lamellar α + β morphology with the lowest hardness values nearly equal
to that of the BM in the as‐received condition. The hardening mechanism that took place after
ageing in DA was apparently the same as described above for the BM because after recrystal‐
lization, both the BM and FZ consisted of equilibrium α + β phases.

3.4. Residual stress analysis

The HDM method gives the average stresses in the area where the material was drilled, that
is, in the circle of 0.6 mm in diameter. Because no depth‐dependent gradient of residual stresses
was observed in the present study, each point is represented by the mean value of residual
stresses at the depth of 0.3 mm. The distribution of residual stresses longitudinal and transverse
to the weld line across the welding seam is shown in Figure 12(a). High tensile longitudinal
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stresses up to 650 MPa are produced in the weld itself and the immediately adjacent parent
material during solidification. These high tensile residual stresses near the weld are balanced
by compressive longitudinal stresses further from the weld line. Transverse residual stresses
have a similar profile but are an order of magnitude lower than the longitudinal component
with a maximum value not exceeding 50 MPa. Our results are in good agreement with that
reported by Cao et al. for laser beam welded Ti‐6Al‐4V alloy [33].

Figure 12. Residual stress distribution in the vicinity of the laser beam welded Ti‐6Al‐4V butt joint. (a) Residual stress‐
es in the as‐welded condition and (b) influence of PWHT on longitudinal residual stress profile.

Figure 13. Residual stresses in the BM after milling.
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The stress‐relieving effect at elevated temperatures due to PWHT is presented in Figure 12(b).
Because longitudinal stresses significantly prevail over transverse components, for simplicity,
Figure 12(b) presents only the evolution of longitudinal stresses upon heat treatment.
Annealing at 540°C results in the stress relief from 650 MPa in the centre of FZ to approximately
90 MPa (nearly 85% effect). After heat treatment at 750°C, almost full stress relief was achieved,
and PWHT's at higher temperatures completely remove welding‐induced residual stresses in
the welding seam. It should be kept in mind that the presented results correspond to different
specimen geometry from that used in fatigue testing. The specimen size should be considered
as an influential factor when evaluating the effect of residual stresses on the fatigue of welded
joints [34, 35]. After extracting S–N specimens from the welded plate due to the relatively short
width of the gauge length (8 mm), residual stresses are almost fully removed. The latter was
confirmed by the HDM technique in the extracted fatigue specimens and does not allow us to
make any conclusions about the influence of residual stresses on the fatigue properties of laser
beam welded Ti‐6Al‐4V butt joints. However, in the situations in which the width of the tested
specimen is sufficient to keep the residual stresses after cutting or the welding line is parallel
to the external stresses, the results presented in this work would be quite useful. Moreover, the
stress‐relieving effect investigated here is necessary for comprehensive analysis of the PWHT
of laser beam welded butt joints. Large‐scale specimens must be tested to separately investigate
the influence of residual stresses on the fatigue of LBW joints.

Incremental HDM allowed us to investigate the residual stresses that arise in the surface layer
after machining. These stresses are of great interest because they significantly affect the
unnotched fatigue properties of the material and will be discussed in the last section. Figure 13
shows a residual stress distribution in the BM after milling. As we can see, high compressive
residual stresses up to 550 MPa are formed in the 0.2‐mm‐thick surface layer. These compres‐
sive stresses in the surface layer are balanced by tensile stresses in the bulk material.

3.5. Fatigue testing

The results of room‐temperature high cycle fatigue tests are shown in Figures 14 and 16. For
reference, base material data are also provided in Figure 14. Arrows indicate non‐failures
after 107 cycles (run‐outs). The curves shown in these plots represent the mean lines corre‐
sponding to 50% probability of survival. The results highlight the inherent scatter in fatigue
test experiments for titanium alloys [36]. As shown in Figure 14, the fatigue limit of the BM in
the starting as‐received condition is approximately 650 MPa or nearly 65% of the yield strength.
Machining both reduces the surface roughness from 3 to 1.5 Rz and results in the formation of
compressive residual stresses in the 0.2‐mm‐thick surface layer (see Figure 13). Improved
surface quality and introduction of favourable compressive stresses in the near surface region
have a beneficial effect on the HCF resistance of the Ti‐6Al‐4V BM. As seen in Figure 14, the
fatigue limit increased to 720 MPa after milling the surface of the specimens. This result should
be kept in mind when comparing the effect of milling the weld defects on the HCF properties.
The S‐N curve of the milled BM must be considered as the reference for machined weldments.
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Figure 14. Influence of machining on the fatigue behaviour of the laser beam welded Ti‐6Al‐4V butt joints.

Figure 15. Transverse cross sections of fractured S‐N specimens. (a) As‐welded condition, 200 MPa, 889,500 cycles and
(b) annealed (FA2) and machined, 575 MPa, 4,953,100 cycles.

Figure 16. Influence of PWHT on the fatigue behaviour of the laser beam welded Ti‐6Al‐4V butt joints.
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3.5.1. Influence of defects

The S‐N curves for the as‐welded and machined flush laser beam welded Ti‐6Al‐4V butt joints
are given in Figure 14. The fatigue limit after milling the weldment flush with the sheet surface
was approximately 500 MPa. This value corresponds to 70% of the base material fatigue limit
(also machined). It can be seen (Figure 14) that the presence of reinforcements and small
underfills significantly deteriorates the fatigue of the laser beam welded butt joints. Geometry
imperfections such as underfills and reinforcements play the role of stress concentrators
(notches). The failure always occurred in the welding seam initiated at the face or root underfill.
Figure 15 shows typical transverse cross sections of fractured S‐N specimens in the as‐welded
and machined conditions. In the as‐welded specimen, the crack started from the weld root and
propagated through the FZ perpendicular to the direction of applied stress as shown in
Figure 15(a).

Thus, machining the weld reinforcements and underfills flush with the sheet surface can be
considered as an easy method to improve the fatigue performance of the laser beam welded
butt joints. These results are consistent with the work of Squillace et al. [2]. They showed that
the fatigue strength of autogenous laser beam welded Ti‐6Al‐4V butt joints is strongly
influenced by the value of the underfill radius, and the S‐N curves shift towards the region of
HCF as the value of the underfill radius increases. Improved fatigue strength by partially or
totally eliminating the underfills, predicted in the above‐mentioned work, was confirmed in
the present study. The use of filler wire partly prevented the formation of underfills; however,
as seen in Figure 14, the synergetic effect of the weld reinforcements and underfills consider‐
ably affected the fatigue performance, although the acceptance criteria in terms of geometrical
defects were passed.

In the low cycle fatigue (LCF) region, the S‐N curve of the milled condition approaches the
static strength of the laser beam welded joints, which usually equals the strength of the parent
material [2, 5]. The specimen tested at the 950 MPa level of maximum stress was fractured in
the base metal. This implies that in the LCF region, the laser beam welded Ti‐6Al‐4V flush
milled butt joints exhibit a BM level of fatigue strength. All other laser beam welded specimens
tested in the current work were fractured in the FZ. The typical location of failure in the
machined laser beam welded joint is shown in Figure 15(b) for the specimen, which endured
nearly five million cycles at the 575 MPa level of maximum stress.

In the HCF regime, the S‐N curve for the flush milled condition is located lower than that of
the base material. The fatigue limit decreased by nearly 31%. This result implies the exis‐
tence of internal microstructural features or defects deteriorating the fatigue strength of the
joint. In experiments with butt welds in the as‐welded condition, the stress concentration at
the weld toes or roots is much more severe than that due to minor defects existing in the
welding zone, and these defects are therefore less important. Thus, geometry features can
overshadow the microstructural effects and internal defects. The latter are of primary inter‐
est in this work. By removing the stress concentrators from the surface of the welding seam,
internal defects become the most important notches in the joint and exhibit their full delete‐
rious effect.
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3.5.2. Influence of PWHT on fatigue

The influence of PWHT on the fatigue performance of the laser beam welded Ti‐6Al‐4V butt
joints is shown in Figure 16. It should be kept in mind that all data given in Figure 16 represent
the flush milled condition. If the annealing temperature is lower than 750°C, the results of the
tests lie in the scattering range of the as‐welded S‐N curve. No significant influence of low‐
temperature annealing (T < 750°C) on fatigue performance was found. Conditions SRA1 and
SRA2 had approximately the same fatigue limit of approximately 500 MPa, considering the
inherent scatter of fatigue experiments.

Annealing at temperatures above 750°C leads to the slight improvement of fatigue properties.
The specimens annealed at 850°C (FA2) and subjected to DA showed the highest value of
fatigue limit in the present work: 550 MPa. For comparison, as‐welded specimens heat treated
at lower temperatures endured less than 500,000 cycles at that level of stress. The fatigue limit
for the FA1 condition was not achieved in the current study. The last two FA1 specimens
exhibited very low fatigue life compared with the position of other points for this condition.
The examination of fracture surfaces revealed the presence of relatively large clusters of pores
with the size of approximately 300 µm. These specimens were probably extracted from the
region of the plate with worse quality of the welding (run‐in or run‐outs). Even considering
the scatter of the results, the general trend, that annealing at high temperatures (>750°C)
increases the fatigue strength of the joint and shifts the S‐N curve towards higher values of
stresses, can be clearly seen in Figure 16.

3.6. Microfractography

Fracture surfaces were studied using OM and SEM to identify the locations of crack initiation,
region of stable crack propagation and overload region morphology. After careful fracture
surface examination of the broken S‐N specimens with an optical microscope, it was concluded
that almost 100% of these failures started from internal welding defects, that is, pores with
average diameters of approximately 10–100 µm. These pores play the role of structural
discontinuities and stress concentrators (notches). The existence of such high stresses in the
specimen leads to the initiation of the microcracks in very early periods of fatigue life [37].
Figure 17 shows the fracture surface overall views of the heat‐untreated machined specimen
(a) and the specimen after PWHT at 850°C for 1 h (b). Crack initiation sites are clearly seen.
The typical distance from the surface to the crack nucleation point is approximately 300–700
µm; however, less frequently, pores appear closer to the surface. Cracks initiated from a single
pore are very rare and occur only if the size of the pore is approximately 100 µm. More
frequently, the cracks start from the subsurface clusters of pores (usually two or three pores),
as shown in Figure 17(a). The distance between cracks in subsurface clusters is typically less
than the pore diameter and does not exceed 10 µm. According to AWS D17.1 [19], two or more
discontinuities in the welding zone should be treated as one when the spacing between them
is less than the dimension of the larger discontinuity. This allows us to consider subsurface
clusters of pores as single defects with an approximate size of 150–250 µm.

The area around the crack initiation site is slightly brighter than the region of stable crack
growth. This white circle resembles a “fish eye” fracture, common for steels in the ultra‐long‐
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life regime, when fatigue fracture origins are mostly at non‐metallic inclusions in the subsur‐
face [37]. The “fish eye” in the present study always had a radius equal to the distance from
the surface to the crack nucleation site. The difference in the colours is probably caused by
cyclic contact of the fracture surfaces in the absence of atmospheric effects within the “fish eye”
and by cyclic contact of the fracture surfaces in the presence of atmospheric gases outside the
“fish eye” [37].

Figure 17. OM images of fracture surfaces. (a) As‐welded condition, 525 MPa, 3,488,300 cycles and (b) PWHT (FA2),
650 MPa, 1,763,300 cycles.

The SEM images with higher magnification of the specimen shown in Figure 17(b) revealing
the topography of the fracture surface in different zones of crack growth are shown in
Figure 18. The zone adjacent to the pore (Figure 18(a)) is characterized by low values of stress
intensity factor and shows fibrous morphology. A comparison of the fracture face with the
microstructure (see Figure 8) suggests that the elongated fracture features correspond to
individual α laths. The crack propagated radially from the pore and was dominated by a
transgranular mode of cracking. At high stress intensity factors (Figure 18(b)), the fracture
topography was mainly characterized by typical fatigue striations and secondary cracks. The
overload region exhibited small, shallow dimples, which are indicative of ductile fracture due
to microvoid coalescence (Figure 18(c)).

Figure 18. SEM images of fatigue fracture surfaces. PWHT (FA2), 650 MPa, 1,763,300 cycles. (a) Region close to the
pore, (b) region of stable crack growth, and (c) overload region, final fracture.
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4. Discussion

Because the specimens that were subjected to PWHT were milled thereafter, we can assume
that equality of surface roughness was provided, and we can exclude this factor from our
further consideration. This allows us to consider microstructural changes as the main factor
affecting the fatigue properties of the laser beam welded joints in the present work. The aim
of this section is to link the results of mechanical testing with microstructural observations,
microhardness measurements and fracture surface topography analysis. As described above,
fatigue failure in the laser beam welded joints was always found in the FZ. Thus, the micro‐
structure in this region of the weldment is a crucial factor affecting the fatigue performance of
the joints.

The HCF failure process comprises four stages: microcrack initiation, microcrack propagation,
macrocrack propagation and final fracture [38]. The border between micro‐ and macrocrack
propagation can be defined when the size of the crack is approximately one order of magnitude
larger than the effective microstructural size [39], which is the average grain size (3–6 µm) in
the case of an equiaxed microstructure and is the α colony size (10–40 µm, depending on the
cooling rate) in the case of a lamellar structure. A number of researchers have shown that crack
initiation and microcrack propagation take up to 95% of the high cycle fatigue life [28, 37, 40].
Macrocrack propagation is very fast relative to the first stages and does not play any significant
role in unnotched HCF. In the presence of defects, the size and sharpness of notches are of
great importance because they determine the size of the plastic zone at the tip of the notch. As
already mentioned above, we can consider subsurface clusters of pores as single defects with
approximate sizes of 150–250 µm. A sharp notch with a small crack at its tip may be regarded
as a crack [37]. Because the transition short/long crack is on the order of 200 µm (10 times the
microstructural size) for lamellar microstructures, a crack emanating from the pore in the FZ
can already be assumed to be a long one after the initiation period. This brings us to an
important conclusion that the HCF of the LBW joints primarily depends on crack initiation
from the pore and near‐threshold macrocrack propagation.

A comprehensive study on the influence of microstructural variables on near‐threshold fatigue
behaviour of macrocracks in titanium Ti‐6Al‐4V was conducted by Yoder et al. [41–43]. Bilinear
crack growth rate behaviour was observed, with two distinct branches that independently obey
the power law and join together in the transition point (∆KT). In the region ∆Kth < ∆K < ∆KT

(∆Kth stands for the threshold stress intensity factor), the cyclic plastic zone is less than the
effective grain size, and a microstructurally sensitive mode of crack growth occurs that involves
crystallographic bifurcation in grains adjacent to the crack plane. In contrast, in the region ∆K 
> ∆KT, the grains within a larger plastic zone deform as a continuum, which results in a
microstructurally insensitive, non‐bifurcated mode of crack growth. The observed values of
∆KT were in remarkable agreement with predictions according to the equation ∆KT = 5.5 σy vd,
where σy is the yield strength of material, and d is the effective microstructural size. In the case
of titanium alloys, the Hall–Petch relation is relatively weak [44], so the d term in the above‐
mentioned equation dominates, leading to the increase of ∆KT with increasing grain size. The
inverse dependence of fatigue crack growth rates upon grain size was directly related to the
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microstructurally sensitive mode of crack growth because larger bifurcated cracks occur with
increasing grain size.

The most influential microstructural parameter on the mechanical properties of lamellar
(platelet) microstructures is the α colony size (packet size) because it determines the effective
slip length in lamellar structures [28, 41]. This parameter should be considered as the effective
microstructural size for lamellar morphology in the FZ. With increasing α colony size, the
unnotched fatigue strength and yield stress decrease because smooth HCF strength depends
primarily on the resistance to crack nucleation and microcrack propagation. However, if
macrocracks or sharp notches already exist in the material, a coarse lamellar microstructure is
more beneficial for fatigue performance because increased effective slip length retards fatigue
crack propagation due to increased crack front roughness. The trade‐off between decreased
strength and increased fracture toughness makes the coarse lamellar microstructure less
sensitive to notches and more advantageous for usage in applications, in which notched fatigue
performance is the crucial factor.

Annealing of the laser beam welded Ti‐6Al‐4V butt joints at temperatures up to 650°C is
insufficient for full martensite decomposition into an equilibrium lamellar α + β structure in
the FZ and recrystallization in the BM. The width of individual α lamellae and the average α
colony size remained almost the same after heat treatments at low temperatures. Hence,
mechanical properties also should have remained approximately the same. We can conclude
that the low‐temperature annealing does not affect the HCF performance of the laser beam
welded Ti‐6Al‐4V butt joints.

As described above, starting from the temperature of 750°C, the metastable martensitic
structure in the FZ transforms to equilibrium platelet α + β morphology, as shown in Figure 8.
With increasing temperature during PWHT, the width of individual lamellae and α colony
size increases with a commensurate increase in the effective slip length and a corresponding
decrease in the yield stress. A coarse lamellar structure with lower density of defects after
annealing at high temperatures has lower strength and higher ductility than martensitic
morphology [6, 45, 46]. This was indirectly confirmed by the decreased microhardness in the
FZ after PWHT at high temperatures. Although the static strength of the joint decreased
slightly, more ductile and softer material in the FZ was more beneficial for the HCF of laser
beam welded joints than a hard martensitic structure. High‐temperature annealing reduced
the notch sensitivity of the FZ, and internal defects were less detrimental for fatigue properties
than in a martensitic structure. Increased α colony size and consequently larger effective slip
length leads to a more bifurcated crack growth profile and increased crack propagation
resistance of the material. This result is consistent with the works of Yoder et al. [41–43] and
Lütjering and Williams [28].

To verify our assumptions, transverse cross sections of fractured specimens were made.
Grinding and polishing was performed to the plane containing the pore to compare the crack
front roughness in different conditions. As shown in Figure 19, the coarser lamellar micro‐
structure displayed a more tortuous and deflected crack path than the finer‐scale martensitic
microstructure in the region adjacent to the pore, where the crack growth is sensitive to the
microstructure. The effective slip length in the case of annealed material is the α colony size,
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but in case of martensitic morphology, it is the width of individual α plates. Increased crack
path tortuosity leads to enhanced crack deflection and a resulting increase in the FCP resistance
and the overall fatigue performance.

Figure 19. Comparison of crack front roughness profiles in the zone adjacent to the pore. (a) As welded condition and
(b) annealed at 850°C for 1 h.

The effect of grain size on the notch sensitivity is well known for steels. Murakami [37]
investigated microcrack propagation starting from artificial holes with diameters of 35–500
µm in steels. They concluded that defects smaller than a critical size are non‐damaging (not
detrimental) to fatigue strength, and the critical size is smaller for materials having higher
static strength. Harder material is more sensitive to notches and defects. A larger decrease in
fatigue strength for materials of higher static strength was found. This trend is generally in
reasonable agreement with our findings, although we investigated different materials. Based
on the results for steels, we can also assume the existence of non‐damaging permissible defects
for titanium alloys because micromechanisms and models for the behaviour of cracks ema‐
nating from sharp notches do not depend on the material. However, further investigations
must be carried out to prove this assumption. If the dependence of critical size on the micro‐
structure of the FZ is obtained, an obvious way to exclude the detrimental effect of pores on
fatigue is to provide a welding technique leading to smaller pores than the critical size.
However, it should be kept in mind that in the absence of pores or if the size of defects is lower
than the critical size, PWHT will have an opposite effect on fatigue; that is, fatigue strength
will be reduced after high‐temperature annealing. This was shown in the work of Babu et al.
[7] for electron beam welded joints. The fatigue cracks in their work originated at the surface,
implying that internal defects were insignificant. PWHT at temperatures of approximately
900°C reduced the fatigue strength of the joints at 2·× 106 cycles compared to that of the as‐
welded condition and those annealed at lower temperatures.

5. Conclusions

Fully penetrated Ti‐6Al‐4V butt joints were produced by LBW with filler wire. The effect of
PWHT was analysed in terms of microstructural features, microhardness, residual stress
distribution and fatigue performance. The following conclusions can be drawn:
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1. The microstructure of the laser beam welded seam in the as‐welded condition was
characterized by strong inhomogeneity due to high cooling rates imposed by the
welding process. FZ consists of a metastable martensitic structure formed by the
diffusionless β → α’ transformation. High spatial gradients of the microstructure and
microtexture in the HAZ result in mechanical properties mismatch between the BM and
FZ, which was indirectly confirmed by the microhardness profile.

2. Significant grain coarsening was found after PWHT at temperatures higher than 750°C
owing to recrystallization processes in the BM and martensite decomposition in the FZ.
After high‐temperature annealing, the BM microstructure has much fewer lamellar
regions, and in the FZ, α at prior β grain boundaries appears, and pronounced α colonies
are formed.

3. In the as‐welded condition, microhardness values in the FZ were 18% higher than those
in the BM. Annealing at 540°C led to the hardening of both the FZ owing to the tempering
of martensite and the BM owing to precipitation of α2 phase. Annealing in the temperature
range of 650–920°C promotes grain coarsening in the BM and martensite decomposition
in the FZ. As a result, microhardness decreased with increasing temperature. Duplex
annealing allowed the microhardness mismatch between the FZ and BM to be minimized
to 6%.

4. Annealing at 540°C for 4 h had an effect of relieving approximately 85% of stress. PWHT
at higher temperatures completely eliminated welding residual stresses. Machining of the
weld defects produces compressive residual stresses in the 0.2‐mm‐thick surface layer,
which are beneficial for fatigue.

5. The fatigue limit of a laser beam welded machined butt joint was 500 MPa or 70% of the
milled BM fatigue limit. Stress concentration due to underfills and reinforcements
significantly deteriorates the fatigue performance. PWHT at temperatures higher than
750°C increase the fatigue limit by approximately 10% up to 550 MPa. The failures of
machined samples started from the subsurface clusters of pores. Increased crack front
roughness in the microstructure‐sensitive region of crack propagation and increased
critical size of non‐damaging defects are supposed to be the most influential factors
leading to improved fatigue properties of laser beam welded Ti‐6Al‐4V butt joints
subjected to PWHT. A slight decrease in static strength is the main offset for this method.
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Abstract

Grain boundaries play an important role in dictating the mechanical and physical prop-
erties of nanocrystalline (NC) materials because of the increased volume fraction of inter-
crystalline components as the grain size decreases. In general, grain boundaries have a 
high energy level and there exists a thermodynamic driving force to reduce the overall 
area of grain boundaries through grain coarsening, making NC material systems intrinsi-
cally unstable. Recent investigations also indicate that mechanical deformation can pro-
mote grain growth in NC material even at the cryogenic temperatures. In this chapter, 
first, the current investigation on the grain boundary structures of NC metallic materials 
is briefly reviewed and then the state-of-the-art of experimental results on the microstruc-
tural stability during deformation processes is discussed. Finally, several key issues for 
improving the microstructure stability of NC metallic materials and possible future work 
are discussed.

Keywords: nanocrystalline, grain boundary, microstructural stability, deformation 
mechanism, fracture

1. Introduction

A grain boundary (GB) in the homophase polycrystalline metal is an interface between two 
crystals of the same crystal structure [1, 2]. According to the dimensional scale of defects in 
polycrystalline materials, the GB is classified as a planar defect. GBs play an important role 
in the mechanical properties of polycrystalline metals [3, 4]. For bulk polycrystalline metals, 
the GB is considered to be stable during the plastic deformation processes and acts as a sink, 
source or obstacle to the dislocations [1]. With the decreasing microstructural length scale of 
polycrystalline materials, the volume fraction of atoms residing in or near the grain boundaries 
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increases. Experimental results indicate that GB width (δ) is approximately 0.5 nm for face-
centered cubic (fcc) NC alloys and slightly larger than 1.0 nm for body-centered cubic (bcc) NC 
alloys [3, 5, 6]. Assuming the grains have the shape of spheres, the volume fractions of inter-
crystal regions and GB as a function of grain size (d) are shown in Figure 1. It can be seen from 
Figure 1 that for nanostructured materials with grain size of 5 nm, nearly 50% of atoms will 
reside in or near the GB [7]. Therefore, nanostructured materials can be considered to compose 
of two parts: the core crystallites and a network of intercrystal regions (grain boundaries, triple 
junctions, etc.) [8]. In NC materials, grain boundary mediated processes, such as emission and 
absorption of dislocations by grain boundaries, grain rotation, and GB sliding will dominate 
the plastic deformation as the grain size is smaller than a certain critical value [9]. The proper-
ties of the nanostructure materials are thus determined not only by their reduced microstruc-
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stability phenomena in NC materials, the GB effect on the monotonic and cyclic deformation 
processes of NC materials. Finally, the application method to enhance the microstructural 
stability of NC and potential investigations in the future are discussed.

2. Grain boundary structure

For understanding the properties of NC materials, it is a prerequisite to have a detailed knowl-
edge of the GB structure from the atomic (local) scale to the microstructural scale. A consider-
able effort has been made to understand the GB structure of polycrystalline materials, since 
the 1950s. To describe the GB crystallographically, a number of parameters must be defined. 
From a macroscopic perspective, a planar GB between two adjacent grains has five degrees 
of freedom. Four degrees of freedom are accounted for the crystallographic orientation of the 
rotation axis and the normal of the GB plane. The fifth is defined as the misorientation angle 
(θ) [12]. There are several criteria to classify the GB. According to θ value, GBs are typically 
classified to low-angle boundaries with θ ≤ 15° and high-angle boundaries with θ > 15° [13]. 
The coherency of homophase low-angle GBs can be described through the dislocation model 
[14]. The degree of coherency is related to the spacing of misfit dislocations within the GB. 
Based on the relative orientation of the rotation axis and the GB plane normal, the GB can be 
classified as a tilt and twist boundary. If the rotation axis is perpendicular to the GB plane 
normal, this GB is called a tilt boundary, whereas if the rotation axis is parallel to the GB nor-
mal, the GB is defined as a twist boundary. Although tilt and twist GBs occupy only a small 
fraction of the GB phase space, they are frequently observed experimentally, which suggests 
that they are energetically favored over other types of GBs [15].

Numerous theoretical efforts have been made to characterize the GB structures. The widely 
used models to analyze and predict the atomistic structures of GB include the coincidence 
site lattice (CSL) model and the structural unit (SU) model. In the CSL model, a coincidence 
index (Σ) is the ratio of the volume of the CSL cell to that of the lattice unit cell. The reciprocal 
value of the Σ represents the fraction of the lattice points belonging to the abutting crystal. GB 
with lower value of Σ contains a higher density of coincident sites and is expected to have low 
energy. While in the SU model, those GBs with specific misorientation angles called favored 
GB is constituted only from one type of structural units. Any intermediary GB between two 
favored GBs can be described by a linear combination of SUs comprising one or several neigh-
boring favored boundaries [16, 17]. Twenty-one <1 1 0> symmetric tilt GBs are investigated by 
Rittner and Seidman with atomistic simulations, using an embedded-atom method potential 
for low stacking-fault energy fcc metal [18]. They found that the favored boundaries are the 
Σ = 1 (0 0 1), Σ = 27 (1 1 5), Σ = 11 (1 1 3), Σ = 3 (1 1 1), Σ = 9 (2 2 1) and the Σ = 1 (1 1 0) interfaces. 
The structural units associated with each of these boundaries are denoted by A–E, as shown 
in Figure 2. To reduce the number of distinct SU, distortions exceeding 15% are occasionally 
permitted in the SU of the GB region.

The advent of transmission electron microscopy (TEM), especially in the development of high-
resolution transmission electron microscopy (HRTEM) has provided us with a very power-
ful tool to explore the atomic structure of internal interfaces. Figure 3 shows the HRTEM 
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Figure 2. Equilibrium bicrystal interface structures of <1 1 0> symmetric tilt boundaries and two perfect crystal 
orientation [18]. The structures are viewed along the tilt axis [1 1 0], with the open and filled circles indicating atomic 
positions in alternate (2 2 0) planes [18].

Figure 3. HRTEM images of [0 0 0 1]-tilt grain boundaries in ZnO bicrystals. (a) 10.6 ± 0.1° boundary composed of a dislocation 
array. (b) 20.1 ± 0.2° near Σ = 7 boundary having a facet structure. (c) 20.0 ± 0.2° near Σ = 7 boundary with a symmetric 
structure. (d) Higher magnification image of (c) with the boundary core structural units represented by quadrilaterals [19].
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 micrographs of the atomic structure of ZnO thin films [19]. It is evident that the low-angle GB 
is composed of edge dislocation along the GB plane as shown in Figure 3(a). Figure 3(d) is the 
higher magnification of Figure 3(c), having a periodic and nearly mirror symmetric character 
as clarified by drawings of SUs. The HRTEM greatly contributes to the experimental verifi-
cation of the basic concepts of atomic structure of the GB [12]. TEM characterization results 
indicate that the GB of NC material is essentially the same as that of the coarse-grained materi-
als. It should be noted that GB structures of NC materials are highly dependent on the alloy 
composition and processing steps in the manufacturing of NC materials.

3. Microstructural stability

3.1. Grain growth under monotonic deformation

Although NC materials show superior mechanical properties as compared to the coarse-
grained counterpart, their application has been severely limited by their microstructural 
instability under the monotonic mechanical deformation [20–33]. For pure NC metallic mate-
rials, the grain coarsening process often occurs even at ambient temperatures [34–36]. Ames 
et al. reported on the observation of the room temperature grain growth in high-purity NC 
Pd with an initial grain size of about 10 nm [35]. They found a transition from an initially 
self-similar slow growth to abnormal grain growth. However, they argued that abnormal 
grain growth is a transient state since a monomodal grain size distribution was observed in 
the late stage of coarsening. Discontinuous grain growth in NC materials during the deforma-
tion processes seems to be a common phenomenon. Zhang et al. examined the effect of the 
temperature and sample purity on the grain coarsening behavior and found that many of the 
grains under the indenter have grown to several hundred nanometers while the unindented 
microstructure remains unchanged [20, 28], as shown in Figure 4. Due to the complex and 
large stress/strain field of the Vickers indenter is not yet known, the detailed mechanism of 
the grain growth is not known. However, the increased rate of growth at cryogenic than at 
the room temperature indicates that the growth is primarily mechanical, not diffusion-driven. 
In order to elucidate the effect of stress and strain on mechanically induced grain growth, 
Rupert et al. fabricated specimens with specially designed stress and strain concentrators to 
reveal the relative importance of these parameters on grain growth [24]. Statistical results of 
grain size in horizontal-hole specimens showed that grain growth occurred at both high strain 
region and high stress region. However, grain size was greater in the high stress region, indi-
cating that the grain growth is driven by stress. Statistics results of grain size of angled-hole 
specimens demonstrated that grain growth was scaled with shear stress. Gianola et al. have 
investigated the tensile mechanical properties of 180-nm-thick NC Al films with grain size 
about 40 nm [22]. The specimens that exhibit high strength maintain their NC microstructure, 
the limited elongation, and the dramatic strain softening. By contrast, specimens that undergo 
discontinuous grain growth show intermediate strengths and the unexpected development of 
a region of extended plasticity. Statistical results of grain size outside of the deformed region 
of specimens that exhibited the grain growth are similar to the initial state indicating that the 
grain growth is directly tied to the applied stress or deformation in the sample [37].
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Figure 4. TEM images of Cu sample after indentation tests (a) in a region away from the indents, and (b) inside an indent 
made at room temperature with a dwell-time of 30 min [20].
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3.2. Grain growth under fatigue test

Grain growth is also observed during the cyclic deformation of NC materials [38–50]. Early 
fatigue experiments by Witney et al. on the NC Cu reported modest grain growth due to pull-
pull cyclic loading [38]. They found that the protrusions stick out on the order of a micrometer 
which is far greater than the initial grain size, and extend several microns parallel to the sur-
face, similar to extrusions formed during the fatigue test of a coarse-grained Cu. Detailed TEM 
studies of NC Ni-Fe alloy under cyclic deformation demonstrates that the grain coarsening is 
accompanied by the fatigue crack growth. Stress concentration at the crack tip causes the lat-
tice reorientation under the cyclic deformation [41]. GB dislocations play a critical role in grain 
rotation and in the formation of subgrain in larger grains. Boyce and Padilla have reported 
the fatigue crack initiation and growth behavior in NC Ni, Ni-Mn, and Ni-Fe alloy [42]. They 
found localized regions of grain growth during fatigue loading. Coarsened Ni grains did not 
favor any particular orientation, while Ni-0.5Mn coarse grains showed a <1 1 0> preferred ori-
entation. Their observations also suggest that grain stability is an important factor affecting the 
crack initiation and propagation process in these NC alloys. Meirom et al. reported fatigue-
induced grain coarsening during crack propagation in NC Pt films with a strong <1 1 1> tex-
ture [43, 44]. They found a clear evidence of increased grain size in the crack wake and ahead 
of the crack tip. Coarsened grains underwent a nearly one order of magnitude increase in size 
compared with the as-received one. They also found that many of the grain boundaries in the 
Pt films are “low-angle” in character and the grain coarsening by the annihilation of low-angle 
GB through the dislocation slip near the crack tip [43, 44]. Recently, Zhang et al. investigated 
the fatigue behavior of 100-nm-thick NC Cu film on a polymer substrate [49]. They found that 

Figure 5. Microstructure of Cu films (a) as-deposited (AD) and (b) annealed (AN). (c and d) Statistical results of the 
grain size of the AD and the AN Cu films before and after fatigue test. Microstructure of Cu films after fatigue test (e) 
AD and (f) AN [49].
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the mean grain size of both the as-deposited and annealed Cu samples increase after the fatigue 
test, as shown in Figure 5. However, the grain growth is greatly suppressed in the annealed 
NC Cu film, which leads to the enhanced resistance to the fatigue cracking as compared with 
that of the as-deposited one. The enhanced fatigue strength of Cu film after annealing may be 
related to the GB structure readjustment during the annealing process.

3.3. Grain boundary migration-theoretical model

Although the mechanical grain growth has been experimentally observed under various 
mechanical conditions, the underlying microstructural and atomic scale mechanisms are still 
open for debate. As mentioned in the introduction section, in an NC material, the fraction of 
atom residing at the GBs increases as the grain size decreases. Thus, GBs in NC materials pro-
mote the total free energy of the system. The reduction of this excess free energy through the 
removal of grain boundary area represents a large driving force for the grain growth. Grain 
growth in NC materials can be due to the rotation and coalescence of adjacent grains, as well 
as normal grain boundary movements. There are several theoretical models that have been 
proposed to describe the mechanically driven grain growth behavior, for example, stress-
coupled GB migration [51–56] and grain rotation-induced grain coalescence [57].

The stress-coupled GB migration model is based on the argument that shear stress causes 
tangential movement of grains along GBs (GB sliding), and this produces a coupling with 
the normal motion of GBs (GB migration) [51]. Gutkin and Ovid’ko proposed a continuum 
disclination model for describing the stress-induced cooperative migration of an arbitrary tile 
GB [53–55]. The migrating GB was approximated by partial wedge disclination that can move 
under the applied shear stress, as shown in Figure 6. In the initial state, these GBs form two 
triple junctions. Under an applied shear stress, migration of GB3 from their initial position 
AB to a new position A′B′ occurs. Stress-induced migration of low-angle tilt GB3 results in the 
formation of two new triple junctions, A′ and B′. Straight-line defects (junctions) A, B, B′, and 
A′ are characterized by the disclination strength ±ω. The motion of the disclination produces 
rotational plastic deformation. The same is true for migration of two high-angle tile GBs with 
large angle gaps. It was shown that there is two critical stress, τc1 and τc2, that controls the GB 
migration behavior. When the applied stress τ reaches τc1, the GB can migrate in the stable 
mode and their equilibrium position is determined by the level of τ. When τ > τc2, the GB 
migration becomes unstable when the GB propagation does not depend on the level of τ. In 
all cases, GB migration leads to the unstable growth of a grain at the expense of its neighbors. 
Energy methods calculation indicates that critical shear stresses strongly depend on the elas-
tic modulus of the material, as well as on the strength of disclination-like defects appearing at 
the GB junctions in the process of GB migration.

For the case where the translational mode is mainly represented by GB sliding, Wang et 
al. suggested a theoretical model which describes the cooperative action of GB sliding and 
grain rotational deformation in mechanically loaded NC materials, as shown in Figure 7 
[25]. The grain rotation-induced grain coalescence model can be understood as follows [57]: 
with the applied force, GB dislocations glide results in the relative translational motion of 
GBs. However, the triple junctions impede the motion of GB dislocation. The blocked GB 
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 dislocation dissociates from the two climbing GB dislocation at the triple junction. With fur-
ther plastic deformation, the dislocation split process happens repeatedly and the climbing 
GB dislocations form two dislocation walls along the GBs, which results in the rotation of the 
central NC grain. Multiple rotations bring the orientation of abutting grains closer together 
and reduce the GB misorientation angles, and even eliminate the GBs, leading to coalescence 
of smaller grains into larger ones.

Figure 6. Schematic of stress-induced grain boundary (GB) migration (a and b) low-angle and (c and d) high-angle GB 
(GB3) by grain rotation through the glide of lattice dislocations (b) or motion of a dipole of wedge disclinations (d), 
respectively [54].
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3.4. Grain boundary migration-atomic scale mechanisms

Although theoretical models give some clues about the grain growth processes during 
mechanical deformation of NC materials, the exact microstructural scale and atomic scale 
mechanisms of the GB migration is still unclear. Quantitative information aimed to iden-
tify atomic scale mechanisms that reveal the influences of GB structure on the GB migra-
tion can be obtained by using in situ HRTEM and molecular dynamics (MD) simulation 
methods. Haslam et al. explored how grain rotation can induce grain coarsening [58]. 
They found that grain rotation decomposes a GB into multiple but distinct dislocations, 
which can then move by dislocation slip; these dislocations can annihilate at GBs or remain 
embedded within grains if the applied stress is relieved. The grain rotation mechanism 
purports that only some grains are able to rotate and thus coarsened grains can maintain 
their outer boundaries. This is consistent with the experimental result that GB of coarsened 
grain is characterized by low-angle boundaries [43, 44]. MD simulation of nanoindenta-
tion of NC Al films with a mean grain size of 7 nm showed that the grain rotation may 
be competing with the GB migration and the GB migration is likely dominant, as shown 
in Figure 8 [59]. During cyclic deformation of 20-nm-thick Au thin film, Luo et al. found 
that grain growth of NC Au is closely correlated with twin formation [60]. Based on the 
atomic scale observations, as shown in Figure 9, they revealed that the formation of nano-
twins is an effective way to assist grain coarsening. The grain coarsening process can be 
described as follows: the mutual nucleation of nanotwins near the GB changes the local 

Figure 7. Combined grain boundary (GB) sliding and rotational deformation mode. (a) The GB of the nanocrystalline 
(NC) Ni dominated by high-angle GBs. (b) dislocations motion along GB impeded by the triple junction resulted in 
climbing GB dislocations, which caused the rotation of grain 3. (c) Repeated grain rotations leading to grain coalescence. 
(d) The formation of a larger grain with subGBs (highlighted by dotted line) [25].
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grain  misorientation and results in the GB dissociated into smaller segments, which is 
more mobile than their parent one.

Recently, by using in situ HRTEM, Luo et al. have reported the adjustment of GB structures of 
Cu film during a self-driven GB migration, which involves GB dissociation, partial dislocation 
emission from GB, and faceting/defaceting [61]. Furthermore, they revealed that GB migration 
ability is closely related to the local GB segment consisting of “hybrid” structural units.

Figure 8. Atomic-level detail of the coalescence of grains. Deformation of Al film with grain size of 7 nm. (a) Contact zone 
before indentation simulation. (b–d) Rotation of grain 1 due to grain boundary (GB) sliding and transformation of the 
structure of the GBs. (e) Dissociation and migration of the GB between grains 1 and 2 [59].

Grain Boundary Effects on Microstructural Stability of Nanocrystalline Metallic Materials
http://dx.doi.org/10.5772/66426

153



4. Summary and future work

As mentioned in the introduction section, the high volume fraction of atoms resided at 
GB makes the microstructural stability problem intrinsic to NC materials. In general, two 
approaches are used to stabilize the grain structure: by kinetically hindering the GB mobility 
or by thermodynamically lowering the GB energy through solute segregation [62]. Studies 
have shown that providing a short annealing treatment to allow for grain boundary relaxation 
can increase the fatigue life of Cu films [49]. HRTEM investigation on the detailed GB char-
acters pre- and post-annealing processes will give more clues about the underlying mecha-
nism. Recently, methods for stabilizing NC materials by the control of interface structure was 
reviewed by Lu [63]. It has been argued that nanostructures with a high-density of coherent 
twin boundaries (CTB), which are low energy, low mobility boundaries with a high degree of 
crystallographic ordering, would provide the required resistance to the thermal coarsening 
while enhancing the strength. The addition of solute atoms (alloying) can pin the GB and/or 
lower the GB energy, improving the microstructural stability of NC [64, 65]. However, due to 
the complexity induced by alloying, more experimental and theoretical investigations on the 
structural characteristics need to be done in the future.

Figure 9. GB dissociation induced by twin formation. (a and d) TEM images of two typical examples of large grains with 
parallel multi-twins in the fatigued samples. (b and c) and (e and f) The corresponding details of the microstructures, 
respectively. Scale bars: (a and d–f) 5 nm, (b and c) 1 nm [60].
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Abstract

The spatial grating formation at metal surface under the linear polarized laser radiation
action is briefly considered. The spatial grating periods are well described in framework
of  universal  polariton model  (UPM) and are  well-defined physical  quantities.  The
production of new-type gratings (quasi-gratings) at laser power densities lower than
the metal melting threshold with power-dependent typical spatial scale and polariza-
tion-dependent orientation are discovered. The regularities of quasi-grating production
are experimentally studied. The physical model of quasi-grating formation explaining
the anisotropic  character  of  metal  recrystallization is  suggested.  The anisotropy is
caused by the directed electron flux interaction with grain boundaries. The electron flux
results from the drag effect of electrons by surface plasmon polaritons (SPPs). SPPs are
excited by incident laser radiation on the surface irregularities including the grain
boundaries. The volume analog of considered effect is the electroplastic one, and some
of its regularities are considered.

Keywords: metal, anisotropic recrystallization, laser radiation, linear polarization,
grain boundary movement, surface plasmon polaritons, electrons drag by surface
plasmon polaritons, electroplastic effect

1. Introduction

It is known that the separated direction usually arises on the condensed matter surfaces and
in bulk under the action of linear polarized laser radiation. The arising phenomena of linear
polarized electric field strength-oriented grating formation are well described in framework
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of universal polariton model (UPM) of laser-induced condensed matter damage [1]. The UPM
well describes the spatial periods for normally oriented (g || E) [2] and abnormally oriented
(g ⊥ E) gratings (g) as for long pulse durations [3] as for ultrashort laser pulses [4, 5]. Here E
is the electric field strength vector of incident laser radiation. In the later case, the effect exists
for condensed media with different physical properties: metals, semiconductors, and dielec-
trics.  So the peculiar  directions  arise  due to  the  vector  nature  of  light,  surface  plasmon
polaritons [6] and channel (wedge) surface plasmon polariton [4] excitation, and participation
in the interference process. The produced spatial gratings have some distribution in directions
and periods for ultrashort pulse durations, but for long pulses depending on laser wavelength
and optical properties of boundary materials, the periods have well-defined values. In our
experiments  with the incident  laser  radiation of  nanosecond duration,  the field-oriented
grating is formed with periods defined not so strictly as the universal polariton model dictated.
So, the problem is the physical mechanism of the observed effect.

The contemporary theory of condensed media describes the spatially hierarchical synergetic
behavior of structures in solids, including under conditions of relaxation from nonequilibrium
state [7]. One example is the metal recrystallization [8], including laser-induced recrystalliza-
tion [9]. It is known that the process of collecting recrystallization on metal’s surface caused
by heating up to the melting point is followed by grain boundary movement and enlarging of
their scales [10]. This is the isotropic process because of the lack of separated direction in
considered system. There are known experiments on metal films deposited on dielectric
substrate recrystallization under cyclic heating by laser radiation up to the melting point
followed by lateral spatial grain-scale enlargement [9]. The grain-scale growth in average is
isotropic due to the absence of separated direction in considered system metal-dielectric-laser
radiation.

2. Results

We studied the self-organized phenomena of micro- and nanostructure formation on metal
surfaces under action of series of laser radiation pulses (λ = 1064 μm, τ = 10, 100 ns) at near-
normal incidence upon the mechanically polished titanium surface (VT—1-0). Formation of
three types of structures versus the laser power density (q) and pulse number (N) was
observed. At q values corresponding to partial metal melting during the pulse, the creation of
resonant periodic grating with period

0d / 1.04 m= l h » m (1)

and orientation g0 || E written as surface relief modulation was observed. Here η is the real
part of the refractive index for titanium-air boundary for surface plasmon polaritons. Their
formation was due to the interference of the incident laser radiation and surface plasmon
polaritons excited by it (universal polariton model (UPM) [11]).
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The second type of the structures (abnormal one) was also observed in the regime of partial
metal melting; it was observed predominantly on the ridges of the main resonant relief (of the
first-type gratings) and had the period [5]:

d / 4 0.21 m= l x » m (2)

and anomalous orientation g ⊥ E. Their formation was caused by participation of the wedge
surface plasmon polaritons (WSPPs) guided by ridges of the main resonant relief (structures
of the first type) explained by the nonlinear mathematical model of spatial period formation
[12]. Here ξ is the real part of the refractive index for wedge surface plasmon polaritons of the
considered boundary.

The third type of structures was observed only for laser pulse duration τ ≈ 10 ns at q values
not exceeding the material melting threshold. The produced microrelief was the quasi-grating
G, the period of which varied by laser radiation power density and orientation was G ⊥ E.
Note that in contrast to the resonant micro- and nanostructures (of first and second types), the
quasi-gratings had no precise value of the period according to formula (1) or (2). So, the third
type of structures could not be explained in the framework of the universal polariton model.
To explain their occurrence, the original model was developed.

As the samples in experiments the VT1-0 titanium plates mechanically polished with optical
quality were used (geometrical sizes: 7 mm diameter and 1 mm thickness). The Q-switched
linear polarized radiation of Nd3+:Yttrium Aluminum Garnet (YAG) laser (λ = 1064 nm, τ = 10
ns, 100 ns, f ≤ 12.5 Hz) with power density q ≤ 0.5 MW/cm2 was used for sample irradiation.
Laser radiation was focused by lens with focal length f = 18 cm into the typical diameter of
irradiated spot (0.6 ÷ 1) mm. The sample surface reflectivity dynamics from pulse to pulse at
λ = 632.8 nm was measured with the help of integrated sphere. The residual surface relief was
studied by optical microscopy (preferentially in dark field) and atomic force microscopy. The
main experiments were made with normal incidence of laser radiation or for p-polarized
radiation and not high angles of incidence.

In experiments, the following evolution of the micro- and nanorelief was observed, which can
be by convention divided by three consecutive stages. The first stage was the fine-scale
formation of quasi-isotropic nanorelief, the typical size of which was less than the optical
microscope resolution value in mode of fine-scale deformation grain boundary network. The
second stage was the rise of mean grain-size dimension with the grain anisotropy appearance.
The grain boundaries were observable with optical microscopy. This is the typical stage of
collective recrystallization. At the third stage, the grain boundary was gradually converted into
quasi-linear relief having typical size s ~ (4 ÷ 6) μm. The relief was formed in mode of thermal
grooves (see Figure 1). Its quasi-grating vector G was near perpendicular to Et: Here Et is the
tangential projection of electric field strength vector of the incident radiation. Especially note
that the s value was power density dependent and rising with q. The s value also was varied
from the center to periphery of irradiated spot (see Figures 2 and 3). This dependence was the
indicator of that the structure appearance is not in the framework of UPM. After the action of
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approximately N ≥ 300 pulses at the periphery of irradiated zone, the low contrast resonant
surface relief with period d− = λ∕(η − sinθ) (g− ∣∣ Et) was observed for <30°. Here θ is the angle
of incidence of laser radiation. For >30° the quasi-grating G disappears, and only the grating
g− appears at the central part of spot expanding toward periphery frequently in mode of
separated tracks which fill much more area with angle θ. Note here that the effective sources
of SPP’s scattering and incident laser radiation transformation into SPPs are grain boundaries
(see, for instance, Ref. [13]).

Figure 1. Topography of titanium surface produced under the interaction of 60 pulses of linear polarized laser radia-
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Figure 2. Dark-field optical microscopy image of the titanium surface spot area irradiated by linear polarized laser ra-
diation (λ = 1064 nm, τ = 20 ns) shows the quasi-grating formation of grooves of thermal grooving.

Figure 3. Image of titanium surface irradiated by series of N = 62 pulses of linear polarized laser radiation with q < qmelt

obtained by atomic force microscopy.

The experiments also were conducted in atmosphere of active and inert gases at atmosphere
pressure. The number of laser pulses needed to produce relief of given height in inert gases
was higher by (1.5 ÷ 2) times in comparison with air and was lower by (2 ÷ 2.5) times in oxygen
atmosphere. As is known the formation of resonant gratings by circular polarized laser
radiation is difficult because the gratings of all possible orientations (but discrete) must be
produced. For this case, the degree of positive feedback via grating height occurs to be
insufficient. So, in our experiments for circular polarization, neither resonant gratings nor
quasi-grating formation was observed. The experiments were made at laser power density in
the range (0.3 ÷ 0.8) MW/cm2 to be sure that the melting point of titanium surface will not be
achieved.

To study pulse-to-pulse reflectivity dynamics of irradiated area, the integrated sphere and
probe radiation (λ = 632.8 nm) were used. The time dependence of surface absorptivity has
shown the shallow minima for N ≈ 40 followed by gradual rise. The absorptivity change at
minima was ΔA = A0 − Amin ≤ 0.14, where A0 is the initial absorptivity value and the Amin value
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corresponds to surface absorptivity minima; the initial value is A0 = 0.5 (see, for instance, Ref.
[14]). In our experiments, the final value of A was near 1.2 A0.

The dynamics of surface relief changes was caused by grain boundary displacement in the
surface layer of the order of the depth of surface layer pulsed heating. The local minima
existence in the function A = A(N) is the consequence of two following process competitions,
namely, the collective recrystallization which enhances the optical properties and causes the
metal absorptivity falling and oxygen dissolution in metal skin layer and surface oxide film
growth cause the absorptivity rising. The experimentally observed evolution of the surface
relief on the initial stage is the consequence of technique of its polishing. Really, in the process
of mechanical polishing, the metastable highly cold-hardening layer of titanium is formed
having properties approaching to ones of amorphous metal. The action of repetitive pulses of
laser radiation leads to more equilibrium metal state through the recrystallization process [10].
So in a whole, the process is followed by sufficient grain-size growth of surface layer.

Next discuss the quasi-grating vector G orientation correlated with the laser radiation
polarization origin. The propagation directions of excited SPPs are mainly along the Et vector.
That is why SPPs most efficiently interact with grain boundaries which have orthogonal to Et

orientation. The directional SPP’s propagation causes the appearance of current of electrons in
metal skin layer [15, 16]. The current appears due to the tangential component of the Lorentz
force Ft ~ [v x H ] where v is the electron velocity and H is SPP’s magnetic field strength vector.
The action of the SPP’s vertical component of electric field strength vector (Ez) accelerates the
skin-layer electrons in vertical direction (vz) which produces the Lorentz force component
along SPP’s propagation direction, Ft||(ks/ks). The sign of vertical component of the electric
field strength (Ez) is changing simultaneously with the sign of magnetic field strength (H ) that
is why the direction of the Lorentz force component Ft always remains along the SPP propa-
gation direction ks/ks.

The directed flux of electrons interacts with grain boundaries as with a wall, thus supplying
an additional force action and directed grain displacement. Obviously, maximal momentum
will transfer to the deformation boundary, which is orthogonal to the SPP’s propagation
direction. In such a way, the anisotropy of grain growth is rising.

Figure 4. Scheme illustrated the subsequent grain boundary evolution under their interaction with directed flux of
skin-layer electrons dragged by laser-excited surface plasmon polaritons. The progressive stages of the grain growth
are shown in (a), (b), and (c). The vector orientation of quasi-grating formed at the final stage is G ⊥ Et.
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The process of quasi-grating formation occurs with positive feedback. Qualitatively, the
directed flux of electrons action is mostly effective for the grain boundary orientation n || ks,
where n is normal to the grain boundary laying in the plane of irradiated surface and ks is the
wave vector of SPP’s. Taking in mind the grain boundary continuity, the neighbor boundary
areas’ curvature reduces. This enhance the efficiency of SPP’s excitation (in given direction).
This brings about the rise of Lorentz force Ft acting on grain boundaries of neighbor grains for
which the direction of normal n is nearly parallel to Et, (Figure 4) This process takes place with
the positive feedback and spreads over the irradiated zone. Finally, the self-consistent situation
arises in which effective SPP’s excitation is realized mainly on almost linear grain bounda-
ries with n || ks. The process is stabilized when SPP’s intensity is insufficient to move the grain
boundary and their energy is dissipated into the metal. Such situation occurs for the optimal
values of typical distances between the neighborhood grooves of formed quasi-gratings of the
order of SPP’s propagation length L = 1/α, where α is the attenuation coefficient of the metal-
air boundary for SPPs. The spatial areas of irradiated spot with higher laser radiation intensity
are awaited to have the quasi-grating periods higher than for lower power density areas due
to nearly linear dependence of excited SPP’s intensities on the intensity of incident radiation.
This conclusion is supported by our experimental results.

Let us estimate the value of SPP’s attenuation coefficient α using the tabulated optical constants
for λ = 1064 nm [14]:

1/ 2

02Im 2 .
1

ea
e

æ ö
= = ç ÷

+è ø
m

s
m

k k
(3)

Here ks is the SPP’s wave vector’s module, εm is titanium metal complex dielectric permittivity,
k0 = ω/c is the wave number of laser radiation in vacuum, ω is the circular frequency of laser
radiation, and c is the velocity of light in vacuum. The estimate based on expression (3) and
optical constants of titanium for λ = 1064 nm shows that the SPP’s propagation length L = α−1

≈ 4λ for λ = 1064 nm and this value well coincides with experimentally measured value s ≈ 5
μm. For surface areas with higher power density, the s value may reach (6 ÷ 6.5) μm (see
Figure 2).

The driving force to displace the grain boundaries is the result of the flux of moving electrons
dragged by SPP’s interaction with grain boundaries, is limited in depth by titanium skin layer,
and is of the order lower than the thermal heating depth. The skin-layer size spatial localization
of driving force makes the boundaries displacement process easier. At the final stage of
evolution, the G quasi-grating relief performs the nearly parallel and equidistant grooves of
thermal etching (see Figures 5a, 5b, and 1c), having the inverse knife structure shapes with the
depth up to 500 nm. The cross section of groove has radius of tip curvature of the order 50 nm
or less, and dihedral angle at the tip is of the order 120°.
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Figure 5. (a) Enlarged fragment of surface area of produced thermal grooves and (b) cross-sectional profile of surface
obtained along white horizontal line of Figure 4a.

From Figure 3, it follows that as a result of multipulsed irradiation, the titanium surface locally
becomes sufficiently more smooth than the initial one (surface roughness after surface
mechanical polishing, stretching, and so on is smoothing; see Figure 1b). This is a well-known
result of material redistribution caused by surface atom diffusion [17].

The inverse knife-shaped metal groove can support the channel surface plasmon polariton
(CSPP) propagation [3, 5, 18]. In considered geometry of experiment, the direction of quasi-
grating vector is orthogonal to laser radiation polarization Et. For efficient excitation of CSPP,
the electric field strength component of incident radiation must be maximal. So, the metal
surface covered with quasi-grating has anisotropic absorptivity due to CSPP excitation and
dissipation of their energy into heat. It is known that micro- and nanostructured metal surface
also has anisotropy of electrical properties [19].

Note that the effect of the electrons drag by surface plasmon polaritons becomes apparent in
the surface current in metal skin layer [12, 15] and in the lateral flux of relativistic electrons in
vacuum under the metal surface irradiation by exawatt laser power density (pulse duration
less than 1 ps) [20].

One may wait that the discovered effect may be well observable for powerful ultrashort la-
ser pulse interaction with metals. Really, the experimental data for the multipulsed laser in-
teraction with metals and alloys have been published for femtosecond pulse durations
followed by quasi-grating G ⊥ E formation for titanium metal [21, 22] and Ti-based alloy Ti-
Zr-Cu-Pd [23] without any suggestions about the origin of their appearance (see Figure 6).
From our opinion the production mechanism of quasi-grating G superimposed on the g ∣∣ E
resonant grating is analogous for one suggested for nanosecond irradiation regime. Note
that the thermal etching groove formation is inherent to (poly)crystalline materials, but the
alloy Ti-Zr-Cu-Pd is the amorphous one. In fact under the alloy heating up to high tempera-
ture, the alloy transfers from its metastable state to the crystalline one, and the suggested
model works further.
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Figure 6. The quasi-periodic microrelief obtained on a titanium surface under the action of ultrashort pulses (τ = 150 fs,
λ = 800 nm, pulse-repetition rate 1 kHz, N =10) for energy densities Q = 0.25 J/cm2 (a) and (d), 0.75 J/cm2 (b) and (e), and
1.5 J/cm2 (c) and (f) at low (upper row) and high magnification (lower row), g ⊥ Et [21].

In one of the previous models proposed for explanation of spatial periodic relief on metal
surfaces under ultrashort laser illumination [24], the process was considered with nucleation
in a distended metal and the ensemble of cavitating bubble self-ordering [24]. According to
authors [24] and physics of the process, the orientation and periods of produced nanostructures
are independent on laser radiation polarization and wavelength, accordingly. The typical
power densities of laser radiation must be higher than in our consideration. In this model, the
predicted spatial periods are of the laser heating depth (10 ÷ 100) nm order. Hence, the model
[24] is not applicable for our case.

3. Effect of electroplasticity

The effect of electroplasticity will be considered in this section as one of the most closed volume
analog for anisotropic grain boundary movement (AGM) effect (Section 2). At first the
electroplasticity effect (EPE) in metals was discovered by Troitsky [25]. The metals demonstrate
the enhanced plasticity under the influence of the high directed current density.

The high perfection of axial texture is formed due to metal grains of definite crystallographic
orientations turned in the direction of wire dragging (Figure 7). The initial material takes the
texture “suitable” for subsequent high current transfer [26]. This structure turns out more
perfect than that formed by the usual wire-dragging technology. During electro-plastic wire
dragging, the deformation strengthening fails and the plasticity increases as a result [27–35].
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Figure 7. The perfect wire texture creation during electro-plastic wire dragging in condition of current density j and
wire movement direction P vector coexistence [26].

The thorough analysis shows that the nonthermal current action mechanisms involve electro-
plastic effect and ponderomotive forces of pulsed current and impact the wire tension decrease
sufficiently. More efficient pulsed current action (in comparison with dc) [26, 30], current
polarity dependence evidence the nonthermal nature of the occurred processes. In addition,
during rapid wire dragging (>10 m/s), the Stewart-Tolman effect takes place (the delay of free
electron gas against crystal lattice accelerating in the area of metal deformation inside a
drawing ring caused by transition to a smaller diameter). The Stewart-Tolman effect is
electronic by nature, and it favors the axial wire texturing to the electro-plastic and its degree
of perfection increasing. The typical parameters realized under the electro-plastic effect are
listed below:

• Frequency of current flow (10 kHz)

• Current power density (250 kA/cm2)

• Current pulse duration (60 μs)

• Wire-dragging velocity (rapid dragging) (≥10 m/s)

The observed effect is caused by plasticity influence of EPE in metal volume; it relieves the
process of axial texture formation and decreases friction in dragging die due to the grain crush
in the near-surface wire areas.

Apart from the perfect grain structure creation for copper, it was observed as follows [26]:

• The number of randomly distributed dislocations decreases.

Study of Grain Boundary Character170



Figure 7. The perfect wire texture creation during electro-plastic wire dragging in condition of current density j and
wire movement direction P vector coexistence [26].

The thorough analysis shows that the nonthermal current action mechanisms involve electro-
plastic effect and ponderomotive forces of pulsed current and impact the wire tension decrease
sufficiently. More efficient pulsed current action (in comparison with dc) [26, 30], current
polarity dependence evidence the nonthermal nature of the occurred processes. In addition,
during rapid wire dragging (>10 m/s), the Stewart-Tolman effect takes place (the delay of free
electron gas against crystal lattice accelerating in the area of metal deformation inside a
drawing ring caused by transition to a smaller diameter). The Stewart-Tolman effect is
electronic by nature, and it favors the axial wire texturing to the electro-plastic and its degree
of perfection increasing. The typical parameters realized under the electro-plastic effect are
listed below:

• Frequency of current flow (10 kHz)

• Current power density (250 kA/cm2)

• Current pulse duration (60 μs)

• Wire-dragging velocity (rapid dragging) (≥10 m/s)

The observed effect is caused by plasticity influence of EPE in metal volume; it relieves the
process of axial texture formation and decreases friction in dragging die due to the grain crush
in the near-surface wire areas.

Apart from the perfect grain structure creation for copper, it was observed as follows [26]:

• The number of randomly distributed dislocations decreases.

Study of Grain Boundary Character170

• Wire electrical resistivity decreases by 8–15%.

• Wire residual plasticity increases by 25–30%.

• Wire-dragging force decreases by 25–30%.

For the stainless steel wire, it was observed as follows [26]:

• Electrical resistance decreases by 18–20% in comparison with warm wire dragging and by
26–30% in comparison with cold wire dragging without current.

• Residual plasticity increases by 5–20%.

• The strength limit decreases by 15–20%.

The electroplasticity effect is a linear function of current density and was never observed for
alternated current. It is known that to remove inner tension and residual deformations on high-
voltage transmission equipment, the powerful pulse current is transmitted by the wires hanged
preliminary before the wires are to be arranged finally.

So, in general, the electroplasticity effect may be considered as a volume analog of the effect
of anisotropic grain boundary movement (AGM) being discussed. Really, the electroplasticity
effect is caused by directed current of electrons’ action. And the AGM effect is also the
consequence of the direct current of electrons forced by the effect of electrons drag by surface
plasmon polaritons in optical skin layer of metal. In both cases, the directed electrons transfer
their momentums to the grain boundary as a wall and force their displacement.

4. Conclusion

The formation of microstructures on metal surface under the interaction of laser radiation of
nanosecond durations in regime of near-threshold melting was theoretically and experimen-
tally analyzed. The generations of regular structures in mode of linear gratings or normal and
abnormal orientations the periods of which are proportional to laser radiation wavelength
were observed. The mechanisms of discussed structure formation are in frameworks of
universal polariton model of laser-induced condensed mater damage. In the regime of power
density not exceeding the melting threshold, the relief of a new type in mode of quasi-grating
of grooves with periods of the order 5 μm and grating orientation orthogonal to the electric
field strength vector of laser radiation has been studied. So, the anisotropy of grain growth
process was observed. To explain the result of anisotropic growth, the qualitative model was
suggested. The model is based on the effect of skin-layer electrons dragged by surface plasmon
polaritons. The flux of electrons transfers its momentum to the grain boundary as to the wall
given an anisotropic force. So, the produced skin-depth surface layer has properties differing
from the bulk of metal.

The considered effect is the surface one. As the volume analog to this effect the well-known
electroplasticity, one can be considered. Really, in both cases, the cause of the main effect in
metal is the directed flux of electrons.
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