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Preface

Carbon capture and storage (CCS) has been highlighted during the last decade as a practical
way of dealing with anthropogenic CO2 that should be removed from the atmosphere at
least to the level of 450 ppm. Also CCS is considered as the only practical way in sequester‐
ing the huge CO2 amount with a reasonable cost at this moment. But, CCS has not reached
the full commercial level yet due to the high cost involved as well as due to many uncertain
environmental and legal limitations. Hopefully some revolutionary CO2 utilization methods
that can replace the storing of the CO2 underground can solve all the cost and huge volume
issues. Unfortunately, the CCS technology itself had not attained the acceptable cost goal
that most technical milestones in many developed countries have targeted as less than US
$20–30 per ton in capturing CO2. Most importantly, cost incentives for CCS by carbon tax or
other similar systems have not been implemented globally yet. The CCS process typically
requires a heavy instrumentation with a high energy penalty in capturing and storing facili‐
ties. After the Paris Agreement on reducing global warming in December 2015, reducing
CO2 in every industrial sector becomes a key task that can guarantee the continuation of
business in the long run. Industry waits the reliable and reasonable cost methods in elimi‐
nating CO2 that can continue their business, and this is the right time to provide the techni‐
cal solution in CO2 problems.

Scientific evidence from IPCC, etc., clearly indicates that carbon dioxide is a major contribu‐
ting source to climate change. Among the CO2-generating sources, fossil fuel power genera‐
tion produces almost a third of the global CO2 emission. Since the social infrastructure has
already evolved to use fossil fuels that can provide a relatively cheap energy, it is not an easy
task to eliminate suddenly the use of them. Especially in developing countries, coal will re‐
main as a cheap and reliable energy source, probably till the 2050s at least. In the long run,
renewable energy should replace the fossil fuel and open the era of no-CO2 emission. The goal
is very clear. We should replace the energy source that can minimize the generation of CO2 or
store CO2 underground until a more pragmatic solution appears. Unfortunately, it requires a
heavy burden in cost for individuals and investment for the newer infrastructure. Without
technical breakthroughs in CO2 reducing, sequestering, storing, and converting methods, any
enforced endeavor will yield a futile resonance in each person and companies even with mo‐
rally justified causes. The CCS can work as a bridge before the no-CO2 era of the future by
applying to large-scale CO2-emitting facilities. Already there are many success stories that
exhibited profitable CCS operation by connecting to enhanced oil recovery (EOR).

There is still the question whether CO2 really needs to be captured and sequestered. Even
today many people insist that the recent climate change is just one of the climate cycles that
happened throughout the earth’s life span. In Cambrian period of about 500 million years



ago, CO2 concentration had reached 7,000 ppm compared to the current CO2 target of 450
ppm that IPCC intends to control. But, most land life forms had started about 400 million
years ago which was even before the highest CO2 level at ca. 500 million years ago. Thus the
high CO2 concentration of 7,000 ppm appears not to be applicable in the argument. The im‐
portant thing is that the CO2 concentration has never reached above 300 ppm during the last
400 million years in that life forms flourish. In the year 2012–2013, the earth’s CO2 level has
passed 400 ppm level and continues to rise. Many reports say that the 400 ppm level is the
highest during the last 3–20 million years. With or without consenting the impact of CO2

level on climate change, if a very faint probability of the fatal climate consequences exists as
many data forecast, we have to do something to prevent the worst scenario; otherwise, the
world ecosystem might fall apart to the level we cannot do anything anymore.

The 1 ppm CO2 in global atmosphere means 2.13 gigatons of carbon. The current largest
CCS plant can sequester 3 million CO2 tons per year, which is the amount of CO2 emitted
from just one 500 MW coal-fired power plant. This suggests that there is a long way for CCS
to yield a meaningful impact on the global CO2 issues, unless the technology achieves some
kind of standardized form in reducing cost and applies at least hundreds of it a year. Con‐
sidering the immense volume of CO2 amount that CCS has to deal with, most of the CCS
technologies still contribute too small portion of the CO2 problem.

The CCS was a big issue in major economies of the world during the years 2005–2008, pre‐
cipitating by the recommendation (G8 Hokkaido Toyako Summit Leaders Declaration) at
the G8 summit meeting held on July 8, 2008, at Hokkaido in Japan. At the Declaration, CCS
was mentioned as “launching of 20 large-scale CCS demonstration projects globally by 2010,
taking into account various national circumstances, with a view to beginning broad deploy‐
ment of CCS by 2020." I had participated personally in the preparation of workshops to
reach this Declaration from the IEA/CSLF Assessment Workshop in Oslo 2007 to the 2008
Major Economies Meeting in Hawaii. The CCS had been highlighted as a key solution for
tackling CO2 issues in the early 2000s, but it appears to lose some passion by the lack of
progress in technical developments and in commercial success stories other than EOR.

Renewable energies without any pollutants or CO2 emission should be the way of the fu‐
ture, but it might take several decades with current steps of technical and political stagna‐
tion in dealing with climate change. Then, we have to go back to basics, starting from
finding a solution in small steps. Soil carbon sequestration that is included as a section of the
book is a good example even though it will never give a big impact solution in CCS, but it
can give a grass root impact that every individual can contribute a small token in tackling
the CO2 issue. Since the CCS processes involve many energy consuming steps like CO2 sepa‐
ration to higher concentrations, CO2 compression, etc., there are many potentials in reducing
the energy penalty by advanced technologies. The CCS technology desperately needs far
newer ideas and breakthroughs that can separate earlier attempts to capture and sequester
CO2 through improving, modifying, and switching the known principles. This book tries to
give some insight into developing an urgently needed technical breakthrough through the
recent advances in CCS research, in addition to the available small steps like soil carbon se‐
questration. Another recent direction dealing with climate change focuses on carbon utiliza‐
tion rather than the direct carbon capture and storage. Conceptually, converting CO2 to
chemicals or fuels should be more beneficial to environment because it can substitute the
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fossil fuels like oil, natural gas, or coal. Carbon utilization is considered as a continuation of
CCS, and one chapter is included in the book.

The book consists of five sections: CCS in coal power plants, carbon capture methods, soil
carbon sequestration, carbon storage and utilization, and economics of CCS. The first section
tells about some of the recent advances in dealing with CO2 issues by the coal power industry.
The second section illustrates the most critical components in CCS, which are CO2-capturing
methods involving absorbents, membranes, and biomaterials. The third section deals about
the soil carbon sequestration that can be viewed as a meaningful CO2 study that starts with
very minute step but can end with huge impact on agricultural cultivation techniques. The
fourth section contains two chapters, one on the carbon utilization by conversion to chemicals
and fuels and the other on the CO2 underground storage with actual site data. Finally, the fifth
section talks about the basic economic principles that should be discussed in CCS.

Personally, I had read all the details of each chapter and acted as a critical reviewer to make
a better quality book during the last nine months. I hope this book can serve as a small cor‐
nerstone in finding new concepts and more reliable technologies in CCS and CO2 utilization.

I thank all participating authors for contributing their chapters and for helping in revising
where needed. Also, I really thank Ms. Martina Usljebrka who had helped me in every edit‐
ing step throughout the whole nine months in 2016.

Yongseung Yun
Institute for Advanced Engineering, Yongin,

Republic of Korea
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CCS in Coal Power Plants
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Development of a State-of-the-Art Dry Low NOx Gas 
Turbine Combustor for IGCC with CCS

Tomohiro Asai, Yasuhiro Akiyama and 
Satoschi Dodo

Additional information is available at the end of the chapter

Abstract

The successful development of the coal-based integrated gasification combined cycle 
(IGCC) with carbon capture and storage (CCS) requires gas turbines capable of  achieving 
dry low nitrogen oxide (NOx) combustion of hydrogen-rich syngas fuels for low emis-
sions and high plant efficiency. This chapter describes the development of a “multi-cluster 
combustor” as a state-of-the-art dry low NOx combustor for hydrogen-rich syngas fuels. 
The combustor consists of multiple clusters of pairs of one fuel nozzle and one air hole 
that are installed coaxially. The essence of the design concept is the integration of two key 
technologies: rapid mixing of fuel and air for low NOx and flame lifting for flashback-
resistant combustion. The combustor has been developed in three steps: burner develop-
ment, combustor development, and feasibility demonstration for practical plants. The 
combustor was tested with a practical syngas fuel in a multi-can combustor configura-
tion in an IGCC pilot plant in the final step. The combustor achieved the dry low NOx 
combustion of the syngas fuel in the pilot plant and the test results demonstrated the 
feasibility for achieving dry low NOx combustion of the syngas fuel in practical plants.

Keywords: integrated gasification combined cycle (IGCC), carbon capture and 
storage (CCS), gas turbine, dry low NOx combustor (DLNC), multi-cluster combustor, 
hydrogen-rich syngas fuels

1. Introduction

Coal is a vital energy source for power generation with over 40% of the electricity produced 
worldwide stemming from coal [1]. Coal is able to ensure energy supply stability and security 
due to its low cost, abundant reserves, and worldwide availability. However, conventional 
pulverized coal–fired power plants are the most carbon dioxide (CO2)-intensive source of 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



power generation. An effective method for cutting CO2 emissions from coal-fired power plants 
is to employ a coal-based integrated gasification combined cycle (IGCC). IGCC plants release 
less CO2 than conventional pulverized coal–fired power plants because of their higher plant 
efficiency. IGCC also possesses the capability to capture and store CO2 before combustion 
[precombustion carbon capture and storage (CCS)]. CCS technology suppresses the release 
of CO2 into the atmosphere by capturing and storing CO2 emissions from thermal power 
plants. A report by the Intergovernmental Panel on Climate Change (IPCC) estimates that 
an IGCC plant with CCS might cut CO2 emissions by about 80–90% compared with an IGCC 
plant without CCS [2]. However, the major technical hurdle with CCS is that CCS decreases 
plant efficiency because of the additional energy for capture and storage. The report by the 
IPCC estimates that a CCS-equipped IGCC plant might need 14–25% more energy than an 
IGCC plant of equivalent output without CCS [2]. Improving the efficiency of CCS-equipped 
IGCC plants is a key to the successful combination of the two technologies. In order to achieve 
high plant efficiency and low emissions, a gas turbine in IGCC plants requires a diluent-free 
(“dry”), low NOx combustor. This chapter describes the development of a state-of-the-art dry 
low NOx combustor intended for CCS-equipped IGCC plants.

2. CCS-equipped oxygen-blown IGCC technology and technical hurdles 
with gas turbines

2.1. Overview

Coal-based IGCC technology with CCS converts coal to syngas, removes CO2 from the syngas, 
and generates electric power in the combined cycle by utilizing the produced hydrogen-rich 
syngas as gas turbine fuel. An oxygen-blown IGCC plant with a precombustion CCS system is 
composed of five key components: an air separation unit (ASU), a gasifier, a syngas cleanup unit, 
a CCS system, and a combined cycle unit. A schematic diagram of the plant is shown in Figure 1.

The plant generates electric power through the process as follows. The ASU separates air into 
oxygen (O2) and nitrogen (N2). The gasifier converts coal to raw syngas by reacting it with 
oxidant (oxygen). The gasifier employs oxygen as the oxidant, and this type of gasification 
is referred to as “oxygen-blown.” This chapter addresses oxygen-blown IGCC technology. 
The syngas cleanup unit removes impurities, such as particulate matter, sulfur, and ammo-
nia from the raw syngas, producing a clean syngas consisting mainly of carbon monoxide 
(CO) and hydrogen (H2). A shift reactor of the CCS system converts CO in the clean syngas 
to H2 and CO2 by a water-gas shift reaction, producing a shifted syngas. A CO2 capture unit 
removes CO2 from the shifted syngas, thus producing a hydrogen-rich syngas. The hydrogen-
rich syngas is supplied to a gas turbine as fuel. A gas turbine combustor burns the syngas, 
and the combustion gas operates a turbine, which, in turn, generates electric power. A heat 
recovery steam generator (HRSG) produces steam using the waste heat of exhaust gas from 
the gas turbine, and sends the steam to the gasifier in order to produce the raw syngas and to a 
steam turbine in order to generate additional power. The gas turbine combustors are required 
to operate on oil fuel as the startup fuel at ignition and during part load in order to provide 
the HRSG with the waste heat until the syngas fuel is supplied to the gas turbine [3].

Recent Advances in Carbon Capture and Storage4
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2.2. Technical hurdles with gas turbines

The implementation of IGCC technology with CCS poses significant challenges to gas turbine 
combustors owing to properties of hydrogen-rich syngas fuels. Figure 2 shows the variation 
in fuel compositions against the carbon capture rate for typical syngas fuels [4]. The fuel 
compositions vary widely depending on the carbon capture rate. As the carbon capture rate 
increases from 0 to 90%, as a result of the conversion of CO to H2 and CO2 in the shift reactor, 
H2 concentration increases widely from approximately 25 to over 80 vol%. Some properties of 
hydrogen, specifically its higher flame speed, lower ignition energy, and broader flammabil-
ity limits compared with conventional gas turbine fuels (e.g., natural gas), increase the risk of 
flashback and autoignition [5].

The challenges posed by these properties of hydrogen require advanced combustion tech-
nologies for hydrogen-rich syngas fuels. Conventional gas turbine combustors are incapable 
of achieving low NOx emissions and high plant efficiency for hydrogen-rich syngas fuels. 
Figure 3 summarizes technical hurdles with their use. The combustors are broadly classi-
fied into two types: premixed combustors and diffusion-flame combustors. Conventional 
premixed combustors are capable of achieving low NOx by supplying premixed fuel-air 
mixtures because they maintain low local flame temperatures. However, premixed combus-
tors burning hydrogen-rich fuels are prone to flashback into their large premixing section 
because they are highly tuned to operate on low-flame-speed fuels like natural gas. This flash-
back tendency characteristic hinders the application of premixed combustion technology to 

Figure 1. Schematic diagram of oxygen-blown IGCC plant with precombustion CCS system.

Development of a State-of-the-Art Dry Low NOx Gas Turbine Combustor for IGCC with CCS
http://dx.doi.org/10.5772/66742
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hydrogen-rich syngas fuels in IGCC. In contrast, conventional diffusion-flame combustors are 
capable of achieving flashback-resistant combustion of hydrogen-rich fuels by supplying fuel 
and air separately into their combustion chamber. However, diffusion-flame combustors are 
incapable of achieving high plant efficiency because they require additional energy to inject 
a diluent, such as water, steam, or nitrogen, into the combustion zone in order to suppress 
the increased NOx emissions due to high local flame temperatures. IGCC plants have thus far 
employed diffusion-flame combustors at the expense of decreased plant efficiency in order to 
achieve flashback-resistant combustion of hydrogen-rich fuels.

Figure 2. Fuel compositions of typical syngas fuels in oxygen-blown IGCC with CCS.

Figure 3. Technical hurdles with conventional combustors.
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A solution to these hurdles is to develop state-of-the-art technologies for diluent-free (dry), 
low NOx combustion of hydrogen-rich fuels. Figure 4 compares the advantages of dry low 
NOx combustors (DLNC) with those of diffusion-flame combustors. Diffusion-flame combus-
tors decrease NOx by injecting diluents. This method is referred to as “wet control.” However, 
injection of diluents decreases plant efficiency. In contrast, dry low NOx combustors achieve 
low NOx diluent-free (dry) combustion, thereby increasing plant efficiency. The successful 
implementation of IGCC technology with CCS requires state-of-the-art technologies for the 
dry low NOx combustion of hydrogen-rich syngas fuels that can achieve both lower NOx 
emissions and higher plant efficiency.

Many research groups and gas turbine manufacturers have been developing dry low NOx 
combustion technologies for hydrogen-rich fuels [6–18]. Technologies described in the lit-
erature include a multi-tube mixer fuel nozzle [7], a triple-fuel syngas burner [8], a MBtu EV 
burner [9], a low-swirl injector [10], a flameless-oxidation burner [11], a micro-mixing lean-
premix injector [12], a DLN micromix burner [13, 14], a DLE combustor with supplemental 
burners [15], a lean premixed swirl-stabilized hydrogen burner with axial air injection [16], a 
rich catalytic hydrogen injector [17], and a rich/lean staged burner [18]. This chapter describes 
the development of a state-of-the-art dry low NOx combustor for hydrogen-rich syngas fuels 
in CCS-equipped oxygen-blown IGCC plants.

3. A state-of-the-art dry low NOx combustor

3.1. Combustor configuration

Figure 5 shows the configuration of the state-of-the-art dry low NOx combustor [19]. The com-
bustor consists of multiple fuel nozzles and multiple air holes. The key elements of the com-
bustor each consist of one fuel nozzle and one air hole that are installed coaxially. A cluster 
of key elements constitutes one burner, which forms one flame. The air holes are embedded 

Figure 4. Advantages of dry low NOx combustor.
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in one plate. Multiple burners constitute a can combustor, and several can combustors are 
installed on a gas turbine. The combustor is classified as a multi-can type [20]. Hereafter, this 
burner is referred to as a “cluster burner,” and this combustor is referred to as a “multi-cluster 
combustor.”

An individual multi-cluster combustor consists of multiple cluster burners, a cylindrical liner, 
a cylindrical casing, and an end cover. Figure 6 illustrates a cross-sectional diagram of an indi-
vidual multi-cluster combustor. The cluster burners are installed on the end cover equipped 
with fuel supplying systems. The liner is mounted concentrically inside the casing. Figure 7 
illustrates a detailed diagram of the cluster burners. The burners consist of one pilot burner 
at the center and several identical main burners surrounding the pilot burner. The combustor 
forms seven individual flames, each of which is anchored to the corresponding burner. The 
combustor assigns the function of maintaining operational stability to the pilot burner and the 
function of maintaining low NOx operation to the main burners.

Figure 5. Configuration of the state-of-the-art dry low NOx combustor for hydrogen-rich syngas fuels.

Figure 6. Cross-sectional schematic diagram of individual multi-cluster combustor.
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The pilot burner can ensure combustion stability over the operating range by forming a well-
stabilized flame in the center. The pilot burner is equipped with an air-assisted oil spray noz-
zle at the center. The oil spray nozzle operates on oil fuel at ignition and during part load 
before syngas fuel is supplied to the gas turbine in IGCC plants [19].

The main burners can achieve homogeneous fuel-air mixing for low NOx combustion by dis-
persing fuel to multiple injection points. The injection points are arranged in three circles on each 
main burner: six points on the first circle with the smallest diameter, 12 points on the second 
circle with the intermediate diameter, and 12 points on the third circle with the largest diam-
eter. Here, the region within each first circle on the perforated plate is referred to as the “inner 
region,” and the region outside each first circle is referred to as the “outer region.” The gaseous 
fuel injected from six fuel nozzles on each first circle is referred to as “inner fuel,” and the gas-
eous fuel injected from 24 fuel nozzles on each of the second and third circles is referred to as 
“outer fuel.” The main burners characterize the low NOx performance of the combustor [19].

3.2. Burner concept

The next subsections describe the concept of the cluster burner for hydrogen-rich fuels. The 
essence of this burner concept is the integration of two key technologies: rapid mixing of fuel 
and air for low NOx combustion and flame lifting for flashback-resistant combustion. The 
cluster burner provides both the advantage of the premixed combustor of low NOx combus-
tion and the advantage of the diffusion-flame combustor of flashback-resistant combustion.

3.2.1. Rapid mixing for low NOx combustion

Rapid mixing achieves low NOx combustion. Thermal NOx from atmospheric air is formed 
extensively at high temperatures [6, 21]. As a result, NOx emissions are decreased to low 

Figure 7. Detailed diagram of cluster burners.
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levels by eliminating high-temperature regions. Such high-temperature and NOx-generating 
regions are removed by the formation of homogeneous fuel-air mixtures before combus-
tion, because of the rapid mixing of fuel and air within a short distance. Here, rapid mixing 
achieves low NOx combustion.

The cluster burner mixes fuel and air rapidly by producing multiple coaxial fuel-air jets, each 
of which consists of a central fuel jet surrounded by an annular air jet. The burner is equipped 
with multiple injection points. The burner installs the fuel nozzles in separate air holes coaxi-
ally at each injection point, thereby producing multiple coaxial fuel-air jets [19].

The coaxial jets mix fuel and air rapidly within a short distance by enhancing turbulence 
through contracting and expanding air passages. Figure 8 shows the fuel concentration dis-
tribution in the mixing process of a coaxial jet analyzed by large eddy simulation (LES). The 
simulation results show that turbulence increases the amplitude of a wavelike disturbance at 
the boundary between fuel and air jets downstream of the air hole exit, thus mixing fuel and 
air rapidly. The burner disperses fuel by multiplying the coaxial jet, thereby enhancing mix-
ing of fuel and air [19].

Conventional premixed combustors can mix fuel and air almost completely. However, pre-
mixed combustors burning hydrogen-rich fuels are prone to flashback into their large premix-
ing section because of their higher flame speeds. Thus, this flashback characteristic hinders the 
application of premixed combustion technology to hydrogen-rich fuel combustion.

3.2.2. Flame lifting for flashback-resistant combustion

Flame lifting achieves flashback-resistant combustion. Flame lifting means that a flame is sta-
bly held at a point away from the burner. As a result, flame lifting suppresses the occurrence 
of flashback into the burner.

The burner can lift a flame by generating converging and diverging swirl flows downstream 
from itself. Figure 9 illustrates a cross-sectional diagram of the main burner to describe the 
operating principle of this flame-lifting technology. The air holes cause the combustion air pass-
ing through them to swirl because the central axis of each air hole is inclined in the direction 
of a tangent to each circle. The swirling flow issuing from the air holes first converges toward 
and then diverges from an axial position (flame-anchoring point) located away from the burner. 
As shown in the figure, the converging-diverging swirl flows induce a pressure profile in the 

Figure 8. Mixing process of a coaxial jet.
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flow direction. The converging flow induces a favorable pressure gradient due to the decrease 
in pressure downstream with increasing swirl velocity, whereas the diverging flow induces an 
adverse pressure gradient due to the increase in pressure downstream with decreasing swirl 
velocity. The adverse pressure gradient causes a vortex breakdown at the boundary between the 
converging and diverging swirl flows, thereby generating a recirculation flow. The recirculation 
flow stabilizes the flame by providing a stable heat source of combustion gas for the continuous 
ignition of fresh reactants. The reverse flow of the combustion gas from the boundary can be 
suppressed by the favorable pressure gradient in the converging flow. As a result, the flame is 
stabilized at the flame-anchoring point on the boundary. According to this operating principle, 
the flame is lifted from the burner and thus can suppress the flashback into the burner [19].

3.3. Combustor operability

The combustors are required to operate stably from ignition through part load to base load in 
practical IGCC plants. The next subsections describe the fuel supply system and fuel staging.

3.3.1. Fuel supplying system

The fuel supply system supplies syngas and oil fuels to the multi-cluster combustor. Figure 10 
shows the fuel supplying system for the combustor [19]. The six main burners are divided 
into two groups (F2 and F3) consisting of three burners each, and arranged alternately around 
the pilot burner (F1). The syngas fuel is distributed into five fuel circuits: F1 fuel to the F1 pilot 

Figure 9. Operating principle of flame-lifting technology for the main burner.

Development of a State-of-the-Art Dry Low NOx Gas Turbine Combustor for IGCC with CCS
http://dx.doi.org/10.5772/66742

11



burner, F2-1 fuel to the inner region of the F2 main burners, F2-2 fuel to the outer region of 
the F2 main burners, F3-1 fuel to the inner region of the F3 main burners, and F3-2 fuel to the 
outer region of the F3 main burners. The oil fuel is supplied to the oil spray nozzle.

The fuel distribution ratios (F1 ratio and outer-fuel ratio) are important test parameters influ-
encing combustion performance. The F1 ratio is defined as the ratio of the mass flow rates of 
F1 fuel to all fuel. The F1 ratio is expressed as follows:

  F1 ratio   (  % )    =   
G  f  F1   ____ G  f  all  

   =   
G  f  F1    _________________________   G  f  F1   + G  f  F2−1   + G  f  F2−2   + G  f  F3−1   + G  f  F3−2  

    (1)

where Gf denotes the mass flow rate, and subscripts “all,” “F1,” “F2-1,” “F2-2,” “F3-1,” and 
“F3-2” denote all the fuel, F1 fuel, F2-1 fuel, F2-2 fuel, F3-1 fuel, and F3-2 fuel, respectively. 
The outer-fuel ratio is defined as the ratio of the mass flow rates of the outer fuel to all fuel 
supplied to the main burners. The outer-fuel ratio is expressed by Eq. (2).

  Outer − fuel ratio   (  % )    =   
G  f  F2−2   + G  f  F3−2    ____________________  G  f  F2−1   + G  f  F2−2   + G  f  F3−1   + G  f  F3−2  

    (2)

3.3.2. Fuel staging

The multi-cluster combustor can achieve low emissions and high operability over the entire 
operating range by switching combustion modes according to operating conditions. The 
combustor switches the modes by manipulating the combination of operating burners for 
which the fuel circuit is fueled. The fuel staging with combustion modes and switching loads 
hinges on such factors as operating conditions, operational requirement, and environmen-
tal regulation for each practical plant. This chapter shows an instance of the fuel staging 
sequences and combustion modes. Figure 11 shows the fuel staging [22]. In this figure, col-
ored regions shown on the burner pictures indicate operating burners. This fuel staging 
consists of three distinct combustion modes: oil mode, partial mode, and final mode. The 
combustor operates on oil fuel in the oil mode and on syngas fuel in the partial and the final 

Figure 10. Fuel supplying system.
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modes. The combustor switches from the oil mode, through the partial mode, to the final 
mode between ignition and base load.

In the oil mode, the combustor operates on oil fuel with the oil spray nozzle. The oil mode is 
used to ignite, accelerate, and operate the combustor over low loads. The oil fuel operation 
requires injection of diluent into the combustion zone to lower NOx emissions to the level 
required by environmental regulations, because NOx from oil fueled combustion increase 
owing to the local high-temperature regions compared with syngas fueled combustion. The 
combustor injects diluent nitrogen from the fuel nozzles in the outer regions of the main burn-
ers. The diluent nitrogen is separated from air by the ASU in IGCC plants. In the partial mode, 
the combustor operates on syngas fuel with the pilot burner (F1), inner regions of the F2 and 
F3 main burners (F2-1 and F3-1), and outer regions of the F2 main burners (F2-2). The partial 
mode is employed during part load from a low load to a middle load. At a low part load, the 
combustor switches from oil to syngas fuels. The combustor achieves stable combustion over 
low to middle loads by combusting the pilot fuel and inner fuel of the main burners associated 
with flame stabilization. In the final mode, the combustor operates on syngas fuel with the pilot 
burner and all the main burners. The final mode is used from a middle part load to base load. 
The combustor achieves low NOx combustion by distributing syngas fuel to all the burners [22].

4. Combustor development

4.1. Development approach

This section describes the development work for the multi-cluster combustors intended for 
hydrogen-rich syngas fuels in CCS-equipped oxygen-blown IGCC plants. Figure 12 shows 
the development approach for the multi-cluster combustors. The development approach con-
sists of three steps: burner development; combustor development; and feasibility demonstra-
tion for practical plants.

Figure 11. Fuel staging.
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In Step 1, the purpose is to optimize configurations of single burners with pairs of a fuel nozzle 
and an air hole by performing single-nozzle mixing test and single-burner combustion test at 
atmospheric pressure with test fuels comprised of H2, methane (CH4), and N2. Step 1 evaluates 
performance of single burners in terms of emissions of NOx, CO, and unburned hydrocarbons 
(UHC), and stability, which is related to pressure fluctuations due to combustion oscillation. 
The single-burner combustion test showed that the operating range of stable low NOx combus-
tion was restricted by the occurrence of combustion oscillation, and it was probably triggered by 
the attachment of the flame to the perforated plate due to the ignition of flammable mixtures in 
the wake behind the plate [3]. In order to suppress the combustion oscillation, a convex burner 
was suggested. The convex burner was equipped with a convex perforated plate, of which the 
center projected into the combustion chamber and the surface was inclined. The combustion test 
showed that the convex burner was effective in suppressing the combustion oscillation and it 
expanded the operating range of stable low NOx combustion [23].

In Step 2, the purpose is to optimize configurations of single-can combustors by performing 
the single-can combustor test at medium and high pressures with test fuels that were mix-
tures of H2, CH4, and N2 on the basis of the burner configurations optimized in Step 1. Step 2 
evaluates performance of single-can combustors in terms of emissions, stability, and reliabil-
ity. The performance for the reliability is related to metal temperatures of burners and liners. 
On the basis of the findings from the single-burner combustion tests, multi-cluster combus-
tors equipped with the flat burner and the convex burner were developed.

In Step 3, the purpose is to demonstrate combustor performance in practical plants by real gas 
turbine test in a multi-can combustor configuration at practical pressure with practical syngas 
fuel. Step 3 evaluates performance of multi-can combustors in terms of emissions, stability, 
reliability, and operability. The performance for the operability is related to dynamic charac-
teristics of the combustors during their operation.

The next subsections describe the development work in Step 2 and Step 3.

Figure 12. Development approach for multi-cluster combustors.
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4.2. Single-can combustor test

Step 1 evaluated performance of the flat burner and the convex burner by performing the 
single-burner combustion test in order to optimize the burner configuration. This subsection 
describes the development of multi-cluster combustors equipped with the flat burner and the 
convex burner [24, 25].

Figure 13 shows the configurations of two types of prototype multi-cluster combustors: a 
flat multi-cluster combustor and a convex multi-cluster combustor. The two combustors dif-
fered in terms of the main burner configurations. The flat combustor was equipped with one 
concave pilot burner at the center and six flat main burners surrounding the pilot burner. The 
convex combustor was equipped with one concave pilot burner at the center and six convex 
main burners surrounding the pilot burner. The combustors were tested at a medium pres-
sure under the base load condition.

Figure 14 shows a schematic diagram of the single-can combustor test facility. A single-
can combustor was assembled into the test stand. An air compressor supplied combustion 
air to the combustor through a preheater, and the pressure in the combustion chamber 
was adjusted with a back pressure valve downstream. The test fuels were mixtures of H2, 
CH4, and N2. The fuel supplying system independently supplied the following gases to 
a gas mixer: H2 from H2-cylinder-loaded trailers; CH4 from CH4-cylinder-loaded trailers; 
and N2 from a liquefied nitrogen tank. The gas mixer produced a gas mixture with certain 
volume percentages (vol%) of the three gases as a test fuel. The compositions of the gas 
mixture were varied by changing the flow rates of the constituents independently. The 
gas mixture was separated into five fuel circuits. The measuring equipment consisted of a 
gas analyzer and a fluctuating-pressure-measuring system. The gas analyzer measured gas 
concentrations in the exhaust gas at a measuring duct downstream in the test stand. The 
fluctuating-pressure-measuring system measured pressure fluctuations inside the combus-
tion chamber.

Figure 13. Configurations of prototype multi-cluster combustors.
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The practical syngas fuels used in IGCC plants include a large amount of CO. However, the 
road traffic law in Japan prohibits the transport of a large amount of CO required for combus-
tor tests mainly for safety reasons. This practical restriction requires use of CO-free test fuels for 
the combustor tests. Table 1 lists properties of three mixtures of test fuels used. The test fuels 
contained 40, 55, and 65 vol% H2, simulating the practical hydrogen-rich syngas fuels at carbon 
capture rates of 0, 30, and 50% for CCS-equipped oxygen-blown IGCC, respectively. Hereafter, 
the test fuels are referred to as “CCS-0% fuel,” “CCS-30% fuel,” and “CCS-50% fuel.”

Minimization of NOx requires homogeneous lean combustion. Homogeneous lean combus-
tion was achieved by supplying syngas fuel to each fuel nozzle of the main burners at the 

Figure 14. Single-can combustor test facility.

Test fuels CCS-0% fuel CCS-30% fuel CCS-50% fuel

Constituents:

 H2 vol% 40.0 55.0 65.0

 CH4 vol% 18.0 15.7 6.3

 N2 vol% 42.0 29.3 28.7

Density kg/m3* 0.640 0.490 0.429

Lower heating value MJ/m3* 10.0 10.8 8.6

MJ/kg 15.7 22.0 20.1

*At 273.15 K, and 0.1013 MPa.

Table 1. Properties of test fuels.
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tion was achieved by supplying syngas fuel to each fuel nozzle of the main burners at the 

Figure 14. Single-can combustor test facility.

Test fuels CCS-0% fuel CCS-30% fuel CCS-50% fuel

Constituents:

 H2 vol% 40.0 55.0 65.0

 CH4 vol% 18.0 15.7 6.3

 N2 vol% 42.0 29.3 28.7

Density kg/m3* 0.640 0.490 0.429

Lower heating value MJ/m3* 10.0 10.8 8.6

MJ/kg 15.7 22.0 20.1

*At 273.15 K, and 0.1013 MPa.

Table 1. Properties of test fuels.
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same flow rate. This uniform fuel supply yielded an outer-fuel ratio of 80%. This ratio equaled 
the proportion of the number of fuel nozzles in the outer region (24 nozzles) to the total 
number of fuel nozzles (30 nozzles) of each main burner. This study set the target outer-fuel 
ratio at 80% for minimum NOx. This study defines a certain value of the maximum design 
amplitude of pressure fluctuations for safely operating the combustors. The combustors are 
required to be developed so that they can maintain the pressure fluctuation amplitudes below 
the maximum design value. The maximum design value is referred to as the criterion of com-
bustion oscillation here. The combustion oscillation with an amplitude above the criterion 
may increase the risk of damage to the combustors.

Figures 15 and 16 show variations in pressure fluctuation amplitude and NOx emissions, 
respectively, for the flat combustor as a function of the outer-fuel ratio. In Figure 15, the 
amplitude of pressure fluctuation was normalized by the maximum design value. For CCS-
0% fuel, the flat multi-cluster combustor could increase the outer-fuel ratio to the target ratio 
with the pressure fluctuation amplitude below the criterion, and thus achieved the minimum 
NOx at the target ratio. For CCS-30% and CCS-50% fuels, however, the flat combustor could 
not increase the outer-fuel ratio to the target ratio because the pressure fluctuation amplitudes 
increased abruptly above the criterion before the outer-fuel ratio reached the target ratio. 
Consequently, the NOx minimization was restricted by the abrupt increase in pressure fluc-
tuation amplitude above the criterion.

In contrast, Figure 17 shows that the convex multi-cluster combustor could increase the outer-
fuel ratio to the target ratio with the pressure fluctuation amplitude below the criterion for 
CCS-0%, CCS-30%, and CCS-50% fuels. Figure 18 shows that the convex combustor achieved 
the minimum NOx at the target ratio for all the test fuels. The test results demonstrated that 
the convex combustor was effective in suppressing the occurrence of combustion oscillation 
for hydrogen-rich fuels.

Figure 15. Pressure fluctuation amplitude in single-can combustor test for flat multi-cluster combustor. Symbols: circles, 
CCS-0% (H2 = 40 vol%); squares, CCS-30% (H2 = 55 vol%); triangles, CCS-50% (H2 = 65 vol%).
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Both multi-cluster combustors achieved flashback-free combustion throughout the tests. 
The test results demonstrated that the multi-cluster combustors could feasibly achieve 
the dry low NOx combustion of hydrogen-rich surrogate fuels with hydrogen content to 
65 vol%.

4.3. Pilot plant test

In order to demonstrate the feasibility for practical IGCC plants, the multi-cluster combustor 
was tested on a real gas turbine in a multi-can combustor configuration in an IGCC pilot plant 
at practical pressure with practical syngas fuel [19, 22, 26, 27].

Figure 17. Pressure fluctuation amplitude in single-can combustor test for convex multi-cluster combustor. Symbols: 
circles, CCS-0% (H2 = 40 vol%); squares, CCS-30% (H2 = 55 vol%); triangles, CCS-50% (H2 = 65 vol%).

Figure 16. NOx emissions in single-can combustor test for flat multi-cluster combustor. Symbols: circles, CCS-0% (H2 = 40 
vol%); squares, CCS-30% (H2 = 55 vol%); triangles, CCS-50% (H2 = 65 vol%).
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4.3.1. Pilot plant EAGLE and test conditions

The pilot plant was an oxygen-blown integrated coal gasification power generation pilot 
plant “EAGLE” (“coal Energy Application for Gas, Liquid and Electricity”) at the Wakamatsu 
Research Institute of the Electric Power Development Co., Ltd. (J-POWER) (Japan). This pilot 
plant (Figure 19) was a test facility for developing coal gasification technologies with innovative 

Figure 19. EAGLE pilot plant (photo courtesy of J-POWER).

Figure 18. NOx emissions in single-can combustor test for convex multi-cluster combustor. Symbols: circles, CCS-0%  
(H2 = 40 vol%); squares, CCS-30% (H2 = 55 vol%); triangles, CCS-50% (H2 = 65 vol%).
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CO2 capture [28–32]. The five main components of the EAGLE plant were an ASU, a gasifier, 
a gas cleanup unit, a gas turbine, and a CO2 capture unit. The ASU separated air into oxygen 
and nitrogen. Oxygen was supplied to the gasifier as an oxidant for the gasification process. 
Nitrogen was supplied to the gas turbine as a diluent for oil fuel operation. The gasifier con-
verted coal to raw syngas by reacting it with oxygen. The gasifier employed an oxygen-blown, 
single-chamber, two-stage, swirling flow entrained bed gasification method. The gas cleanup 
unit removed impurities from the raw syngas, thus producing a clean syngas consisting mainly 
of CO, H2, and N2. The clean syngas was supplied separately to the gas turbine and the CO2 
capture unit. This separate syngas supply was employed because of the plant’s operational cir-
cumstance that the test of the gas turbine combustor proceeded with the test of the CO2 capture 
individually in the test series [32].

The gas turbine was an open simple-cycle/single-shaft type. It was originally equipped with 
a conventional diffusion-flame combustor with one oil fuel supplying system and one syn-
gas fuel supplying system. The diffusion-flame combustor needed to inject diluent nitrogen 
into the combustion chamber to decrease NOx emissions. The diffusion-flame combustor 
on the gas turbine was replaced by the multi-cluster combustor with four additional syngas 
fuel supplying systems for the present tests. The multi-cluster combustor for the IGCC was 
developed for middle and small capacity gas turbines. The flat multi-cluster combustor was 
employed for the test because it was applicable to hydrogen-rich syngas fuels with interme-
diate hydrogen contents and its structural reliability was ensured by the simple structure of 
the flat perforated plate.

The syngas fuel burned in the tests was comprised mainly of CO, H2, and N2. The syngas 
fuel contained approximately 50 vol% CO, 20 vol% H2, and 20 vol% N2. Distillate oil was also 
burned for oil fuel operation. The EAGLE pilot plant test was conducted from startup on 
distillate oil to the maximum load (corresponding to 80% of the gas turbine load) on syngas 
produced in the test series.

The measuring systems consisted mainly of a gas analyzer, fluctuating-pressure-measuring 
system, and metal-temperature-measuring system. The gas analyzer measured the concentra-
tions of NOx, CO, O2, and CO2 contained in the exhaust gas. The exhaust gas was sampled at 
multiple points in a cross section located in the exhaust duct downstream from the turbine. 
The fluctuating-pressure-measuring system measured pressure fluctuations at a point inside 
the combustion chamber on each can combustor. The metal-temperature-measuring system 
was equipped with thermocouples to measure metal temperatures of the liner and burner 
perforated plate [27].

4.3.2. Combustor performance at maximum load

This subsection evaluates combustor performance at a maximum gas turbine load of 80% 
[19]. The combustor operated with all the syngas-fueled burners in the final mode at the 
maximum load.

Figure 20 shows the maximum amplitudes of pressure fluctuations in all the cans at the maxi-
mum load versus the outer-fuel ratio. The amplitudes were maintained at low values well 
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below the criterion over the whole test range. This result demonstrated that the multi-cluster 
combustor achieved stable operation with low levels of pressure fluctuation amplitudes. The 
stable combustion performance was probably due to the stable lifted flames formed by the 
cluster burners.

Figure 21 shows the NOx emissions at the maximum load as a function of the outer-fuel 
ratio. The NOx decreased with increasing outer-fuel ratio until reaching the target ratio (80%); 
it yielded the minimum value at the target ratio, and then increased again with increasing 
outer-fuel ratio above the target ratio. The minimum NOx value was 10.9 ppm at the target 
ratio. The minimum NOx value at the target ratio was achieved by homogeneous lean com-
bustion with a uniform equivalence ratio over the region in the main burners. The higher 
NOx values at outer-fuel ratios below and above the target ratio were due to the formation 
of high-temperature flames with a higher equivalence ratio in the inner region and the outer 
region, respectively.

Figure 20. Pressure fluctuation amplitude at maximum gas turbine load of 80%.

Figure 21. NOx emissions at maximum gas turbine load of 80%.
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The multi-cluster combustor features diluent-free (dry), low NOx combustion. In order to 
demonstrate this feature, the dry low NOx performance of the multi-cluster combustor was 
compared with the diluent-controlled low NOx performance of the diffusion-flame combus-
tor. Figure 22 compares the NOx emissions for the multi-cluster combustor and the diffusion-
flame combustor at the maximum load plotted against the normalized mass-flow-rate ratio of 
diluent nitrogen to syngas fuel [19]. The data for the multi-cluster combustor yielded the mini-
mum NOx value of 10.9 ppm as attained at the target ratio. The data for the diffusion-flame 
combustor were obtained in tests of the combustor in the same plant. This figure plots the data 
in the operating range. The prediction curve represents predicted NOx values for the dif-
fusion-flame combustor. This curve was predicted on a correlation between NOx and the stoi-
chiometric flame temperature of a fuel/air/diluent mixture, which is representative of the 
actual flame temperature closely associated with the NOx formation rate in diffusion flames 
[33, 34]. This figure shows that the multi-cluster combustor achieved low NOx below around 
10 ppm at a N2/fuel ratio of zero (diluent-free (dry)). In contrast, the diffusion-flame combus-
tor yielded much higher NOx around 200 ppm at a N2/fuel ratio of zero, and needed diluent 
nitrogen to decrease NOx to the same level as that achieved by the multi-cluster combustor as a 
diluent-free condition. This comparison demonstrated that the multi-cluster combustor could 
feasibly achieve dry low NOx combustion of the syngas fuel in the IGCC pilot plant.

4.3.3. Combustor performance at part load

The combustor is required to operate stably from ignition through part load to the maximum 
load in practical IGCC plants. This subsection evaluates the performance of the combustor at 
part load in the plant [22].

Figure 23 shows the variations in NOx emissions as a function of the gas turbine load. From 
0% load (full speed no load) to 30% load, the combustor operated on distillate oil with diluent 

Figure 22. NOx comparison between multi-cluster combustor and diffusion-flame combustor at maximum gas turbine 
load. Symbols: circles, multi-cluster combustor; squares, diffusion-flame combustor; dotted line, prediction curve for 
diffusion-flame combustor.
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nitrogen injection to control NOx in the oil mode. NOx increased with the load during oil opera-
tion between 0 and 30% load. At 30% load, the combustor switched from distillate oil to syngas. 
During this switching, the combustor disconnected the supply of diluent nitrogen for NOx con-
trol. NOx decreased from 58 to 23 ppm when the combustor switched the diluent-controlled 
oil operation to diluent-free syngas operation. From 30 to 60% load, the combustor operated on 
syngas in the partial mode. NOx increased with the load between 30 and 60% load. At 60% load, 
the combustor switched from the partial mode to the final mode, where the pilot burner and 
all the main burners were operating. NOx decreased from 44 to 12 ppm at this mode-switching 
load. This NOx decrease was due to the dispersion of fuel to all the burners. Finally from 60 
to 80% load, the combustor operated on syngas in the final mode. NOx abruptly decreased at 
60% load, and then gradually decreased with the load between 60 and 80% load. These results 
demonstrated that the multi-cluster combustor achieved dry low NOx of less than 12 ppm in 
the final mode above 60% load.

High values of combustion efficiency close to 100% indicate complete combustion, whereas 
low values of combustion efficiency indicate incomplete combustion, as manifested mainly 
in the form of CO emissions in the exhaust gas. Combustion efficiency is defined as the ratio 
of actual heat energy released in combustion to the theoretical heat energy available in fuel. 
In this study, the actual heat energy was calculated by subtracting the waste heat due to CO 
emissions in the exhaust gas from the theoretical heat energy. The theoretical heat energy was 
calculated as the heat liberated when fuel was completely burned [26].

Figure 24 shows combustion efficiency as plotted against the gas turbine load. The combus-
tion efficiency periodically increased and decreased with the load. The combustion efficiency 
increased with the load in each mode, and decreased at each mode-switching load. The combus-
tion efficiency decreased from 99.8 to 98.7% when switching from the oil mode to the partial 
mode at 30% load, and decreased from 99.9 to 99.5% when switching from the partial mode to the 

Figure 23. Variations in NOx emissions with gas turbine load.
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final mode at 60% load. In summary, the multi-cluster combustor attained combustion efficien-
cies over 99.1% on oil operation between 0 and 30% load, and attained combustion efficiencies 
over 98.7% on syngas operation between 30 and 80% load. This result demonstrated that the com-
bustor attained high values of combustion efficiency during oil and syngas operation at part load.

Figure 25 shows the maximum pressure fluctuation amplitudes in all the cans as a function of 
the gas turbine load. The combustor maintained the amplitudes at values below the criterion 

Figure 25. Variations in maximum amplitude of pressure fluctuations with gas turbine load.

Figure 24. Variations in combustion efficiency with gas turbine load.
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Figure 24. Variations in combustion efficiency with gas turbine load.

Recent Advances in Carbon Capture and Storage24

over the entire load range. The result demonstrated that the combustor achieved stable opera-
tion with low pressure fluctuation amplitudes at part load.

Figure 26 shows the maximum values of all liner metal temperatures in all the cans as a func-
tion of the gas turbine load. The combustor maintained the liner metal temperatures at values 
below the criterion over the load range. The liner metal temperatures yielded the maximum 
values around the liner end tip.

The multi-cluster combustor achieved flashback-free combustion throughout part load. The 
test results demonstrated the feasibility of dry low NOx combustion of the practical syngas 
fuel in the IGCC pilot plant.

5. Conclusions

This chapter described the development of the multi-cluster combustor as a state-of-the-art dry 
low NOx combustor for hydrogen-rich syngas fuels that can achieve both low NOx and high plant 
efficiency. The development approach consisted of three steps: burner development; combustor 
development; and feasibility demonstration for practical plants. This chapter focused mainly on 
the second and third steps. The main findings from these steps are summarized as follows.

• The single-can combustor test results showed that the convex combustor was effective in 
suppressing the occurrence of combustion oscillation.

• The test results in the IGCC pilot plant demonstrated the feasibility of the multi-cluster com-
bustor for achieving dry low NOx combustion of the hydrogen-rich syngas fuel in the plant.

Figure 26. Variations in maximum liner metal temperature with gas turbine load.
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6. Next steps

6.1. IGCC demonstration test

On the basis of the experiences in the IGCC pilot plant test, a multi-cluster combustor was 
developed and installed on a middle capacity gas turbine in an oxygen-blown IGCC demon-
stration plant of the Osaki CoolGen Corporation, Japan [35–37]. The Osaki CoolGen project 
has been implemented as an “integrated coal gasification fuel cell combined cycle (IGFC) 
demonstration project” [37, 38]. This demonstration project is aiming at innovative low-car-
bon coal-fired thermal power generation by combining IGFC technology with innovative CO2 
capture technologies, thereby dramatically cutting CO2 emissions from coal-fired thermal 
power plants. IGFC technology is expected to be an extremely efficient coal-fired thermal 
power generation technology. This demonstration project consists of three stages. The first 
stage is an oxygen-blown IGCC demonstration test. The project for the first stage is subsi-
dized by the Ministry of Economy, Trade and Industry (METI) of Japan. The second stage 
is an oxygen-blown IGCC with CO2 capture demonstration test. The final stage is a CO2-
capturing IGFC demonstration test. The project for the second and final stages is subsidized 
by the New Energy and Industrial Technology Development Organization (NEDO) of Japan.

6.2. Applications of multi-cluster combustors

The single-can combustor test results described in Section 4.2 showed that the multi-cluster 
combustors are capable of achieving dry low NOx combustion of hydrogen-rich fuels with 
hydrogen content to 65 vol%. Thus, the multi-cluster combustor is also applicable for by-
product gases with the same range of hydrogen contents. Figure 27 shows suitable hydro-
gen-rich fuels including O2-blown IGCC/CCS syngas and by-product gases based on the 
hydrogen content and the volumetric lower heating value. By-product gases include coke 
oven gas (COG) from ironworks and off-gas from oil refineries. Use of by-product gases as a 
gas turbine fuel can offer low-cost power generation because it provides fuel cost economy. 

Figure 27. Suitable hydrogen-rich fuels.
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The development of the multi-cluster combustors is expected to progress to application to by-
product gases and further higher hydrogen content fuels (ultimately pure hydrogen) in order 
to expand the applicable hydrogen content range.
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Abstract

Coal-fired power plants are the largest source of anthropogenic carbon dioxide (CO2) 
emissions into the atmosphere, with more than 9.5 billion tonnes of CO2 emitted annu-
ally. In order to mitigate the emissions of CO2 from coal-fired plants, several measures 
were proposed, such as increasing the efficiency of the plants, cofiring biomass with coal, 
and capturing and storing CO2 deep underground. Among these measures, the use of 
biomass, which is considered one of the most cost-effective renewables and, in addi-
tion, carbon neutral, combined with CO2 capture and storage will play an important role 
toward reducing the fossil-based CO2 emissions. In this study, we investigated in detail 
the performances of pulverized coal combustion plants with direct cofiring of biomass 
and integrated with an amine-based postcombustion capture technology. All the sys-
tems were modeled and simulated using the process simulation software Aspen Plus. 
The results indicate that cofiring 10% of biomass in a coal-based power plant only slightly 
affects the energy performance of the plant, reducing the net efficiency by 0.3% points. 
The addition of an amine capture system to both the coal-fired and biomass cofiring 
plants further reduces the efficiency of the plants by more than 10% points. Analyzing the 
effect of various CO2 capture process parameters on the heat, solvent and cooling water 
requirements, and on the overall plant performance, it was found that the concentration 
of amine in the solution is the most important parameter. The results showed that the net 
electrical efficiency increases for systems using higher amine concentrations. Further, we 
investigated the effect of systems with lower heat requirement for solvent regeneration 
on the plant gross/net power output and also analyzed the plant performances under a 
flexible CO2 capture efficiency.

Keywords: pulverized coal combustion, biomass cofiring, postcombustion CO2 capture, 
chemical absorption, monoethanolamine, Aspen Plus simulation
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1. Introduction

Among fossil fuel power plants, coal-fired ones are the largest source of anthropogenic car-
bon dioxide (CO2) emissions, emitting to the atmosphere more than 9.5 billion tonnes of CO2 
each year [1]. The emissions of CO2 from coal-fired power plants can be reduced by increasing 
the efficiency of the plants (1% increase in efficiency reduces CO2 by 2–3%), cofiring carbon 
neutral fuels (e.g., woody biomass), and/or capturing CO2 and storing it in geological forma-
tions. The capture of CO2 can be realized by means of three main approaches [2], namely: 
postcombustion capture, in which the CO2 is separated from the flue gas after combustion; 
oxy-fuel combustion, the combustion takes place in nearly pure oxygen resulting in a flue gas 
stream consisting mainly of CO2 and water from which the CO2 can be easily separated; and 
precombustion, in which the CO2 is removed from the fuel before combustion. Among these 
technologies, postcombustion CO2 capture is the most advanced one that can be relatively 
easily integrated into existing or new power plants without altering the combustion process. 
Currently, postcombustion capture with chemical absorption using an aqueous amine (e.g., 
monoethanolamine, MEA) solution is the most selected process, offering high capture effi-
ciency and selectivity.

Biomass, as one of the most cost-effective renewables and, in addition, carbon neutral, can 
also contribute toward reducing fossil-based CO2 emissions. Furthermore, biomass cofiring 
in existing or new coal-based power plants is an effective means of producing electricity from 
biomass at higher conversion efficiencies and lower costs [3]. In addition, cofiring biomass 
with coal can reduce the emissions of sulfur dioxide (SO2) and, in some cases, nitrogen oxides 
(NOx) [4]. Currently, biomass cofiring is used in over 240 power plants (most of which are 
located in Europe) [5]. The majority of these plants employ direct cofiring in pulverized coal 
(PC) boilers. Fluidized bed (bubbling and circulating) boilers and grate-firing boilers have 
also been used. The share of biomass used in the fuel mix is, in most cases, less than 10% on 
energy basis.

The impact of cofiring different types of biomass on the technical and economic performances 
of the PC plants, with and without postcombustion capture, was investigated by a number 
of studies [6–10]. All studies suggest that the use of cofiring in PC combustion systems will 
have a negative impact on the overall technical and economic performances of the plants. For 
example, in the work conducted by the US DOE’s National Energy Technology Laboratory [6], 
biomass (hybrid poplar) was directly cofired with bituminous coal (Illinois no. 6) at different 
ratios, ranging between 15% and 100% on a mass basis. The results showed that the net elec-
trical efficiency decreases with the increase of cofiring ratio. For plants with 15, 30, and 60% 
biomass share in the fuel mix, the net efficiency decreases by approximately 0.2, 0.4, and 1.1% 
points, respectively, in comparison with the reference plant without cofiring, while for the case 
with 100% biomass firing the efficiency penalty is significant, i.e., 2.7% points. Further, it is 
worth mentioning that, because of the lower overall efficiency of cofiring plants, the total CO2 
emissions, expressed in kg/MWh of power generated, are higher. However, if biomass is con-
sidered as a carbon neutral fuel, then the net CO2 emissions to the atmosphere decrease with 
the increase of biomass cofiring ratio. For example, a 550 MWe (net)  supercritical coal-fired 
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power plant with a net efficiency of 40.7% (on a lower heating value (LHV) basis) has a carbon 
intensity of about 800 kg CO2/MWh. For cases with cofiring, the total CO2 emissions increase 
to 813 kg/MWh with 15% biomass cofiring, 826 kg/MWh with 30%, 866 kg/MWh with 60%, 
and to around 985 kg/MWh with 100% biomass firing. However, if the net CO2 emissions are 
calculated, then they decrease to 746 kg/MWh with 15% biomass cofiring, 692 kg/MWh with 
30%, 530 kg/MWh with 60%, and 0 kg/MWh for the case with 100% biomass firing.

Integration of amine capture systems to coal-based plants leads to significant energy penal-
ties [11]. The efficiency of coal-fired as well as biomass cofiring plants can be reduced by 
more than 10% points as a result of CO2 capture by means of, for example, a MEA-based 
chemical absorption process [6, 12–14]. The reduction of power output is mainly caused by 
the extraction of large quantities of steam from the steam cycle of the power plant for amine 
solvent regeneration (~65% of total energy penalty) and the auxiliary power consumption for 
the compression of the CO2 product (~25%) [15]. As mentioned earlier, compared to coal-fired 
plants, the plants with cofiring depending on the cofiring ratio, have efficiencies up to 1% 
points lower. In addition to this, the overall energy penalty in cofiring plants with CO2  capture 
is higher, and the resulting cost of electricity is also higher than that of coal-fired plants [6, 10].

Although several studies investigated the impact of amine-based postcombustion CO2 cap-
ture on the energy performance of cofiring plants, none of them investigated the effect of the 
CO2 capture process parameters on the performances of the cofiring plants. In this study, 
we investigated in detail the technical performances of PC power plants with direct cofiring 
of biomass and integrated with an amine-based postcombustion capture technology. Aspen 
Plus process simulation tool was used for the modeling and simulation. First, we estimated 
the performances of coal-fired plants with/without cofiring and with/without CO2 capture. 
Then we analyzed the effect of various CO2 capture process parameters on the heat duty of the 
reboiler, solvent flow rate necessary to capture 90% of the CO2 from the flue gas, and cooling 
water requirements. Further, we investigated the effect of absorption processes with lower 
heat requirement for solvent regeneration on the gross and net power output of the plants, 
and also analyzed the plant performances under a flexible CO2 capture efficiency operation.

2. Process description

2.1. Feedstock

The composition and heating values of the fuels used in this study are shown in Table 1. 
Bituminous coal (Illinois no. 6) was selected as the base fuel. It has a lower heating value of 
~29.5 MJ/kg (dry basis, db), a low moisture content of 11.1% (as received, ar), and a relatively 
high ash content of 10.9% (db). It is further characterized by having high sulfur content of 
2.8% (db). The biomass selected for cofiring cases is hybrid poplar with a moisture content 
of 50% (ar) and a lower heating value of about 18.5 MJ/kg (db). Its ash (1.5% db) and sulfur 
(0.03% db) contents are very low. In this study, we assumed that hybrid poplar prior to be fed 
into the boiler was dried to 10% using a fluidized-bed drying system [6].
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2.2. Power plant

The power plant is a supercritical PC-fired power plant designed to operate with main steam 
conditions at 242 bar/593°C and steam reheating at 42.4 bar/593°C. In this study, the refer-
ence plant (coal-fired, without carbon capture) generates 550 MWe net power at an efficiency 
of about 40.7% (LHV).

Figure 1 shows a simplified layout of the power plant without CO2 capture. From the boiler, 
the flue gas is sent to a gas cleaning system consisting of a selective catalytic reduction (SCR) 
for NOx control, a baghouse (BH) for fly ash removal, and a limestone-based flue gas desul-
furization (FGD) unit for SOx removal. An air preheater (APH) is placed between the SCR and 
BH units. The primary air after exiting the APH is mixed with the fuel prior to entering the 
boiler while the secondary air was directly sent to the boiler.

Bituminous coal Illinois no. 6 [13] Hybrid poplar [6]

Moisture (% ar) 11.12 50.00

Ash (%) 10.91 1.48

Carbon (%) 71.73 52.36

Hydrogen (%) 5.06 5.60

Oxygen (%) 7.74 40.16

Nitrogen (%) 1.41 0.37

Chlorine (%) 0.33 –

Sulfur (%) 2.82 0.03

Higher heating value (MJ/kg) 30.53 19.63

Lower heating value (MJ/kg) 29.45 18.46

Table 1. Composition and heating values of coal (Illinois no. 6) and biomass (hybrid poplar) used in this study (by weight, db).

Figure 1. Layout of a pulverized coal-fired power plant (adapted from [16]).
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Aspen Plus software was used for the modeling of the whole plant, which included the boiler 
and the flue gas cleaning section (control of NOx, ash, and SOx), the steam cycle, and the cap-
ture and compression process.

For the modeling of the boiler and flue gas cleaning section, the PR-BM (Peng-Robinson equation 
of state with Boston-Mathias alpha function) property method was selected. The following unit 
operation blocks were used in developing the model: the boiler consisted of an RYIELD block 
for the fuel decomposition, RGIBBS for the fuel combustion, and several HEATER blocks were 
used for the steam generation; the flue gas cleaning system was mainly modeled by means of 
SSPLIT and SEP blocks. The mass flow rate of fuel fed into the boiler, the amount of air required 
for the combustion, infiltration air, the heat transfer, and several other process parameters were 
controlled by means of Design Specs.

Figure 2 shows the flow diagram of the power plant steam cycle considered in this study. 
As shown, the turbine consists of a high pressure (HP), an intermediate pressure (IP), and a 
low pressure (LP) turbine, all connected to the generator by a common shaft. The main steam 
from the boiler enters the high pressure steam turbine (HPST) at a pressure of 242 bar and a 
temperature of 593°C. From the HPST, the steam is reheated in the boiler to 593°C and intro-
duced to the intermediate pressure steam turbine (IPST) at a pressure of 45.2 bar. In the IPST, 
the steam is expanded to a pressure of 9.3 bar and then sent to a low pressure steam turbine 
(LPST), where it is further expanded to the condenser pressure of 0.069 bar. For feedwater 
preheating, five low pressure feedwater heaters (LPFWHs) are used, including the deaerator, 
and three high pressure feedwater heaters (HPFWHs). The conditions of the feedwater before 
entering the boiler are 288 bar and 291°C.

Figure 2. Diagram of the supercritical steam cycle (A: steam extraction point for solvent regeneration; B: reboiler 
condensate reinjection point in carbon capture cases) (adapted from [16]).
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The STEAMNBS (NBS/NRC steam table) property method was selected to model the water-
steam cycle in Aspen Plus. The flowsheet was built mainly with the COMPR and HEATER 
blocks. For example, to model a HPST, two COMPR units were connected in series. The 
stream exiting the first unit was split into two, one directed to the second unit, and the other 
one was sent for feedwater preheating. The amount of steam extracted for feedwater preheat-
ing, the steam required to drive the boiler feed pump turbine, the steam required for the sol-
vent regeneration and condensate used for desuperheating in carbon capture cases, and the 
cooling water requirement in the condenser were controlled within the program by means of 
several Design Spec functions.

The assumptions used for the modeling and simulation of the power plant are presented in 
Table 2.

Parameter Value

Boiler section:

 Operating pressure (bar) 1.01

 Boiler efficiency (% LHV) 91.2

  Primary/secondary air (%) 23.5/76.5

 Infiltration air (% of FG exiting the APH) 1.6

 Air leakage in APH (%) 5.5

 Ash distribution, BA/FA (%) 20/80

 FG outlet temperature, boiler/APH (°C) 350/170

 O2 content in FG at the APH outlet (mol%) 2.5

 PA/FD/ID fans pressure ratio (−) 1.10/1.04/1.08

 Fans isentropic/mechanical efficiency (%) 80/95

BH:

 FA removal efficiency (%) 100

 Pressure drop (bar) 0.014

FGD:

 SO2 removal efficiency (%) 98

 Limestone purity (wt%) 80.4

 Limestone slurry, solid/liquid (%) 30/70

 Excess sorbent for SO2 removal (%) 4

 Excess O2 for oxidation (%) 135

 Pressure drop (bar) 0.034

 FG outlet temperature (°C) 57.2

Steam cycle:

 Live steam pressure/temperature (bar/°C) 242.3/593.3

 Reheated steam pressure/temperature (bar/°C) 45.2/593.3

 IP/LP crossover pressure (bar) 9.3

 Condenser pressure (bar) 0.069
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The power requirements of various subsystems in the power plant, such as solids handling 
and processing, emission control and other plant auxiliaries, are given in Table 3.

The power plant model developed in Aspen Plus was validated against the data from the 
NETL studies [6, 13]. The validation of the steam cycle parameters (i.e., mass flow rates, tem-
peratures, and pressures of steam) is shown in Figure 3. As can be observed, the results are 
in good agreement with the reference [13]. The calculated steam turbine power output was 

Parameter Value

 Boiler FW temperature (°C) 291.4

 ST isentropic efficiency, HP/IP/LP (%) 83/88/93

 ST mechanical efficiency (%) 99

 Generator efficiency (%) 98.5

 FW and condensate pump hydraulic/mechanical efficiency (%) 85/99.6

 Steam extraction pressures for FW preheating (bar) 76.9/49.0(a), 21.4/9.5(b), 
5.01/1.32/0.58/0.24(c)

 Number of FWHs, HP/LP (including deaerator) (−) 3/5

 Temperature difference in FWHs (hot outlet—cold inlet) (°C) 5.56

 Pressure drop in FWHs (cold-side) (bar) 0.34

(a)Steam from HPST to FWHs 8 and 7.
(b)Steam from IPST to FWH 6 and deaerator.
(c)Steam from LPST to FWHs 4-1.

Table 2. Main assumptions for the simulation of the reference plant (without CO2 capture) [6, 12, 13, 16, 17].

Parameter Value

Coal handling and milling (kWh/t coal) 17

Biomass handling, processing, and drying (% of biomass heat input) 3.1

Ash handling (kWh/t TA) 30

SO2 sorbent handling and reagent preparation (kWh/t limestone slurry) 15

BH unit (kWh/t FA removed) 5

FGD unit (kWh/t SO2 removed) 325

ST auxiliaries (MWe) 0.4

Condenser auxiliaries (% of heat rejected) 1.2(a)

Miscellaneous BOP (MWe) 2(b)

Transformer losses (% of gross power) 0.3

(a)Includes power consumption by circulating water pumps, ground water pumps, and cooling tower fans.
(b)Includes power consumption by plant control systems, lighting, heating, ventilating, and air conditioning.

Table 3. Power consumption of various subsystems in the power plant [6, 13].
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589.21 MWe, and the gross power output was 580.37 MWe, which is very close to the reference 
value of 580.40 MWe. Table 4 compares the simulation results on the performance of coal-fired 
and biomass cofiring plants with the reference data [6, 13]. The deviation between the refer-
ence and the present results for the coal-fired case is insignificant. For the biomass cofiring 
case, with 10% heat input, the results are within the values reported in the reference [6].

2.3. CO2 capture and compression

A simplified process flow diagram of the MEA-based chemical absorption process for CO2 
capture used in this study is shown in Figure 4. The flue gas after pretreating in a direct con-
tact cooler (DCC), with reduced temperature and low impurities level, enters the absorber 
column where it contacts, countercurrently, with the aqueous amine solution (30 wt% MEA 
and 0.25 mol CO2/mol MEA loading) introduced from the top of the column. The CO2 from 
the flue gas reacts with the absorbent forming a CO2-rich solution (~0.49 mol CO2/mol MEA), 
which is then pumped to the desorber column via a lean/rich heat exchanger (HX). The clean 

Figure 3. Validation of the water/steam parameters of the supercritical steam cycle.

Case study Coal-fired Biomass cofiring

NETL(a) This study NETL(b) This study NETL(c)

Biomass share (% heat input) 0 0 6 10 13

Net plant efficiency (% LHV) 40.73 40.67 40.54 40.35 40.32

Fuel consumption (kg/MWh) 337.7 338.2 375.8 403.5 423.4

CO2 emissions (kg/MWh) 802.0 803.0 812.6 821.4 825.8

(a)Case 11 [13].
(b)Case PN4 [6].
(c)Case PN3 [6].

Table 4. Comparison of plant performance without CO2 capture.
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flue gas exits the absorber and is further washed in a water washing section in order to remove 
any amine residues. In the desorber, the CO2 is released from the liquid absorbent as a result 
of the heat provided by the LP steam in the reboiler. The CO2-lean solution is then sent to 
the absorber column for the next cycle. The CO2 product stream from the desorber column 
is further compressed, dehydrated, and transported to a storage site. The main assumptions 
used to model and simulate the capture and compression process are presented in Table 5.

In Aspen, the ELECNRTL (electrolyte nonrandom two-liquid model with Redlich-Kwong 
equation of state) property method was selected for the simulation of the absorption process. 
The chemical reactions taking place during the absorption process are as follows:

   MEA   +  +  H  2   O ↔ MEA +  H  3    O   +   (R1)

   CO  2   + 2  H  2   O ↔  H  3    O   +  +  HCO  3  −   (R2)

Figure 4. Process flow diagram of the chemical absorption process for CO2 capture from flue gas.

Parameter Value

CO2 capture:

 CO2 removal rate (%) 90

 MEA concentration (wt%) 30

 CO2 loading, lean/rich (mol CO2/mol MEA) 0.25/~0.49(a)
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   HCO  3  −  +  H  2   O ↔  H  3    O   +  +  CO  3  2−   (R3)

   MEACOO   −  +  H  2   O ↔ MEA +  HCO  3  −   (R4)

  2  H  2   O ↔  H  3    O   +  +  OH   −   (R5)

For these reactions, the equilibrium constants were calculated with the following equation:

   ln  ( K  ech  )  = A + B /  T + C ln  (T)  + DT   (1)

in which, T is the temperature (K) and the coefficients A, B, C, and D are given in Table 6 for 
each reaction.

To determine the loading of the solution (mol CO2/mol MEA), Eq. (2) was applied:

  Loading =   
 [ CO  2  ]  +  [ HCO  3  − ]  +  [ CO  3  2− ]  +  [ MEACOO   − ] 

   ____________________________    [MEA]  +  [ MEA   + ]  +  [ MEACOO   − ]     (2)

where the components in the numerator represent moles of all CO2 species in the solution, 
whereas the components in the denominator represent moles of all MEA species.

The following unit operation blocks were used to develop the process flowsheet: RADFRAC 
columns were used to model the absorber and desorber columns using 18 and 12 equilibrium 

Parameter Value

 FG/lean solvent temperature at the absorber inlet (°C) ~45(a)/40

 Lean/rich HX temperature difference (hot outlet—cold inlet) (°C) 5

 Reboiler temperature difference (°C) 10

 Operating pressure, absorber/desorber (bar) 1.0/1.7

 Pressure drop, absorber/desorber (bar) 0.14/0.20

 Number of equilibrium stages, absorber/desorber (−) 18/12

 Booster fan pressure ratio (−) 1.1

 Booster fan isentropic/mechanical efficiency (%) 85/95

CO2 compression:

 Final delivery pressure/temperature (bar/°C) 110/30

 Number of compression stages (−) 7

 Compressor pressure ratio (−) 1.8

 Compressor isentropic/mechanical efficiency (%) 80/95

 Intercoolers outlet temperature (°C) 30

 Intercoolers pressure drop (% of inlet stream) 2

(a)Calculated.

Table 5. Main assumptions for the simulation of the CO2 capture and compression process [13, 14, 16, 18].
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stages, respectively [16]. For the modeling of the flue gas blower a COMPR block was used. 
For cooling and heating purposes, several HEATER blocks were employed. The desorber con-
denser was modeled with a FLASH2 block.

For the development of the compression model, three unit operation blocks were used, namely, 
COMPR for compression, HEATER for cooling of the product stream, and FLASH2 for excess 
liquid removal. As specified in Table 5, the CO2 product stream from the capture unit was 
compressed to 110 bar in a multistage compressor using seven compression stages with inter-
cooling to 30°C.

The modeling results of the capture and compression model are presented in Table 7. These 
are compared with other sources. As can be seen, the results are in good agreement with 
the values reported in the open literature for conventional absorption/desorption processes 
with 30 wt% MEA. In this study, the minimum reboiler heat duty of 3.5 MJ/kg CO2 cap-
tured was obtained for the lean loading of 0.25 mol CO2/mol MEA. The solution leaving the 
absorber column had a loading of 0.49 mol CO2/mol MEA. In the simulation, the liquid to 
gas mass flow rate ratio used was about 3.9, and the lean solvent requirement was about 
20 kg/kg CO2 captured. The total CW needed to cool (i) the FG before entering the capture 
unit, (ii) the lean solution after exiting the lean/rich HX, and (iii) the CO2 product stream in 
the compression train was estimated at about 71 kg/kg CO2 captured. The specific energy 
requirement was estimated at about 110 kWh/kg CO2 captured of which more than 75% 
were consumed by the compression unit. Furthermore, it was found that the specific steam 
used for solvent regeneration was 1.45 kg steam/kg CO2 captured, which is in agreement 
with the values reported in [13, 21]. For example, in reference [21] about 1.42 kg steam/
kg CO2 captured were used for the case with the steam extracted at 9 bar from the IP/LP 
crossover pipe and 1.47 kg steam/kg CO2 for the case with steam extracted at 3 bar from 
the LPST.

2.4. Integration of CO2 capture with power plant

The amine capture unit requires significant amounts of energy for solvent regeneration. 
This energy is usually provided by the steam extracted from the main power plant. It can 
also be delivered by, for example, an additional boiler in which steam is generated at suffi-
cient  quality and quantity necessary for regeneration [9, 22]. However, this measure would 
be more costly than that of direct extraction from the plant. In this study, the required 
steam for solvent regeneration is extracted at 9.3 bar from the crossover pipe between the 

Reaction no. A B C D

1 −3.038325 −7008.357 0 −0.00313489

2 231.465 −12092.1 −36.7816 0

3 216.049 −12431.7 −35.4819 0

4 −0.52135 −2545.53 0 0

5 132.899 −13445.9 −22.4773 0

Table 6. Coefficients from Eq. (1) for the calculation of the equilibrium constants in the CO2-MEA system.
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intermediate pressure and low pressure turbine. It is first expanded in an auxiliary turbine, 
desuperheated, and then enters the reboiler (Figure 5). Since the MEA solvent is regener-
ated at ~121°C, and the reboiler temperature approach is assumed to be 10°C, the con-
ditions of the saturated steam before entering the reboiler are 132°C/2.86 bar. As will be 
further shown in this study, depending on the MEA concentration and other process condi-
tions, approximately half of the steam from the IP/LP crossover will be extracted, and thus 
significantly reducing the gross power output. From the reboiler, the resulting condensate 
is pumped to 9.2 bar to the deaerator. The reboiler condensate can also be returned to one 
of the LPFWHs, provided that the temperature level is close to that of the condensate. In 
reference [16], with the same steam cycle, it was shown that the most appropriate location 
for the condensate reinjection is the deaerator.

2.5. Plant performance indicators

The performances of plants with/without cofiring and with/without MEA-based postcombus-
tion CO2 capture were evaluated using the following plant performance indicators:

Net plant efficiency, ηnet (%): 

   η  net   =   
 W  net   __________________    m ˙    C   ⋅ LH  V  C   +   m ˙    B   ⋅ LH  V  B               (3)

Efficiency penalty due to cofiring and/or carbon capture, Δηnet (% points):

  Δ  η  net   =  η  net,ref   −  η  net,cofiring and /  or CCS    (4)

Specific fuel consumption, SCfuel (kg/MWh):

  S C  fuel   =   
  (    m ˙    C   +   m ˙    B   )    ⋅ 3600

  ____________  W  net  
    (5)

Specific CO2 emissions,  S E  C O  2  
    (kg/MWh):

  S E   CO  2  
   =   

  m   
 .       CO  2  

   ⋅ 3600
 _________  W  net  

    (6)

Study This study Abu-Zahra et al. [19] (a) CAESAR [14] Liu et al. [20]

L/G mass flow rate ratio (−) 3.87–3.92 3.48/4.83 4.05 2.75

Lean loading (mol CO2/mol MEA) 0.25 0.24/0.32 0.26 0.23

Rich loading (mol CO2/mol MEA) 0.49 0.48/0.49 0.48 0.54

Reboiler heat duty (MJ/kg CO2 captured) 3.5 3.89/3.29 3.73 4.6

Lean solvent requirement (kg/kg CO2 captured) 20 19.3/26.9 21.8 15.7

CW requirement (kg/kg CO2 captured) 70.1–71.4 106/103 61.7

Power consumption (kWh/kg CO2 captured) 109 129.0 84.4(b)

(a) Values refer to the baseline/optimum case.
(b)Only the energy used for CO2 product compression.

Table 7. Main parameters of the capture and compression process for 90% CO2 capture with 30 wt% MEA.
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The performances of plants with/without cofiring and with/without MEA-based postcombus-
tion CO2 capture were evaluated using the following plant performance indicators:

Net plant efficiency, ηnet (%): 

   η  net   =   
 W  net   __________________    m ˙    C   ⋅ LH  V  C   +   m ˙    B   ⋅ LH  V  B               (3)

Efficiency penalty due to cofiring and/or carbon capture, Δηnet (% points):

  Δ  η  net   =  η  net,ref   −  η  net,cofiring and /  or CCS    (4)

Specific fuel consumption, SCfuel (kg/MWh):

  S C  fuel   =   
  (    m ˙    C   +   m ˙    B   )    ⋅ 3600

  ____________  W  net  
    (5)

Specific CO2 emissions,  S E  C O  2  
    (kg/MWh):

  S E   CO  2  
   =   

  m   
 .       CO  2  

   ⋅ 3600
 _________  W  net  

    (6)

Study This study Abu-Zahra et al. [19] (a) CAESAR [14] Liu et al. [20]

L/G mass flow rate ratio (−) 3.87–3.92 3.48/4.83 4.05 2.75

Lean loading (mol CO2/mol MEA) 0.25 0.24/0.32 0.26 0.23

Rich loading (mol CO2/mol MEA) 0.49 0.48/0.49 0.48 0.54

Reboiler heat duty (MJ/kg CO2 captured) 3.5 3.89/3.29 3.73 4.6

Lean solvent requirement (kg/kg CO2 captured) 20 19.3/26.9 21.8 15.7

CW requirement (kg/kg CO2 captured) 70.1–71.4 106/103 61.7

Power consumption (kWh/kg CO2 captured) 109 129.0 84.4(b)

(a) Values refer to the baseline/optimum case.
(b)Only the energy used for CO2 product compression.

Table 7. Main parameters of the capture and compression process for 90% CO2 capture with 30 wt% MEA.
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Net CO2 emissions,  N E   CO  
2
      (kg/MWh):

  N E   CO  2  
   =   

  m   
 .       CO  2  

   ⋅ 3600
 _________  W  net  

    (7)

Here,    m   
 .      

C
    is the flow rate of coal entering the plant (kg/s),    m   

 .      
B
    is the flow rate of raw biomass enter-

ing the plant in the case with cofiring (kg/s), LHVC and LHVB are the lower heating values of 
coal and, respectively, biomass (MJ/kg), ηnet,ref is the net efficiency of the reference plant, without 
cofiring and without CO2 capture (%), ηnet,cofiring and/or CCS is the net efficiency of the plant with 
biomass cofiring and/or with CO2 capture (%),    m   

 .       CO  
2
      is the total flow rate of CO2 generated (kg/s), 

   m   
 .       CO  

2
  ,C    is the flow rate of CO2 generated only from coal combustion (kg/s), and Wnet is the plant net 

power output (MWe), which is obtained after subtracting the plant auxiliary power consumption.

3. Results and discussion

3.1. Performance of coal-fired and biomass cofiring plants with CO2 capture

Simulation results of the investigated plants with/without biomass cofiring and with/without 
MEA-based postcombustion carbon capture are summarized in Table 8. As can be seen, the 
reference coal-fired power plant has a net electrical efficiency of 40.67% and releases 803 kg 
CO2/MWh. The results further show that the performances of the plant with cofiring are 
slightly derated in comparison with the coal-fired plant. Cofiring 10% of biomass in a super-
critical coal-based plant leads to a reduction in efficiency to 40.35% (i.e., 0.33% points efficiency 

Figure 5. Integration of the steam with the stripper reboiler.
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penalty compared with coal-fired case). This reduction is mainly attributed to the fact that the 
biomass fuel considered in this study has a lower calorific value and significantly higher mois-
ture content, and the energy needed for its processing and drying is substantial. However, one 
can also note that cofiring biomass has a positive effect on the ash and SO2 flow rates reducing 
the power demand of subsystems associated with their removal. The specific CO2 emissions 
from the cofiring plant are estimated at 821.4 kg CO2/MWh. But if considering only the emis-
sions resulted from coal combustion, then they decrease to around 740 kg CO2/kWh.

The addition of a MEA-based postcombustion CO2 capture system significantly reduces the 
energy performance of both plants. For the coal-fired power plant with 90% CO2 capture rate, 
the net efficiency drops to 30.47% (i.e., an efficiency penalty of 10.21% points with respect to 

CO2 capture No Yes

Cofiring No Yes No Yes

Fuel input:

 Coal (kg/s ar) 51.69 46.60 51.69 46.60

 Biomass (kg/s ar) 14.67 14.67

 Heat input (MWth LHV) 1352.80 1354.98 1352.80 1354.98

Power generated/consumed:

 ST output (MWe) 580.37 580.37 485.07 483.26

 Coal handling and milling (MWe) −3.16 −2.85 −3.16 −2.85

 Biomass handling, processing and drying (MWe) −4.20 −4.20

 PA/FD/ID fans (MWe) −9.83 −9.91 −9.83 −9.91

 BH and ash handling system (MWe) −0.61 −0.57 −0.61 −0.57

 FGD and limestone handling/reagent preparation (MWe) −3.89 −3.51 −3.89 −3.51

 CO2 capture and compression (MWe) −43.03 −43.69

 Condensate pumps (MWe) −0.80 −0.80 −0.42 −0.41

  Condenser auxiliaries (MWe) −7.65 −7.65 −8.07 −8.14

 Miscellaneous BOP, ST auxiliaries and transformer losses (MWe) −4.20 −4.20 −3.90 −3.90

 Total auxiliary consumption (MWe) −30.14 −33.69 −72.93 −77.19

Overall plant performance:

 Net power output (MWe) 550.22 546.68 412.14 406.07

 Net plant efficiency (% LHV) 40.67 40.35 30.47 29.97

 Efficiency penalty (% points) 0.33 10.21 10.70

 Specific fuel consumption (kg/MWh) 338.2 403.5 451.5 543.2

 Specific CO2 emissions (kg/MWh) 803.0 821.4 107.2 110.6

 Net CO2 emissions (kg/MWh) 803.0 739.3 107.2 0

Table 8. Performance of PC plants with/without cofiring, with/without CO2 capture.
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the reference plant) while for the cofiring plant the net efficiency decreases to 29.97% (i.e., an 
efficiency penalty of 10.7% points) after integrating the CO2 capture and compression pro-
cess. As can be noted from the table, the capture and compression process consumes more 
than 55% of the total auxiliary load. The results further show that in order to generate the 
same amount of energy, the systems with carbon capture should use 35% more fuel than the 
reference plant without capture. The CO2 emissions reduce to 107.2 kg CO2/kWh in case of 
coal-fired and to 110.6 kg CO2/kWh in case of cofiring. For the cofiring case, if we assume that 
all the CO2 resulted from the combustion of coal is captured from the plant, then the net CO2 
emissions would be zero.

3.2. Effect of operating parameters on CO2 capture process

One of the main objectives of this study is to investigate the effect of different process param-
eters on the energy, solvent, and CW requirements in the CO2 capture process. The effect 
of the MEA concentration in the solution (20–40 wt%), the FG temperature at the absorber 
inlet (40–50°C), the lean solvent temperature at the absorber inlet (30–50°C), the temperature 
difference in the lean/rich HX between hot outlet and cold inlet (5–10°C), and the stripper 
operating pressure (1.5–1.9 bar) were investigated. Figure 6 shows the simulation results on 
the effect of different process variables on the heat, solvent, and CW requirements in the CO2 
capture process with respect to the base case (30 wt% MEA, 45°C FG inlet temperature, 40°C 
lean solvent temperature, 5°C lean/rich HX temperature difference, and 1.7 bar stripper oper-
ating pressure). For all simulation cases, the CO2 capture rate was fixed at 90%. As shown, the 
concentration of MEA is the most important parameter with great effect on the heat, solvent, 
and CW requirements. Operating the capture unit with a lower MEA concentration (20 wt%) 
leads to a significant increase of the reboiler heat duty (>12% more compared with the base 
case), solvent requirement (>35%), and CW requirement (>30%). This is because as the MEA 
concentration decreases more solvent needs to be fed into the absorber column to remove 
90% of CO2 from the FG stream. The increased solvent flow rate then leads to higher cooling 
requirements. Further, the temperature of the rich solution entering the desorber column is 
lower, which needs more heat for solvent regeneration. Contrary to this, increasing the MEA 
concentration from 30 wt% (base case) to 40 wt% results in a decrease of the reboiler heat 
duty (>9%), solvent flow rate (>17%) and CW requirement (>17%). It should be mentioned, 
however, that the use of more concentrated solutions can lead to higher corrosion rates and 
increased amine emission from the system. In addition, the reboiler temperature increases for 
cases operating with higher MEA concentrations, which can also lead to thermal degradation 
of the solvent.

From Figure 6, it can be further noted that the FG inlet temperature has almost no effect on the 
heat requirement, solvent flow rate, and CW requirements. The same was also observed when 
varying the lean solvent temperature and only influencing the CW requirements. The use 
of solvent at lower temperatures than that of the base case (40°C) increases the CW require-
ments by more than 20%. This increase is mainly used in the lean solvent cooler. The tem-
perature difference in the lean/rich HX and the operating pressure of the stripper were found 
to  influence only the heat and CW requirements. If the lean/rich HX is operated with a larger 
temperature difference, then the rich solvent before entering the desorber column is cooler 
and, in consequence, more heat is required for solvent regeneration, and since the lean solvent 
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Figure 6. Effect of different parameters on the heat, solvent, and CW requirement in the CO2 capture process with respect 
to the base case.
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leaving the HX is warmer, then more CW is required to cool the stream to 40°C. Furthermore, 
operating the stripper at lower pressure leads to higher heat requirement and CW consump-
tion. However, increasing the pressure from 1.7 bar (base case) to 1.9 bar reduces both the 
reboiler duty and the CW requirement, and in addition, the energy consumption for the com-
pression of CO2 is also reduced.

3.3. Effect of MEA concentration

As was shown earlier, the concentration of MEA in the solution can significantly influence 
the CO2 capture process requirements. Therefore, it is necessary to investigate its effect on 
the plant performance. Table 9 presents the simulation results for the coal-fired and cofiring 
cases using different MEA concentrations in the capture process. As can be seen, increasing 
the concentration of MEA has a positive effect on the plant energy performance. For coal-fired 
cases, the net electrical efficiency increases from 29.56% with 20 wt% MEA to 31.13% with 40 
wt% MEA, i.e., an improvement of 1.57% points. It can be noted that the power demand of the 
CO2 capture and compression process in all three cases is almost the same and only slightly 
decreases with the increase of amine concentration. This is because the solvent flow rate 
decreases and leads to lower pumps work. The amount of steam required for solvent regen-
eration decreases from about 180.5 kg/s, representing 57.1% of the total IP/LP crossover with 
20 wt% MEA, to 145.4 kg/s, i.e., 46% of the IP/LP steam with 40 wt% MEA. For the cofiring 
cases, the electrical efficiency is 0.5% points lower than that of coal-fired cases. As noted, the 
gross power output is lower because the amount of steam extracted for solvent regeneration 
is higher in the cofiring cases. For example, the amount of extracted steam in the cofiring case 
with 20 wt% MEA is about 4 kg/s higher than that of the coal case. Moreover, the auxiliary 
power consumption in the cofiring cases with capture is higher, by approximately 4.2 MWe, 
which is mainly consumed by the biomass processing system. The results further show that 
the solvent flow rate, the CW requirement, and the heat requirement for solvent regeneration 
for the cofiring plants with CO2 capture are slightly higher than the values for coal cases.

CO2 capture (90%) No Yes

MEA concentration (wt%) 20 30 40

Coal-fired cases:

    Cross power output (MWe) 580.37 473.78 485.07 493.74

 CO2 capture and compression (MWe) −43.27 −43.03 −42.95

 Other auxiliary loads (MWe) −30.14 −30.61 −29.89 −29.61

 Net power output (MWe) 550.22 399.90 412.14 421.19

 Net plant efficiency (% LHV) 40.67 29.56 30.47 31.13

 Solvent requirement (kg/s) 2995.1 2202.9 1819.7

 CW requirement (kg/s) 10218.1 7739.0 6400.0

 Heat requirement (MWth) 434.3 385.8 349.7

 Steam requirement (% of total IP/LP) 57.1 50.7 46.0
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3.4. Effect of heat requirement

In this section, the effect of the heat requirement for solvent regeneration on the power plant 
gross output was investigated. The simulation results are presented in Figure 7. The heat 
duty of the stripper reboiler was varied between 3.5 MJ/kg CO2 captured (base case) and 
2 MJ/kg CO2 captured. The results showed that for the chemical absorption systems with 
heat  requirement of 3.5 MJ/kg CO2 captured, the gross power output of the plant decreases 
by more than 16% compared with the reference plants without CO2 capture and the steam 
extracted from the IP/LP crossover amounts to ~50% of the total flow rate. In compari-
son, for systems with reduced heat requirement, for example, of 2 MJ/kg CO2 captured, the 
power output decreases by only 9%, and the proportion of steam extracted is reduced to 
less than 30%. The amount of steam extracted for solvent regeneration is reduced from 1.45 
kg steam/kg CO2 captured (base case) to about 0.85 kg steam/kg CO2 captured for the case 
with 2 MJ/kg CO2 captured.

Figure 8 shows the effect of a capture system with lower heat requirement for solvent regen-
eration on the net power output and efficiency of the biomass cofiring plant. The simulations 
were carried out using the Cansolv technology for CO2 capture with the following specific 
requirements: 2.48 MJ/kg CO2 reboiler heat duty and 33.3 kWh/t CO2 power duty [23]. It 
should be noted here that this technology is currently used at the SaskPower Boundary Dam 
power plant in Canada being the first commercial scale postcombustion carbon capture proj-
ect [11]. The simulation results show that the net power output of the biomass cofiring plant 
integrated with the Cansolv capture technology would increase to about 428 MWe, which is 
5.3% higher than that of the plant using conventional MEA system. Compared with the refer-
ence biomass cofiring plant without carbon capture, the efficiency penalty due to CO2 capture 
reduces to 8.79% points in case with Cansolv.

CO2 capture (90%) No Yes

MEA concentration (wt%) 20 30 40

Biomass cofiring cases:

 Gross power output (MWe) 580.37 471.95 483.26 492.01

 CO2 capture and compression (MWe) −43.93 −43.69 −43.59

 Other auxiliary loads (MWe) −33.69 −34.23 −33.50 −33.20

 Net power output (MWe) 546.68 393.80 406.07 415.22

 Net plant efficiency (% LHV) 40.35 29.06 29.97 30.64

 Solvent requirement (kg/s) 3051.8 2248.9 1859.3

 CW requirement (kg/s) 10526.2 8013.7 6636.3

 Heat requirement (MWth) 442.3 393.4 356.8

 Steam requirement (% of total IP/LP) 58.2 51.7 46.9

Table 9. Effect of MEA concentration on the energy performance of coal-fired/biomass cofiring plants with CO2 capture.
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3.5. Effect of CO2 capture efficiency

To investigate the effect of the capture efficiency on the performances of coal-fired and bio-
mass cofiring plants, the FG exiting the FGD unit was split into two streams, one directed to 
the capture unit and the other one sent directly to the stack. The amount of FG sent to the 
absorber column of the capture system varied between 100% and 56% of the total mass flow 
in order to achieve capture rates of 90–50%. In another configuration (not considered here), 
all the FG can be sent to the capture unit; however, in this case, the power requirements and 
cooling duties of the plant would increase.

The simulation results presented in Table 10 show that the gross power output of both the 
coal-fired and biomass cofiring plants increases by ~9% as the capture efficiency decreases 
from 90 to 50%. This is primarily due to the fact that the quantity of steam extracted for 
solvent regeneration from the steam cycle is significantly lower (by ~45%) and, therefore, 
more steam is available for power generation. The net power output of the plants increases 
by more than 15% and the net electrical efficiency is 4.6% points higher than that of the 
case with 90% CO2 capture. While the energy performances improve with a decrease in the 
capture rate, the plants specific CO2 emissions increase from around 110 kg/kWh to more 
than 450 kg/MWh.

Figure 7. Effect of the reboiler heat duty on the gross power output (bars with a lighter color show the percentage of 
steam extracted from the IP/LP crossover).
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Overall capture efficiency (%) 90 80 70 60 50

FG to capture unit (% of total FG) 100 89 78 67 56

Coal-fired cases:

 Gross power output (MWe) 485.07 495.43 506.11 517.00 528.11

 CO2 capture and compression (MWe) −43.03 −38.25 −33.47 −28.70 −23.91

 Other auxiliary loads (MWe) −29.89 −29.92 −29.95 −29.97 −30.00

 Net power output (MWe) 412.14 427.26 442.69 458.33 474.21

 Net plant efficiency (% LHV) 30.47 31.58 32.72 33.88 35.05

 Solvent requirement (kg/s) 2203 1958 1713 1469 1224

 CW requirement (kg/s) 7739 6878 6020 5160 4299

 Heat requirement (MWth) 386 343 300 257 214

 Steam requirement (% of total IP/LP) 51 45 39 34 28

 Specific CO2 emissions (kg/MWh) 107 207 299 386 466

Biomass cofiring cases:

 Gross power output (MWe) 483.26 493.75 504.63 515.71 527.00

 CO2 capture and compression (MWe) −43.69 −38.83 −33.98 −29.13 −24.27

 Other auxiliary loads (MWe) −33.50 −33.52 −33.54 −33.56 −33.58

Figure 8. Effect of the capture system with lower reboiler heat duty on the net power output and efficiency of the 
biomass cofiring plant.
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4. Conclusions

In this study, we investigated in detail the effect of biomass cofiring and carbon capture on the 
plant performances. For cofiring cases, 10% of heat input was substituted with hybrid poplar 
used as the biomass fuel. When carbon capture was considered, the plants were integrated 
with a MEA-based postcombustion capture technology. The plant’s submodels, i.e., the boiler 
and flue gas cleaning section (deNOx, deDust, deSOx), the steam cycle, and the CO2 cap-
ture and compression process were all modeled and simulated in Aspen Plus software. The 
 simulation showed the following:

(i) The addition of a MEA-based capture system to a supercritical coal-fired plant reduces 
the net plant efficiency to 30.47% (with 90% CO2 capture rate), i.e., an efficiency penalty 
of 10.21% points compared with the reference plant without capture. The plant specific 
CO2 emissions were decreased to 107.2 kg/MWh and the avoided emissions were 86.6%. 
Compared with these figures, the net efficiency of the plant with cofiring, after capturing 
90% of the CO2, decreases to 29.97%, i.e., an efficiency penalty of 10.7% points. Lower 
efficiency of the biomass cofiring plant with CO2 capture of 0.5% points compared with 
the coal-fired plant with CO2 capture is mainly due to the additional power demand for 
biomass processing and drying. Because of the lower performances and higher flue gas 
CO2 flow rates, it was calculated that the plant specific CO2 emissions were 110.6 kg/
MWh. However, taking the biomass as carbon neutral and assuming that all the fossil-
CO2 is captured than the plant would have ~0 net CO2 emissions.

(ii) Among the investigated parameters that may affect the CO2 capture process, it was 
found that the MEA concentration greatly influences the performances of the capture 
unit. For capture systems, operating with lower MEA concentrations, a higher reboiler 
heat duty, solvent flow rate, and CW requirement were achieved. However, the use 
of higher MEA concentrations, although lowers the consumption of steam, solvent, 
and CW, can lead to corrosion, solvent degradation, and higher amine emissions. The 
concentration of MEA also influences the energy performance of the plant. The results 
showed that the net efficiency increases as the MEA concentration increases. For the case 

Overall capture efficiency (%) 90 80 70 60 50

FG to capture unit (% of total FG) 100 89 78 67 56

 Net power output (MWe) 406.07 421.40 437.11 453.02 469.17

 Net plant efficiency (% LHV) 29.97 31.10 32.26 33.43 34.63

 Solvent requirement (kg/s) 2249 1999 1749 1499 1249

 CW requirement (kg/s) 8013 7122 6231 5341 4450

 Heat requirement (MWth) 393 350 306 262 219

 Steam requirement (% of total IP/LP) 52 46 40 34 29

 Specific CO2 emissions (kg/MWh) 111 213 308 397 479

Table 10. Effect of CO2 capture efficiency on the performances of coal-fired and biomass cofiring plants with CO2 capture.
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with 40 wt% MEA, the net efficiency of both the coal-fired and biomass cofiring plants 
improves by ~0.7 and ~1.6% points compared with the cases of 30 and 20 wt% MEA in 
the solution, respectively. The steam requirement reduces by ~9 and ~20% compared 
with 30 and 20 wt% MEA cases, respectively.

(iii) The heat requirement for solvent regeneration in conventional MEA-based capture sys-
tems significantly affects the gross power output of the plant and, in consequence, the 
overall plant energy performance. It was found that the gross power output increases 
with decreasing the heat duty of the reboiler. For both the coal-fired and biomass cofiring 
plants with 90% CO2 capture and an assumed heat requirement of 2 MJ/kg CO2 captured, 
the gross power output increases by ~8.5% compared with the base case, while the steam 
requirement decreases by more than 40%. Lower reboiler heat duty of chemical absorp-
tion systems can be achieved by, for example, using an improved process configuration 
(e.g., absorber intercooling, lean vapor compression, split-stream, etc. [24–26]) and/or 
solvents with better characteristics [18, 23, 26–28].

(iv) In addition, we analyzed the effect of the CO2 capture efficiency on the overall perfor-
mances of both the coal-fired and biomass cofiring plants. In this case, only a part of the 
flue gas stream was treated in the capture unit (with a fixed 90% capture rate), and the 
rest was sent directly to the stack. The results showed that the gross power output of 
the plants increases with decreasing the capture efficiency. Capturing less CO2 from the 
plant requires less steam to be extracted for the solvent regeneration and, consequently, 
more steam is available for power generation. Furthermore, for lower capture rates, the 
net power output improves since the auxiliary power demand of the capture and com-
pression process decreases. However, reducing the capture rates would negatively affect 
the plants CO2 emissions, generating significantly more CO2 into the atmosphere, which 
in case of biomass cofiring will be lower compared with coal-fired if only the net CO2 
emissions would be considered.
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FD Forced draft

FG Flue gas

FGD Flue gas desulfurization

FWH Feedwater heater
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db Dry basis

  m   
.
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SC Specific consumption (kg/MWh)
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Abstract

This chapter introduces the basics of membrane technology and the application of mem-
brane separation in carbon capture processes. A number of membranes applicable in pre-
combustion, post-combustion or oxy-fuel combustion have been discussed. An economic 
comparison between conventional amine-based absorption and membrane separation 
demonstrates the great potential in membrane technology.

Keywords: membrane separation, carbon dioxide capture, pre-combustion, post-
combustion, oxy-fuel combustion

1. Introduction

Gas separation by membrane is attractive in low carbon emission technologies, as it can be 
operated in a continuous system, which is preferred by industry, other than the conventional 
batch systems such as adsorption and absorption. Feeding of mixed gas and exiting of puri-
fied gas can happen at the same time. Membrane selectively permeates the desired compo-
nents and retains the unwanted, resulting in separation of gas mixtures. In carbon capture 
and storage (CCS) processes, CO2 has to be separated from the exhaust gas streams before the 
subsequent transportation and storage. Membrane separation technology is one of efficient 
solutions for carbon capture.

There have been a number of books regarding membrane technology. However, most of them 
are about liquid separation and very few are found for CCS. This chapter aims at introducing 
and demonstrating the membrane technology in CCS. The application of membrane in carbon 
capture mainly includes H2/CO2 separation for pre-combustion, CO2/N2 separation for post-
combustion and O2/N2 separation (air separation) for oxy-fuel combustion. There is a wide 
variety of membrane types based on its physical and chemical property. Many of them have 
showed great potentials to fulfill the need of CCS.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



2. Overview of membranes

Membrane performs as a filter. It allows certain molecules to permeate through, while blocks 
other specific molecules from entering the membrane as demonstrated in Figure 1. Membrane 
has already been widely used in liquid separations such as micro-filtration, ultra-filtration, 
reverse osmosis, forward osmosis, desalination and medical application. However, gas sepa-
ration using membrane is still developing. Membrane gas separation has attracted intensive 
researches in CCS field during recent years.

Gas permeation flux across unit membrane area under unit pressure difference through unit 
membrane thickness is called permeability (mol s−1 m−2 Pa−1) and the ratio of permeabilities 
of different gases through the same membrane is defined as selectivity. The gas separation 
mechanism varies from membrane to membrane. The selectivity of different gases may result 
from the difference in molecular size, affinity to membrane material, molecular weight, etc., 
depending on the gas and membrane of interest.

In order to achieve high permeate flux, the feed gas is pressurized, while the permeate gas 
is connected to atmosphere or vacuum to obtain a higher driving force. However, since the 
thickness of a membrane is only several hundred nanometers to several microns, it is impos-
sible to resist this force. So a membrane is normally coated onto a thick, porous substrate to 
achieve enough mechanical strength. The supporting substrate should offer minimum flow 
resistance, thus containing large pores, which allows free flow of gas that has permeated the 
top layer. In case of too large pores and highly rough surface on the substrate, membrane 
defects such as cracking and peeling may occur. An interlayer with much smaller pore size 
(than substrate pore size) can enable smoother transition in between. This design is referred 
to as asymmetric structure as shown in Figure 2.

In the current Research & Developments (R&Ds) of membrane, the most popular mechanism 
is size sieving separation. Therefore, the key parameter of a membrane is its pore size. By 

Figure 1. The schematic of membrane separation for binary gas mixtures.
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pore size, membranes are classified into three categories that are listed in Table 1. In addi-
tion, one more type of membrane that is nonporous, therefore called dense membrane, is also 
discussed in this chapter.

2.1. Advantages of membranes

Compared to conventional CO2 removal technologies, membrane has shown great potential 
in CCS owing to its characteristics listed below:

Low capital cost

Membrane requires little material to coat. It does not need additional facilities such as large 
pretreatment vessel and solvent storage.

Low operating cost

The main operating cost for membrane separation unit is only membrane replacement. Due 
to the smaller size and weight of membrane, the cost is much lower than the conventional 
techniques, which replace the large amount of solvent or sorbent.

Simplicity and reliability

Since membrane does not show fast decay in performance that most likely occurs to the tradi-
tional solvents or sorbents, it can be running unattended for long periods. Another character 
of membrane is that gas does not stay and reacts with membrane, so membrane has no satura-
tion and thus avoids frequent shut down and start-up.

Figure 2. The asymmetric structure of membrane coated on a substrate.

Pore classification Pore size range (nm)

Micropore <2

Mesopore 2–50

Macropore >50

Table 1. Membrane classification by pore size.
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Adaptability

Membrane system is designed and operated to remove the required percentage of CO2 
instead of the absolute quantity of CO2 removal. Variations in the feed CO2 concentration can 
be adjusted by varying the space velocity to keep constant product quality.

Design efficiency

Membrane system can integrate a number of processes into one unit, such as Hg vapor 
removal, H2S removal and dehydration. Traditional CO2 removal techniques have to operate 
these steps separately.

Easy for remote area

Multiple membranes could be packed into one module to reduce size and weight, which not 
only increases membrane area in unit volume but also makes it easier to transport to remote 
locations. Simple installation is feasible at which spare parts are rare, labors are unskilled and 
additional facilities (such as solvent storage, water supply and power generation) are short 
in supply.

2.2. Membrane fabrication

Membrane fabrication involves how to coat the selective layer onto the porous substrate. 
The fabrication process has significant influence on the membrane property such as mem-
brane uniformity and thickness. The membrane coating technique includes dip-coating, 
chemical vapor deposition (CVD), spinning and spraying. Among them, the most popular 
and mature methods are dip-coating and CVD. This section will demonstrate these two 
technologies.

2.2.1. Dip-coating

Dip-coating involves dipping the macro-porous substrate in a solution and in turn, the solution 
is coated on the substrate, which is followed by a dehydration process at a lower temperature. 
It is the oldest and the simplest film deposition method. The dip-coating process can be sepa-
rated into five stages: immersion, start-up, deposition, drainage and evaporation (Figure 3).

Immersion: The substrate is immersed in the solution of the coating material at a constant 
speed to avoid jitter.

Start-up: The entire substrate has remained inside the solution for a while and is starting to 
be pulled up.

Deposition: The thin layer of solution deposits itself on the surface of the substrate when it is 
pulled up. The withdrawing speed is constant to avoid any jitters. The speed determines the 
thickness of the coating. Faster withdrawal speed gives thicker layer and vice versa.

Drainage: Excess liquid will drain from the surface back to the solution due to the gravity.

Evaporation: The solvent evaporates from the liquid, forming the thin layer. Evaporation nor-
mally accompanies the start-up, deposition and drainage stages.
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2.2.2. Chemical vapor deposition (CVD)

Another common membrane coating technique is CVD. CVD modifies the properties of a sub-
strate surface by depositing a thin layer of film via chemical reactions in a gaseous medium 
surrounding the substrate at elevated temperatures.

The process of CVD includes transporting the reactant gases and/or carrier gas into a reac-
tion chamber, which is followed by a deposition process to form a film. The film coating 
could be performed by decomposition, oxidation, hydrolysis or compound formation. The 
reactions normally take place in the gaseous phase and the intermediate gases adsorb on the 
substrate followed by surface reactions. The detailed steps of CVD process are demonstrated 
in Figure 4.

1. Reactant feeding: Delivering the reactant gaseous species into the reaction chamber.

2. Reaction: Chemical reactions of the reactant gas species under heating condition to form 
intermediates.

3. Diffusion to substrate: Diffusion of gases through the boundary layer to the substrate 
surface.

4. Adsorption on the substrate: Adsorption of reactant species or intermediates on substrate 
surface.

5. Surface migration: Inclusion of coating atoms into the growing surface and formation of 
by-product species.

6. By-product desorption: Desorption of by-product species of the surface reaction.

7. By-product diffusion: Diffusion of by-product species to the bulk phase.

8. By-product exiting: Transport of by-product gaseous species away from substrate and exit 
the reaction chamber.

Figure 3. Dip-coating stages: (a) immersion; (b) start-up; (c) deposition; (d) drainage and (e) evaporation. Reproduced 
from Brinker [1].
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As illustrated above, CVD is more complicated technique than dip-coating, thus the man-
ufacture cost of a membrane is relatively higher than that of dip-coating. The advantage 
of CVD is good reproducibility over dip-coating as the latter may suffer from a lack of 
reproducibility.

2.3. Membrane separation mechanism

A membrane can separate gas mixture because different gases have different permeability 
through the membrane. The permeate flux across unit membrane area under unit pressure 
gradient is called permeability and the ratio between permeability of gas A and that of gas B 
is defined as selectivity of A to B. In order to achieve separation, a greater difference between 
gas permeabilities is preferred. This difference comes from their physical and/or chemical 
properties as well as the interaction with membrane.

2.3.1. Size sieving

The most widely known separation mechanism is size sieving. The membrane pore size is 
just between the smaller gas molecule and larger gas molecule as depicted in Figure 5. The 
smaller gas molecule A passes the pore channel freely, while the counterpart gas B is not 
able to enter the pore. As a result, pure component A is obtained in the permeate stream 
from the gas mixture A–B. This mechanism applies to separating gas mixtures with very 
different molecular sizes such as H2 and CO2, H2 and hydrocarbons, etc. Some common 
gas kinetic diameters are given in Table 2. Size sieving basically performs in micro-porous 
membrane.

Figure 4. Schematic model of a CVD process. Reproduced from Khatib et al. [2].
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2.3.2. Surface diffusion

When the membrane material has higher affinity to one particular component than the other, 
this affinitive component is preferentially adsorbed on the membrane surface and then the 
adsorbed gas molecules move along the pore surface to the permeate side until desorbing 
to the permeate gas. Since the membrane is occupied by the highly adsorbable component, 
the less adsorbed component has lower probability to access the pore, which results in a 
much lower permeability. In such a way, the more adsorbable gas is separated from the gas 
mixture (Figure 6). This type of mechanism is generally used to separate adsorbing gas with 
non-adsorbing gas such as CO2 with He, CO2 with H2. Surface diffusion generally acts in 
micro- and meso-porous membranes.

Figure 5. Size sieving separation mechanism.

Gas σ (nm)

He 0.26

H2 0.289

CO2 0.33

Ar 0.341

O2 0.346

N2 0.364

CH4 0.38

Table 2. The kinetic diameter of different gases.
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2.3.3. Solution diffusion

Unlike membranes discussed above, dense membrane has no pore channel for gas transpor-
tation. However, it follows solution diffusion model. The process of gas separation using 
dense membranes occurs in a three-step process, which is similar to surface diffusion. The 
dense membrane has no pore to accommodate gas molecules, however, it can solve specific 
gas component. As shown in Figure 7, due to the difference in solubility or absorbability in 
the membrane material, gas A solves or absorbs in the membrane after they contact at the 
feed interface, while gas B still remains as gas phase at the interface. The second step is the 
solved A component diffusing across the membrane driven by the concentration gradient 
from feed interface to the permeate interface. Finally, component A desorbs from the perme-
ate interface under a low pressure. This is a common mass transfer mechanism in polymeric 
membrane.

2.3.4. Facilitated transport

The solution-diffusion process is often constrained by low permeate flux rates due to a 
combination of low solubility and/or low diffusivity. In contrast, facilitated transport that 
delivers the target component by a carrier can increase the permeate flow rate. As dem-
onstrated in Figure 8, the gas A and carrier C form a temporary product A–C that is from 
a reversible chemical reaction. The product diffuses across the membrane under the con-
centration gradient of this product A–C instead of the concentration gradient of A. At the 
permeate interface, the reverse reaction takes place and A is liberated from this reverse 

Figure 6. Surface diffusion separation mechanism.

Recent Advances in Carbon Capture and Storage66



2.3.3. Solution diffusion

Unlike membranes discussed above, dense membrane has no pore channel for gas transpor-
tation. However, it follows solution diffusion model. The process of gas separation using 
dense membranes occurs in a three-step process, which is similar to surface diffusion. The 
dense membrane has no pore to accommodate gas molecules, however, it can solve specific 
gas component. As shown in Figure 7, due to the difference in solubility or absorbability in 
the membrane material, gas A solves or absorbs in the membrane after they contact at the 
feed interface, while gas B still remains as gas phase at the interface. The second step is the 
solved A component diffusing across the membrane driven by the concentration gradient 
from feed interface to the permeate interface. Finally, component A desorbs from the perme-
ate interface under a low pressure. This is a common mass transfer mechanism in polymeric 
membrane.

2.3.4. Facilitated transport

The solution-diffusion process is often constrained by low permeate flux rates due to a 
combination of low solubility and/or low diffusivity. In contrast, facilitated transport that 
delivers the target component by a carrier can increase the permeate flow rate. As dem-
onstrated in Figure 8, the gas A and carrier C form a temporary product A–C that is from 
a reversible chemical reaction. The product diffuses across the membrane under the con-
centration gradient of this product A–C instead of the concentration gradient of A. At the 
permeate interface, the reverse reaction takes place and A is liberated from this reverse 

Figure 6. Surface diffusion separation mechanism.

Recent Advances in Carbon Capture and Storage66

reaction. A is released to the permeate stream and C diffuses back to the feed interface 
again to attach and deliver a new A. Facilitated transport mechanism normally exists in 
liquid membrane.

2.3.5. Ion transport

Ion transport is usually applied in air separation (O2/N2). As Figure 9 shows, only oxygen gas 
molecule (O2) can be converted into two oxygen ions (2O2−) by the surface-exchange reaction 
on the feed interface. Nitrogen retains in the feed side. Oxygen ions are transported across by 
jumping between oxygen vacancies in the membrane lattice structure. At the permeate inter-
face, electrons liberated as the oxygen ions recombine into oxygen molecules. To maintain 
electrical neutrality, there is a simultaneous electrons flux going back to the feed interface 
neutralizing the charge caused by oxygen flux.

Figure 7. Solution diffusion separation mechanism.

Figure 8. Facilitated transport separation mechanism.
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3. Membranes for pre-combustion capture

Pre-combustion capture is a process that separates CO2 from the other fuel gases before the 
gas combustion. First, it involves the processes of converting solid, liquid or gaseous fuels into 
a mixture of syngas (H2 and CO) and CO2 by coal gasification or steam reforming. Afterwards 
water-gas shift (WGS) reaction is conducted to reduce the content of CO, thus more H2 and 
CO2 are generated. Membrane separation is then applied to separate H2 and CO2. Upon com-
pression, the CO2 rich stream is transported to a storage or utilization site. Meanwhile, the 
nearly pure H2 stream enters the combustion chamber for power generation that emits mainly 
water vapor in the exhaust.

Coming from the upstream gasification, reforming and WGS, the feed gas of pre-combustion 
CO2 capture is hot with a temperature between 300 and 700°C. In addition, the pre-combus-
tion separation can happen at high pressures up to 80 bar.

Pre-combustion membranes are basically classified into two categories: H2-selective mem-
brane and CO2-selective membrane. The former favors H2 permeation but retains CO2 in the 
feed side, while the latter preferentially permeates CO2.

In principle, metallic membrane is the ideal candidate for separating H2/CO2 due to the infi-
nite selectivity. H2 molecule dissociates as two H atoms at the membrane surface and then the 

Figure 9. Ion transport separation mechanism.
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atomic H diffuses to the permeate side of the membrane driven by the partial pressure drop, 
which is followed by the association and desorption at the permeate interface. The permeate 
flux is given by

   J   H  2  
   =   

 P   H  2  
  
 ___ L   ( √ 

____
  p  feed     −  √ 

_______
  p  permeate    ) .  (1)

This mechanism is similar to solution diffusion and ion transport. The reason for the infi-
nite selectivity of H2 over CO2 is that this dissociation-diffusion mechanism only applies to 
diatomic gases such as H2 and CO2 cannot permeate by the same mechanism. For ultrathin 
membrane, the rate-limiting step is the dissociation of hydrogen on the membrane sur-
face and Pd material performs the best in hydrogen dissociation. Consequently, Pd mem-
brane was intensively investigated in the past several decades. H2 permeability through 
palladium membrane varies in the range between 10−7 and 10−8mol s−1 m−1 Pa−0.5 (Table 3). 
However, the permeability was not satisfactory for the industrial requirement yet. This is 
due to the slow permeation of H atom in the lattice of Pd, which is one order of magnitude 
lower than in other metals. In order to promote the permeability, a number of palladium-
based alloys have been examined. A list of reported permeability data are summarized in 
Table 4. The alloy membranes dramatically improve the H2 permeability by 2–3 orders of 
magnitude.

Still, a few barriers need to be overcome for the commercialization of palladium-based 
membrane. First, the cost of palladium is around 18,000 US$/Ounce (in June 2016), which is 
150 times more expensive than silica membrane. Second, the H2 permeation driving force 
is not from pressure; instead, it is from the root square of pressure (Eq. (1)). Therefore, the 
effect of compressing feed gas is not as significant as in other permeation mechanisms. In 

Membrane Permeability  
(mol s−1 m−1 Pa−0.5)

Temperature (°C) Reference

Pd 9 × 10−9 227 [3]

Pd on sliver disk 1.47 × 10−7 407 [4]

Pd disk 1.08 × 10−7 300 [5]

Pd disk 1.06 × 10−7 350 [6]

Pd disk from Pd sheet 7.25 × 10−7 400 [7]

Pd on Vycor support 3.10 × 10−7 350 [8]

Pd on Nickel 2.00 × 10−12 200 [9]

Pd on Vycor support 1.18 × 10−7 500 [10]

Pd on γ alumina 1.47 × 10−7 480 [11]

Pd on alumina 6.27 × 10−8 300 [12]

Pd on alumina 3.75 × 10−8 400 [13]

Table 3. Hydrogen permeability through palladium membrane.
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addition, at temperatures lower than 300°C, hydrogen embrittlement causes catastrophic 
failure. Furthermore, the contaminations such as CO, NH3 and sulfur compounds inhibit H2 
permeation through palladium membrane. Currently, palladium membrane separation still 
remains in small laboratory scale.

Besides metal membrane, inorganic membrane also plays an important role in separating H2/
CO2 at elevated temperatures. The separation by inorganic membrane is generally achieved 
by the molecular size sieving effect. Carbon molecular sieve membrane has demonstrated 
in pilot scale to separate H2 from refiner gas streams in the early 1990s. The disadvantage of 
carbon membrane is that it is only feasible in non-oxidizing condition. Another type of inor-
ganic membrane is alumina membrane. However, the majority pore size is not in the range of 
micropore and cannot separate gas by the size sieving mechanism. Due to the large pore size, 
the selectivity of alumina membrane is fairly low.

Silica membrane shows great commercial potential for separating H2 and CO2. It is one of 
the most abundant materials on the planet, thus the cost is significantly reduced. Also the 
good thermal and chemical stability makes it possible to work in long term without frequent 
replacement or maintenance. The pore diameter could be controlled around 0.3 nm by proper 
coating-calcining process, which is the ideal size for separating H2 (σ = 0.26 nm) and CO2 
(σ = 0.33 nm). The performance of some reported silica membranes is summarized in Table 5. 
Due to the difficulty in measuring the membrane thickness on porous substrate, permeability 
of H2 divided by thickness is lumped together as permeance.

The H2 permeance of silica membrane could reach up to the order of 10−6 mol s−1 m−2 Pa−1, 
which strongly suggests that silica membrane is competitive in pre-combustion capture. 
However, exposure to high concentration water vapor leads to a decline in performance of 
silica membrane. Such a steady decay over long time can cause the H2 permeance decrement 
by an order of magnitude. This still inhibits the commercialization of silica membrane.

Membrane Permeability  
(mol s−1 m−1 Pa−0.5)

Temperature (°C) Reference

Pd59Cu41 1.59 × 10−7 400 [6]

Pd60Cu40 1.57 × 10−7 350 [5]

Pd60Cu40 1.78 × 10−7 400 [5]

Pd94Cu6 3.65 × 10−8 400 [14]

Pd50Ni50 7.00 × 10−6 450 [15]

Pd69Ag30Ru1 1.03 × 10−6 400 [13]

Pd70Ag30 2.35 × 10−7 400 [13]

Pd77Ag23 1.35 × 10−7 350 [16]

Pd77Ag23 5.00 × 10−5 450 [17]

Pd93Ag7 7.25 × 10−8 400 [14]

Table 4. Hydrogen permeability through palladium-based alloy.
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As a nonporous membrane, polymeric membrane permeates gases via the solution-diffusion 
mechanism. Permeability is a function of gas diffusivity and solubility. The hydrogen mole-
cules diffuse faster than other gases due to the small molecular size. However, the lower solu-
bility of hydrogen within the polymeric membrane reduces its permeability. For H2-selective 
polymeric membranes, the permeability is limited by the low solubility of H2. There is a wide 
range of polymeric membranes available for H2 separation from CO2. The performance of 
some polymeric membranes is shown in Table 6. High permeabilities are observed for poly-
imides such as 6FDA-durene. Higher selectivities are reported for polybenzimidazole and 
poly(vinyl chloride), but H2 permeability is compromised.

Membrane Permeance  
(mol s−1 m−2 Pa−1)

H2/CO2 selectivity Temperature (°C) Reference

Silica (Si400) 2.01 × 10−6 7 200 [18]

Silica (hydrophobic) 1.51 × 10−6 6 200 [19]

Silica on zirconia 1.34 × 10−6 4 300 [20]

Silica 1.34 × 10−6 8 300 [20]

Silica (Si600) 5.02 × 10−7 200 [18]

Silica (hydrophilic) 6.70 × 10−9 11 200 [19]

Silica with Co 5.00 × 10−9 1000 250 [21]

Silica 1.80 × 10−8 15–80 150 [22]

Silica with Co&Pd 6.00 × 10−6 200 500 [23]

Silica (ES40) 1.01 × 10−6 12 450 [24]

AKP-30 tubular silica 1.8 × 10−6 3.5 200 [25]

Silica with C6 surfactant 1.5 × 10−6 6 200 [19]

Silica without C6 surfactant 7.0 × 10−9 10 200 [19]

Table 5. H2/CO2 separation performance by silica-based membrane.

Membrane Permeability  
(mol s−1 m−2 Pa−1)

H2/CO2 selectivity Temperature (°C) Reference

6FDA-Durene 1.89 × 10−9 1 35 [26]

Polybenzimidazole 3.15 × 10−12 45 35 [27]

Poly(vinyl chloride) 5.36 × 10−12 11 35 [28]

Poly(vinyl chloride) 6.30 × 10−12 11 30 [29]

Polybenzimidazole 2.89 × 10−13 9 20 [30]

4.10 × 10−11 20 270

3.41 × 10−11 3 300

Table 6. H2/CO2 separation performance by polymeric membrane.
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The only shortcoming of polymeric membranes is the poor thermal stability at operating 
temperatures more than 100°C. Only polybenzimidazole was examined at the temperature 
range (300–700°C) for syngas purification. For polybenzimidazole membrane, the great-
est performance in H2 permeability and H2/CO2 selectivity is observed between 200 and 
270°C. This peak performance can be related to the increasing diffusivity of the smaller H2 
molecule as temperature increases. More importantly, the performance of polymeric mem-
branes depends on its stability in the environment of the real process. For example, expo-
sure to gases such as CO2, water vapor and H2S may results in plasticization and mechanical 
fouling.

Due to the good thermal and hydrothermal stability, zeolite membranes were also viewed 
as another possible candidate for separation of H2 and CO2. Zeolite has ordered pore struc-
ture. If the pore channel size is proper, efficient size sieving could be achieved. Despite the 
relative simple concept, only a few types of zeolite are workable since this molecular sieve 
mechanism requires perfect membranes. This remains a challenge for zeolite membranes. 
The performance of a number of reported H2/CO2 separation using zeolite membranes is 
summarized in Table 7. In general, neither H2 permeance nor H2/CO2 selectivity can exceed 
~106 mol s−1 m−2 Pa−1 and ~50 to meet the industrial demands.

Metal organic framework (MOF) membrane has been an emerging candidate for H2/CO2 sep-
aration. In MOF materials, metal or metal oxide cluster cations are interconnected by organic 
anions. The coordination polymers form flexible frameworks, therefore such MOFs are called 
‘soft porous crystals’. Table 8 summarizes the H2 permeance and H2/CO2 selectivity using 

Membrane Permeancea (mol s−1 m−2 
Pa−1) or Permeabilityb 
(mol s−1 m−1 Pa−1)

H2/CO2 selectivity Temperature (°C) Reference

MFI 2.82 × 10−7a 42.6 500 [31]

MFI 1.50 × 10−7a 5 200 [32]

MFI template free 1.50 × 10−8a 3 500 [33]

DDR 5.00 × 10−8a 5 500 [34]

DDR by CVD 2.24 × 10−8a 5.9 500 [35]

Zeolite-A 9.45 × 10−10a 10 35 [36]

MFI 1.76 × 10−9a 18 450 [37]

AIPO4-5 Zeolite 3.15 × 10−9a 24 35 [38]

ZSM-5 5.68 × 10−8a 110 [39]

ZIF-69 6.60 × 10−8a 1.8 25 [40]

13X with PI 6.93 × 10−11b 2.8 25 [41]
aPermeance.
bPermeability.

Table 7. H2/CO2 separation performance by zeolite membranes.
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different MOF membranes. Despite relatively moderate permselectivity, attractively high per-
meances are observed. The operating temperature for MOF membranes is normally lower 
than the pre-combustion temperatures, owing to organic ligands. The synthesis of MOF mem-
branes is relatively sophisticated so that the cost has to be notably reduced toward commer-
cialization. There is still a long way for MOF membranes to fulfill the demands of industrial 
applications.

Unlike H2-selective membranes, CO2-selective membranes preferentially permeate CO2 and 
thus they also enable the separation of CO2 and H2. Separating CO2 from H2 can only be real-
ized through surface diffusion or solution diffusion driven by the difference in adsorb-ability 
or solubility between the gases. However, retaining the small molecules of H2 but permeat-
ing the larger CO2 is really challenging. To maximize the difference of adsorption or solution 
between the two gases, the temperature is required to be low, however, low temperatures are 
not favored by pre-combustion processes. From this point of view, CO2-selective membranes 
are much less applicable than H2-selective ones.

Membrane Permeance  
(mol s−1 m−2 Pa−1)

H2/CO2 selectivity Temperature (°C) Reference

MOF5 2.80 × 10−6 4.3 25 [42]

MOF5 4.40 × 10−7 4.4 25 [43]

MOF5 8.00 × 10−7 3.5 25 [44]

Ni-MOF-74 1.27 × 10−5 9.1 25 [45]

NH2-MIL-53 (Al) 1.98 × 10−6 30.9 25 [46]

MIL-53 5.00 × 10−7 4 25 [47]

ZIF-7 7.40 × 10−7 6.7 200 [48]

ZIF-7 4.55 × 10−7 13 220 [49]

ZIF-7 4.57 × 10−6 9.6 25 [50]

ZIF-7 3.05 × 10−6 18.3 170 [50]

ZIF-8 5.00 × 10−8 3.5 25 [51]

ZIF-8 1.80 × 10−7 3 25 [52]

ZIF-8 2.66 × 10−5 8.8 100 [53]

ZIF-22 2.00 × 10−7 7.2 25 [54]

ZIF-90 2.95 × 10−7 16.9 225 [55]

ZIF-95 1.90 × 10−6 25.7 52 [56]

JUC-150 1.83 × 10−7 38.7 25 [57]

HKUST-1 1.10 × 10−6 5.5 190 [58]

MMOF 2.00 × 10−9 5 190 [59]

Table 8. H2/CO2 separation performance by MOF membranes.
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4. Membranes for post-combustion capture

Another situation where we need to separate CO2 is after the fuel combustion. The exhaust 
gas (flue gas) mainly contains CO2, H2O and N2. H2O vapor is easy to be removed by conden-
sation. More efforts are required to separate CO2 and N2 prior to further treatments such as 
compression. Unlike pre-combustion capture, post-combustion capture separates CO2/N2 at 
moderate temperatures and ambient atmosphere pressure. Such operating conditions seem 
less severe than those of pre-combustion processes. As a result, post-combustion capture has 
encountered much less difficulties and is therefore rather closer to practical application. The 
major challenge for post-combustion capture is the low CO2 volumetric fraction in flue gas, 
that is, ~15%, which results in a low driving force of CO2 permeation.

The separation of CO2/N2 mainly rely on surface diffusion and solution diffusion, which is 
driven by the difference in adsorb-ability and solubility between the gases. The good thing is 
that, compared to N2, CO2is more likely to be favored by majority of the membrane materials 
via adsorption or absorption. Furthermore, the diameter of CO2 is slightly smaller than that 
of N2, which also enhances the diffusion of CO2 (see Table 2). Therefore, for post-combustion 
capture, CO2-selective membranes are generally used.

To capture CO2 from flue gas, a membrane should satisfy a few requirements such as high 
CO2 permeability, high CO2/N2 selectivity, high thermal and chemical stability and accept-
able costs. So far, polymer-based membranes are the only commercially viable type for CO2 
removal from flue gas. The membrane materials include cellulose acetate, polymides, poly-
sulfone and polycarbonates. Table 9 shows the performance of several such membranes.

Membrane Permeancea (mol s−1 m−2 Pa−1)  
or Permeabilityb (mol s−1 m−1  
Pa−1)

CO2/N2 selectivity Temperature (°C) Reference

Cellulose acetate 2.48 × 10−7a 40.17 Not reported [60]

Polymides-TMeCat 6.30 × 10−10b 25 30 [61]

Polymides-TMMPD 1.89 × 10−9b 17.1 Not reported [62]

Polymides-IMDDM 6.17 × 10−10b 18.1 Not reported [62]

Polysulfone-HFPSF-o-
HBTMS

3.31 × 10−10b 18.6 35 [63]

Polysulfone-HFPSF-
TMS

3.47 × 10−10b 18 35 [64]

PolysulfoneTMPSF-
HBTMS

2.27 × 10−10b 21.4 35 [65]

Polycarbonates-
TMHFPC

3.50 × 10−10b 15 35 [66]

Polycarbonates-FBPC 4.76 × 10−11b 25.5 35 [67]
aPermeance.
bPermeability.

Table 9. CO2/N2 separation performance by polymer-based membranes.
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Selectivity larger than 20 was observed for all the polymer-based membranes with decent 
permeability. The high solubility of CO2 in polymers ensures sufficient CO2/N2 selectivity. 
Furthermore, polymers with a high fractional free volume present excellent gas transport 
properties.

Mixed-matrix membrane is a new option to enhance the properties of polymeric mem-
branes. The microstructure consists of an inorganic material in the form of micro- or nano-
particles in discrete phase incorporated into a continuous polymeric matrix. The addition of 
inorganic materials in a polymer matrix offers improved thermal and mechanical properties 
for aggressive environments and stabilizes the polymer membranes against the changes in 
chemical and physical environments. Carbon molecular sieves membranes also show inter-
esting performance for CO2 separation applications. Polyimide is the most used precur-
sor for carbon membranes. Carbon membranes improved gas transport properties for light 
gases (molecular size smaller than 4.0–4.5Å) with thermal and chemical stability. The major 
disadvantages of mixed-matrix and carbon membranes that hinder their commercialization 
include brittleness and the high cost that is 1–3 orders of magnitude greater than polymeric 
membranes.

5. Membranes for oxy-fuel combustion

In oxy-fuel combustion, oxygen is supplied for combustion instead of air. This avoids the 
presence of nitrogen in the exhaust gas, the major issue to be solved by post-combustion CO2 
capture technologies. With the use of pure oxygen for the combustion, the major composi-
tion of the flue gases is CO2, water vapor, other impurities such as SO2. Water vapor can be 
easily condensed and SO2 can be removed by conventional desulphurization methods. The 
remained CO2-rich gases (80–98 vol.% CO2 depending on fuel used) can be compressed, trans-
ported and stored. This process is technically feasible but consumes large amounts of oxygen 
coming from an energy intensive air separation (O2/N2) unit.

The O2/N2separation follows the ion transport mechanism as depicted in Figure 9 for air 
separation membrane. Oxygen molecules are converted to oxygen ions at the surface of 
the membrane and transported through the membrane by an applied electric voltage or 
oxygen partial pressure difference; these ions are reverted back to oxygen molecules after 
passing through the membrane. These membranes are O2-selective in principle. Generally, 
fluorite-based and perovskite-based membranes are used to deliver oxygen through this 
mechanism.

Air separation is mostly carried out at atmosphere and meanwhile the permeate side con-
nects to high speed sweep gas or vacuum. So, for convenience, the membrane performance is 
generally described as permeate flux instead of permeance. Table 10 shows a list of oxygen 
permeation flux for the fluorite membranes. The oxygen permeation flux of fluorite-based 
membranes ranges from 10−4 to 10−6 mol s−1 m−2 between 650 and 1527°C. The highest oxygen 
flux was observed for Bi1.5Y0.3Sm0.2O3 compounds.
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Performance of perovskite membranes are displayed in Table 11. Oxygen permeation flux 
with the magnitude of 10−2–10−5 mol s−1 m−2 between 700 and 100°C was reported. The overall 
oxygen flux through perovskite membrane is superior to fluorite membrane. SrCo0.8Fe0.2O3-δ 
exhibits the best oxygen flux.

In spite of a great number of works that attempt to efficiently separate air using mem-
brane, the membrane technology for oxy-fuel combustion is still at its early stage of 
development. Compared to the conventional cryogenic air separation technique, the high 
temperature requirement and the resulting high costs of air separation membrane are 
unfavorable for commercialization. Some other issues such as high temperature sealing, 
chemical and mechanical stability and so on also need to be addressed prior to practi-
cal application. At present, there has not been any full scale oxy-fuel membrane project 
reported.

6. Summary of membranes applied in CCS

The aforementioned membranes are compared in Table 12. Their application situation, 
advantages and disadvantages are summarized accordingly.

Membrane O2 flux

(mol s−1 m−2)

Thickness (mm) Temperature (°C) Reference

BaBi0.4Co0.2Fe0.4O3-δ 3.064 × 10−3–5.985 × 10−3 1.5 800–925 [73]

BaCo0.4Fe0.5Zr0.1O3-δ 1.908 × 10−3–6.813 × 10−3 1 700–950 [74]

CaTi0.8Fe0.2O3-δ 7.976 × 10−5–2.185 × 10−4 1 800–1000 [75]

Gd0.6Sr0.4CoO3-δ 1.179 × 10−2 1.5 820 [76]

LaCo0.8Fe0.2O3-δ 1.786 × 10−4 1.5 860 [76]

La0.6Sr0.4Co0.8Cu0.2O3-δ 1.417 × 10−2 1.5 860 [76]

SrCo0.8Fe0.2O3-δ 2.485 × 10−2 1 870 [77]

Table 11. Oxygen permeation flux data for perovskite membranes.

Membrane O2 flux (mol s−1 m−2) Thickness (mm) Temperature (°C) Reference

Bi0.75Y0.5Cu0.75O3 2.80 × 10−5–1.06 × 10−4 2 650–850 [68]

Bi1.5Y0.3Sm0.2O3 4.40 × 10−3–6.36 × 10−3 1.2 825–875 [69]

Ce0.8Pr0.2O2-δ 1.33 × 10−4–3.35 × 10−4 1 850–950 [70]

(ZrO2)0.85(CaO)0.15 1.70 × 10−4 1 870 [71]

[(ZrO2)0.8(CeO2)0.2]0.9(CaO)0.1 1.36 × 10−6–9.44 × 10−5 2 1127–1527 [72]

Table 10. Oxygen permeation flux data for fluorite membranes.
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7. Membrane mass transfer theory

Membrane separation technique has been intensified with the growing needs for CCS. The 
major two targets of membrane are chasing high permeability and selectivity. The under-
standing of gas transport through membrane is of great importance in providing the guidance 
of membrane material design and synthesis improvement.

For all mass transfer problems, a general form is always expressed as a coefficient multiplied 
by a driving force as

  J = C ⋅ f.  (2)

where J is the mass transfer flux, C is the general transfer coefficient and f is the general driv-
ing force. The driving force can be the gradient of pressure, concentration, chemical potential 
or even electrical potential depending on the mass transfer mechanism. The coefficient can 
be permeability, diffusivity or other term depending on the term of driving force. For mem-
brane mass transfer, the pressure difference and permeate flux are generally determined from 
experimental measurements, so the most common form in membrane industry is

  J =  (  P __ l  )  ⋅ Δp.  (3)

Membrane thickness l is lumped together with permeability P into a term called perme-
ance   (  P __ l  )  , which is a convenient form of addressing permeation due to the difficulty in 

Membrane type Application Advantages Disadvantages

Metal membrane Pre-combustion Infinite H2/CO2 selectivity High cost; poisoning; low 
driving force

Carbon membrane Pre-combustion Size sieving effect; high H2/
CO2 selectivity

High cost; susceptible to 
oxygen; brittleness

Alumina membrane Pre-combustion Low cost; chemical and 
physical stability

Low H2/CO2 selectivity

Zeolite membrane Pre-combustion and 
post-combustion

Low cost; chemical and 
physical stability

Low H2/CO2 selectivity

MOF membrane Pre-combustion and 
post-combustion

Large pore volume and 
surface area

High cost

Silica membrane Pre-combustion Proper pore size; low cost; 
high thermal stability

Poor hydrothermal stability

Polymeric membrane Post-combustion Low cost; high CO2/N2 
selectivity

Low chemical and physical 
stability; too thick

Fluorite membrane Oxy-fuel combustion High O2/N2 selectivity Energy intensive; hard to seal

Perovskite membrane Oxy-fuel combustion High O2/N2 selectivity Energy intensive; hard to 
seal; poisoning

Table 12. The summarization of membranes in CCS.
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 measuring the exact thickness of thin films. Generally, membrane films interpenetrate into 
the pores of the interlayer or substrate (interlayer-free membrane). Hence, the thickness is 
not homogenous.

7.1. Viscous flow model

When the pore size is large, the gas molecule-molecule collision is relatively dominant than 
gas molecule-wall collision. That means the mean free path is far less than the pore size

    λ __ d   ≪ 1,  (4)

where λ is the mean free path and d is the diameter of the pore.

In such situation, viscosity plays an important role in the mass transfer and the permeate flux 
across the membrane is described by viscous flow model:

  J = −   
 ε  p   __  τ  T       

  r  p     2  ___ 8η     
p
 ___ RT     

dp
 ___ dz   ,  (5)

where η is the viscosity, R is the gas constant, T is the temperature, p is the pressure, εp is 
the porosity of the pore, τT is the tortuosity of the pore and rp is the pore radius. Viscosity 
increases with temperature for gases. From Eq. (5), it should be noted that if the transporta-
tion is in the viscous regime, the flux is a decreasing function of temperature. Although the 
viscosity is different from gas to gas, gas mixtures share a singular viscosity value when they 
are well mixed due to the intensive intermolecular collision. Therefore, there is no selectivity 
for all gases in the viscous regime even if they have different viscosities.

7.2. Knudsen diffusion model

When the pore size is reduced down to the scale much smaller than mean free path, the 
molecular-wall collision is more dominating than intermolecular collision. In this situation, 
the viscosity is not playing a role for the gas transportation. Instead, the pore geometry and 
gas molecule velocity influence more significantly in the mass transfer. This type of transport 
is called Knudsen diffusion. If the molecule to wall collisions is dominant over intermolecular 
collision, the Knudsen number must be much higher than 1.

  Kn =   λ __ d   ≫ 1,  (6)

where Kn is called Knudsen number. The permeate flux is described by the Knudsen diffusion 
model

  J = −   2 __ 3     
 ε  p    r  p   ____  τ  T      √ 

______
   8 ______ 𝜋𝜋𝜋𝜋RTM       
dp

 ___ dz   = −   2 __ 3     
 ε  p    r  p   ____  τ  T      √ 

______
   8 ______ 𝜋𝜋𝜋𝜋RTM       
Δp

 ___ l   ,  (7)

where M is the molecular weight.

Based on Eq. (3) the permeance of Knudsen diffusion is
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   (  P __ l  )  = −   2 __ 3     
 ε  p    r  p   ____  τ  T   l    √ 

______
   8 ______ 𝜋𝜋𝜋𝜋RTM     .  (8)

For the same pore at a fixed temperature, the permeate flux is determined by the molar weight 
and in principle, the selectivity is the root square of the reciprocal of molar weights. However, 
due to the limited selectivity, Knudsen diffusion is rarely used in practice for separating real 
gas mixtures.

7.3. Surface diffusion model

For ultra-micro-porous (dp < 5Å) material, the Lennard-Jones (L-J) potential from atoms, 
which forms the pore wall starts to overlap inside the pore. Consequently, there is a very 
deep potential well around the wall and the distance from wall to the well is around the scale 
of gas molecule diameter. In this situation, the gas molecule’s motion is significantly affected 
by the potential fields. Since the intrinsic nature of gas is seeking for lower potential, thus 
adsorption preferentially takes place around the pore wall due to the existence of the poten-
tial well. As such, the model is called surface diffusion. A brief introduction has been given 
in Section 2.3.2. of this chapter, but here a more analytical and mathematical description of 
surface diffusion will be provided.

The original expression of mass transfer across the membrane is given by

  J = − qD   1 ___ RT     
dμ

 ___ dz   ,  (9)

where q is the molar concentration of gas in the pore, D is the diffusivity, μ is the chemical 
potential and z is the space coordinate in the membrane thickness direction.

Assuming equilibrium between the membrane surface concentration and the bulk gas phase, 
the following relationship for the chemical potential is applicable

   μ  0   = μ + RT ln p,  (10)

where p is the absolute pressure.

Using Eq. (10), Eq. (9) is converted to

  J = − D   
d ln p

 _____ d ln q     
dq

 ___ dz   = − DΓ   
dq

 ___ dz   .  (11)

 Γ =   
d ln p

 _____ d ln q    is defined as thermodynamic factor. In micro-porous material, the adsorbed gas 
concentration generally follows Langmuir isotherm,

  q =  q  sat     
bp
 _____ 1 + bp   ,  (12)

where b is Langmuir equilibrium constant. Bring Eq. (12) to Eq. (11) gives

  J = −  q  sat   D   1 ____ 1 − θ     dθ ___ dz   ,  (13)
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where  θ =   
q
 ___  q  sat      is called occupancy. Thermal dynamic factor  Γ =   1 ____ 1 − θ    is derived from 

Langmuir isotherm. Surface diffusion is often applied in separating gas mixtures, which has 
very different adsorption capacity in the same material.

However, with elevated temperature, the adsorption is getting weaker and Langmuir iso-
therm is approaching to Henry’s law.

  q = Kp,  (14)

where K is Henry’s constant. Bring Eq. (14) to Eq. (11), we get Fick’s first law

  J = − D   
dq

 ___ dz   .  (15)

Diffusivity D is a function of temperature. The temperature dependence usually obeys an 
Arrhenius relation

  D =  D  0   exp  (−   
 E  d  

 ___ RT  ) ,  (16)

where D0 is a pre-exponential coefficient depending on the average distance, the frequency 
and average velocity of gas jump and Ed is diffusion activation energy. Henry’s constant is a 
function of temperature according to a van’t Hoff relation:

  K =  K  0   exp  (  Q ___ RT  ) ,  (17)

where K0 is a pre-exponential coefficient, Q is the heat of adsorption.

Eqs. (14)–(17) can be combined as

  J = −  D  0    K  0   exp  (−   
 E  d   − Q

 _____ RT  )    dp
 ___ dz   = −  D  0    K  0   exp  (−   

 E  a   ___ RT  )    dp
 ___ dz   .  (18)

Ea is called apparent activation energy, which is defined as

   E  a   =  E  d   − Q.  (19)

Apparent activation energy determines whether the permeate flux is an increasing function to 
temperature or not, so this type of diffusion is called activated transport.

Assuming a uniform pressure gradient, Eq. (18) is simplified to

  J = −  D  0    K  0   exp  (−   
 E  a   ___ RT  )    Δp

 ___ l   .  (20)

The permeance   (  P __ l  )   is the coefficient between flux and pressure drop according to Eq. (3)

   (  P __ l  )  =   
 D  0    K  0   _____ l   exp  (−   

 E  a   ___ RT  ) .  (21)
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Activated transport is generally used to separate gas mixtures, which has different sign of 
apparent activation energy and the separation performance will be enhanced at elevated 
temperatures.

7.4. Gas translation diffusion model

If the pore size is further reduced to the molecular level, there is no potential well inside the 
pore. Instead, the positive potential overlaps, which forms a potential barrier. Only the gas 
molecules, which have kinetic energy higher than the potential barrier, are possible to make 
a successful jump to complete permeation. This model is called gas translation diffusion. The 
permeate flux of gas translation follows Fick’s first law as derived in Eq. (15) with the differ-
ence in diffusion coefficient term.

   D  GT   =   λ ___  Z  n  
    √ 

____

   8RT ____ πM      exp    (−  
 E  GT  

 ___ RT  )   ,  (22)

where λ is the jump length, Zn is the number of available jump directions and EGT is the poten-
tial barrier. By considering ideal gas law

  p = cRT.  (23)

Gas translation permeance should rewrite as

   (  P __ l  )  =   λ ___  Z  n  
    √ 

______
   8 ______ 𝜋𝜋𝜋𝜋MRT      exp    (−  

 E  GT  
 ___ RT  )   .  (24)

7.5. Oscillator model

If we assume the pore is a cylinder, the gas molecules are hopping in the pore cylinder from 
entrance to the exit. The gas molecule trajectory looks like oscillating on the pore cross section. 
The gas travels with speed between collisions and loses all the momentum when colliding 
on the wall. This model is a more recent development in mass transfer theory by Bhatia et al. 
[78, 79].

From Newton’s law,

   〈 v  z  〉  =   D ____  k  B   T   f =   
f
 __ m   〈τ〉 ,  (25)

the gas diffusivity in the pore is derived

  D =   
 k  B   T

 ____ m   〈τ〉 ,  (26)

where 〈vz〉 is the average velocity in the permeation direction, kB the Boltzmann constant, f 
the force, m the molecule mass and 〈τ〉 the average hopping time. The hopping time of each 
molecule depends on the pore potential distribution, its radial coordinate and momentum

  τ (r,  p  r  ,  p  θ  )  = 2m ∫  r  c0   (r, p  r  , p  θ  ) 
   r  c1   (r, p  r  , p  θ  )       d  r   ′  __________  p  r   ( r   ′ , r,  p  r  ,  p  θ  ) 

  .           (27)
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pr(r′, r, pr, pθ) is the radial momentum at r′ of a molecule, which had radial momentum pr at r. 
rc1(r, pr, pθ) and rc0(r, pr, pθ) are the r′ solution of radial momentum pr(r′, r, pr,pθ) = 0. The radial 
momentum is derived from the conservation of total energy or Hamiltonian

   E  t   (r,  p  r  ,  p  θ  )  = φ (r)  +   
  p  r     2  ___ 2m   +   

  p  θ     2  ____ 2m  r   2    ,  (28)

where φ(r) is the radial L-J potential, which could be derived from pore structure and gas 
property. The force in radial direction is the partial derivative of total energy with respect to r

    
d  p  r   ___ dt   = −   

∂  E  t   ___ ∂ r   .  (29)

Combining Eqs. (28) and (29) gives the radial momentum

   p  r   ( r   ′ , r,  p  r  ,  p  θ  )  =   {2m [φ (r)  − φ ( r   ′ ) ]  +   p  r     2  (r)  +   
 p  θ   __  r   2    (1 −    r   2  __   r   ′    2   ) }    

1 /  2

  .  (30)

Considering a canonical distribution for pr and pθ, we have

  ψ (r,  p  r  ,  p  θ  )  =  ψ  0   exp  [−   1 ___ RT   (φ (r)  +   
  p  r     2  ___ 2m   +   

  p  θ     2  ____ 2m  r   2   ) ] .  (31)

The diffusion coefficient expression is obtained from Eqs. (26), (30) and (31)

  D ( r  p  , T)  =   2 ___________ 
πm ∫ 0  ∞    r  e   −  

φ (r) 
 ____ RT    dr

    ∫ 0  ∞     e   −  
φ (r) 

 ____ RT    dr ∫ 0  ∞     e   −  
 p  r  2  _____ 2mRT    d  p  r   ∫ 0  ∞     e   −  

 p  θ  2 
 _______ 2m r   2 RT    d  p  θ   ∫  r  c0   (r, p  r  , p  θ  ) 

   r  c1   (r, p  r  , p  θ  )       d  r   ′  __________  p  r   ( r   ′ , r,  p  r  ,  p  θ  ) 
   .  (32)

Oscillator model is a pure theoretical and analytical approach without any empirical or semi-
empirical factors. It takes account adsorption effect and applies to all pore sizes, pressure and 
temperatures.

Besides the mass transfer models introduced above, there are some other methods to study the 
membrane gas transport from a theoretical perspective. Monte Carlo and molecular dynam-
ics are also major techniques to investigate the micropore mass transfer. Because this chapter 
focused on membrane CCS technology rather than transport phenomena, other sophisticated 
theories are not demonstrated here.

8. Current status of membrane application

8.1. Membranes for pre-combustion

The membrane separation for pre-combustion is not a mature technology so far. There has not 
been industry-scale membrane system. However, a few pilot scale pre-combustion membrane 
systems have demonstrated the potential of extending the system to enlarged scale.

Eltron Research & Development Inc. developed a pilot-scale pre-combustion membrane with 
100 kg day−1 H2 production from 2005. They employed alloy membrane to separate H2 accord-

Recent Advances in Carbon Capture and Storage82



pr(r′, r, pr, pθ) is the radial momentum at r′ of a molecule, which had radial momentum pr at r. 
rc1(r, pr, pθ) and rc0(r, pr, pθ) are the r′ solution of radial momentum pr(r′, r, pr,pθ) = 0. The radial 
momentum is derived from the conservation of total energy or Hamiltonian

   E  t   (r,  p  r  ,  p  θ  )  = φ (r)  +   
  p  r     2  ___ 2m   +   

  p  θ     2  ____ 2m  r   2    ,  (28)

where φ(r) is the radial L-J potential, which could be derived from pore structure and gas 
property. The force in radial direction is the partial derivative of total energy with respect to r

    
d  p  r   ___ dt   = −   

∂  E  t   ___ ∂ r   .  (29)

Combining Eqs. (28) and (29) gives the radial momentum

   p  r   ( r   ′ , r,  p  r  ,  p  θ  )  =   {2m [φ (r)  − φ ( r   ′ ) ]  +   p  r     2  (r)  +   
 p  θ   __  r   2    (1 −    r   2  __   r   ′    2   ) }    

1 /  2

  .  (30)

Considering a canonical distribution for pr and pθ, we have

  ψ (r,  p  r  ,  p  θ  )  =  ψ  0   exp  [−   1 ___ RT   (φ (r)  +   
  p  r     2  ___ 2m   +   

  p  θ     2  ____ 2m  r   2   ) ] .  (31)

The diffusion coefficient expression is obtained from Eqs. (26), (30) and (31)

  D ( r  p  , T)  =   2 ___________ 
πm ∫ 0  ∞    r  e   −  

φ (r) 
 ____ RT    dr

    ∫ 0  ∞     e   −  
φ (r) 

 ____ RT    dr ∫ 0  ∞     e   −  
 p  r  2  _____ 2mRT    d  p  r   ∫ 0  ∞     e   −  

 p  θ  2 
 _______ 2m r   2 RT    d  p  θ   ∫  r  c0   (r, p  r  , p  θ  ) 

   r  c1   (r, p  r  , p  θ  )       d  r   ′  __________  p  r   ( r   ′ , r,  p  r  ,  p  θ  ) 
   .  (32)

Oscillator model is a pure theoretical and analytical approach without any empirical or semi-
empirical factors. It takes account adsorption effect and applies to all pore sizes, pressure and 
temperatures.

Besides the mass transfer models introduced above, there are some other methods to study the 
membrane gas transport from a theoretical perspective. Monte Carlo and molecular dynam-
ics are also major techniques to investigate the micropore mass transfer. Because this chapter 
focused on membrane CCS technology rather than transport phenomena, other sophisticated 
theories are not demonstrated here.

8. Current status of membrane application

8.1. Membranes for pre-combustion

The membrane separation for pre-combustion is not a mature technology so far. There has not 
been industry-scale membrane system. However, a few pilot scale pre-combustion membrane 
systems have demonstrated the potential of extending the system to enlarged scale.

Eltron Research & Development Inc. developed a pilot-scale pre-combustion membrane with 
100 kg day−1 H2 production from 2005. They employed alloy membrane to separate H2 accord-

Recent Advances in Carbon Capture and Storage82

ing to Sieverts’ Law. This project successfully improved membrane-based integrated gasifica-
tion combined cycle (IGCC) flow sheets, achieving carbon capture greater than 95%.

Another pilot-scale pre-combustion membrane set-up was constructed by Worcester Polytechnic 
Institute’s (WPI) in 2010. More than 566 L H2 was produced per day. Stable H2 fluxes were 
achieved in actual syngas atmospheres at 450°C for more than 470 h under 12 bar pressure 
difference. The implement MembraGuardTM (T3’s technology) inhibited surface poisoning by 
hydrogen sulfide (H2S) and H2 permeation showed good stability for more than 250 h.

8.2. Membranes for post-combustion

Membrane separation for post-combustion is a relatively mature technique. In 1995, the largest 
membrane-based natural gas processing plant in the world was built in Kadanwari, Pakistan. 
Cellulose acetate membrane was applied in this project to separate CO2. The Kadanwari sys-
tem is a two-stage unit designed to treat 25 × 105 m3 h−1 of feed gas at 90 bar. The CO2 content 
is reduced from 12% to less than 3%.

After Kadanwari plant, the Qadirpur plant started in the same year and the processing capac-
ity exceeded Kadanwari plant with 31 × 105 m3 h−1 of feed gas at 59 bar. The CO2 content is 
reduced from 6.5 to 2%. The Qadirpur plant was upgraded to 64 × 105 m3 h−1 of feed gas in 2003.

8.3. Membranes for oxy-fuel combustion

Air separation membrane is still in its early stage. In view of the high energy requirement of 
ion transport mechanism, air separation membrane can hardly challenge the traditional cryo-
genic air separation for large scale product.

Air products, which have been developing ion transport membrane technology since 1988 and 
the DOE (US Department of Energy) are collecting data from a pilot plant near Baltimore in 
Maryland, with the capacity of 5 tons of oxygen per day. This facility will lead to the next step 
of designing and building a larger membrane air separation unit (150 tons oxygen per day).

9. Techno-economic of membrane

The conventional CO2 capture process is absorption (with ammines). Amine-based absorp-
tion is the most common technology. However, the corrosion, degradation and high regen-
eration energy of amine significantly increase the electricity cost. Substantial technological 
improvements and alternative technologies are highly needed to lower the CO2 capture cost.

The economic indicator CO2 avoided ($/ton) is an established term for measuring and com-
paring different CO2 capture strategies such as absorption, adsorption, cryogenic separation 
and membrane separation. It is the additional cost of establishing and running a CO2 capture 
facility for an industrial plant or power plant compared to the respective plant without CO2 
capture. The CO2 avoided is expressed as:

   CO  2   avoided =   
LCOE (capture)  − LCOE (ref.) 

   ____________________________________________     CO  2   emission (ref.)  −  CO  2   emission (capture)    ,  (33)
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where ref. and capture mean the reference plant without capture and the respective plant 
with CO2 capture facility. LCOE is the levelized cost of electricity which is expressed as:

  LCOE =   sum of cost over lifetime   ___________________________________________________________________    sum of electrical energy produced over lifetime   .  (34)

A brief techno-economic comparison was made between two power plants using conven-
tional amine scrubbers in and a power plant using polymer membrane (Table 13). The esti-
mates are subject to uncertainty because we cannot accurately predict all input parameters 
such as fuel price, operational and maintenance cost. The aim of the comparison is not to give 
absolute costs, but to illustrate indicatively that the costs per ton CO2 avoided. The overall 
comparison indicates that the case employing membrane separation results in slightly lower 
LCOE and CO2 avoided than traditional amine-based solvent scrubbing. Although this can-
not judge the membrane economical advantage, the comparison at least indicates that mem-
brane separation is competitive to the amine-based solvent scrubbing. However, significant 
efforts are still required to improve the membrane properties so as to achieve higher stability, 
permeate purity and recovery.

Organization Carnegie Mellon 
University

Electric Power 
Research Institute

Membrane Technology 
and Research, Inc

CCS technology Amine-based Amine-based Membrane-based

Location USA USA USA

Coal type Bitcoal Bitcoal Illinois#6

Plant size (MW) 575 600 580

Designed CO2 capture  
rate (%)

90 85 90

CO2 emission (kg/MWh) Reference 811 836 760

Capture 107 126 87

Net power output (MW) Reference 528 600 550

Capture 493 550 461

Net plant efficiency  
(LHV, %)

Reference 41.4 40 41.4

Capture 31.5 29.1 34.4

Efficiency penalty (%) 9.9 10.9 7

Capital costs ($/kW) Reference 1696 2104 1727

Capture 2759 3516 2627

LCOE ($/MWh) Reference 62 77 62

Capture 104 127 93

CO2 avoided ($/ton) 58 71 46

Table 13. Techno-economic comparisons between amine-based CO2 removal and membrane separation.
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Abstract

Carbon capture is the most probable technology in combating anthropogenic increase of
CO2 in the atmosphere. Works on developing emerging absorbents for improving carbon
capture performance and reducing process energy consumption are actively going on.
The most worked‐on emerging absorbents, including liquid‐liquid biphasic, liquid‐solid
biphasic, enzymatic, and encapsulated absorbents, already show encouraging results in
improved energy efficiency, enhanced CO2 absorption kinetics, increased cyclic CO2

loading, or reduced regeneration temperature. In this chapter, the latest research and
development progress of these emerging absorbents are reviewed along with the future
directions in moving these technologies to higher‐technology readiness levels.

Keywords: postcombustion capture, biphasic absorbent, lipophilic amine, ionic liq‐
uids, amino acids, enzymes, encapsulated

1. Introduction

Postcombustion carbon capture is considered one of the most promising and feasible technol‐
ogies for reducing carbon dioxide (CO2) emissions from energy‐intensive industries such as
coal‐fired power plants. This is because postcombustion carbon capture has relatively higher
level of technology readiness, lower energy penalty, and favorable cost compared to other carbon
capture technologies  (e.g.,  oxy‐fuel,  integrated gasification combined cycle  or  IGCC) [1].
Conventional aqueous alkanolamine‐based carbon capture adsorbents were developed over
half a century ago for natural gas/CO2 separation as well as syngas/CO2 separation, both work
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at high absorption pressures. Research work has been conducted to extend the conventional
absorbents for coal‐fired power plant CO2 capture. These are classified as first‐generation
absorbents [2]. However, for the application of coal‐fired power plant CO2 capture, the flue gas
is at about ambient atmosphere. This difference of the CO2 absorption operation pressure makes
the first‐generation absorbents not satisfactory. Among the traditional alkanolamines, 30 wt%
monoethanolamine (MEA) with a cyclic CO2 loading of 4–5 wt% and a regeneration temperature
of about 120°C is regarded as a benchmark absorbent [3]. In a continuous operation, a huge
volume of the liquid absorbent has to be pumped back and forth between the absorber and the
stripper during absorption and regeneration. For regeneration, a significant amount of water
in the absorbent (an aqueous solution of MEA) is vaporized in the regenerator to flow upward
acting as both a heat transfer agent and a stripping gas. The energy penalty of the regeneration
could be as high as 4.2 GJ/tCO2 [4]. The power generation efficiency would be reduced by about
eight percentage points from a range of 28–34% to 20–26%. Therefore, research efforts are
continuing in the hope to improve carbon capture performance and to reduce energy penalties.
As the third‐generation absorbents [2] (second generation: demonstration in 2020–2025 time
frame; third generation: at early development stage), biphasic absorbents (liquid‐liquid as well
as liquid‐solid phase change), enzymatic‐enhanced, and encapsulated absorbents are attracting
ever increasing research interest [5–8].

This chapter presents a review on these emerging absorbents and identifies directions for
further research at pilot scale and beyond. We will examine the achievement on the CO2

absorption energy efficiency, enhanced CO2 absorption kinetics, and increased cyclic CO2

loading or lower regeneration temperature.

2. Liquid‐liquid biphasic absorbent systems

Liquid‐liquid biphasic absorbent systems generally have one liquid phase fed into an absorber
while upon CO2 absorption or increase of temperature, the absorbent turns into two immiscible
liquid phases (one CO2‐rich and the other CO2‐lean phases) [9, 10]. Because of the separation
of the two liquid phases, during regeneration, only the CO2‐rich phase, a smaller flow than in
a conventional alkanolamine case, is sent to the stripper/regenerator. The CO2‐lean phase is
mixed with the regenerated stream (now in lean state) and sent back to the absorber to perform
another round of CO2 absorption. By doing so, the regeneration heat consumption can be
drastically reduced and therefore, compared to the conventional postcombustion carbon
capture absorbents, biphasic absorbent systems may reduce energy consumption and capital
cost (requiring relatively smaller strippers).

It is found that, up to 2016, the active developers of the liquid‐liquid biphasic absorbents are
3H Company, IFP Energies nouvelles, Korea Institute of Energy Research, Norwegian Uni‐
versity of Technology, Tsinghua University, and University of Dortmund. In August 2015, DOE
approved and funded 16 transformative carbon capture projects, two of which were on
biphasic absorbents [11]. It is likely that more biphasic absorbent work will be published in
the next few years.
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2.1. Mechanism of liquid‐liquid phase separation

The solubility or liquid‐liquid phase separation in aqueous amine systems is determined by
the relative strength of the molecular interactions among the amine molecules, among the
water molecules, and between the amine and the water molecules [12, 13]; nonaqueous liquid‐
liquid biphasic absorbent would follow the same principle. For instance, in a system of pentane
and water, the interaction of pentane with water is weaker than the interaction among water
molecules, and therefore pentane does not dissolve well in water. By contrast, in a system of
ethanol and water, the interaction of ethanol and water is stronger than the interaction among
ethanol molecules and as a result ethanol dissolves well in water. The relative strength of the
molecular interactions is known to be influenced by temperature, and change in temperature
could turn on a liquid‐liquid phase separation from a homogeneous solution, or vice versa,
i.e., two liquid phases merging into one homogeneous liquid phase [9]. The possibilities of
solubility or phase separation are summarized in Figure 1 [12, 14]. The real situation of an
amine and water could be complicated. Only systems with a lower critical solution temperature
(LCST, case C) and both upper critical solution temperature (UCST) and LCST (case B), are
potentially suitable for phase separation absorbents. When temperature is increased to above
LCST, by breakdown of strong cohesive interactions between the solute and solvent [15], a
homogeneous solution changes into two immiscible liquid phases (cases B and C in Figure 1).
Since postcombustion carbon capture is operated at about 40°C, the LCST of a phase separation
absorbent should be higher than the absorption temperature. When CO2 is absorbed, new
chemical species (e.g., carbamate, protonated amine, and carbonate and/or bicarbonate ions)
are formed. These new species may lower the LCST of the system and result in phase separation
at CO2 absorption temperature.

Figure 1. Partial miscibility curves of binary liquid‐liquid mixtures. (A) UCST; (B) UCST, and LCST; (C) LCST [15].

2.2. Nonaqueous liquid‐liquid biphasic absorbents

3H Company filed seven patents on nonaqueous solution of amine dissolved in an alcohol as
self‐concentrating absorbents [16]. The amines described in their patents include alamine 336,
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dibutylamine, diethanolamine (DEA), diisopropylamine, MEA, and piperazine, and the
alcohols used as solvents include decylalcohol and isooctanol. Yeo Il Yoon's group at the Korea
Institute of Energy Research reported a study on absorbent systems of MEA, DEA (diethanol‐
amine) in 1‐heptanol, 1‐octanol, and isooctanol [17]. They found that, using a bubbling tube at
40°C with 30% CO2 in N2, the absorbent changed into two immiscible liquid phases when
CO2 was absorbed. The CO2‐rich phase was found to be dominant with amine‐bonded CO2

and unreacted amine, while the CO2‐lean phase was mainly alcohol with a small amount of
free amine. Proton nuclear magnetic resonance (1H NMR) characterization further showed that
MEA or DEA carbamate and protonated amines existed in the rich phase, possibly in ion pairs
such as MEACOO‐MEAH+.

In one of Hu's studies, the CO2‐rich phase had a CO2 loading of about 27 wt% with a volume
only about 30% of the aqueous MEA case [18]. A batch mode of the rich phase stripping of a
nonaqueous biphasic absorbent at 115–125°C indicated deeper regenerability down to about
90% of the absorbed CO2 compared with that of the aqueous MEA absorbent, a regeneration
of about 50%. In Hu's study, the regenerated stream, now mainly MEA, was combined with
the lean stream (mainly alcohol) and sent back to the absorber. Therefore, the potential net
cyclic CO2 loading (the ratio of the weight of CO2 released in regeneration to the weight of the
absorbent) would double that of the aqueous amine absorbent, and by regenerating the CO2‐
rich phase only (a much smaller volume compared to the whole absorbent), less thermal energy
consumption and a smaller stripper are expected.

In Hu's study of biphasic absorbents [18], the boiling points of the alcohols were within 176–
195°C, which was higher than the regeneration temperature and the alcohols did not evaporate.
Improvements could be made by applying, e.g., a stream of CO2 from the regenerator as a
stripping gas, using a much smaller reboiler to raise the temperature of this CO2 stream 20–
30°C higher than the regeneration temperature, and feeding the gas directly into the regener‐
ator. Meanwhile, the energy efficiency of the self‐concentrating systems should be examined
and compared with the conventional MEA technology.

In addition, in these biphasic absorbent systems, the absorbents are nonaqueous and likely
will absorb the moistures from flue gases and may cause potential problems including mutual
dissolution amongst amine‐alcohol‐water and may need for water separation. The relatively
high viscosity of the absorbents is another concern; the viscosity of alcohol amine absorbents
was found to increase upon CO2 absorption [10].

2.3. Aqueous liquid‐liquid biphasic absorbents

There are more works reported on aqueous liquid‐liquid biphasic absorbents. A group from
the University of Dortmund theoretically analyzed the solubility of liquid lipophilic amines
in water. Different from the hydroxyl group‐bearing conventional alkanolamines, lipophilic
amines have relatively lower solubility in water. The amines screened are listed in Table 1 [12,
13], tested either alone or mixed.
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MEA or DEA carbamate and protonated amines existed in the rich phase, possibly in ion pairs
such as MEACOO‐MEAH+.

In one of Hu's studies, the CO2‐rich phase had a CO2 loading of about 27 wt% with a volume
only about 30% of the aqueous MEA case [18]. A batch mode of the rich phase stripping of a
nonaqueous biphasic absorbent at 115–125°C indicated deeper regenerability down to about
90% of the absorbed CO2 compared with that of the aqueous MEA absorbent, a regeneration
of about 50%. In Hu's study, the regenerated stream, now mainly MEA, was combined with
the lean stream (mainly alcohol) and sent back to the absorber. Therefore, the potential net
cyclic CO2 loading (the ratio of the weight of CO2 released in regeneration to the weight of the
absorbent) would double that of the aqueous amine absorbent, and by regenerating the CO2‐
rich phase only (a much smaller volume compared to the whole absorbent), less thermal energy
consumption and a smaller stripper are expected.

In Hu's study of biphasic absorbents [18], the boiling points of the alcohols were within 176–
195°C, which was higher than the regeneration temperature and the alcohols did not evaporate.
Improvements could be made by applying, e.g., a stream of CO2 from the regenerator as a
stripping gas, using a much smaller reboiler to raise the temperature of this CO2 stream 20–
30°C higher than the regeneration temperature, and feeding the gas directly into the regener‐
ator. Meanwhile, the energy efficiency of the self‐concentrating systems should be examined
and compared with the conventional MEA technology.

In addition, in these biphasic absorbent systems, the absorbents are nonaqueous and likely
will absorb the moistures from flue gases and may cause potential problems including mutual
dissolution amongst amine‐alcohol‐water and may need for water separation. The relatively
high viscosity of the absorbents is another concern; the viscosity of alcohol amine absorbents
was found to increase upon CO2 absorption [10].

2.3. Aqueous liquid‐liquid biphasic absorbents

There are more works reported on aqueous liquid‐liquid biphasic absorbents. A group from
the University of Dortmund theoretically analyzed the solubility of liquid lipophilic amines
in water. Different from the hydroxyl group‐bearing conventional alkanolamines, lipophilic
amines have relatively lower solubility in water. The amines screened are listed in Table 1 [12,
13], tested either alone or mixed.
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Type Chemical Abbreviation Molar mass

Chain amines Hexylamine HA 101.19

Heptylamine HpA 115.22

Octylamine OtA 129.24

Di‐n‐propylamine DPA 101.19

Diisopropylamine DIPA 101.19

Di‐n‐butylamine DBA 129.24

Diisobutylamine DIBA 129.24

Di‐sec‐butylamine DsBA (B1) 129.24

N‐sec‐Butyl‐n‐propylamine SBPA 115.22

N,N‐Diisopropylmethylamine DIMA 115.22

N,N‐Diisopropylethylamine DIEA 129.24

N,N‐Dimethylbutylamine DMBA 101.19

N,N‐Dimethyloctylamine DMOA 157.3

Cycloalkylamines Cyclohexylamine CHA 99.17

Cycloheptylamine CHpA 113.2

Cyclooctylamine COA 127.23

2‐Methylcyclohexylamine 2MCA 113.2

N‐Methylcyclohexylamine MCA (A1) 113.2

N‐Ethylcyclohexylamine ECA 127.23

N‐Isopropylcyclohexylamine IPCA 141.25

N,N‐Dimethylcyclohexylamine DMCA 127.23

N,N‐Diethylcyclohexylamine DECA 155.28

Dicyclohexylamine DCA 181.32

Aromatic amines Benzylamine BzA 107.15

N‐Methylbenzylamine MBzA 121.18

N‐Ethylbenzylamine EBzA 135.21

N‐Isopropylbenzylamine IPBzA 149.23

Phenylethylamine PhEA 121.18

N,N‐Dimethylbenzylamine DMBzA 135.21

Cyclic amines 2,6‐Dimethylpiperidine 2,6‐DMPD 113.2

3,5‐Dimethylpiperidine 3,5‐DMPD 113.2

2‐Methylpiperidine 2MPD 99.17

2‐Ethylpiperidine 2EPD 113.2

2,2,6,6‐Tetramethylpiperidine TMPD 141.25
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Type Chemical Abbreviation Molar mass

N‐Methylpiperidine MPD 99.17

N‐Ethylpiperidine EPD 113.2

Other amines Monoethanolamine MEA 61.08

N‐Methyldiethanolamine MDEA 119.16

2‐Amino‐2‐methyl‐1‐propanol AMP 89.14

2‐Amino‐2‐methyl‐1,3‐propanediol AMPD 105.14

N,N,N’,N’‐Tetramethyl‐1,6‐hexanediami TMHDA 172.31

N‐Methylmorpholine MMP 101.15

N,N‐dimethyl‐1,3‐propanediamine DMPDA 102.18

Piperazine pZ 86.14

Table 1. Lipophilic amines screened in the University of Dortmund's study [9, 12, 13].

Among the lipophilic amines tested, no candidates were found to be suitable as liquid‐liquid
phase separation absorbents because of their low CO2 loading, lack of phase separation, or,
complicated phase change behaviors or solid precipitation upon CO2 absorption. By mixing
two different amines (the so‐called bi‐amine systems), however, would enable a CO2 capture
performance that neither of the two components would show alone, such as phase separation,
because the physical and chemical properties of the two components may supplement each
other. In many cases, one (the so‐called activator) of the two amine components has a relatively
higher CO2 absorption capacity and the other one (the so‐called promoter) functions to
improve phase separation and/or to enhance reaction rates of absorption or regeneration. Two
mixtures (i.e., MCA‐DSBA and DPA‐DMCA) with a ratio of 3:1 have been identified at an
optimum total concentration of 3‐4 M (Table 1). The CO2 absorption isotherms of these two
mixtures were evaluated and compared with those of aqueous MEA [12]. At 40°C (the typical
postcombustion capture temperature), both MCA‐DSBA and DPA‐DMCA were found to have
higher CO2 loadings compared to MEA (Figure 2). Due to its favorable CO2 absorption
isotherm, MCA‐DSBA performed a little more superior to DPA‐DMCA. By contrast, at 65–
70°C (could be used as regeneration temperature), the two mixture systems had much lower
CO2 loading than MEA (even at 120°C). This indicated that the cyclic loading of these mixture
systems may reach about 10 wt% at a lower regeneration temperature of 65–70°C and could
double the cyclic loading of MEA at 120°C. Therefore, the bi‐amine systems may have the
potential to achieve better regeneration (up to 90%).

Besides the two‐component bi‐amine mixtures, three‐component mixtures can also be
developed. Since some aqueous lipophilic amines have LCST lower than 40°C, the absorbent
could be in two liquid phases before CO2 absorption takes place. A solubilizer could be added
to increase the LCST. One of the examples is DMCA‐MCA‐AMP in a ratio of 3:1:1 (see
Table 1), where AMP was used as a solubilizer to increase the LCST (to > 40°C) of DMCA‐
MCA [13]. It was found that the CO2 loading of DMCA‐MCA‐AMP was 3 mol/L (ca. 13.2 wt
%) at 40°C and at a CO2 partial pressure of 0.15 bar and, at 75°C, over 90% of CO2 was regen‐
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erated. Therefore, it seems that the addition of AMP led to the increase of LCST about 15–20°C
but without impairing the CO2 absorption and desorption performance.

Figure 2. Loading curves (CO2 absorption isotherms) of 3M 1:3 MCA:DSBA and DPA:DMCA at absorption and regen‐
eration temperatures [12].

The Dortmund group also disclosed some coded proprietary biphasic absorbents [19, 20].

IFP Energies nouvelles has screened a large number of amines and identified DMX‐1 [21]. DMX
(implying de‐mixing, i.e., phase separation) is an aqueous amine solution [22] (US 8,361,424
B2, US 8,500,865 B2, US 8,562,927 B2, US 2011/0185901 A1, WO2007/104856 A1, and US
2007/0286783 A1). After absorbing CO2 at 40°C, the absorbent is heated to achieve phase
separation and form a CO2‐rich phase and a CO2‐lean phase. In the subsequent regeneration
process, a decanter is installed between the cross heat exchanger of lean (outlet stream from
the stripper) and rich phase (CO2‐loaded stream from the absorber), and the regeneration is
operated at 90°C under which two phases are formed. The CO2‐rich phase, up to 75% of the
absorbed CO2, obtained in the decanter is sent to the stripper and the remaining CO2 is stripped
in the stripper. This process could reduce the stripping burden thereby enhancing the regen‐
eration efficiency [23].

In another report, two amine solutions (Amine B and Amine D) of a single tertiary alkanola‐
mine with high dielectric constant have been studied [24]. The high dielectric constant of the
alkanolamine is believed to trigger phase separation and to prevent solid precipitation. It has
been reported that their CO2 absorption loadings at 40°C and 0.1 bar are comparable to that of

Emerging New Types of Absorbents for Postcombustion Carbon Capture
http://dx.doi.org/10.5772/65739

97



MEA (Table 2), although the CO2 loading in the CO2‐rich phase is not as concentrated as that
with the 3H absorbents [18, 25]. Their CO2 absorption isotherm is shown to be different from
that of MEA (Figure 3) with a sharp decrease of the CO2 loading in the low‐pressure region,
which is similar to the absorbents developed by the Dortmund's group (Figure 2). This feature
makes it possible to achieve high cyclic loadings (e.g., 10.56–14.08 wt%). Compared to MEA
technology, the use of DMX‐1 could lead to 3.8% increase in power plant efficiency and 15.4%
reduction in cost [26].

MEA Molecule D Molecule B

Amine wt% 30 30 50 30

mol CO2 per kg before flash (40°C; 0,1bar CO2) 2.6 2.4 3.2 2.8

CO2 wt% in absorbent 11.44 10.56 14.08 12.32

CO2 % flashed 15 50 65 75

CO2‐rich phase % 89 63 73

Flow reduction in stripper % 11 37 27

Table 2. IFP DMX absorbent performance (data from [24]) [9].

Figure 3. Partial pressure of CO2 versus loading of a 30% wt MEA (□), a 30% wt molecule B (▲), 30% (◊) and 50% wt
(●) molecule D aqueous solutions, at 40°C [24].

In another two studies, approximately 30 aqueous amines (lipophilic amines and alkanola‐
mines) and the combination of them were screened and shown in Table 3 (The amines
appeared in Table 1 are not included in Table 3) [27, 28]. Two promising examples were
identified as mixtures of 2M BDA/4M DEEA (2B4D) and 2M DMBA/4M DEEA (2D4D); BDA
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and DMBA are lipophilic amines, and DEEA is a tertiary alkanolamine. These two mixtures
were found to have about 97% of the absorbed CO2 in the lower phase along with a total loading
of 0.51 mol CO2/mol amine, and had a cyclic loading of 46% higher than MEA (30 wt%). Their
CO2 absorption isotherms were similar to those of the DMX absorbents [24] and the Dort‐
mund's biphasic absorbents [12, 13], and their overall performance was also similar to the DMX
absorbents. 1H NMR phase composition analysis and CO2 absorption kinetics studies showed
that the biphasic solvent separation was due to the fast reaction rate of BDA with CO2 and the
limited solubility of DEEA in the reaction products. It was concluded that the phase separation
was determined by thermal dynamics of all of the species existing in the CO2‐loaded system,
the temperature, and pressure of the CO2 (Table 4).

Chemical Abbreviation Molar mass

Diisopropylamine DIPA 101.19

N‐Ethyl‐n‐butylamine EBA 101.19

Triethylamine TEA 101.19

Diallylamine DAA 97.16

Benzylamine EMAA 107.15

N,N‐Diethylethanolamine DEEA 117.19

N‐Ethylethylenediamine EEDA 88.15

N,N‐Dimethyl‐1,3‐propanediamine DMPDA 102.18

1,4‐Diaminobutane DAB or BDA 88.15

N,N‐Dimethylbutylamine DMBA 101.19

Hexylamine HA 101.19

1,6‐Hexanediamine HAD 116.2

N‐Methyl‐1,3‐Diaminopropane MAPA 88.15

Table 3. Amines screened (data from [27, 28]) [9].

Phase split (wt%) BDA (mol/kg) DEEA (mol/kg) CO2 (wt%) CO2 (mol/mol amine)

Upper CO2 lean 22 0.115 7.265 0.315 0.026

Lower CO2‐rich phase 78 2.233 2.4 3.291 0.43

Table 4. Phase composition of CO2‐loaded 2B4D (data from [27, 28]).

An absorbent with a composition of BDA and DEEA the same as those found in the CO2‐rich
phase was further studied. Phase separation was observed in this absorbent and the single
liquid phase started to become two liquid phases at CO2 loadings at 0.099 mol CO2/mol amine,
and from loadings of 0.187 to 0.313 mol CO2/mol amine, BDA further reacted with CO2 while
DEEA transferred to the upper phase. Between loadings of 0.313 and 0.345 mol CO2/mol, DEEA
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reacted with CO2 with the products transferred to lower phase until the equilibrium loading
of 0.505 mol CO2/mol amine was achieved [29] (Table 5).

Amine or mixture

of amines

Concentration Initial CO2

absorption

rate (NL/min)

CO2 absorption

capacity (wt%)

Cyclic

capacity

(wt%)

Regeneration

depth

(%)

AMP/PZ 3 M/1 M 0.47 11.44 0 0

AMP/MAPA 3 M/1 M 0.44 11.44 8.36 73.1

DMMEA/PZ 3 M/1 M 0.44 10.12 9.24 91.3

DMMEA/MAPA 3 M/2 M 0.49 13.2 7.48 56.7

DMMEA/PZ 5 M/2 M 0.48 12.76 11.44 89.7

DMMEA/MEA 5 M/2 M 0.44 10.56 9.68 91.7

DMMEA/MAPA 5 M/2 M 0.49 12.76 9.24 72.4

DMMEA/MAPA 5 M/1 M 0.47 14.08

DEEA/PZ 3 M/1 M 0.5 12.32 0 0.0

DEEA/MEA 5 M/2 M 0.44 6.6 0 0.0

TRIZMA/PZ 3 M/1 M 0.44 7.92 7.04 88.9

TRIZMA/MEA 3 M/1 M 0.33 4.4 3.96 90.0

TRIZMA/MAPA 3 M/1 M 0.43 8.36 5.28 63.2

MEA 5 M 0.48 11.44 4.84 42.3

MAPA 5 M 0.5 19.36 4.84 25.0

Data in the table were read from the graphs in [30]. This operation may introduce an uncertainty of ±5–10%.

Table 5. CO2 Absorption and regeneration of aqueous amine or binary amine systems.

To identify absorbents with low regeneration energy, researchers from the Norwegian
University of Science and Technology screened multiple aqueous amines or mixture of amines
[30]. They found that DMMEA/PZ (3M/1M, 5M/2M), especially 3M/1M, and DMMEA/MEA
(5M/2M), had high CO2 absorption rate and characteristics of deep regeneration at low
temperature, almost doubling the cyclic loading of the MEA. Further, these researchers
developed biphasic absorbents of DEEA/MAPA, tertiary alkanolamine and lipophilic amine
[31, 32]. They examined the vapor liquid equilibrium (VLE) of CO2‐DEEA‐MAPA‐H2O system
at 40, 60, and 80°C, from which the CO2 absorption loading, absorption phase split ratio, and
phase compositions were derived as presented in Table 6. The absorbed CO2 was found to be
highly concentrated in the CO2‐rich phase, which alone was shown to have a much deeper
regeneration hence a higher cyclic loading compared to aqueous MEA (Figure 4 (Figure 17 in
[31]). However, the CO2‐DEEA‐MAPA‐H2O system had a higher viscosity compared to MEA
and its CO2 absorption kinetics was faster but dropped down slower with increasing CO2

loading. In their pilot plant trials at a scale of 80–90 m3/h flue gas with CO2‐rich/CO2‐lean phase
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separation and CO2‐rich phase regeneration, their system was shown to be superior to aqueous
MEA, which was tested in the pilot plant as well [33, 34]. This finding was supported by
modeling the biphasic absorbent with an energy consumption of 2.2‐2.4GJ/tCO2 and compared
to 3.7GL/tCO2 using 30wt% aqueous MEA [32, 35].

Temperature (°C) 40 60 80

CO2 pressure (kPa) 13.07 13.07 13.07

CO2‐rich phase fraction 0.68 0.53 0.48

CO2 loading mol/kg (mol/kg) and in (wt%), total 2.86 2.43 2.11

12.58 10.69 9.28

CO2‐rich phase loading (mol/L) and in (wt%) 5.55 5.66 5.44

24.42 24.90 23.94

CO2 lean phase loading (mol/L) 0.28 0.29 0.1

Table 6. Phase compositions of DEEA/MAPA (5M/2M) [31, 32].

Figure 4. The total pressure from lower phase samples with absorption taken at 40°C from the screening apparatus.
PCO2: (Δ) 6 kPa, (Ο) 8 kPa, (◊) 10 kPa, and (□) 13 kPa; (green line) MEA at loading 0.5 mol CO2/mol MEA (model from
[36]) [31].

In summary, up to now, researchers and developers have achieved encouraging results in the
area of liquid‐liquid biphasic CO2 absorbents, and some biphasic absorbents can be regener‐
ated at lower temperatures with deeper regenerability than the bench mark aqueous MEA
(Table 7).
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Developer Biphasic absorbent Phase separation
temperature

Regeneration
temperature

Regeneration
depth

Source

3H Company Nonaqueous, alkanolamine/
alcohol

Absorption
temperature,
40°C

Up to 125°C 90% [18, 25]

Korean Institute of
Energy Research

Non‐aqueous, MEA in
1‐heptanol, isooctanol,
1‐octanol

Absorption
temperature

N/A N/A [17]

Dortmund
University

MCA/DSBA; DPA/DMCA;
DMCA/MCA/AMP

60–70°C Up to 75°C 90+% [12, 13]

IFP Energies
nouvelles

DMX‐1; Amine B; Amine D 90°C >90°C 90+% [24]

Tsinghua
University

DEEA/BDA 40°C 90°C 90% [27, 28]

Norwegian
University
of S&T

DEEM/MAPA 80°C >80°C ∼90% [31, 34, 35]

Table 7. Summary of the developed biphasic absorbents for CO2 capture.

3. Liquid‐solid biphasic absorbent systems

There is a category of liquid absorbents forming solid precipitates after CO2 absorption such
as carbamate, bicarbonate, or carbonate in solid states. According to Le Chatelier’s Principle
[37], formation of a solid product during CO2 absorption and its removal from the solution
phase shifts the reaction equilibrium toward the production of more products. This phenom‐
enon could be engineered and developed to potentially more efficient carbon capture tech‐
nology.

3.1. Emulsion of alkanolamine and ionic liquid (IL)

Research has been going on to use ILs as absorbents for CO2 capture because ILs have negligible
volatility, nonflammability, high thermal stability, and virtually unlimited chemical tunability.
However, stand‐alone, ILs are not competitive enough when compared to CO2 capture
efficiency of aqueous alkanolamine systems. An idea is to try hybrid system coupling advan‐
tages of alkanolamines with those of room‐temperature ILs (RTILs) and to achieve potential
synergies arising from each of the individual components [38].

A mixture of diethanolamine (DEA) and 1‐alkyl‐3‐methylimidazolium bis(trifluoromethyl‐
sulfonyl)imide, which is hydrophobic, was tested for CO2 absorption (Figure 5). This
emulsion could capture CO2 up to the stoichiometric maximum through crystalizing CO2‐
bonding product (DEA‐carbamate) while avoiding equilibrium limitations and thus mak‐
ing efficient utilization of the absorbent molecules [39]. Similar precipitation of carbamate
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DEEA/BDA 40°C 90°C 90% [27, 28]

Norwegian
University
of S&T

DEEM/MAPA 80°C >80°C ∼90% [31, 34, 35]

Table 7. Summary of the developed biphasic absorbents for CO2 capture.

3. Liquid‐solid biphasic absorbent systems

There is a category of liquid absorbents forming solid precipitates after CO2 absorption such
as carbamate, bicarbonate, or carbonate in solid states. According to Le Chatelier’s Principle
[37], formation of a solid product during CO2 absorption and its removal from the solution
phase shifts the reaction equilibrium toward the production of more products. This phenom‐
enon could be engineered and developed to potentially more efficient carbon capture tech‐
nology.

3.1. Emulsion of alkanolamine and ionic liquid (IL)

Research has been going on to use ILs as absorbents for CO2 capture because ILs have negligible
volatility, nonflammability, high thermal stability, and virtually unlimited chemical tunability.
However, stand‐alone, ILs are not competitive enough when compared to CO2 capture
efficiency of aqueous alkanolamine systems. An idea is to try hybrid system coupling advan‐
tages of alkanolamines with those of room‐temperature ILs (RTILs) and to achieve potential
synergies arising from each of the individual components [38].

A mixture of diethanolamine (DEA) and 1‐alkyl‐3‐methylimidazolium bis(trifluoromethyl‐
sulfonyl)imide, which is hydrophobic, was tested for CO2 absorption (Figure 5). This
emulsion could capture CO2 up to the stoichiometric maximum through crystalizing CO2‐
bonding product (DEA‐carbamate) while avoiding equilibrium limitations and thus mak‐
ing efficient utilization of the absorbent molecules [39]. Similar precipitation of carbamate
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upon CO2 absorption was also observed with ILs such as 1‐ethyl‐3‐methylimidazolium
bis(trifluoromethylsulfonyl)imide ([EMIM][Tf2N]), 1‐butyl‐3‐methylimidazolium bis(tri‐
fluoromethylsulfonyl)imide ([BMIM][Tf2N]), and 1‐hexyl‐3‐methylimidazolium bis(trifluor‐
omethylsulfonyl)imide ([HMIM][Tf2N]). The density of the solid phase precipitates was
lighter thereby quickly rising to the surface and easing the separation for regeneration
(Figure 6a–c). Hydrophobicity of ILs plays a role in the separation of solid products from

Figure 5. Immiscible alkanolamine/RTIL system for efficient CO2 captures [39].

Figure 6. DEA/RTIL system for CO2 capture: (a–c) (without surfactant) after CO2 capture; (d) (with surfactant) before
and after CO2 capture; (e) CO2 capture capacity profiles of the DEA/RTIL system at atmospheric pressure and 25°C;
and (f) basic structural unit in DEA‐carbamate (C9H22N2O6) crystal [39].
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the liquid phase. When a surfactant, Triton® X‐100, was added to the [HMIM][Tf2N]‐
based system, the carbamate product remained dispersed in the suspension (Figure 6d).
CO2 loading capacity up to the stoichiometric maximum (0.5 mole of CO2 per mole of
DEA) can be achieved. The three absorbents showed similar CO2 uptake rates (Figure 6e).
The crystallization of the carbamate product, which was composed of protonated‐DEA
cation and DEA‐carbamate anion (Figure 6f), enabled higher CO2 uptake, and solid pre‐
cipitation may have facilitated the separation thereby offering advantages in regenerating
a smaller (only solid carbamate) volume with less energy consumption.

Other systems of aqueous solutions of N‐methyldiethanolamine (MDEA) and guanidinium
tris(pentafluoroethyl) trifluorophosphate [gua]+[FAP]‐ IL showed similar solid formation after
the absorption of CO2 at high pressures. The formed CO2‐bonding solid products could be
easily regenerated (Figure 7) [40].

Figure 7. A photo of double layer CO2‐rich mixtures [40].

3.2. Chilled ammonia

Aqueous ammonia can absorb CO2 to produce solid ammonium carbamate/bicarbonate, which
could be separated from the solution thereby allowing an efficient recycling of the unreacted
scrubbing solution [31, 41, 42]. Chilled ammonia process could be developed using aqueous
ammonia to absorb CO2 at lower temperature (2–10°C), in which the ammonia slip from the
absorber could be reduced and the flue gas volume could be smaller [43].

Precipitation of pheromone in ethanol‐water chilled ammonia solution was also observed
after CO2 absorption [44]. In this CO2 absorption process, solid mixtures of ammonium
bicarbonate and ammonium carbamate, or of ammonium carbamate alone were formed.
Selective formation or precipitation of solid ammonium carbamate could be obtained by
reacting gaseous CO2 and NH3 in anhydrous ethanol, 1‐propanol, and N,N‐dimethylforma‐
mide (DMF) in a flow reactor that can operate continuously. After filtering the solid precipi‐
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tates, the unreacted ammonia solution could be reclaimed into the absorber. Such a chilled
ammonia process may be applied to capture CO2 from flue gas of coal‐fired boilers, natural
gas combined cycle systems, and other energy heavy industrial applications [45].

3.3. Triethylenetetramine (TETA)/ethanol solution as absorbent

When CO2 is absorbed into a solution of triethylenetetramine (TETA) dissolved in ethanol,
solid precipitates formed (Figure 8a and b) in contrast to TETA/water solution [46]. Moreover,
TETA/ethanol solution showed improvement in CO2 absorption rate, absorption capacity, and
absorbent regenerability. Ethanol not only promoted the solubility of CO2 in the liquid phase
but also facilitated the chemical reaction between TETA and CO2. The CO2 capacity of the solid
phase as TETA‐carbamate accounted for about 81.8% of the total CO2 absorbed (Figure 8c).
The TETA/ethanol solution was found to be relatively stable throughout multiabsorption‐
desorption cycles (Figure 8d). One hurdle of applying the TETA/ethanol solution for CO2

removal is that ethanol has a high vapor pressure and this must be taken into consideration
for further development of this absorbent system and later designing for possible commercial
applications.

Figure 8. TETA/ethanol solution (a) before CO2 absorption and (b) after CO2 absorption. (c) Partition of carbon dioxide
in the solid phase and liquid phase. (d) Cycling absorption/regeneration runs of TETA/ethanol solution for CO2 ab‐
sorption [46].

3.4. Amino acid salt as liquid‐solid phase change absorbent

Being environmental friendly, ionic nature and low volatile, amino acid salts are of great
interest as potential solvents for CO2 capture [47, 48, 49]. Moreover, amino acid salt solutions
have good resistance to an oxygen‐rich flue gas stream. The reactivity of amino acid salts
with CO2 is similar to those of alkanolamines due to the presence of identical amino functional
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groups in their molecules. Some of them such as the potassium salts of glycine, sarcosine, and
proline, react faster with CO2 than MEA thereby kinetically favorable [50, 51].

Multiple amino‐acid salts were found to precipitate after reacting with CO2 to a certain degree
[52]. During the absorption of CO2 in aqueous potassium salts of N‐methylalanine, DL‐alanine,
and α‐aminoisobutyric acid, solid precipitates were observed [53]. Various types of solid
precipitates could be achieved by varying the amino acid structure and solubility. Amino acids
with a primary amino group may form only zwitterion species precipitates [54], while amino
acids with a hindered amino group and with relatively high zwitterion solubility (e.g., proline)
may form potassium bicarbonate precipitates [55].

By Le Chatelier’s Principle, the driving force for CO2 absorption can be maintained at a high
level even at high loadings. Thus the absorber performance could be significantly improved.
This effect was indicated in Figure 9 (enhanced absorption) where the possible precipitates
were highlighted. In Figure 9, besides the heat input necessary to regenerate the solvent, in
the case of precipitating amino acids two more effects are possible: Enhanced absorption
(purple) due to the precipitation of reaction products during absorption and enhanced

Figure 9. Conventional amine‐based process for CO2 capture where the reactions specific to amino acid salts have been
added at the bottom of the absorber and the stripper [56].
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desorption (red) due to a lower pH that results from increasing the amino acid to K+ ratio in
solution [56]. Because of the high loadings, the regeneration energy consumption was reduced
[57]. As can be seen from Figure 10, at a given CO2 partial pressure, a precipitating‐based
process would have higher loading than a conventional absorption process without precipi‐
tation, and a combined process (simultaneous absorption and precipitating process) is
expected to result in increased capacity.

Figure 10. Schematic picture to depict the difference between a precipitating and a nonprecipitating system in terms of
CO2 pressure as a function of loading [58].

Figure 11 shows a schematic representation of the DECAB process for liquid‐solid phase
change amino acid salt absorbent [56]. The flue gas (at 40°C) is contacted with CO2 pre‐
loaded absorbent in a spray‐tower, resulting in that the CO2 undergoes a chemical reaction
with the absorbent that leads to the formation of carbamate and carbonate ions, as shown
in Figure 11. As absorption goes on, the pH of the absorbent solution as well as solubility
of the amino acid decreases. Finally, the CO2‐bonding amino‐acid precipitates as an amino
acid zwitterion. In the process, the solid precipitates are collected at the bottom of the tow‐
er. The remaining CO2 in the flue gas is captured in the absorption column, where the de‐
pleted flue gas is contacted with lean absorbent. The absorption column is a conventional
packed absorption column filled with structured packing. There, the CO2 partial pressure is
reduced to the desired value for 90% CO2 removal. The rich stream containing the solids, is
further processed in the stripper, via the lean‐rich heat exchanger, to release the CO2. The
lean‐rich heat exchanger also needs to be able to handle solids (e.g., spiral heat exchanger).
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The CO2 absorption depth needs to be controlled so that only in the spray‐tower the solid
products are formed [56].

Figure 11. DECAB process concept for CO2 capture. Enhanced absorption due to the precipitation of reaction products
during absorption is highlighted in purple [56].

4. Enzymatically catalyzed absorbent systems

A special enzyme, carbonic anhydrase (CA), works in vertebrates’ lungs to facilitate oxygen
and CO2 exchange through respiration in a very fast and effective way. Attempts to incorporate
this type of enzyme to carbon capture absorbent systems have shown encouraging results [59].
When a small quantity of the enzyme is used as catalyst in a CO2 capture absorbent system
(usually an aqueous amine absorbent), it enhances the reaction rate and enables rapid approach
to equilibrium between dissolved CO2 and HCO3

‐ in aqueous solutions. The idea is a natural
extension of the experience that some enzymes have been successfully deployed to increase
the efficiency of other industrial processes [60, 61]. The enhancement effect of the enzyme is
so significant that the size of an absorber could be reduced up to 90% smaller than the
conventional amine case [61]. However, enzymes are bio active compounds. How to maintain
its long period activity is an issue. The Canadian company, CO2 Solutions, reported that their
developed enzymatic catalytic amine system could work for 15 days for CO2 capture in
temperature ranges of 40–70°C [61].

The way to implement enzyme more effectively in CO2 capture process is to support or
immobilize it onto some sort of carrier to provide sustained stability under working conditions.
It may need to be able to stand for the high regeneration temperature if the enzyme is not
confined in the absorber only. Report shows that some developed enzyme systems could stand
for moderate regeneration temperatures (e.g., around 70–80°C) [59]. The immobilized enzyme
should also be strong toward contaminants encountered in the common flue gas.

Recent Advances in Carbon Capture and Storage108



The CO2 absorption depth needs to be controlled so that only in the spray‐tower the solid
products are formed [56].

Figure 11. DECAB process concept for CO2 capture. Enhanced absorption due to the precipitation of reaction products
during absorption is highlighted in purple [56].

4. Enzymatically catalyzed absorbent systems

A special enzyme, carbonic anhydrase (CA), works in vertebrates’ lungs to facilitate oxygen
and CO2 exchange through respiration in a very fast and effective way. Attempts to incorporate
this type of enzyme to carbon capture absorbent systems have shown encouraging results [59].
When a small quantity of the enzyme is used as catalyst in a CO2 capture absorbent system
(usually an aqueous amine absorbent), it enhances the reaction rate and enables rapid approach
to equilibrium between dissolved CO2 and HCO3

‐ in aqueous solutions. The idea is a natural
extension of the experience that some enzymes have been successfully deployed to increase
the efficiency of other industrial processes [60, 61]. The enhancement effect of the enzyme is
so significant that the size of an absorber could be reduced up to 90% smaller than the
conventional amine case [61]. However, enzymes are bio active compounds. How to maintain
its long period activity is an issue. The Canadian company, CO2 Solutions, reported that their
developed enzymatic catalytic amine system could work for 15 days for CO2 capture in
temperature ranges of 40–70°C [61].

The way to implement enzyme more effectively in CO2 capture process is to support or
immobilize it onto some sort of carrier to provide sustained stability under working conditions.
It may need to be able to stand for the high regeneration temperature if the enzyme is not
confined in the absorber only. Report shows that some developed enzyme systems could stand
for moderate regeneration temperatures (e.g., around 70–80°C) [59]. The immobilized enzyme
should also be strong toward contaminants encountered in the common flue gas.

Recent Advances in Carbon Capture and Storage108

A porous organosilica coating containing CA to separate CO2 from a flowing gas stream has
been tested [62]. This coating was applied to ceramic random packing and placed in a counter‐
current absorber column, where it demonstrated a high rate enhancement for 400 days at 45°C
and a total turnover number of ~48 million moles CO2/mole enzyme. In another development,
the same coating formulation was deposited onto stainless steel structured packing. This
coating technique was used to produce 275 liters of packing for pilot testing at the National
Carbon Capture Center in Wilsonville, AL, on coal‐fired flue gas. This unit operated for nearly
5 months at 40°C in the same carbonate solution and exhibited a steady 80% CO2 capture.

A type of magnetic polymer microspheres functionalized with epoxy group was prepared,
and CA enzyme was immobilized on the carriers by selectively covalent binding [63]. The
parameters affecting CA immobilization, such as pH, temperature, and enzyme dose were
investigated. The kinetic parameters of the immobilized and the free CA were also evaluated.
The value of the Michaelis–Menten constant (Km) and the maximum velocity (Vmax) of the
immobilized CA were 8.077 mmol/L (mM) and 0.027 μmol/(min mL), respectively, while those
of the free CA were 6.091 mM and 0.091 μmol/(min mL), respectively. Moreover, the perform‐
ance of the thermal stability, storage stability, and reusability of the immobilized CA confirmed
that CA immobilized on the epoxy‐functionalized magnetic polymer microspheres possessed
a stable and efficient catalytic ability on CO2 hydration, which seemed to be a suitable candidate
for CO2 capture [63].

In another development, new materials of Fe3O4 magnetic microspheres were functionalized
with carboxyl groups and prepared for CA immobilization to capture CO2. The optimum
conditions for immobilization, such as carrier dose, enzyme dose, pH, shaking speed, tem‐
perature, and contact time, were examined. The pH and thermal stability of the free and the
immobilized CA were compared. The results showed that the immobilized CA had a better
enzyme activity, a higher pH and thermal stability than those of free CA. Meanwhile, CO2

capture was significantly enhanced by the free and immobilized CA in tris(hydroxymethyl)
aminomethane (Tris) buffer solution. Moreover, the immobilized CA maintained 58.5% of its
initial catalytic activity after 10 recovery cycles due to the protection effect of the magnetic
microspheres. All the results confirmed the potential merits of using the carboxyl‐functional‐
ized Fe3O4 magnetic microspheres immobilized CA to remove CO2 from air or flue gas [64].

5. Encapsulated absorbents

Many attractive options for carbon capture solvents suffer from high viscosity, making it
difficult to generate large surface areas for fast absorption, and amine‐based aqueous liquids
suffer from potential environmental impacts from ammonia (product of amine decomposi‐
tion), and amine vapor release. Microencapsulated carbon sorbents (MECSs) are a new class
of carbon capture materials consisting of a CO2‐absorbing liquid absorbent contained or
confined within solid, CO2‐permeable polymer shells. As part of a US‐DOE ARPA‐E program,
a team from the University of Illinois Urbana‐Champaign, Babcock and Wilcox, and the
Lawrence Livermore National Laboratory has created this new type of encapsulated form of
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carbon capture absorbent in which the operating fluid, amines, or carbonates in the tests are
enclosed in a thin polymer shell forming 200–400 μm beads [65]. While mass transport across
the polymer shell is reduced compared to the bulk liquid, the large surface area of the beads
improves overall mass transfer more than off‐setting this disadvantage. The liquid, as well as
any degradation products or precipitates, remain encapsulated within the beads, which can
be thermally regenerated repeatedly. Encapsulated absorbents have the capacity of the liquid
absorbents as well as the physical behavior of solid sorbents. It could be imagined for them to
be useful in fairly conventional‐style capture applications, as well as unprecedentedly new
approaches facilitated by their high surface area. The developed beads appear to be both
chemically and mechanically stable under typical industrial conditions. There are engineering
constraints that the beads must satisfy for several application strategies, including their use in
fluidized beds and these should be further studied. The US group has encapsulated MEA,
piperazine, and a variety of other carbonate solutions, which appear to be optimal for this
application, demonstrating rapid CO2 uptake and desorption using colorimetric methods,
which permit rapid spectroscopic determination of the extent of CO2 uptake and release.
Carbonate capsules are created using a silicone polymer shell which is both rugged and
permeable to CO2. Results of mechanical/thermal cycling tests demonstrate long‐term stability
of silicone‐encapsulated carbonate [65].

Especially, MECS enhances the rate of CO2 absorption for solvents with slow kinetics and
prevent solid precipitates from scaling and fouling equipment, two factors that have previ‐
ously limited the use of sodium carbonate solution for carbon capture. Researchers have
examined the thermodynamics of sodium carbonate slurries for carbon capture [66]. Modeling
work has been carried out on the vapor‐liquid‐solid equilibria of sodium carbonate and several
features that can contribute to an energy‐efficient capture process have been derived: very
high CO2 pressures in stripping conditions, relatively low water vapor pressures in stripping
conditions, and good swing capacity. These would make a more effective and efficient CO2

absorption and desorption cycle. The high potential energy savings have been indicated
compared with an MEA system [66].

6. Direction for further development

6.1. Liquid‐liquid biphasic absorbent

The following aspects are recommended for future studies:

• As to liquid‐liquid biphasic absorbent systems that have already been identified, detailed,
and comprehensive CO2 absorption and kinetics studies are much needed. Continuous mass
transfer from CO2‐lean phase to CO2‐rich phase, diffusion of multispecies within the
absorbent, and viscosity should be considered as CO2 absorption continues. Based on
knowledge obtained from these current amines studied, screening, designing, and synthe‐
sizing of new amines with improved properties are possible.
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• For regeneration, CO2 taken from the exit of the regenerator may be used as heat‐transferring
and stripping gas, and a heat exchanging unit may be installed in the stripper/regenerator.
It is also possible to increase the regeneration pressure so that the size of the regenerator can
be reduced hence reducing capital cost and energy consumption; some biphasic absorbents
have high equilibrium CO2 pressures.

• Phase separation temperature should be optimized to reduce energy consumption during
regeneration; phase separation temperatures close to absorption temperature may be
preferred. Feasibility studies including modeling and economic evaluation should be
conducted to obtain overall performance, absorber/regenerator sizing, energy penalty, and
cost of a biphasic absorbent carbon capture plant. In addition, pilot plant demonstrations
of promising biphasic absorbents need to be considered.

6.2. Other emerging absorbents

For liquid‐solid phase change absorbents, one of the biggest challenges related to their
applications is to have a process design that could handle solids/precipitates transportation,
heat exchanging, and regeneration. Process designs like the ones (i.e., DECAB process, DECAB
Plus process) proposed for liquid‐solid phase change amino acid salt absorbent could be
adapted for other liquid‐solid phase change systems as well [58].

Enzymes are macromolecular proteins and their current research has been focusing on their
effects on CO2 capture performance. The aspects of their active life span, the process of mass
production or extraction from natural sources, and the related costs should be further explored.

For the encapsulated absorbents, within capsule kinetics and overall mass transfer studies
should be pursued. The technology of mass production and the costs are also key factors in
determining its commercial viability for CO2 capture application. Techno‐economic feasibility
studies are keenly welcome.

In summary, most of these technologies are still at laboratory research stage, and there remain
challenges associated with the scale‐up of these technologies to meet the needs of CO2 capture
from power generation as well as other energy heavy industries. Future efforts should be
focused on developing basic theoretical and mechanistic understandings of phase change,
mass transfer, and CO2 absorption and desorption phenomena, to perform pilot plant testing
to generate design parameters and process requirements, and to create in parallel techno‐
economic plant design fundamentals and packages for proving the feasibilities of these
emerging carbon capture absorbents.
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Abstract

This chapter reviews the study and development of biological,  enzymatic and bio-
molecular  systems  for  carbon  dioxide  capture  and  further  sequestration  or  even
utilization. Regardless of the interest on the use of the captured CO2 as C1 synthon on
the manufacture of added-value compounds, there is a tremendous unbalance between
the requirements of  the contemporary society (leading to a massive production of
carbon dioxide) and the framework of commercialization of the products from CO2

utilization. In this context, viable options are storage as a solid in the form of calcium
or magnesium carbonate and conversion into other energetic frameworks. In addition,
it is important to highlight that the conventional energy resources are progressively
being replaced by renewable resources. While the change in energetic paradigm is not
accomplished, systems that capture and convert carbon dioxide are highly sought. To
this end, bio-inspired systems will be presented, starting from the use of compounds
from  the  chiral  pool,  such  as  amino  acids,  saccharides  and  related  bio-polymers,
involved in the physical and chemical capture, sequestration and/or utilization of CO2.
Additionally, enzymatic systems are presented in the context of sequestration of CO2 in
the form of solid carbonates or even utilization of this C1 synthon in the preparation of
fuels and commodity chemicals. Carbonic anhydrase is by far the most studied enzyme,
as it catalyses the inter-conversion between CO2 and hydrogencarbonate in an effective
mode. The biological option comprises the utilization of methanogens, acetogens and
other organisms leading to the formation of added-value compounds. Most of the
described systems are based on microbial electro-synthesis model and microbial carbon-
capture cell prototypes.

Keywords: carbon dioxide, amino acids, saccharides, bio-polymers, enzymes, carbonic
anhydrase
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1. Introduction

In the present context, our civilization’s standards of life are grounded on enormous emissions
of Green House Gases (GHGs) to the atmosphere, in concrete carbon dioxide. Simultaneously,
biological systems available in nature have restricted capacity on the fixation of CO2, and
accumulation of this GHG is creating impact on our environment. It is essential to develop and
implement technologies that simultaneously avoid further accumulation and increase the rate
of CO2 incorporation in added value products. The use of renewable energies, such as solar,
hydroelectric, wind, geothermic, hydrogen, tides and biofuels are progressively being imple-
mented depending on the specific resources of each country and commercial adjustment of the
energetic paradigm that can be valid and affordable for the near 7.5 billion human habitants in
our planet (2016) [1]. Regardless of the progresses on the implementation of renewable energy
resources, conventional fuels continue to be the main source of energy worldwide, leading to
accumulation of CO2 in the atmosphere.

The most recent data from IPCC is clear [2]. The total cumulative anthropogenic emissions
linked to CO2 (1750–2011) are 2040 ± 310 GtCO2. Nearly 50% of the cumulative emissions took
place in the last 40 years (1970–2011), consistent with a steady rise in CO2 emissions during
that period. It is important to highlight that 40% of the anthropogenic emissions (1750–2011)
persisted in the atmosphere (880 ± 35 GtCO2). While the anticipated change of the energetic
paradigm is not assimilated, systems that capture CO2 in an effective mode, and incorporate
it in safe and useful products, are highly desirable.

An additional point, that should be presented, is illustrated in Figure 1, corresponding to the
pattern of GHG emissions by economic sector, being useful in the definition of target sectors
more able to be optimized in respect to the CO2 footprint and development of innovative
strategies adjusted to a specific challenge. The most representative sector is electricity and heat
production applied to the other segments as an indirect source of CO2 emissions (except other
energy). The first sector is followed by agriculture, forestry and other land use (AFOLU).
Industry, transport, other energy and buildings are the other sectors, with lower percentage
on direct GHG emissions. The data here presented (Figure 1) is associated with the year 2010
(the most recent data available from IPCC).

From the more representative GHGs emitted to the atmosphere, CO2 presents by far, the
highest percentage of associated emissions (Figure 2, 2010) which demonstrates the impor-
tance of the commercially available systems for CO2 capture and fixation, urgency in the
development and implementation of straightforward and sustainable alternative systems
complementary to the change in the energetic paradigm already on course.

In order to accomplish an effective CO2 uptake exist diverse prototypes and mature technology:
(A) absorption; (B) adsorption; (C) cryogenic; (D) membrane [3]. All the pointed instances,
except (C), incorporate bio-inspired systems, as represented in the literature, and will be
described briefly.
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(A) absorption; (B) adsorption; (C) cryogenic; (D) membrane [3]. All the pointed instances,
except (C), incorporate bio-inspired systems, as represented in the literature, and will be
described briefly.
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Figure 1. Percentages of direct GHG emissions by economic sector from a total of 49 Gt CO2-equivalent during 2010.
AFOLU: Agriculture, Forestry and Other Land Use [2].

Figure 2. Percentages of GHGs from the 49 Gt CO2-equivalent emissions during 2010. FOLU: Forestry and Other Land
Use, F Gases: fluorinated gases covered under the Kyoto Protocol [2].

(A) Absorption: this topic includes physical and chemical absorption. In both situations, CO2

is captured in the volume of a solution. The first framework comprises the physical interaction
between high-pressure CO2 and a solution by intermolecular interactions. In this context,
molecular solvents and ionic liquids as well carry out this action. Chemical absorption is
conventionally performed with solutions of alkanolamines (Figure 3):
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Figure 3. Conventional amines used in chemical absorption of CO2. MEA: Monoethanolamine; DEA: Diethanolamine;
MDEA: Methyldiethanolamine.

This established technology presents various drawbacks, such as the compulsory dilution of
the alkanolamine in the aqueous environment to avoid deterioration of materials and excessive
release of heat when reaction is performed. The utilization of these systems leads to mitigat-
ed CO2 uptake (7 wt% using a 30 wt% aqueous solution of MEA). Moreover, there is a high-
energy penalty incorporated into the system due to a high-heat capacity of the aqueous
environment acting as a sink in the process of CO2 release [4, 5]. Finally, the solvent is volatilized
during the operations precluding, an effective regeneration of the CO2 capture system. These
strategies are used when the concentration of CO2 is low.

The mechanism associated with these systems encompasses the formation of carbamates, in a
0.5:1 stoichiometry (half of the converted alkanolamine is in the form of carbamate and the
other is presented as ammonium). Two different paths lead to this same end: The two-step
Zwitterion mechanism is started by a nucleophilic attack of the amine group on CO2 leading
to the presence in the same moiety of positive and negative charges. In a further step, a proton
is transferred to another alkanolamine, and a salt is formed. In the single-step termolecular
mechanism, the nucleophilic attack and proton transfer occurs simultaneously. The other
product of reaction is hydrogencarbonate corresponding to the product of reaction between
CO2 and water. This reaction is slower; nevertheless, the stoichiometry of CO2 incorporation is
one, which is a factor of two superior to the formation of carbamate by the same quantity of
aminoalcohol. Giving the product, the conventional capture agents can act as generic bases or
nucleophiles in the specific instance of CO2 as well. Another property associated with these
systems is that, at given pH, hydrogencarbonate might coexist with carbonic acid and
carbonate. The hydroxide anion has a lower expression, though the reaction with CO2 is faster
than with water. Another mechanism associated with these systems is the hydrolysis of
carbamate to generate hydrogencarbonate. Given the degree of substitution, the amine
functionality can be more CO2-philic or more alkaline, with a concomitant contribution on the
definition of the reaction profile.

(B) Adsorption is obtained by the capture of CO2 when interacting with a solid surface.
Contrarily to chemical absorption, the interaction between CO2 and the surface is moderated
(intermolecular forces). Activated carbons and molecular sieves are conventionally used. Three
different modes of action characterize this type of framework, related with the ‘switch’ used
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between adsorption/desorption: pressure, temperature and electric power control the behav-
iour of these systems.

(D) Membrane is a partially permeable structure that separates CO2 from gas mixtures. With
this recent technology, CO2 is separated from diverse sources, such as post-combustion flue
gas, syngas and natural gas. Two operational methods are available: (a) Gas separation
membrane: based on the preferential permeation of a specific component of a mixture. (b) Gas
absorption membrane: centred on the specific affinity of the previously referred chemical
absorber solutions towards CO2.

The bio-inspired systems described in the following topics represent an effective alternative
to the available frameworks, with potential to be integrated in the previously mentioned
capture systems as well as in sequestration and utilization frameworks.

Aqueous solutions of amino acids are straightforward alternatives to alkanolamine-based
systems. The amino acid frameworks are presented as stand-alone salts, as zwitterionic
structures activated by bases, or as salts doped with superbases. Different mechanisms of
reaction/association are presented according the structure and composition of the system. A
different case study is based on the use of highly abundant saccharides and related bio-
polymers, which may constitute invaluable systems for CO2 capture, sequestration and/or
utilization, presented as liquid solutions, gels, confined hydrated foams or solid adsorbents.

Enzymes, especially carbonic anhydrase (CA), are useful catalysts for CO2 sequestration and
utilization. In the case of CA, the high rates of reaction and the mild reaction conditions
constitute clear advantages of these systems in the laboratory environment. But on a pilot or
even industrial scale, harsh conditions of temperature and the presence of contaminants in
CO2 streams hinder the utilization of this enzyme. Possible solutions already on praxis are
expression of the genetic code associated with this enzyme from thermophiles on readily
available organisms, immobilization on diverse supports or generation of catalysts inspired
on the mode of action of carbonic anhydrase.

Finally, the use of microbes is addressed in this chapter on the production of added value
products from CO2, with special focus on the use of methanogens and acetogens in microbial
electro-synthesis and microbial capture cell frameworks.

2. Bio-inspired systems

The systems proposed here (biological, enzymatic and bio-molecular) constitute solid alter-
natives to the conventional platforms available in the market. These bio-inspired frameworks
present diverse advantages such as low corrosion, easy disposal and biodegradability,
naturally produced and possibility to tune capacity of CO2-incorporation according to the
configuration of the system. Nevertheless, there are practical issues that should be addressed
in order to make the current technology available thrive in the various challenges assigned.
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2.1. Bio-molecular

2.1.1. Amino acids

The amino acid systems highlighted include the use of these frameworks as anions, in the
presence of an inorganic cation (sodium or potassium), as aprotic ionic liquids or as protic
mixtures, using either organic or inorganic bases. The main advantage of amino acid-based
systems over conventional alkanolamines relies on high stability to oxidative degradation,
high chemical reactivity with CO2, low vapour pressures (compatible with temperature of
flue gases), and high surface tension (fundamental on the design of membranes). Various
studies exist when an inorganic cation is used [6–18]. Here a selection will be emphasized to
establish the structure of amino acid/CO2 absorption-desorption properties relationship
(Figure 4, Table 1). In this comparative study, the conventional MEA aqueous solution is
used as a reference. It presents considerably high initial rates of CO2 absorption and desorp-
tion, and high CO2 uptake is obtained as well (Table 1).

Figure 4. Amino acids used in CO2-capture studies, and presented along this chapter.
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Amino acid
system

Solvent /
Concentration
of the capture
agent

P, Tabs,
Tdesorp
(kPa, K, K)

Absorpt
method

Initial rate
absorpt
(mol CO2
mol amine−1

min−1)

Initial rate
desorpt
(mol CO2
mol amine−1

min−1)

CO2
uptake
(mol CO2
mol
amine−1)

pKa,
parent
amine /
amino-acid

Reference MEA
[6]

1 M aqueous 15, 313,
353 

Bulk sol. 3.84 × 10−2 2.00 × 10−2 0.736 9.5

[K]GLY [6] 1 M aqueous 15, 313,
353 

Bulk sol. 3.93 × 10−2 1.84 × 10−2 0.738 2.34, 9.6

[K]ALA [6] 1 M aqueous 15, 313,
353 

Bulk sol. 3.16 × 10−2 1.98 × 10-2 0.670 2.35, 9.69

[K]BALA [6] 1 M aqueous 15, 313,
353 

Bulk sol. 3.65 × 10−2 1.80 × 10−2 0.721 3.60, 10.19

[K]AABA [6] 1 M aqueous 15, 313,
353 

Bulk sol. 3.76 × 10−2 1.87 × 10−2 0.728 2.65, 9.6

[K]GABA [6] 1 M aqueous 15, 313,
353 

Bulk sol. 3.87 × 10−2 1.54 × 10−2 0.749 4.23, 10.43

[K]AMALA [6] 1 M aqueous 15, 313,
353 

Bulk sol. 2.43 × 10−2 1.20 × 10−2 0.750 2.36, 10.21

[K]SER [6] 1 M aqueous 15, 313,
353 

Bulk sol. 3.16 × 10−2 2.26 × 10−2 0.619 2.21, 9.15

[K]CYS [6] 1 M aqueous 15, 313,
353 

Bulk sol. 3.18 × 10−2 2.46 × 10−2 0.485 1.92, 8.37,
10.70

[K]PRO [6] 1 M aqueous 15, 313,
353 

Bulk sol. 4.26 × 10−2 1.48 × 10−2 0.746 1.99, 10.96

[K]HYPRO [6] 1 M aqueous 15, 313,
353 

Bulk sol. 4.03 × 10−2 1.55 × 10−2 0.655 1.82, 9.65

[K]PGA [6] 1 M aqueous 15, 313,
353 

Bulk sol. 2.41 × 10−2 0.38 × 10−2 0.224 −1.76, 3.48,
12.76

[K]ASN [6] 1 M aqueous 15, 313,
353 

Bulk sol. 2.79 × 10−2 2.34 × 10−2 0.573 2.02, 8.80

[K]GLN [6] 1 M aqueous 15, 313,
353 

Bulk sol. 3.06 × 10−2 2.08 × 10−2 0.600 2.2, 9.1

[K]DIGLY [6] 1 M aqueous 15, 313,
353 

Bulk sol. 2.99 × 10−2 2.18 × 10−2 0.510 -

[K]ARG [6] 1 M aqueous 15, 313,
353 

Bulk sol. 3.56 × 10−2 2.19 × 10−2 1.107 1.82, 8.99,
12.48

[K]TAU [6] 1 M aqueous 15, 313,
353 

Bulk sol. 3.17 × 10−2 2.26 × 10−2 0.573 1.5, 9.06

[Na]GLY [7] PEG150 3 mmol/
15 mmol sol.

100, 298,
313 

Bulk sol. - - 0.43
(20 min)

2.34, 9.6

[Na] i-PrNHGLY
[7]

PEG150 3 mmol/
15 mmol sol.

100, 298,
313 

Bulk sol. - - 0.91
(25 min)

-

[Na]n-PrNHGLY
[7]

PEG150 3 mmol/
15 mmol sol.

100, 298,
313 

Bulk sol. - - 0.59
(30 min)

-

[Na]t-BuNHGLY
[7]

PEG150 3 mmol/
15 mmol sol.

100, 298,
313 

Bulk sol. - - 0.85
(25 min)

-

[Na]i-PrNHAla
[7]

PEG150 3 mmol/
15 mmol sol.

100, 298,
313 

Bulk sol. - - 0.73
(30 min)

-

[Na] n-
DiPrNHGLY [7]

PEG150 3 mmol/
15 mmol sol.

100, 298,
313 

Bulk sol. - - 0.48
(30 min)

-

[Na]
i-PrNHBALA [7]

PEG150 3 mmol/
15 mmol sol.

100, 298,
313 

Bulk sol. - - 0.65
(15 min)

-

Table 1. CO2 absorption and desorption properties of amino acid-based systems.
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Diverse potassium salts of amino acids from chiral pool dissolved in aqueous media were
tested [6] (Table 1). Glycine (GLY) salt presents similar performances as conventional MEA
solutions. Differently, alanine (ALA) is identified by a different reaction profile with CO2, the
level of CO2 incorporation and the associated initial rate of absorption are lower. Nevertheless,
the rates of CO2 release at moderate temperatures are higher. The reason for such behaviour
are the bulkiness of the associated substituent group and the moderate pKa of the amine
functionality, contributing to the mitigated propensity of CO2 to be chemically captured, either
in the form of carbamate (amino acid as nucleophile) or of bicarbonate (alanine as base).β-
Alanine (BALA) is an extended amino acid with concomitant bulkiness and high pKa of its
amine functionality, contributing to lower CO2 absorption and desorption performances with
respect to GLY, nevertheless, BALA presents improved CO2 absorption and poorer desorption
performances when compared with Alanine. With α-aminobutyric acid (AABA), the amine
functionality should act preferably as base, due to probable 5-element-ring-hydrogen bond
interaction between carboxyl and amine functionalities owing to the size of the linear sub-
stituent group, leading to a more favourable incorporation of CO2 in the form of hydrogen-
carbonate after reaction with water. Improved incorporation with a factor of two, with respect
to carbamate leads to improved absorption performances when compared with Alanine.

The performance of γ-aminobutyric acid (GABA) in terms of CO2 uptake is higher than the
previously mentioned amino acids, the high pKa leads to the formation of hydrogencarbonate,
which is a slower reaction than the formation of carbamate. This information is in line with
the lower initial ratio of CO2 absorption obtained when compared with GLY. α-Methyl alanine
(AMALA) presents two methyl groups in the α-position and a high pKa of the amine func-
tionality which, similar to AABA, acts as enhanced base by hydrogen-bond stabilization of the
protonated base by the carboxyl group of the amino acid. AMALA is characterized by the
highest value of CO2 uptake among the presented amino acids; nevertheless, it presents the
lowest initial rate of CO2 absorption. These results are compatible with the preferential
formation of hydrogencarbonate instead of carbamate. Serine (SER) and cysteine (CYS) are
hydroxyl and thio-functionalized amino acids, respectively, that may create destabilization as
hydrogen donors when the protonated amine functionality is interacting with the carboxyl
group of the amino acid. Considering this aspect, the formation of carbamate should be
predominant with respect to the hydrogencarbonate counterpart, and the CO2 uptake is low.
The initial rate of desorption associated with these two amino acids is high due to the steric
repulsion between the formed carbamate and the bulky hydroxyl or thiol functionalities.

Proline (PRO), 4-hydroxy proline (HYPRO) and pyroglutamic acid (PGA) are cyclic, secondary
amino acids, with PRO presenting high pKa and, possibly due to stabilization of protonated
amine by the carboxyl group, may lead to enhanced CO2 uptake, the highest pKa among the
presented amino acids, leading to a higher hydroxide/water ratio and an enhanced kinetics
for CO2 uptake. The amine functionality of HYPRO presents lower pKa than PRO-equivalent,
leading, possibly, to a less favourable hydrogencarbonate/carbamate ratio and low CO2 uptake.
PGA presents an electro-tractor carbonyl group conjugated with the amine functionality
hampering its performance either as a nucleophile or base, leading to a low level of CO2

incorporation.
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Asparagine (ASN) and Glutamine (GLN) are linear amide-functionalized amino acids,
presenting low pKa associated with the corresponding amine functionalities, leading to low
levels of CO2 uptake. Due to steric repulsion, the ratio of the kinetics of CO2 uptake/desorption
is mitigated. Diglycine (DIGLY) leads to a low level of carbon dioxide incorporation due to
inherent bulkiness associated to the chemical structure. Arginine (ARG) presents highly basic
guanidine functionality and a not so basic amine group. The combination of both functional-
ities leads to the highest level of CO2 incorporation, despite the presence of both functionalities.
Taurine (TAU) amine group presents low pKa, considering this; the ratio carbamate/hydro-
gencarbonate should be high.

In another study, [7] mostly secondary but also tertiary bulky amines in PEG150 solvent are
tested. With [Na] i-PrNHGLY (Figure 4, Table 1), the level of CO2 incorporation was near 100%
with respect to the amine unit. The main reason for such result is the formation of carbamic
acid instead of carbamate leading to a nearly full use of the amine functionality to capture
CO2 instead of half (in the carbamate/ammonium salt). To this result contributes the stabiliza-
tion of the carbamic acid functionality by the carboxyl group, the steric repulsion associated
with the amine substituents, avoiding deprotonation of the carbamic functionality, and the
type of chemical environment [7]. The carbamic acid reaction profile and steric hindrance lead
to low energy requirements for CO2 desorption (313 K). An interesting work was carried out
by Wang et al. [17], where, from a diverse set of amino acid sodium salts (aqueous solutions)
was possible to observe with Alanine, a phase-split between a CO2-rich and a CO2-lean phase.
The CO2-rich phase was composed of carbamate and hydrogencarbonate. The decrease on the
volume of solution leads to a significant decrease in energy input for the CO2 strip.

In a different study [19], (Figure 4, Table 2) a diverse set of amino acid ionic liquids (neat) for
CO2 capture was tested. The best performance was obtained with [N66614] LYS, leading to nearly
two equivalents of CO2 reacting with the two amine functionalities existing in lysine. The
reason behind this outstanding result relies on the formation of carbamic acid (as in Ref. [7]).
One additional point is addressed to the catalytic effect of the carboxyl group, promoting the
proton transfer, starting from zwitterionic structure (after nucleophilic attack to CO2) to the
carbamic acid end product. In this work the effect of the cation in the CO2 uptake was checked.
[N66614] and [P66614] were tested in combination with the LYS anion. It was observed that the
initial rate of absorption was higher with [P66614], nevertheless [N66614] lead to high CO2 uptake
(Table 2). [N66614]LYS is associated with stronger hydrogen-bond interactions after chemisorp-
tion of CO2 leading to an increment of viscosity and poorer kinetics. Due to the different
stabilized-arrangement of this ionic liquid, after incorporation of CO2, nearly all the amine
groups are converted to carbamic acid functionalities. [P66614]LYS presents another configura-
tion after CO2 uptake with concomitant half of the amine groups presented as carbamic acid
functionalities, ¼ as carbamate and the remaining ¼ as ammonium.

A conceptual study was carried out in our laboratories [20] concerning the preparation of
reversible ionic liquids using GLY, ALA, valine (VAL), leucine (LEU), phenylalanine (PHE)
and tryptophan (TRP) that activated by an organic superbase, 1,8-diazabicyclo[5.4.0]undec-7-
ene (DBU) or 1,1,3,3-tetramethylguanidine (TMG), react with CO2 to obtain carbamate-based
ionic liquids. The system can revert back to the early configuration upon heating at an
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appropriate temperature. It was possible to observe for the DBU series a decrease in the
temperature associated with CO2 release when the bulkiness of the substituent group of the
amino acid increases. A similar order was observed with the TMG set, however not completely
defined.

Amino acid

system

Solvent /

Concentration of

the capture

agent 

P, Tabs, Tdesorp

(kPa, K, K)

Absorpt

method

Initial rate

absorpt

(mol CO2

mol amine−1

min−1)

Initial rate

desorpt

(mol CO2

mol amine−1

min−1)

CO2 uptake

(mol CO2 mol

amine−1)

pKa, parent

amine /amino

− acid

[N66614]LYS

[19] 

neat  100, r.t, 353  -  -  -  2.1

(24 h) 

2.18, 8.95,

10.53 

[N66614]ASN

[19] 

neat  100, r.t, 353  -  -  -  2.0

(48 h) 

2.02, 8.80 

[N66614]GLN

[19] 

neat  100, r.t, 353  -  -  -  1.9

(48 h) 

2.2, 9.1 

[N66614]HIS

[19] 

neat  100, r.t, 353  -  -  -  1.9

(48 h) 

1.80, 9.33,

6.04 

[N66614]ARG

[19] 

neat  100, r.t, 353  -  -  -  1.3

(48 h) 

1.82, 8.99,

12.48 

[N66614]MET

[19] 

neat  100, r.t, 353  -  -  -  1.2

(24 h) 

2.28, 9.21 

[P66614]LYS [19]  neat  100, r.t, 353  -  -  -  1.6 (48 h)  2.18, 8.95,

10.53 

Table 2. CO2 absorption and desorption characteristics of amino acid-based systems.

Other studies concerning the application of amino acid-based ionic liquids in CO2 capture are
presented here. Lv et al. [21] tested 1-aminopropyl-3-methylimidazolium glycinate aqueous
solution and could achieve 1.23 mol of CO2 loading per mol of ionic liquid. The reaction was
followed by 13C-NMR and it comprised two steps: (1) initial formation of carbamate, followed
by (2) hydrolysis of this functionality to obtain hydrogencarbonate. The same author [22],
reported the use of [C2OHMIM] GLY aqueous solution to 0.575 mol of CO2 uptake/mol ionic
liquid. In that study the effect of O2 on the absorption performances was determined, which
were better than in the case of MEA solution. In another study, Li et al. [23], tested [P4444] salts
of GLY, ALA and PRO, in combination with PEG solvents, on the design of membranes for
CO2/H2 separation. In a different framework, amino acids are combined with inorganic bases
(mainly carbonate salts) in aqueous solutions to promote kinetics and capacity of CO2 uptake.
GLY, sarcosine (SAR), PRO [24] and ARG, as well, were used in that context [25].

Finally, as an example for the promoting effect of adding the conventional alkanolamines to
amino acid systems, Gao et al. [26] combined MDEA aqueous solution with [N1111] GLY. The
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mol amine−1
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(mol CO2 mol
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amine /amino

− acid

[N66614]LYS

[19] 

neat  100, r.t, 353  -  -  -  2.1

(24 h) 

2.18, 8.95,

10.53 

[N66614]ASN

[19] 

neat  100, r.t, 353  -  -  -  2.0

(48 h) 

2.02, 8.80 

[N66614]GLN

[19] 

neat  100, r.t, 353  -  -  -  1.9

(48 h) 

2.2, 9.1 

[N66614]HIS

[19] 

neat  100, r.t, 353  -  -  -  1.9

(48 h) 

1.80, 9.33,

6.04 

[N66614]ARG

[19] 

neat  100, r.t, 353  -  -  -  1.3

(48 h) 

1.82, 8.99,

12.48 

[N66614]MET

[19] 

neat  100, r.t, 353  -  -  -  1.2

(24 h) 

2.28, 9.21 

[P66614]LYS [19]  neat  100, r.t, 353  -  -  -  1.6 (48 h)  2.18, 8.95,

10.53 

Table 2. CO2 absorption and desorption characteristics of amino acid-based systems.

Other studies concerning the application of amino acid-based ionic liquids in CO2 capture are
presented here. Lv et al. [21] tested 1-aminopropyl-3-methylimidazolium glycinate aqueous
solution and could achieve 1.23 mol of CO2 loading per mol of ionic liquid. The reaction was
followed by 13C-NMR and it comprised two steps: (1) initial formation of carbamate, followed
by (2) hydrolysis of this functionality to obtain hydrogencarbonate. The same author [22],
reported the use of [C2OHMIM] GLY aqueous solution to 0.575 mol of CO2 uptake/mol ionic
liquid. In that study the effect of O2 on the absorption performances was determined, which
were better than in the case of MEA solution. In another study, Li et al. [23], tested [P4444] salts
of GLY, ALA and PRO, in combination with PEG solvents, on the design of membranes for
CO2/H2 separation. In a different framework, amino acids are combined with inorganic bases
(mainly carbonate salts) in aqueous solutions to promote kinetics and capacity of CO2 uptake.
GLY, sarcosine (SAR), PRO [24] and ARG, as well, were used in that context [25].

Finally, as an example for the promoting effect of adding the conventional alkanolamines to
amino acid systems, Gao et al. [26] combined MDEA aqueous solution with [N1111] GLY. The
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reason behind this option relies on the fact that MDEA, a tertiary amine, acts as base in the
considerable slow reaction between water and CO2 to obtain hydrogencarbonate, leading to
high CO2 uptake. The GLY-based amino acid presents good kinetic performances, however
low CO2 incorporation in the form of carbamate. Considering the reaction of carbamate
hydrolysis and the complementary reactive profiles of MDEA and [N1111] GLY, such systems
are presented here as an alternative to conventional frameworks.

2.1.2. Saccharides and related bio-polymers

The use of saccharides and related bio-polymers (Figure 5) constitute natural and abundant
alternatives for CO2 fixation, chemisorption and adsorption. Concerning fixation, Sun et al.
[27] developed a superbase/cellulose catalytic system to obtain cyclic carbonates from epoxides
and CO2. Cellulose acts as a hydrogen bond donor and the superbase as the nucleophile in the
activation of the epoxide. High conversions and selectivities are associated with DBU/cellulose.
In a different study, Tamboli et al. [28], reported the use of chitosan/DBU dissolved in 1-
mesyl-3-methylimidazolium (mesylMIM)-based ionic liquids for preparation of dimethyl
carbonate (DMC) from methanol and CO2. From the chemisorption perspective, it was tested
in our laboratories [29] the use of monosaccharides, oligosaccharides or a polysaccharide-
activated, by combination with adjustable proportion of liquid DBU or TMG as organic
superbases, for CO2 capture. Of course, it is necessary to consider that low ratios of superbase
lead to highly viscous solutions with hampered capacity for CO2 mass transfer and concomi-
tant poor performances in the capture of this GHG. In a different perspective, an excess of the
superbase would lead to high dilution of the capture agent with associated limitation on the
wt% of CO2 uptake. It was necessary to carry out an optimization for maximal performances
(D-Mannose:DBU —0.625/1 in equivalents leading to 13.9 wt% of CO2 uptake and 3.3/5 alcohol
functionalities converted to carbonates). It is also important to consider an effective stirring to
overcome the increase of viscosity with the progress of reaction, which limits CO2 uptake.

Figure 5. Examples of mono-saccharide and related biopolymers.

In a different study, Eftaiha et al. [30] used chitin acetate in DMSO for CO2 capture. The
mechanism involves activation of the alcohol groups by DMSO followed by conversion into
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carbonates which are stabilized by the ammonium groups available in chitin acetate. A very
interesting concept was reported by Sehaqui et al. [31] and used in the preparation of cellulose-
polyethyleneimine foams and study of its properties on CO2 capture from air. To this end, it is
essential a high relative humidity for optimal CO2 uptake. The confined/activated water might
have a crucial role in the mode of action of this system. There are other studies that deal with
carbon dioxide chemisorption by the use of chitin or chitosan dissolved in ionic liquids such
as the one reported by Xie et al. [32]. The use of saccharide-based polymers is also associated
with adsorption systems. In this context, carbon spheres were prepared from alginate and
chitosan, after thermal treatment between 673 and 1073 K, leading to an excellent capacity
for CO2 adsorption. The high conductivity presented by alginate-based spheres was crucial for
the development of an adsorption/desorption system based on the use of electric power as a
“switch” with low energetics associated with CO2 capture and release.

2.2. Enzymatic

CO2 fixation and conversion catalysed by enzymatic-cellular systems is essential in the
recycling processes inherent to life. Six major routes [33] are available (Figure 6):

1. Calvin cycle: it is one of the most important processes in nature, being the major route for
carbon dioxide conversion. It is present in a great majority of photosynthetic organisms
and besides the CO2 fixation (thermodynamically favourable), catalysed by 1,5-ribulose
bisphosphate carboxylase (RuBisCO), in each cycle are produced saccharides, fatty acids
and amino acids.

2. Reductive citric acid cycle: this cycle, comprising four carboxylation steps exists, basically,
in the conversion of CO2 and water into carbon compounds. It is found mainly in some
thermophilic bacteria that grow on H2, and bacteria that reduce sulphate. The first car-
boxylation step, the conversion of succinyl CoA into 2-oxoglutarate is thermodynamically
unfavourable (ΔG°′ = 19 kJ/mol), such as the conversion of 2-oxoglycerate into isocitrate
(ΔG°′ = 8 kJ/mol) and the production of pyruvate from acetyl CoA (ΔG°′ = 19 kJ/mol). The
fourth carboxylation step, the conversion of phosphoenolpyruvate into oxaloacetate is
thermodynamically favourable (ΔG°′ = −24 kJ/mol) and due to its incorporation into this
cycle the promotion of the three previous carboxylation steps is assured.

3. Reductive acetyl CoA route: it is a non-cyclic route, existing in some acetogenic and
methanogenic micro-organisms. This process includes the conversion of CO2 into formic
acid (ΔG°′ = 22 kJ/mol) catalysed by formate dehydrogenase. The other fixation step
comprises the conversion of carbon dioxide into CO (ΔG°′ = 0 kJ/mol).

4. The 3-hydroxypropionate cycle was found in Chloroflexaceae, a phototrophic bacterium
and comprises two favourable CO2 conversion steps, from the thermodynamic point of
view. Malonyl CoA from acetyl CoA (ΔG°′ = −14 kJ/mol) and conversion of propionyl CoA
into methylmalonyl CoA (ΔG°’ = −11 kJ/mol) are the two CO2 conversion steps.

5. A recently found cycle is the 3-hydroxypropionate/4-hydroxybutyrate cycle existing in
Metallosphaera and includes three CO2 conversion steps, existing in the (2) reductive citric
acid cycle and (4) 3-hydroxypropionate cycle (Figure 6).
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6. Finally the dicarboxylate/4-hydroxybutyrate cycle is found in Thermoproteales and
Desulfurococcales and comprises two carbon dioxide conversion steps, (2a) and (2b),
existing in the reductive citric acid cycle (Figure 6).

Figure 6. Enzymatic-catalysed reactions of CO2 incorporation involved in the six main cellular metabolic routes [33].

In all the conversion steps (Figure 6) the source of the C1 synthon is either CO2 itself or HCO3

as the intermediate. The preparation of HCO3 is catalysed by the ubiquitous enzyme carbonic
anhydrase (CA):
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This enzyme, one of the fastest enzymes known, has a diversity of structures and is catalogued
in five different families (α, β, γ, δ and ζ). As an illustrative example, a typical mechanism of
a α-CA, which contains in the active site, a Zn(II) centre coordinated with three HIS and one
water molecule forming hydrogen bond with the hydroxyl group of THR (activated by GLU)
will be described. This concerted interaction, convert water/hydroxide to an enhanced
nucleophile towards CO2, leading to the formation of hydrogencarbonate. Afterwards a new
water molecule replaces HCO3 in the Zn(II) coordination site and a new cycle is initiated [34].
Considering the diverse enzymatic reactions available (Figure 6) and the specific instance of
CA (Figure 7), some concerns should be addressed. From the presented enzymatic-catalysed
reactions (Figure 6) only a parcel can be used in vitro for conversion of CO2, which is not the
case of the reactions involving coenzyme A (CoA), that lead to uncommon/useless products.
Other reactions are thermodynamically unfavourable under standard conditions, and pH,
ionic strength or temperature tuning should be carried out [35]. It is important to highlight
that the possibility of tuning reaction parameters is restrained due to possible inactivation/
denaturation of enzyme under specific reaction conditions.

Figure 7. CO2 conversion to HCO3 catalysed by carbonic anhydrase.

Other option is the coupling of reactions leading to a net thermodynamic feasible transforma-
tion [36]; however, as the reaction system becomes more complex, acceptable operational
conditions become usually narrower. Due to the efficiency of CA, the enzymatic reaction
associated is, by far, the most represented reaction of CO2 incorporation in the literature,
usually associated with the direct sequestration of CO2 in the form of solid calcium or mag-
nesium carbonates [34, 37], separation operations [38] and even coupled to other enzymatic
CO2 incorporation reaction in order to increase drastically the concentration of the C1 synthon
in the form of hydrogencarbonate in water and improve the reaction outcome [39]. The high
temperatures and inhibitors produced during combustion processes and high commercial
value associated with this enzyme, limit the efficiency of CA, nevertheless diverse frameworks
were developed in order to overcome operational constraints such as: direct use of carbonic
anhydrase mimics [40], support immobilization of the enzyme [41], (to avoid denaturation
under harsh conditions), and combination with motion [42] generated by a chemical-engine
(to overcome the diffusion constraints associated with immobilization) appear as useful
frameworks. Testing carbonic anhydrase from thermophiles [43] and its genetic edition with
overexpression in Escherichia coli are other alternatives [44].

2.3. Biological

The concluding topic comprises the use of micro-organisms as productive units of added-
value products from CO2 (sequestration and/or utilization). Diverse concepts were explored
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in the literature such as: (1) microbial electro-synthesis [45, 46], where electrons are supplied
from a cathode to micro-organisms, which converts CO2 into added-value products, usually
methane and/or acetate. The electrons are provided by electric current, preferentially from
renewable resources. Another framework is (2) microbial carbon capture cell [47], where,
different from microbial electro-synthesis, the source of electrons comes from the microbial-
assisted degradation of organic compounds from wastewater in the anode with formation of
protons, electrons and CO2. Usually the anode and the cathode are separated by an ion ex-
change membrane. The cathode receives the generated electrons and, assisted by micro-or-
ganisms, converts CO2 into useful chemicals. Another option available is, (3) microbial
electrolytic carbon capture, which similar to microbial electro-synthesis, is used as an exter-
nal electric power source to increase the potential generated by degradation of organic com-
pounds in the anode assisted by micro-organisms. H2 and OH− are generated in the cathode
with the anion reacting with CO2 to obtain hydrogencarbonate [48]. Usually, depending on
the microbial cultures on the cathode, it is possible to obtain methane, acetate and other
compounds. When acetate is required acetogens are used, nevertheless there is competition
associated with the formation of methane, which is inhibited by the addition of compounds,
such as 2-bromoethanesulfonate. Other systems available are based solely on the application
of light in photo-reactors in order to photosynthetic micro-organisms produce added value
compounds. All these options should be optimized in order to be effectively used in real
situations.

3. Conclusions and challenges

While renewable sources of energy do not definitely replace conventional fuels, the use of
bio-inspired systems for CO2 capture, sequestration and utilization, constitutes an already
open window of opportunity in the context of mitigation of environmental effects associated
with excessive anthropogenic GHG emissions. Characteristics such as abundance, low
corrosion, biodegradability and possibility to tune interaction with CO2, constitute clear
advantages of the described bio-inspired systems. With bio-molecular frameworks, it is
important to overcome the kinetic constraints associated with increase of viscosity when
CO2 is captured. Simultaneously the conception of robust systems requiring low energetics
for CO2 release is important. Additionally, the straightforward use of the specific function-
alities of amino acids, saccharides and related bio-polymers on the enhancement of the
levels of fixation and utilization of CO2 is essential. Concerning enzymatic systems is of
extreme importance, for stand-alone and especially multi-enzymatic systems, the design/
optimization of the system configuration to obtain the target product in high yields or
simply sequester CO2 as a solid. Additional attention should be devoted to the design of
robust systems compatible with the real conditions of combustion/processing of gases,
addressed to immobilization, design of enzymatic mimics and genetic engineering. Finally,
the biological systems available should be improved with application studies in order to
overcome robustness and selectivity constraints associated with electro/photochemical
systems.
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Abbreviations

AABA: α-Aminobutyric acid
ADP: Adenosine Diphosphate
AFOLU: Agriculture, Forestry and Other Land Use
ALA: Alanine
AMALA: α-Methyl Alanine
ARG: Arginine
ASN: Asparagine
ATP: Adenosine Triphosphate
BALA: β-Alanine
t-BuNHGLY: N-t-butylglycine
[C2OHMIM]: 1-(2-hydroxyethyl)-3-methylimidazolium
CA: Carbonic Anhydrase
CoA: Coenzyme A
CYS: Cysteine
DBU: 1,8-Diazabicyclo[5.4.0]undec-7-ene
DEA: Diethanolamine
DIGLY: Diglycine
n-DiPrNHGLY: N-n-dipropylglycine
DMC: dimethyl carbonate
GABA: γ-Aminobutyric acid
GHGs: Green House Gases
GLN: Glutamine
GLU: Glutamate
GLY: Glycine
HIS: Histidine
HYPRO: 4-hydroxy proline
IPCC: Intergovernment Panel on Climate Change
LEU: Leucine
LYS: Lysine
MDEA: Methyldiethanolamine
MEA: Monoetanolamine
[MesylMIM]: 1-mesyl-3-methylimidazolium
MET: Methionine
[N1111]: Tetramethylammonium
[N66614]: trihexyltetradecylammonium
NADP: Nicotinamide Adenine Dinucleotide Phosphate
[P4444]: Tetrabutylphosphonium
[P66614]: trihexyltetradecylphosphonium
PEG: Polyethyleneglycol
PGA: Pyroglutamic acid
PHE: Phenylalanine
i-PrNHAla: N-i-propylalanine
i-PrNHBALA: N-i-propyl-β-Alanine
i-PrNHGLY: N-i-propylglycine
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Abstract

CO2 absorption into a binary solvent system was studied using a batch‐mode gas/liquid
absorption apparatus. The binary system composed of potassium carbonate (K2CO3)
and piperazine (PZ) showed a strong synergistic effect, whereby the binary solvent
performed better than either of the individual solvents for CO2 absorption. The other
pairs of solvents tested (K2CO3/monoethanolamine (MEA) and K2CO3/NaOH) showed
no synergistic effects. The results indicate that this synergistic effect only occurs with
specific pairs of solvents. The mechanism for the synergistic effect is postulated that the
activated CO2  on PZ migrates  to  K2CO3,  or  a  more reactive intermediate  complex
between K2CO3 and PZ is formed.

Keywords: post‐combustion, carbon capture, binary solvent, synergy effect, pipera‐
zine, potassium carbonate, CO2 absorption

1. Introduction

There has been a growing concern over greenhouse gas emissions as they are considered to be
the direct cause of global warming [1, 2]. Postcombustion capture technology is widely being
studied for capturing CO2 produced in power generation plants [3–5]. Compared with other
CO2 capture technologies such as oxy‐fuel combustion and integrated gasification combined
cycle (IGCC), postcombustion capture is regarded as the most probable technology to be first
employed when carbon capture becomes a reality in the near future in terms of technology
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readiness level, flexibility, and economics [6]. Postcombustion capture technology uses liquid
solvents to make efficient contact with CO2‐containing flue gas, during which CO2 interacts and
reacts with the solvent and is removed from the flue gas stream. After absorption, the CO2‐laden
solvent undergoes a regeneration operation, releasing pure CO2 which is then compressed,
transported, and sequestered. The regenerated solvent, now at lean state, is returned to start the
next cycle of CO2 capture. The whole operation is a continuous process. The same or similar
technologies have been applied for decades for natural  gas purification and syngas CO2

separation [7–9]. For greenhouse gas CO2 mitigation applications, commercial solvents such as
amine, potassium carbonate, and methanol are currently being tested, however, improved
solvents are required to reduce the cost and increase the efficiency of postcombustion capture
systems. At the moment, solvents that are being developed for CO2 capture include noncon‐
ventional amines, aqueous ammonia, amino acids, ionic liquids, and mixtures of two or more
solvents, i.e., hybrid systems [10, 11].

Potassium carbonate is known to be used in industrial CO2 separation processes, such as
Benfield and Catcarb [12], as the main solvent with or without proprietary additives. It has
advantages over amines: lower cost, lower heat of absorption, thermal stability, nonvolatile,
less corrosiveness, low toxicity, and environmentally friendly. A major downside for using
K2CO3, however, is its slow absorption rate and low CO2 absorption capacity, resulting in poor
CO2 mass transfer rate relative to amines. The way to overcome the aforementioned short‐
comings of K2CO3 is to add promoter, i.e., a hybrid solvent. Hybrid solvent systems have the
potential to perform better than the individual components alone. Physicochemical properties
of different solvents can supplement each other. Synergistic effect or cooperative effect of
hybrid solvents has been found in applications in other areas such as extraction and coal
swelling [13, 14]. The mechanisms of the synergistic effects are suggested to be engendered by
thermodynamics and hydrogen bonding.

We have been studying CO2 absorption using an aqueous potassium carbonate solvent solution
with the addition of other solvents in an attempt to improve CO2 absorption performance. In
this chapter, we report results of a synergistic effect that became apparent during these studies.
When small amount of piperazine (PZ) is added to the potassium carbonate solution, both
CO2 absorption rate and capacity are significantly enhanced, exceeding the mathematical sum
of the CO2 absorption rate and the capacity of the individual solvents.

Piperazine itself is an active absorbent for CO2 [15]. For some engineering reasons, it has only
been used as an additive or a promoter to other common CO2 capture amines [16]. With amine
solvents, piperazine has shown promotional effect. For instance, the CESAR‐1 solvent is an
aqueous blend of AMP (2‐amino‐2‐methyl‐1‐propanol) and PZ which showed a reduction of
about 20% in the regeneration energy and 45% in the solvent circulation rate compared to
those of MEA‐based CO2 capture process under similar process condition [17].

There have been some reports on the promotional/synergistic effect on CO2 capture by K2CO3

and PZ [18]. This study builds upon previous achievements and provides convincing experi‐
mental evidence of the synergistic effect.
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2. Experimental

A batch‐mode liquid‐gas absorption apparatus was constructed in CanmetENERGY, Ottawa.
A schematic and a photo of the apparatus are shown in Figure 1. All of the connections within
the system are vacuum‐proof. The volume of the four‐neck flask is 690 ml. The solute gas used
in the experiment is a mixture of CO2 and air (49 v% of CO2). CO2 absorption tests were carried
out at 21℃ (room temperature). The flask was placed in a water bath to maintain a constant
temperature (CO2 absorption is exothermic). First, the flask was purged by the solute gas for
10 min. Then all of the valves of the flask were closed, leaving the gas in the flask at ambient
pressure. After this, 10 ml of solvent was introduced into the flask by opening the two valves
of the funnel, and then closing them quickly so that the flask becomes a closed system with
gaseous solute in contact with liquid solvent. The liquid was agitated by a magnetic stirrer at
350 rpm (there was no difference on the CO2 absorption results with rpm in the range of 300–
400). When the CO2 was absorbed, the pressure in the flask decreased. This pressure was
monitored with a solid state pressure sensor/transducer (PX209‐30V15GI) from Omega. A
monotonous pressure declining curve was obtained, revealing the CO2 absorption kinetics
(rate of decline) as well as capacity (the final level‐off of the decline).

Figure 1. Batch mode gas‐liquid absorption apparatus.

The solvents used and their concentrations in aqueous solution are shown in Table 1. In the
test, the primary solvent was aqueous potassium carbonate, K2CO3. Other solvents were used
as secondary promoters to see if there was a synergistic effect between the primary and
secondary solvents. The hybrid solvents were obtained by mixing the individual solvents
(shown in Table 1) with certain ratio (quantity in ml). Water was added to adjust the effective
concentration and the final volume in a test.

Three test series were completed, one for each of the secondary solvents. These included:
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Test Series 1—K2CO3 (primary solvent) with PZ (secondary solvent)

• 7 ml K2CO3/3 ml H2O (K2CO3 represents its solution in Table 1)

• 3 ml PZ/7 ml H2O (PZ represents its solution in Table 1)

• 7 ml K2CO3/3 ml PZ

Test Series 2—K2CO3 (primary solvent) with MEA (secondary solvent)

• 7 ml K2CO3/3ml H2O

• 3 ml MEA/7 ml H2O (MEA represents its solution in Table 1)

• 7 ml K2CO3/3 ml MEA

Test Series 3—K2CO3 (primary solvent) with NaOH (secondary solvent)

• 7 ml K2CO3/3 ml H2O

• 3 ml NaOH/7 ml H2O (NaOH represents its solution in Table 1)

• 7 ml K2CO3/3 ml NaOH

Solvent Molecular. 

formula

Density

(g/cm3)

Molar mass

(g/mol)

Concentration used

(% wt)

Structure

Potassium carbonate  K2CO3 2.43 138.21 33

Piperazine (PZ) C4H10N2 1.98 86.14 16

Ethanolamine

(MEA)

C2H7NO 1.01 61.08 15

Sodium hydroxide NaOH 2.13 40.00 15

Table 1. Properties of chemicals and solvents used in the experiment.

3. Results and discussion

The CO2 absorption results for test series 1 are shown in Figure 2. After the solvent was
introduced into the flask filled with CO2/air, the chemisorption occurred as demonstrated by
the pressure decrease. From the results in Figure 2, it can be seen that K2CO3 showed a slow
absorption rate and low absorption capacity. Piperazine's CO2 absorption rate was faster and
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had higher capacity. When the two solvents were mixed, the binary solvent system absorbed
more CO2 at an even faster rate. The mathematical sum of the individual CO2 absorption curves
of the K2CO3 and piperazine (the sum of the green curve and the light blue curve) is shown in
Figure 2 as well (dark blue line). It is clear that the binary solvent system performed much
better for CO2 absorption than the mathematical sum of the individual solvents. The two curves
(orange and purple in Figure 2) showing the CO2 absorption results of the binary solvent
system from two different tests under the same conditions indicate that the apparatus worked
very well with a high degree of repeatability.

Figure 2. Test series 1—CO2 absorption with binary solvent system of K2CO3 and piperazine.

The test results of the binary solvent system of K2CO3 and MEA are shown in Figure 3. The
component solvents of K2CO3 and MEA were of similar effectiveness for CO2 absorption. The
binary solvent system showed only a slight synergistic effect.

Figure 3. Test series 2—CO2 absorption with binary solvent system of K2CO3 and MEA.
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In order to investigate the necessary and/or sufficient conditions for the synergistic effect of a
stronger CO2 solvent with a milder solvent (e.g., PZ with K2CO3), the binary solvent system of
K2CO3 with NaOH was tested (Figure 4). It can be seen from Figure 4 that, although NaOH is
a much stronger CO2 solvent than K2CO3, the binary solvent system of K2CO3 and NaOH does
not show any synergistic effect.

Figure 4. Test series 3—CO2 absorption with binary solvent system of K2CO3 and NaOH.

Figure 5. The CO2 absorption by binary solvent versus the ratio of K2CO3:PZ.
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Therefore, it is a necessary but not a sufficient condition for a binary solvent system with
different CO2 absorption capacities and kinetics to generate synergistic effect. Among the three
pairs, only the binary solvent of K2CO3 and PZ showed a positive synergistic effect on CO2

absorption.

As shown by our experiment (Figure 2) and others [19], PZ is a stronger and faster CO2 solvent
than K2CO3. When the ratio of K2CO3 and PZ was varied, the CO2 absorption curves shifted
from the curve of K2CO3 to the curve of PZ, as shown in Figure 5. The binary solvent systems
between the two pure solvents exhibit synergistic effect. Illustrated in Figure 6 is the synergistic
performance of the binary solvent as well as the relationships with the two pure solvents (this
is only a general illustration).

Figure 6. Illustration of synergistic effect by a binary solvent system, e.g., K2CO3/PZ.

PZ is an expensive solvent. Whether or not it is suitable, alone, as a CO2 capture solvent is still
being explored in terms of thermal stability, corrosiveness and cost, etc. [19]. As shown by this
study, it is promising to apply a binary solvent of K2CO3 and PZ at a ratio that maximizes the
synergistic effect on CO2 capture. Savings from operating at this condition could be realized
in terms of solvent cost, reduction of the absorber and regenerator sizes due to the improved
CO2 absorption rate and capacity. More effective solvents would require smaller absorbers and
regenerators, leading to lower capital costs.

J. Tim Cullinane and Gary T. Rochelle have reported the promotional effect of K2CO3 and PZ
by kinetics [18]. They concluded that the promotional effect comes from the kinetics of the two
individual solvents and that the two solvents absorb CO2 independently. These cannot explain
the observations of this study. The promotional or synergistic effect of PZ to K2CO3 has been
suggested to occur through an intermediate formed between CO2 (aq) and PZ [20–22]. This
hypothesis, however, still needs to be verified experimentally. Our results indicate that there
may be a more interactive mechanism affecting the hybrid solvent performance. Having a
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binary solvent system with one solvent more effective than the other is a necessary condition
for the synergistic effect (the pairs of K2CO3 and PZ, K2CO3, and NaOH), but not a sufficient
condition (K2CO3 and NaOH). There must be other reasons behind the synergistic effect. Here
we postulate two mechanisms:

• CO2 transition (or spill over or migration): CO2 is reactivated by solvent B forming a labile
state [[B] · [CO2](aq)], then transfers or migrates to solvent A to finish CO2 absorption
(Figure 6). Likely hydrogen bonding is involved.

• Reactive complex intermediate structure between the two solvents: in the CO2 absorption
system, there occur some kind of interactions between the two solvents by hydrogen
bonding or local ionic attraction, forming a more reactive intermediate complex [A·B] with
improved CO2 absorption ability.

The factors of electron donner strength, dielectric constants, solubility parameters of the
individual absorbent, and hydrogen‐bonding/nonhydrogen‐bonding may influence the
degree of synergistic effects. There needs more research work to capture and characterize the
reactive intermediate complex or transition state, to prove or disprove these postulated
mechanisms.

4. Conclusion

The idea of combining solvents to improve absorption is effective for piperazine and K2CO3.
These two solvents interact together and generate a greater absorption than each of the
individual solvents. The other solvents, i.e., MEA and NaOH, when mixed with K2CO3 did not
improve CO2 absorption, implying that the synergistic effect only occurs selectively between
specific pairs of solvents. The solution of 3 ml piperazine with 7 ml potassium carbonate is the
optimal ratio that increases CO2 absorption using the least amount of piperazine. The results
of these tests show the possibility of using piperazine and K2CO3 solution at an industrial scale.
If correctly implemented, it would result in savings in capital by reducing the absorber size
compared to use K2CO3 alone. The next step for this project is to apply these results within a
larger system. The major conclusions from the tests conducted are summarized below:

• A synergistic effect between K2CO3 and piperazine was observed.

• This synergistic effect only happens between this specific pair of solvents and is not
universal. Other than the thermodynamic reasons behind the effect, there seems to be some
additional mechanism that enhances the reaction (potentially a labile [CO2] formation
followed by migration or some more reactive intermediate complex structure formed
between the two solvent molecules).

• 3 ml piperazine/7 ml K2CO3 ratio is the most effective (faster absorption rate and higher
absorption capacity).
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Abstract

The natural capacity of the terrestrial landscape to capture and store carbon from the 
atmosphere can be used in cultivated systems to maximize the climate change mitigation 
potential of agricultural regions. A combination of inherent soil carbon storage potential, 
conservation management, and rhizosphere inputs should be considered when making 
landscape‐level decisions about agriculture if climate change mitigation is an important 
goal. However, the ability to accurately predict soil organic carbon accumulation follow‐
ing management change in the tropics is currently limited by the commonly available 
tools developed in more temperate systems, a gap that must be addressed locally in order 
to facilitate these types of landscape‐level decisions. Here, we use a case study in Hawaii 
to demonstrate multiple approaches to measuring and simulating soil carbon changes 
after the implementation of zero‐tillage cultivation of perennial grasses following more 
than a century of intensive sugarcane cultivation. We identify advancements needed to 
overcome the barriers to potential monitoring and projection protocols for soil carbon 
storage at our site and other similar sites.

Keywords: carbon sequestration, soil carbon, climate change mitigation, perennial 
grasses, zero‐tillage
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1. Introduction

As global demand for agriculture and bioenergy increases, so does the need to understand 
and predict not only the amount of food or energy that can be produced in large‐scale agri‐
cultural systems, but also the environmental impacts associated with changes in agricultural 
land use and management. The effects of land‐use change on soil carbon sequestration are 
poorly understood, particularly for novel bioenergy feedstocks. Maximization of carbon cap‐
ture in agricultural systems through successive sequestration of photosynthetically fixed bio‐
mass carbon into soils for long‐term storage has great potential to offset greenhouse gases in 
the atmosphere and mitigate climate change. However, the potential to sequester carbon in 
soil across cultivated landscapes for the purpose of climate change mitigation remains largely 
untapped, in part due to the complexity of soil carbon stabilization processes. In this chapter, 
we focus on a heterogeneous landscape in central Maui, a Hawaiian island, where sugar‐
cane was intensively cultivated for over a century using preharvest burns and deep tillage. In 
2011, a ratoon harvest system with zero‐tillage management replaced sugarcane cultivation at 
select sites. Our objective was to identify current gaps in knowledge within the Maui system 
that diminish efforts toward accurate prediction of carbon capture and storage across this, 
and other similar landscapes in transition.

1.1. Factors controlling soil carbon stocks

1.1.1. Soil texture and mineralogy

Soil texture, particularly clay concentration, is commonly thought to predominantly influence 
soil organic carbon storage and therefore percent clay is commonly used as a modulator in 
simulation models like CENTURY [1] and Roth C [2] to help project carbon sequestration. 
However, other researchers investigating soil texture and soil carbon [3] found improved 
water holding capacity in silt‐dominated soils and subsequently improved plant productiv‐
ity, and thus suggest that silt may have greater effects on soil carbon sequestration than clays. 
Water holding capacity regulates oxygen supply and thus affects microbial decomposition 
[4]. In some tropical and subtropical soils, Fe‐oxide cementations defy standard protocols 
for dispersion during texture determination and require specialized methodology to attain 
accurate clay concentrations that are not yet widely recognized in the literature [5]. Torn et al. 
[6] concluded that geological timescales were the strongest controlling factor of soil carbon 
change, but that was based on the stages of mineral weathering and the direct organomineral 
interactions that result in carbon stabilization. Specifically, the concentration of poorly or non‐
crystalline clay minerals can be a stronger factor controlling soil organic carbon storage than 
net primary productivity on millennial [6] and decadal [7] time scales. Although percent clay 
can be an adequate modulator for many systems, greater detail of information on soil texture 
and mineralogy often is needed in others such as systems of volcanic origin, arid regions, 
and subtropic/tropical ecosystems to improve model simulations of soil carbon accumulation.

1.1.2. Soil carbon stabilization, equilibrium and saturation

In reality, soil texture, mineralogy, climate, gross productivity and carbon allocation, land 
management, soil biota and their carbon use efficiency, and stabilization mechanisms such as 
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physical protection by aggregation and organomineral interactions act together to control soil 
carbon stocks. In the context of managing land to maximize soil carbon capture, the concepts 
of soil carbon stabilization, saturation, and equilibrium are critical because these processes 
dictate how quickly soil carbon will increase, the level of soil carbon reached, and whether 
the accumulated soil carbon stock will be resilient to future disturbance. In 2002 and 2004 
reviews, Six et al. [8, 9] found (1) physiochemical soil characteristics control the maximum soil 
carbon stabilization capacity of soils; (2) microaggregates (<250 μm) are better at long‐term 
soil carbon stabilization compared to macroaggregates (>250 μm); and (3) macroaggregate 
turnover is a strong driver of soil organic carbon stabilization across soil types and distur‐
bance, with decreased macroaggregate turnover promoting increased long‐term microaggre‐
gate stabilization. Soil aggregates, therefore, play multiple roles in soil carbon accumulation 
and should be protected and promoted with management decisions such as shifts to zero‐till‐
age and minimal disturbance regimes.

Plant inputs also are an important factor in carbon stabilization, saturation, and equilibrium. 
In natural grassland systems of North America, litter mass losses contributed to soil carbon 
quickly at first through microbial decomposition, as well as more slowly through litter frag‐
ments moving into the mineral soil profile [10]. In tropical perennial grass systems, deep 
root inputs may have a greater influence on soil carbon accumulation than surface processes 
[11] because the aboveground biomass is removed. In cultivated landscapes, increases in 
organomineral complexes in the deeper soil profile under no tillage compared to conven‐
tional tillage led to a 16% increase of organic carbon [12]. A recent study of conservation 
agriculture in grasslands also found exchangeable calcium as the strongest single predictor 
of soil carbon in the top 10 cm [13], likely due to the positive effect of Ca2+ on soil aggregation 
in arid systems. Improving our assessment and understanding of soil carbon storage requires 
increasing our understanding of carbon stabilization while continuing to test and update con‐
ceptual models, especially those that span disciplines [14].

Advancements in technology as well as recent research findings support the move to mecha‐
nistic models of soil carbon processes. For example, Schmidt et al. [15] provide a succinct but 
wide‐ranging source of reasoning behind the need for better observation‐based and mecha‐
nistically driven conceptual frameworks. Lehmann and Kleber [16] argue for the need of soil 
science and interrelated disciplines to progress to a new model of soil organic matter and its 
interactions in the soil ecosystem. Their soil continuum model (SCM) is an attempt to recon‐
cile three current conceptual models of the fate of organic debris in soils: (1) humification, or 
the classic belief in the synthesis of large recalcitrant molecules from decomposition products; 
(2) selective preservation, the assumption that preferential mineralization leaves intrinsically 
stable compounds; and (3) progressive decomposition, the concept of faunal and microbial 
size processing of plant inputs into smaller molecules. They argue that humic terminology 
should be relinquished; instead of suggesting that humic substances are a distinct category of 
organic matter in soils, they should be considered an analytical process of alkaline extracts. 
Further, recent advances in nuclear magnetic resonance (NMR) imaging, termed comprehen‐
sive multiphase NMR, has given one of the first analytical looks into the in situ soil‐water 
interface and shows a complex mix of microbial and plant biopolymers with no evidence for 
cross‐linked humic material [17]. The study also describes notable findings in relation to the 
soil‐water interface that suggests carbon storage locations depend on the form of soil organic 
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carbon. These varied mechanisms of carbon stabilization could contribute to the disconnect 
between measured and modeled soil carbon as different carbon inputs may be mechanisti‐
cally stored in different ways, thus creating nonlinearity between plant inputs and soil carbon 
sequestration.

1.1.3. Soil and crop management

Landscapes with soil properties that favorably control carbon stabilization could be pref‐
erentially transitioned into conservation management to improve carbon storage in certain 
cultivated agricultural systems. Conservation agriculture practices—including minimal till‐
age, residue management, and plant cover—affect the carbon cycle in agricultural systems, 
thereby altering ecosystem service provision [18]. In bioenergy production, where high pri‐
mary productivity and maximum carbon capture in plant biomass are the primary goal, soil 
carbon sequestration can be a desirable secondary outcome with potent climate mitigation 
potential. Specifically, fast growing deep‐rooted perennial grasses have the potential to input 
large amounts of carbon deep into the soil profile that can be protected by aggregate forma‐
tion or organomineral interactions. A review of bioenergy crop “management swing poten‐
tial” illustrates how management changes can swing the greenhouse gas emissions balance 
of agricultural production systems in positive or negative directions [19], which could offset 
negative carbon emissions from harvest and planting. Mutuo et al. [20] also discuss tropi‐
cal agroforestry as another potential means to sequester carbon, finding large aboveground 
potential (60 Mg C/ha) but low belowground storage (25 Mg C/ha). However, they only inves‐
tigated the top 20 cm of soil; investigation of the full soil profile may have revealed agrofor‐
estry increasing deeper, and potentially longer‐term, soil carbon stocks. Anderson‐Teixeira 
et al. [21] also found significant increases in belowground biomass of fast growing perennial 
crops compared to corn. Though soil carbon was not directly investigated in their study, it 
is expected that higher biomass in deeper depths likely increased deep soil carbon stocks 
compared to the typically shallow rooting of row crops like corn and soy. Getting carbon to 
deeper depths, minimizing its disturbance, and allowing physical and chemical protection 
mechanisms to remain intact are goals that conservation agriculture can help to achieve.

1.1.4. Soil bulk density and profile depth

When measuring soil carbon stocks, soil bulk density (i.e., mass per volume) and the whole 
soil profile (i.e., depth and development features) are critical to determining accurate total 
carbon stocks. Soil bulk density and profile depth have the most direct and simple effect on 
measured soil carbon stock, and more importantly accurately assessing the change in soil car‐
bon stock postland use or management shift. In cultivated systems, determination of cumula‐
tive soil carbon using equivalent soil mass (ESM) methods accounts for changes in soil bulk 
density caused by management changes in compaction or tillage [22–24]. A recent study of 
a tropical forested system by Crow et al. [25] illustrates how different soil carbon measure‐
ment techniques (bulk density vs. ESM) can lead to conflicting carbon stock interpretations, 
especially in transitions between land management and crop type. By not accounting for com‐
paction during land use change, average soil C change was overestimated by 14.9%, a differ‐
ence that could have led to vastly different management decisions [25]. Though mineral soil 
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profiles can be several meters deep, many studies have only investigated surface soils even 
though change can be profound at depth [26]. More soil measured, even with lower carbon 
concentration at deeper depths, results in larger carbon stocks and, increasingly, deep soil 
sampling (to at least 1 m, if not more) are commonplace.

1.2. Simulation modeling and monitoring soil carbon change

In bioenergy feedstock production, where the environmental goal is to displace fossil fuels 
and promote carbon negative or neutral activity, maximizing carbon capture and sequestra‐
tion in soils is important. As the societal costs of climate change increase, the economic value 
of carbon will also increase on a global scale [27, 28]. If carbon sequestration in a bioenergy 
feedstock production system can be fairly monetized, it could offset costs of establishing bio‐
energy production sites and help reduce uncertainty in an industry currently closely tied to 
fluctuating oil prices. Future management plans for soil carbon capture should include both 
environmental and economic sustainability factors.

The challenge of accurately measuring and projecting of carbon storage in agricultural sys‐
tems increases as novel crops, large spatial scales, and heterogeneous soils and landscapes 
are utilized. Simulation modeling allows, with minimal on‐site data collection, prediction 
of the potential of an area for climate mitigation or carbon monetization. Such models, cali‐
brated to the specific processes controlling soil carbon accumulation at each site, can provide 
insight to land managers making landscape‐level carbon decisions. With the precise tools, 
adaptive management plans may be made if monitored soil carbon stocks meet or miss simu‐
lated carbon potentials. Using simulation and projection modeling as a tool to investigate the 
effectiveness of carbon stock assessment methods (e.g., understanding the necessary sample 
quantities, spatial arrangements across a landscape, etc.) also helps determine the number 
and spatial distribution of samples needed to accurately quantify soil carbon stock change 
over time.

With subsequent advances in understanding of soil processes and representation in ecosys‐
tem and Earth system models, the potential exists to improve estimates of soil sequestration 
and projection models. Although many site‐specific studies of soil organic carbon stocks have 
been completed, there remains uncertainty in the predominant soil processes that influence 
soil carbon storage and how these processes apply across heterogeneous landscapes of vary‐
ing soil, temperature, rainfall, management, and other conditions to achieve carbon seques‐
tration. Overly simplified models that consider only plant inputs as the driver of soil carbon 
are not accurate. Simple clay modifiers also are not effective in accurately modeling carbon 
storage for many soils, with noncrystalline mineral modifiers showing increased accuracy for 
some Andisol systems [29].

Several soil carbon models were developed for a specific cropping system, which makes it 
difficult to compare their performance against other models. Moreover, most models have 
not been fully parameterized and effectively tested for lack of adequate field measured SOC 
data, which is also crucial for the verification of model outputs. Soil subcomponent models 
that consider soil carbon dynamics and multiple pools, such as CENTURY, have shown to be 
reasonably good in simulating changes in SOC stocks, it is, however, important to note that 
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the C pool compartments are only conceptual, and have not been verified experimentally. 
Fundamentally, these models are based on outdated and oversimplified concepts of soil car‐
bon formation. For example, static transfer rates among pools in the CENTURY model breaks 
down conceptually through time, and as demonstrated in this case study, have been shown 
empirically to be dynamic in certain systems. Moving toward more empirical models, resem‐
bling the SCM [16], that employ mechanisms like aggregate formation, organomineral inter‐
actions, and soil microbial biomass, among others, could help to better describe and model 
soil carbon cycles in the soil microbiome.

2. Ratoon harvest and zero‐tillage management: a bioenergy  
case study in central Maui

Located in the central valley of Maui, Hawaii, between Haleakala and West Maui mountains, 
the Hawaiian Commercial & Sugar Company (HC&S) produced sugar from irrigated cane 
beginning in 1870 (Figure 1). The 36,000 acres of the HC&S plantation span large gradients of 
elevation, temperature, wind, and rain, which in turn generated high soil heterogeneity. From 
the start, HC&S preburned their sugarcane fields to reduce extraneous foliage and increase 
the percent sugar of collected material, which in turn improved the efficiency of their sugar 
extraction process. After the burn, cane stalks were mechanically ripped from the soil with 
their associated root bulb for processing; the fields underwent deep soil ripping (40 cm), and 
then were left barren until being replanted several weeks later. HC&S, as the last remaining 
large‐scale agriculture company in the Hawaiian Islands, began transitioning in 2016 from 
sugarcane to diversified agriculture that will include large areas of perennial grasses for bio‐
energy feedstock and/or cattle forage. In this case study, the focus was on the heterogeneous 
landscape and identifying factors with predominant control on soil carbon stocks and accu‐
mulation following an experimental change from past intensive cultivation to ratoon harvest, 
zero‐tillage management of tropical perennial grasses.

Figure 1. Maui with the main Hawaiian Islands inset (left) and Hawaiian Commercial & Sugar Company fields and 
associated soil series (right). Soil series data from: Soil Survey Staff, Natural Resources Conservation Service, United 
States Department of Agriculture. Web Soil Survey. Available online at http://websoilsurvey.nrcs.usda.gov/. Accessed 
[07/30/2016].
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2.1. Geospatial representation of soil parameters and baseline soil stocks

HC&S contains 14 soil series identified by the U.S. Soil Taxonomic system (Figure 1) that 
reflect heterogeneous soil properties across large areas of the plantation. As a first step to 
improve model simulations of soil carbon accumulation at the plantation scale, primary soils 
data (including GPS locations, horizon depths, bulk density, soil texture, pH, total carbon and 
nitrogen concentration, and organic carbon concentration) were collected for 20 map units 
across HC&S. These 20 map units represent 7 soil orders, 10 soil series, and ~77% of total 
plantation area. Data from these 20 fields also provide a baseline of soil carbon stocks under 
more than a century of intensive cultivation of sugarcane.

Raster interpolation was used to investigate geospatial relationships between soil organic car‐
bon and potential factors that affect soil carbon sequestration. The field data were analyzed 
in ESRI ArcGIS using ordinary spherical kriging from the 3D analyst toolbox. Geospatial pat‐
terns emerged in soil texture data in both the percent sand and clay (Figure 2) but none were 
apparent for percent silt, which was approximately 50% for most of the soils tested (data not 
shown). The wetter, higher elevations going up Haleakala Mountain showed high levels of 
clay, while the west side of the plantation had more sand dominant soils. Standard protocols 
were used for the textural classification and therefore the percent clay may be underestimated 
and percent sand may be overestimated for some of the soils; however, these observation are 
consistent with greater clay development in wetter, upland soils and sandier clays in low 
lying areas that were subject to sea‐level rise. pH did not show clear trends in space (results 
not shown), although we did find that a majority of the soils across the plantation were very 
basic (pH 7–8), with the most acidic areas slightly under pH 6. This is likely due to soil par‐
ent material (e.g., basic igneous rock in the Keahua series and calcareous sand deposits in 
the Jaucas series) in parts of the plantation and high application rates of lime as needed for 
productivity throughout.

Figure 2. Simple spherical kriging of texture data gathered from 20 fields across the HC&S plantation: percent sand (left) 
and percent clay (right). Interesting geospatial patterns of sand and clay appear but do not well explain the patterns 
found in organic carbon stocks across HC&S.
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The equivalent soil mass (ESM) method as described in the introduction (Section 1.1.4) was 
used to calculate a carbon stock for each of the 20 fields and the same methods described above 
were used to generate a geospatial representation of baseline soil carbon stock for the plan‐
tation (Figure 3). Four arbitrary cumulative soil reference masses were chosen based on the 
sampling scheme and typical cumulative soil masses found by the ESM method in the 20 fields 
data. The ESM reference masses chosen were 2500, 5000, 7500, and 10,000 Mg/ha, with each 
ESM reference mass interpolated similarly to the texture data using ordinary spherical kriging 
in ArcGIS. These masses roughly equate to a 0.6 m depth, although the exact depth is different 
for every soil. There were no strong geospatial patterns for soil carbon stock in the shallowest 
soils (ESM 2500), with spatial patterns emerging only after the inclusion of the deeper soil pro‐
file. Long periods of deep tillage and a monoculture cropping system with similar amounts of 
litter and shallow root inputs are possible causes for the lack of geospatial difference in the sur‐
face soil carbon stocks. However, the final pattern that emerged in ESM 10,000, where higher 
carbon stocks appear to be in wetter northeastern fields along the windward side of Haleakala 
and western fields toward the West Maui Mountains, does not have a simple explanation.

Figure 3. Simple spherical kriging done in ArcGIS estimates the distribution of baseline carbon across the HC&S 
plantation at four ESM reference masses: (A) 2500 Mg/ha; (B) 5000 Mg/ha; (C) 7500 Mg/ha; (D) 10,000 Mg/ha. Carbon 
stocks are represented on differing scale bars to illustrate changes in geospatial patterns as more of the depth profile 
is considered. ESM 10,000 (full profile) shows highest carbon accumulation toward the West Maui Mountains and 
northeast toward Haleakala Mountain, possibly following a climatic gradient of rainfall and soil weathering.
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Soil texture and pH did not align overall with the patterns in soil organic carbon (Figure 3), 
although higher clay in the northeast areas of HC&S does generally align with higher carbon 
storage. Some of the higher clay areas are also known to have volcanic ash deposits and the 
soils have andic properties (e.g., Haliimaile and Hamakuapoko series in the northeast) or are 
classified as Andisols (e.g., Alae series spread throughout in small areas). Poorly or noncrys‐
talline minerals derive from volcanic ash deposits, thereby confounding the influences of clay 
concentration and mineralogy. Future work will include exploring modified methods to quan‐
tify various forms of iron and aluminum oxides as possible drivers of organomineral sorption, 
water stable aggregates as a representation of physical protection, and comparison of climate 
data like temperature and rainfall as factors controlling clay weathering. Nonetheless, this is 
the first geospatial look at soil carbon stocks at this location and represents an initial attempt 
at soil carbon stock measurement and monitoring in this highly cultivated tropical perennial 
grass system. Higher sampling density of the plantation will likely be needed to corroborate 
these potential geospatial patterns.

2.2. Measured soil carbon stocks

2.2.1. Validation of geospatial interpolation of baseline values

Experimental plots were established at multiple locations across the plantation to investigate 
aspects of potential bioenergy production including: (a) growth characteristics of multiple 
novel feedstock crops, (b) water use efficiency and stress management, (c) the effects of eleva‐
tion/wind/rain gradients, (d) emissions of greenhouse gases from soils, and (e) soil carbon 
sequestration based on management and soil properties. Soil carbon stock changes over time 
were measured at each site from baseline to year 3 postmanagement change. This case study 
focuses on soil carbon stocks at two‐field plots established in the HC&S commercial fields 718 
(Pulehu series; fine‐loamy, mixed, semiactive, isohyperthermic Cumulic Haplustoll) and 609 
(Molokai series; very‐fine, kaolinitic, isohyperthermic, Typic Eutrotorrox) (Figure 1) to vali‐
date the geospatial interpolation method for determining baseline carbon stocks. Comparison 
of the baseline cumulative soil carbon data collected at field 718 (~126 Mg/ha at ESM 10,000) 
and 609 (~111 Mg/ha at ESM 10,000) (Figure 4) shows fairly close agreement with the planta‐
tion‐practice baseline interpolation of the 20 field's dataset that indicate 117–123 Mg/ha and 
101–106 Mg/ha of cumulative carbon at fields 718 and 609, respectively (Figure 3d). However, 
further comparison of both pit sampling and core sampling at identical locations will be 
needed to confirm agreement between the two ESM calculations.

2.2.2. Change over time

Focusing specifically on field 718 and a high performing hybrid energy cane (Saccharum 
Officinarum × Saccharum Robustum) feedstock, soil carbon stocks after conversion from inten‐
sive sugarcane cultivation to annual ratoon harvested energy cane exhibited substantial 
sequestration during the first 3 years (Figure 5). For this comparison, ESM data was calcu‐
lated from soil cores dug using hand augers, with samples divided into 20 cm soil depth 
increments to 1.2 m. Within the collected soil profile, as represented in the ESM of 18,000 Mg/
ha (roughly equivalent to 1 m depth, but all cores were different), high levels of cumulative 
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carbon sequestration are apparent under conservation agriculture. It is known that following 
the shift from intensive cultivation to conservation practice, initial soil carbon accumulation 
rates will be high and decrease over time as a system saturates and reaches a new equilibrium. 
In this case study, the average annual cumulative soil carbon over the first 3 years was calcu‐
lated as an estimate of soil carbon sequestration potential after the implementation of conser‐
vation agriculture in the surface soils and the deepest soil mass depth (ESM 3600 and 18,000; 
Figure 5). Net carbon sequestration is expected to continue at decreasing rates if conservation 
agriculture is maintained, but, in the first 3 years, the mean soil carbon sequestration at field 
718 was 2.34 ± 1.03 Mg C/ha/yr in the surface soils and 12.75 ± 2.76 Mg C/ha/yr in the deeper 
soil profile over the 3‐year experiment. These gains are in the range of recently reported rates 
of 3.9 Mg C/ha/yr in the surface soils of a tropical Napier grass system [30] and 5.0 Mg C/
ha/yr in the top 1 m of a subtropical sorghum study [31]. Fluctuations in soil carbon stock 
occurred during the transition to conservation agriculture in this tropical perennial system. 
Rapid carbon sequestration in the first 2 years from baseline while the crops were establishing 
the below ground system and rhizopshere, with a slight reduction in carbon storage in year 3 
(Figure 5). These data may indicate increasing but also naturally oscillating soil carbon stocks 
under improved soil management.

Figure 4. ESM data from baseline measurements of fields 718 and 609 are depicted with red line representing the 10,000 
Mg/ha soil reference mass. When cumulative carbon from fields 718 and 609 are compared to the 20 field's interpolation, 
decent agreement between spatial model and measured ESM values are found.
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To scale‐up carbon storage to other areas of the plantation, we compared soil properties of the 
Pulehu series found at field 718 with nearby soils (Table 1). Specifically, the Paia, Waiakoa, 
and Ewa soil series (Mollisols) were chosen as adjacent areas with similar soil properties to 
field 718. However, important differences in detailed soil properties (e.g., percent clay) among 
the four soil series, suggest that only the plantation area under the original Pulehu soil should 
be used for scaling up (Table 1). Simple extrapolation of surface soil and deep soil carbon 
sequestration potentials found at field 718 (2.34 ± 1.03 and 12.75 ± 2.76 Mg C/ha/yr, respec‐
tively) across areas of the Pulehu series (1763 ha, representing ~11% of the HC&S plantation) 
equates to a prospective soil carbon sequestration potential of 4.1 ± 1.8 Gg C/yr that could be 
taken from the atmosphere and stored in similar surface soils compared to 22.5 ± 4.9 Gg C/
yr that could be stored throughout the deeper soil profile in the first 3 years of transition to 
conservation agriculture. However, these initial carbon sequestration rates are expected to 
decrease with time as the soil's potential for carbon storage is saturated. Geospatial differ‐
ences in carbon sequestration due to soil and environmental heterogeneity across the planta‐
tion also make these estimates rather uncertain, but these findings clearly indicate that deep 
(≥1 m) carbon sampling is important when considering landscape level soil carbon stocks as 
inclusion of the deep soil profile increased carbon stocks several fold.

Figure 5. Cumulative soil carbon as measured by equivalent soil mass (ESM) methods at field 718 under ratoon harvest 
energy cane and zero‐tillage. Increases in cumulative carbon at 5 ESM reference masses are shown by a shifting to the 
right from baseline. An unexplained drop in year 3, especially in the lowest reference mass, may show large natural 
fluctuation in carbon stocks.
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2.3. Model comparison: ALMANAC versus three pool transfer model

Finally, in an effort to project past the 3 years of data and to better understand the mecha‐
nisms that control how carbon is entering and moving through the soil system, we performed 
a physical separation of soil pools (i.e., density fractionation with sonication to disrupt an 
aggregated fraction) and subsequent simulation and projection model in SoilR [32] using the 
surface soils of field 718 and the ESM 3600 carbon accumulation values. The fractionation 
method used was based on Golchin et al. [33], in which sodium polytungstate (SPT) was 
used to increase the extraction density with free light, occluded light, and dense fractions 
sequentially separated by 1.6 g/L SPT solution. The free light fraction, which represents fresh 
plant inputs like roots and litter, was separated from the soil through light agitation by hand 
followed by centrifugation and aspiration. To obtain the occluded light fraction, which repre‐
sents carbon that has been physically protected by soil aggregation, the soil slurry was soni‐
cated with 400 kJ/mL to disrupt aggregates, and the released occluded carbon was captured 
by centrifugation and aspiration. Finally, the dense fraction was quantified as the soil that 
remained. The weights of recovered fractions and the percent carbon of each fraction were 
measured and then used to calculate the distribution of carbon between the pools. Strong 
decreases in litter/root inputs and aggregate protected carbon, as represented by the free light 
and occluded light fractions, respectively, were found. However, large increases of carbon in 
the mineral‐rich dense fraction drove increases in carbon stocks in the surface soils (Figure 6). 
As this data‐driven model is only a representation of surface soils, it will be  important to 

Pulehu Ewa Paia Waiakoa
Properties:
Sites sampled n = 4 n = 2 n = 2 n = 4

taxonomy (NRCS)1 Cumulic haplustolls Aridic haplustolls Torroxic haplustollus Torroxic haplustolls

Parent material1 Igneous alluvium Basaltic alluvium Igneous residuum Igneous residuum

Clay mineral type1 Mixed Kaolinite Iron oxide Kaolinite

Bulk density (g/cm3) 1.27 ± 0.06 1.19 ± 0.15 1.15 ± 0.03 1.32 ± 0.07

Soil porosity (%) 51.99 55.09 56.60 50.2

Texture Clay loam Silty clay loam Silty clay Silty clay loam

Clay (%) 5.85 ± 1.16 11.22 ± 3.35 35.90 ± 3.78 22.64 ± 3.10

Silt (%) 51.91 ± 9.96 75.15 ± 6.5 57.53 ± 4.97 66.61 ± 1.07

Sand (%) 42.24 ± 9.84 13.66 ± 3.14 6.58 ± 1.20 10.75 ± 2.33

Soil pH 7.45 ± 0.28 7.20 ± 0.2 7.60 ± 0.13 6.87 ± 0.53

SOC (%) 1.44 ± 0.16 1.99 ± 0.78 1.72 ± 0.20 1.28 ± 0.12

Total nitrogen (%) 0.12 ± 0.01 0.13 ± 0.03 0.17 ± 0.03 0.1 ± 0.01

C/N (using organic C) 12.43 15.27 10.12 12.30
1Data taken from NRCS Soilweb database, all other data collected during 20 field sampling using NRCS soil sampling 
protocols.

Table 1. Descriptive data of similar Mollisol soils series in Hawaii at HC&S (sampled during 20 fields experiment).
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Bulk density (g/cm3) 1.27 ± 0.06 1.19 ± 0.15 1.15 ± 0.03 1.32 ± 0.07

Soil porosity (%) 51.99 55.09 56.60 50.2

Texture Clay loam Silty clay loam Silty clay Silty clay loam

Clay (%) 5.85 ± 1.16 11.22 ± 3.35 35.90 ± 3.78 22.64 ± 3.10

Silt (%) 51.91 ± 9.96 75.15 ± 6.5 57.53 ± 4.97 66.61 ± 1.07

Sand (%) 42.24 ± 9.84 13.66 ± 3.14 6.58 ± 1.20 10.75 ± 2.33

Soil pH 7.45 ± 0.28 7.20 ± 0.2 7.60 ± 0.13 6.87 ± 0.53

SOC (%) 1.44 ± 0.16 1.99 ± 0.78 1.72 ± 0.20 1.28 ± 0.12

Total nitrogen (%) 0.12 ± 0.01 0.13 ± 0.03 0.17 ± 0.03 0.1 ± 0.01

C/N (using organic C) 12.43 15.27 10.12 12.30
1Data taken from NRCS Soilweb database, all other data collected during 20 field sampling using NRCS soil sampling 
protocols.

Table 1. Descriptive data of similar Mollisol soils series in Hawaii at HC&S (sampled during 20 fields experiment).
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further investigate the lower soil mass depths to see if mineral‐driven carbon sorption is 
prevalent throughout the depth profile. A model of the entire soil profile (ESM 18,000) will 
be completed to project forward changes in total carbon stock as more of the depth profile is 
density fractionated.

A second model simulation of carbon storage was completed using the ALMANAC soft‐
ware [34]. As a crop model, ALMANAC uses a broad range of inputs to model soil carbon 
compared to SoilR (Figure 7). In the ALAMANC model, based on the field experiment and 
expected future management, the plough layer was set to 20 cm, energy cane was ratooned for 
4 years and was then killed, ripped, harrowed, and replanted. These operations were based 
on farmer practice of periodically ploughing‐back their conservation‐tilled lands to alleviate 
problems of drainage, pests, and soil compaction [35]. The model was then run for a total of 
25 years, with 10 years of preruns to stabilize model input variables prior to 2011. From 2011, 
the cumulative soil carbon of the surface soil (ESM 3600) and full soil profile (ESM 18,000) at 
field 718 were projected out to 2025 (Figure 8). Projected soil carbon stocks from the surface 

Figure 6. Three‐pool model completed in SoilR (R project package, [32]) using density fractionation and measured ESM 
soil stock data from field 718 under ratoon harvest energy cane and zero‐tillage. An ESM reference mass of 3600, which 
represents the shallowest mass soil depth was used for C stocks (Figure 5). Pool fraction data was determined from 0 to 
20 cm depth samples (same cores ESM carbon stocks were calculated from).
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Figure 7. Conceptual representations of the processes involved in both the three pool SoilR model and the ALMANAC 
crop model. The empirical SoilR model requires soil carbon and density fractionation data to estimate fluxes between 
soil carbon pools, while the ALMANAC process model focuses on soil, crop, management, and weather data to estimate 
soil carbon stocks using the CENTURY soil carbon submodel for belowground carbon estimates. Comparing these two 
vastly different approaches helps to identify areas of improvement for carbon stock modeling in the future.

Figure 8. ALMANAC projection of surface soils (ESM 3600) and full soil profile (ESM 18,000). Ten years (2001–2010) 
were completed as a model equilibrium period before forward projection from 2011 for 15 further years.
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soils for both the three pool SoilR model and the ALMANAC model were then compared to 
the measured data (Figure 9).

To compare modeled outputs with averaged yearly soil carbon increase data, the year 5 mod‐
eled outputs from SoilR and ALMANAC were compared and scaled across the Pulehu soil 
series in the same manner as the measured data. Increases of 1.9 and 1.1 Mg C/ha/yr were 
found in the surface soils by the SoilR and ALAMANAC models, respectively. Scaling these 
values with the same area of similar Pulehu soils (1763 ha) shows a soil carbon sequestra‐
tion estimate of 3.3 and 1.9 Gg C/yr for SoilR and ALAMANC models, respectively. This 
estimate covers approximately 11% of the HC&S plantation area. As the SoilR model was of 
the surface soil only, it will be important to repeat this exercise with the deeper soil profile, 
especially considering that surface soils have shown the least differences under conservation 
agriculture. In contrast, the ALMANAC model was projected forward from a carbon baseline 
derived from the full depth profile, with year 5 showing an increase of only 0.8 Mg C/ha/yr 
when the deep soil profile is considered. Scaling up the ALMANAC output at year 5 gave a 
comparatively low value of 1.3 Gg C/yr sequestration potential across Mollisol soils at HC&S. 
Importantly, comparison of measured data and multiple models allows us to test different 
assumptions used, with further data collection and analysis expected to help improve and 

Figure 9. Two models (ALMANAC and SoilR) projected forward from surface soil (ESM 3600) for 8 years compared to 
measured data.
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refine not only the model end products, but also the underlying assumptions that are relied 
on to understand soil carbon sequestration and storage in the tropics.

3. Conclusion

Carbon storage potential on the plantation scale in productive tropical cultivated systems is 
high when transitioning into conservation agriculture, especially when the deep soil profile 
is considered. Deep soil carbon increases, attributable to fast growing deep‐rooted perennial 
grasses, led to a high belowground carbon sequestration potential (4.1 ± 1.8 and 22.5 ± 4.9 Gg 
C/yr in the surface and deep soils, respectively) if the average yearly increase of soil carbon 
at field 718 is generalized across similar Pulehu soils at the HC&S plantation. Taking mod‐
eled soil carbon stocks in the surface soils and scaling similarly gave 3.3 Gg C/yr from the 
SoilR model and 1.9 Gg C/yr from the ALMANAC model. However, much lower estimates 
were found when the deep soils were projected forward (only 1.3 Gg C/yr estimated by the 
ALMANAC model). As SoilR requires more fraction data from the deeper profile, it will be 
interesting to see if SoilR consistently has a greater estimate and ALMANAC a lower estimate 
of soil carbon sequestration. Nonetheless, these results point to a large potential for carbon 
storage through conversion to conservation agriculture; if monetized, these carbon storage 
potentials could be a huge prospective boon to the value of HC&S as a bioenergy site with 
proper soil and harvest management.

As indicated by the density fractionation results from commercial field 718, soil carbon storage 
is likely driven by mineral sorption in our system. However, there is need to refine our under‐
standing of mineral changes across such a heterogeneous landscape, with continued density 
fractionation and iron/aluminum oxide measurements expected to better explain variations in 
soil carbon storage across HC&S. The estimated sequestration potentials will also need further 
improvement through comparison of our other field trials to determine if geospatial varia‐
tions in soil texture and mineralogy will affect total carbon sequestration potentials across this 
heterogeneous landscape. Through continued and more detailed mineralogy and the addition 
of detailed climate, net primary productivity, and belowground biomass data, we expect to 
uncover relationships between the many factors controlling soil carbon sequestration in this 
system. Determination of better metrics and relationships of soil properties to carbon seques‐
tration across the heterogeneous landscape of HC&S will enable more accurate projection of 
carbon sequestration potentials in Hawaii and other similar tropical perennial systems.
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Abstract

Biosolid degradation in soil comprises important biological and geochemical processes 
that operate in the soil matrix and on the soil surface. The microbial ecology is assumed 
to be associated with mineral soil surface area because of the large surface area of soil. 
Biological degradation rates for 27 fields (10°C and 10% moisture) ranged from 0.01 to 
0.30 yr−1 and were determined by applying a degradation rate model (DRM). A 1-year-
long laboratory study was also conducted to determine biosolid microbial degradation 
rates (21°C and 20% moisture) for soils from eight of the fields. Changes in degradation 
rates were correlated with changes in mineral soil surface area (1–10 m2/g) with larger deg-
radation rates associated with soils with larger surface areas. The annual soil sequestration 
rate was calculated to increase from 1 to 6% for field conditions and from 4 to 14% for labo-
ratory conditions when the soil total surface area increased from 1 to 10 m2/g. Therefore, 
land application of biosolids is an effective way to enhance carbon sequestration in soils 
and reduce greenhouse gas (GHG) emissions.

Keywords: carbon sequestration, biosolids, biological degradation, mineral soil 
surface area

1. Introduction

This chapter evaluates the relationship between carbon sequestration rates for biosol-
ids added to soils and soil surface area to provide a better understanding of the variables 
that control sequestration. Biosolids are nutrient-rich organic materials formed as a result 
of anaerobic digestion of primary and secondary sludge from wastewater treatment plants. 
Each year 7.1 Mt of biosolids are generated (dry tons) in the United States [1]. Previous studies 
have accounted for effects of temperature and moisture on carbon sequestration rate but have 
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not included adjustments for soil surface area. We hypothesize that due to the large surface 
area of soils, biological processes that operate on the soil surface are potentially important to 
the sequestration rate of biosolids in soil. A degradation rate model (DRM) is used to predict 
the portion of biosolids added to soil that is sequestered (residual microbial biomass). The 
quantification of the biomass yield is especially important and is a unique feature of the DRM 
because it provides the ability to separate the soil organic carbon (SOC) into two components: 
(i) carbon (C) in biosolids that has not been degraded and (ii) C in residual microbial biomass 
produced during the microbial degradation process (sequestered carbon). Biomass is being 
developed as biosolids are consumed. One of the most important DRM characteristics is that 
it can be used to represent the pattern of biomass accumulation from multiple applications of 
biosolids to soil.

A basic relationship is developed that uniquely predicts changes in the sequestration of organic 
matter added to soils as a function of mineral surface area that provides a better understand-
ing of the important variables that control sequestration and allows the application of tech-
nologies based on their ability to increase the rate of C sequestration. Results demonstrate that 
soil surface area is much more profound as an indicated of carbon sequestration in soils than 
previously indicated, and therefore soil surface area is an essential parameter in assessing 
sequestration rates of organic material added to soils.

The United Nations Framework Convention on Climate Change (UNFCCC) declares that 
greenhouse gas (GHG) emissions result from anthropogenic activities and recommends C 
counting as a necessary step toward reduction of such emissions [2]. The land application 
of biosolids is an effective way to increase SOC. The ability for soils to biologically degrade 
biosolids and sequester carbon (C) is recognized as one method to mitigate greenhouse gas 
emissions [2, 3]. Jarecki and Lal [4] also suggested that application of biosolids is an important 
management practice to increase soil C sequestration in agricultural soils. Net C sequestration 
rates from biosolids applied to soil have been reported to be between 1 and 3 Mg ha−1 yr−1 with 
biosolid application rate between 56 and 71 Mg ha−1 yr−1 [5].

The world’s degraded soils (1216 Mha) and agricultural soils (4961 Mha) both have high 
potential for C sequestration. Historical data show that 40 Pg of SOC have been lost in these 
soils. Considering these soils have capacity to sequester C, it is important to realize that there 
is a way to reverse the SOC depletion process. The total potential of soil C sequestration is 
around 0.6–1.2 Pg C yr−1, in which the world cropland could sequester C at the rate of 0.4–0.6 
Pg C yr−1 [6] and the desertification control has the C sequestration potential of around 0.2–0.6 
Pg C yr−1. Conant et al. [7] pointed out that the grassland also has relative high potential of C 
sequestration, which can be included in desertification control. These data imply that about 
0.9 ± 0.3 Pg C yr−1 additional C could be sequestered in soils [8].

Efforts to improve C sequestration in agricultural soils focus on changes of management 
 practices such as tillage/no tillage, irrigation, farm machinery, and other similar strategies 
[9]. Yet, C sequestration associated with improved management practices has not been inves-
tigated comprehensively because terrestrial C sequestration is a complex function of plant 
species, type of soil, regional climatic conditions, and topography in addition to manage-
ment practices [10, 11]. These intricate details are further amplified by the need for  long-term 
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sequestration, which can be included in desertification control. These data imply that about 
0.9 ± 0.3 Pg C yr−1 additional C could be sequestered in soils [8].

Efforts to improve C sequestration in agricultural soils focus on changes of management 
 practices such as tillage/no tillage, irrigation, farm machinery, and other similar strategies 
[9]. Yet, C sequestration associated with improved management practices has not been inves-
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species, type of soil, regional climatic conditions, and topography in addition to manage-
ment practices [10, 11]. These intricate details are further amplified by the need for  long-term 
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 studies required to evaluate dynamic processes involved in the better understanding of a 
quantitative dynamic process for C sequestration in agricultural soils. The present study over-
comes this difficulty by focusing on a specific and clearly defined system: repeated soil appli-
cation of biosolids under conditions of variable application rates.

Biosolids applied to soil are aerobically transformed into inorganic C, which is released to 
the atmosphere and into humid substances (biomass) that are available for sequestration. 
Microbial decomposition of biosolids occurs over a period of years not decades and therefore 
is susceptible to depletion. Decomposition of accumulated biomass is much slower, and con-
sequently this material has a significant potential as a repository for excess atmospheric C. 
Through the process described above, biosolid degradation rate plays a key role in governing 
the SOC dynamics. The rate of biosolid decomposition is one of the key processes governing 
the dynamic of C sequestration. The DRM is used in this chapter to quantify the degrada-
tion rate for biosolids and yield for residual microbial biomass from repeated application of 
 biosolids to soil and provides an easy quantitative method for evaluating C sequestration.

2. Method and materials

2.1. Degradation rate model (DRM)

To assess the dynamic of SOC sequestered process and better understand C sequestration in 
agriculture soil, Zhai et al. [12] developed a degradation rate model (DRM)l to describe the 
degradation rate process and determine the yield for residual microbial biomass (sequestered 
carbon) from repeated application of biosolids to soil. The DRM [12] was used in this study to 
provide the field biological degradation rate for biosolids applied to selected fields from 1972 
to 1985 in Fulton County, Illinois [5] (see Table 1 and Figure 1).

This site is located approximately 300 km southwest of Chicago. The climate of the site is con-
tinental with an annual average air temperature of 10°C and annual precipitation of 1013 mm. 
The monthly mean moisture content of soil is near 10%. The pH of surface spoils was neutral 
to alkaline with variable soil texture [5]. The biosolids applied to 41 fields were in liquid phase 
with average organic carbon 23.2% [5]. The advantage of using the Tian et al. [5] database is 
its long duration and the inclusion of repeated measurements of biosolids applied (including 
the organic constituent) and resulting soil organic carbon (SOC) gain. Forty-one fields were 

Type of 
biosolids

Total solids¥ Volatile 
solids¥

Organic 
carbon¥

Organic N* NH4-N* C/N* Total Fe* Total Al*

(%) (%)

Liquid 2.9–73.0 14.6–47.6 8.5–27.6 2.38 1.54 6.21 3.98 1.13

¥ Values vary based on biosolids applied from the year 1972 to 1985 in these properties, for detailed information, 
see Tian et al. database [5].

* Values vary based on biosolids applied from the year 1972 to 1985 in these properties, an average was shown here; 
for detailed information, see Tian et al. database [5].

Table 1. Properties of biosolids applied in this study (values are from Tian et al. database) [5].

Relationship Between Mineral Soil Surface Area and Carbon Sequestration Rate for Biosolids Added to Soil
http://dx.doi.org/10.5772/65862
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divided into three groups based on soil type. Group I consisted of 20 fields of “coarse” mine 
spoil soils, primarily Lenzburg (fine-loamy, mixed, active, calcareous, mesic Haplic Udarents) 
and Lenzwheel soil series [14]. Group II is primarily Rapatee (fine-silty, mixed, superactive, 
nonacid, mesic Mollic Udarents) soil series and contains nine fields of “fine” mine spoil 
soils, [14, 15]. Group III contains 12 fields of various non-mined soils that were degraded by 
 intensive cultivation or overgrazing [14, 15] (Figure 2).

The DRM was developed by employing pertinent information from Tian et al. [5] on the long-
term application of biosolids to soil in 41 fields with variable application periods ranging 
from 8 to 34 years (1972 to 2006). The model is based on a mass balance between the amount 

Figure 1. Biosolids applied on selected field in Fulton County, IL [13].

Figure 2. Typical soil samples from group I, II, and III applied in this study.
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of biosolid carbon applied to soil and the amount of SOC present in the soil plus the carbon 
evolved as CO2. The mass balance could be written as follows:

 2

Applied biosolids carbon first order kinetic iosolids remaining
 Carbon sequestered CO e

 
missi n

b
o s

−

+ +
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(1)

The biosolid decomposition rate in the DRM is described by first-order kinetics:

 

dC kt
dt

= −
 

(2)

where:

C = the carbon concentration present in the biosolids (Mg/Ha);

k = the first-order degradation rate (yr−1);

t = biosolid decomposition time (yr).

Based on the first-order kinetics, the accumulated residue could be calculated by the follow-
ing equation:

 ( )( )1 2 3residue 1 SEQequation _ num * 3nf f f f MERGEFORMAT= + + + + +

 
(3)

where

f is the fraction left after 1-year decay or  
0

kttC
f e

C
−= = , with t = 1.

To develop the DRM model, a curve fitting approach was applied that compared field mea-
surements of SOC to calculations of SOC. Curve fitting, the measured values of SOC for each 
year with model-generated values of SOC using trial and error, produced a best-fit average 
degradation rate for biosolid degradation and biomass yield. The DRM is based on quan-
tification of both the degradation rate for the biosolids and the yield for residual microbial 
biomass and provides an easy quantitative method for evaluating residual microbial biomass. 
One of the most important DRM characteristics is that it uses one degradation rate constant 
to adequately represent the pattern of accumulation from multiple applications of biosolids 
to soil. The DRM can be applied to estimate (1) the biosolid degradation as a function of 
time, (2) the SOC portion due to biosolids remaining, and (3) the residual microbial biomass 
(C sequestered). To apply the DRM, the appropriate biomass yields and degradation rate 
that are estimated from curve fitting are needed [15]. It should be noticed that the microbial 
biomass yield is considered as constant (35–40%) determined by curve fitting results. It is an 
important assumption when computing biomass (C sequestered) during the biosolid degra-
dation process in each field.

Figure 3 shows the C flow simulated in the DRM model. A wide range of factors control the 
rate of sequestration of carbon from biosolids and their residence time in soil.
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The DRM is presented as follows:

 ( )1 1t t ty y X f− −= + ×  
(4)

 

( )
1

1
Yield

t

t t

f
S y

f
 −

= × ×  
 

∑
 

(5)

 

( )
1

1
Yield

t

t t t t t

f
M y S y y

f
 −

= + = + × ×  
 

∑
 

(6)

 

( )
( ) ( )1

1 Yieldt t

f
E y

f
−

= × − ×
 

(7)

where f = e− k;

Xt is the biosolid carbon application amount (mg) at time t (day);

yt is the biosolid carbon remaining at time t (mg);

St is the biomass carbon mass or sequestered carbon accumulation at time t (mg);

Mt is mass of SOC at time t (mg);

Et is the annual C-CO2 emission at time t (mg).

Figure 3. Flow diagram of the DRM as a function of C addition [12].
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2.2. Soil particulate surface area

Tian et al. [5] classified the 41 fields evaluated in this study as coarse (group I), fine (group II), 
and mixed (group III) but provided no additional information concerning physical differ-
ences in the type of soils in each group. Therefore, a sieve analysis based on the mass fraction 
of soil that passes through a specified screen size was used to determine the mass distribu-
tion of the coarser, larger-sized particles, and a hydrometer was used to determine the size 
distribution of the finer particles [16]. Twenty-seven fields were strategically selected from the 
41 fields to have a wide range of mineral surface areas (see Table 2). Of the 27 fields selected, 
nine were from group I, seven from group II, and 11 from group III.

A soil texture analysis was used to determine the physical characteristics of the soils. [16]. 
Quantitatively, soil texture denotes the proportion of sand (0.05–2 mm diameter), silt (0.002–
0.05 mm diameter), and clay (less than 0.002 mm diameter) that occur in a given soil.

Particulate surface area size distributions were estimated from the mass size distributions 
to determine the effect of surface area on biosolid degradation. It was assumed that the soil 
particles are spherical with a smooth surface and the number of soil particles was estimated 
by Eq. (8) [15]:

 ( )3/ 4 / 3N M rρ π= ⋅ ⋅ ⋅
 (8)

where:

N = the number of soil particles;

r = soil particle radius (cm);

M = the mass of the soil particle (g);

ρ = soil density [17] (g/cm3).

The soil particulate surface area (S) was estimated by Eq. (9):

 
24S r Nπ= ⋅  (9)

where:

N  = the number of soil particles;

r  = soil particle radius (m);

S  = particle surface area (m2).

Eqs. (8) and (9) were applied to calculate mineral soil surface based on known mass distribu-
tion and average particle size for sand, silt, and clay [18].

2.3. Laboratory experiment using soil respirator

A yearlong laboratory study using a soil respirator was conducted to determine the degrada-
tion rate constants for eight of the 27 fields under laboratory conditions (21°C and 20% mois-
ture). The fields were selected strategically from the 41 fields to represent different mineral 

Relationship Between Mineral Soil Surface Area and Carbon Sequestration Rate for Biosolids Added to Soil
http://dx.doi.org/10.5772/65862

177



So
il

s
O

rg
an

ic
 

m
at

er
ia

ls
G

Fi
el

d 
no

.
En

vi
ro

nm
en

t c
on

di
ti

on
s

C
*

K
1 

$
K

2¥
D

SF
C

So
il

 
te

xt
ur

e

Fi
el

ds
La

b
M

g 
ha

−1
Y

r−
1

Y
r−
1

g 
cm

−3
m

2  g
−1

T
he

 s
oi

l 
sa

m
pl

es
 

fr
om

 th
is

 
st

ud
y 

(e
ig

ht
 

so
il

 s
am

pl
es

)

Bi
os

ol
id

s
I

F3
2

10
°C

 a
nd

 1
0%

21
°C

 a
nd

 2
0%

8.
93

0.
02

0.
11

2.
6

1.
29

Sa
nd

y 
lo

am

Bi
os

ol
id

s
I

F3
9

10
°C

 a
nd

 1
0%

21
°C

 a
nd

 2
0%

11
.9

5
0.

05
0.

12
2.

6
1.

73
Sa

nd
y 

lo
am

Bi
os

ol
id

s
II

I
F1

0
10

°C
 a

nd
 1

0%
21

°C
 a

nd
 2

0%
12

.8
5

0.
06

0.
14

2.
6

2.
29

Sa
nd

y 
lo

am

Bi
os

ol
id

s
I

F1
5

10
°C

 a
nd

 1
0%

21
°C

 a
nd

 2
0%

15
.4

4
0.

11
0.

24
2.

6
2.

42
Sa

nd
y 

lo
am

Bi
os

ol
id

s
II

I
F3

7
10

°C
 a

nd
 1

0%
21

°C
 a

nd
 2

0%
11

.7
5

0.
14

0.
35

2.
6

6.
55

C
la

y 
lo

am

Bi
os

ol
id

s
II

F4
7

10
°C

 a
nd

 1
0%

21
°C

 a
nd

 2
0%

18
.0

2
0.

15
0.

42
2.

6
8.

54
C

la
y 

lo
am

Bi
os

ol
id

s
II

F4
5

10
°C

 a
nd

 1
0%

21
°C

 a
nd

 2
0%

12
.9

5
0.

15
0.

38
2.

6
7.

63
C

la
y 

lo
am

Bi
os

ol
id

s
II

F4
3

10
°C

 a
nd

 1
0%

21
°C

 a
nd

 2
0%

15
.6

3
0.

20
0.

47
2.

6
7.

65
C

la
y 

lo
am

T
he

 s
oi

l 
sa

m
pl

es
 

fr
om

 th
is

 
st

ud
y 

(1
9 

so
il

 
sa

m
pl

es
)

Bi
os

ol
id

s
I

F8
10

°C
 a

nd
 1

0%
N

/A
11

.5
9

0.
01

N
/A

2.
6

1.
12

Lo
am

y 
sa

nd

Bi
os

ol
id

s
II

I
F1

6
10

°C
 a

nd
 1

0%
N

/A
12

.3
0

0.
01

N
/A

2.
6

1.
27

Lo
am

y 
sa

nd

Bi
os

ol
id

s
II

I
F2

2
10

°C
 a

nd
 1

0%
N

/A
14

.7
4

0.
02

N
/A

2.
6

1.
14

Sa
nd

y 
lo

am

Bi
os

ol
id

s
II

I
F2

3
10

°C
 a

nd
 1

0%
N

/A
8.

64
0.

03
N

/A
2.

6
1.

27
Lo

am
y 

sa
nd

Bi
os

ol
id

s
I

F4
10

°C
 a

nd
 1

0%
N

/A
9.

01
0.

03
N

/A
2.

6
2.

29
Lo

am
y 

sa
nd

Bi
os

ol
id

s
II

I
F3

5
10

°C
 a

nd
 1

0%
N

/A
15

.3
9

0.
06

N
/A

2.
6

1.
66

Sa
nd

y 
lo

am

Bi
os

ol
id

s
I

F2
10

°C
 a

nd
 1

0%
N

/A
10

.4
6

0.
06

N
/A

2.
6

2.
34

Sa
nd

y 
lo

am

Bi
os

ol
id

s
II

I
F3

4
10

°C
 a

nd
 1

0%
N

/A
10

.8
0

0.
07

N
/A

2.
6

2.
41

Sa
nd

y 
lo

am

Bi
os

ol
id

s
I

F3
0

10
°C

 a
nd

 1
0%

N
/A

18
.0

0
0.

10
N

/A
2.

6
2.

66
Sa

nd
y 

lo
am

Bi
os

ol
id

s
I

F2
8

10
°C

 a
nd

 1
0%

N
/A

17
.9

7
0.

12
N

/A
2.

6
4.

04
Lo

am

Bi
os

ol
id

s
I

F7
10

°C
 a

nd
 1

0%
N

/A
11

.6
4

0.
13

N
/A

2.
6

4.
80

Lo
am

Bi
os

ol
id

s
II

F9
10

°C
 a

nd
 1

0%
N

/A
9.

71
0.

01
N

/A
2.

6
4.

58
Si

lt 
lo

am

Bi
os

ol
id

s
II

I
F3

6
10

°C
 a

nd
 1

0%
N

/A
11

.9
8

0.
10

N
/A

2.
6

5.
15

Lo
am

Recent Advances in Carbon Capture and Storage178



So
il

s
O

rg
an

ic
 

m
at

er
ia

ls
G

Fi
el

d 
no

.
En

vi
ro

nm
en

t c
on

di
ti

on
s

C
*

K
1 

$
K

2¥
D

SF
C

So
il

 
te

xt
ur

e

Fi
el

ds
La

b
M

g 
ha

−1
Y

r−
1

Y
r−
1

g 
cm

−3
m

2  g
−1

T
he

 s
oi

l 
sa

m
pl

es
 

fr
om

 th
is

 
st

ud
y 

(e
ig

ht
 

so
il

 s
am

pl
es

)

Bi
os

ol
id

s
I

F3
2

10
°C

 a
nd

 1
0%

21
°C

 a
nd

 2
0%

8.
93

0.
02

0.
11

2.
6

1.
29

Sa
nd

y 
lo

am

Bi
os

ol
id

s
I

F3
9

10
°C

 a
nd

 1
0%

21
°C

 a
nd

 2
0%

11
.9

5
0.

05
0.

12
2.

6
1.

73
Sa

nd
y 

lo
am

Bi
os

ol
id

s
II

I
F1

0
10

°C
 a

nd
 1

0%
21

°C
 a

nd
 2

0%
12

.8
5

0.
06

0.
14

2.
6

2.
29

Sa
nd

y 
lo

am

Bi
os

ol
id

s
I

F1
5

10
°C

 a
nd

 1
0%

21
°C

 a
nd

 2
0%

15
.4

4
0.

11
0.

24
2.

6
2.

42
Sa

nd
y 

lo
am

Bi
os

ol
id

s
II

I
F3

7
10

°C
 a

nd
 1

0%
21

°C
 a

nd
 2

0%
11

.7
5

0.
14

0.
35

2.
6

6.
55

C
la

y 
lo

am

Bi
os

ol
id

s
II

F4
7

10
°C

 a
nd

 1
0%

21
°C

 a
nd

 2
0%

18
.0

2
0.

15
0.

42
2.

6
8.

54
C

la
y 

lo
am

Bi
os

ol
id

s
II

F4
5

10
°C

 a
nd

 1
0%

21
°C

 a
nd

 2
0%

12
.9

5
0.

15
0.

38
2.

6
7.

63
C

la
y 

lo
am

Bi
os

ol
id

s
II

F4
3

10
°C

 a
nd

 1
0%

21
°C

 a
nd

 2
0%

15
.6

3
0.

20
0.

47
2.

6
7.

65
C

la
y 

lo
am

T
he

 s
oi

l 
sa

m
pl

es
 

fr
om

 th
is

 
st

ud
y 

(1
9 

so
il

 
sa

m
pl

es
)

Bi
os

ol
id

s
I

F8
10

°C
 a

nd
 1

0%
N

/A
11

.5
9

0.
01

N
/A

2.
6

1.
12

Lo
am

y 
sa

nd

Bi
os

ol
id

s
II

I
F1

6
10

°C
 a

nd
 1

0%
N

/A
12

.3
0

0.
01

N
/A

2.
6

1.
27

Lo
am

y 
sa

nd

Bi
os

ol
id

s
II

I
F2

2
10

°C
 a

nd
 1

0%
N

/A
14

.7
4

0.
02

N
/A

2.
6

1.
14

Sa
nd

y 
lo

am

Bi
os

ol
id

s
II

I
F2

3
10

°C
 a

nd
 1

0%
N

/A
8.

64
0.

03
N

/A
2.

6
1.

27
Lo

am
y 

sa
nd

Bi
os

ol
id

s
I

F4
10

°C
 a

nd
 1

0%
N

/A
9.

01
0.

03
N

/A
2.

6
2.

29
Lo

am
y 

sa
nd

Bi
os

ol
id

s
II

I
F3

5
10

°C
 a

nd
 1

0%
N

/A
15

.3
9

0.
06

N
/A

2.
6

1.
66

Sa
nd

y 
lo

am

Bi
os

ol
id

s
I

F2
10

°C
 a

nd
 1

0%
N

/A
10

.4
6

0.
06

N
/A

2.
6

2.
34

Sa
nd

y 
lo

am

Bi
os

ol
id

s
II

I
F3

4
10

°C
 a

nd
 1

0%
N

/A
10

.8
0

0.
07

N
/A

2.
6

2.
41

Sa
nd

y 
lo

am

Bi
os

ol
id

s
I

F3
0

10
°C

 a
nd

 1
0%

N
/A

18
.0

0
0.

10
N

/A
2.

6
2.

66
Sa

nd
y 

lo
am

Bi
os

ol
id

s
I

F2
8

10
°C

 a
nd

 1
0%

N
/A

17
.9

7
0.

12
N

/A
2.

6
4.

04
Lo

am

Bi
os

ol
id

s
I

F7
10

°C
 a

nd
 1

0%
N

/A
11

.6
4

0.
13

N
/A

2.
6

4.
80

Lo
am

Bi
os

ol
id

s
II

F9
10

°C
 a

nd
 1

0%
N

/A
9.

71
0.

01
N

/A
2.

6
4.

58
Si

lt 
lo

am

Bi
os

ol
id

s
II

I
F3

6
10

°C
 a

nd
 1

0%
N

/A
11

.9
8

0.
10

N
/A

2.
6

5.
15

Lo
am

Recent Advances in Carbon Capture and Storage178

G
, g

ro
up

 n
o.

; 
C

* , 
an

nu
al

 c
ar

bo
n 

ap
pl

ic
at

io
n 

ra
te

; 
K

1$ , 
de

gr
ad

at
io

n 
ra

te
 u

nd
er

 fi
el

d 
co

nd
iti

on
s;

 
K

2¥ , 
de

gr
ad

at
io

n 
ra

te
 u

nd
er

 la
b 

co
nd

iti
on

s;
 

D
, s

oi
l d

en
si

ty
; S

FC
, m

in
er

al
 s

oi
l s

ur
fa

ce
 a

re
a.

Ta
bl

e 
2.

 V
ar

ia
tio

n 
in

 th
e 

en
vi

ro
nm

en
ta

l c
on

di
tio

ns
 (t

em
pe

ra
tu

re
 a

nd
 m

oi
st

ur
e 

co
nt

en
t)

, a
nn

ua
l a

pp
lic

at
io

n 
ra

te
 (C

), 
de

gr
ad

at
io

n 
ra

te
 u

nd
er

 b
ot

h 
fie

ld
 (K

1)
 a

nd
 la

bo
ra

to
ry

 
(K

2)
 c

on
di

tio
ns

, s
oi

l d
en

si
ty

(D
), 

m
in

er
al

 s
oi

l s
ur

fa
ce

 a
re

a 
(S

FC
), 

an
d 

so
il 

te
xt

ur
e 

fo
r s

oi
ls

 e
va

lu
at

ed
.

So
il

s
O

rg
an

ic
 

m
at

er
ia

ls
G

Fi
el

d 
no

.
En

vi
ro

nm
en

t c
on

di
ti

on
s

C
*

K
1 

$
K

2¥
D

SF
C

So
il

 
te

xt
ur

e

Fi
el

ds
La

b
M

g 
ha

−1
Y

r−
1

Y
r−
1

g 
cm

−3
m

2  g
−1

Bi
os

ol
id

s
II

I
F2

1
10

°C
 a

nd
 1

0%
N

/A
11

.3
2

0.
13

N
/A

2.
6

7.
83

C
la

y 
lo

am

Bi
os

ol
id

s
II

I
F3

1
10

°C
 a

nd
 1

0%
N

/A
16

.5
5

0.
17

N
/A

2.
6

7.
64

C
la

y 
lo

am

Bi
os

ol
id

s
II

F4
1

10
°C

 a
nd

 1
0%

N
/A

11
.5

0
0.

19
N

/A
2.

6
7.

89
C

la
y 

lo
am

Bi
os

ol
id

s
II

F4
2

10
°C

 a
nd

 1
0%

N
/A

13
.9

0
0.

20
N

/A
2.

6
8.

45
C

la
y 

lo
am

Bi
os

ol
id

s
II

F4
0

10
°C

 a
nd

 1
0%

N
/A

15
.4

8
0.

25
N

/A
2.

6
10

.0
9

Si
lt 

cl
ay

 lo
am

Bi
os

ol
id

s
II

I
F2

0
10

°C
 a

nd
 1

0%
N

/A
10

.9
3

0.
30

N
/A

2.
6

10
.0

2
Si

lt 
cl

ay
 lo

am

Te
rr

y 
et

 a
l. 

[2
1]

 s
oi

ls
Sl

ud
ge

N
/A

Fi
nc

as
tle

N
/A

21
°C

 a
nd

 2
0%

5.
15

N
/A

0.
35

2.
6

4.
81

Si
lt 

lo
am

Sl
ud

ge
N

/A
C

ha
lm

er
s

N
/A

21
°C

 a
nd

 2
0%

5.
15

N
/A

0.
29

2.
6

4.
66

Si
lt 

lo
am

Sl
ud

ge
N

/A
Tr

ac
y

N
/A

21
°C

 a
nd

 2
0%

5.
15

N
/A

0.
12

2.
6

2.
13

Sa
nd

y 
lo

am

Relationship Between Mineral Soil Surface Area and Carbon Sequestration Rate for Biosolids Added to Soil
http://dx.doi.org/10.5772/65862

179



surface areas. This approach facilitates the objective of establishing an association between 
total mineral surface area and degradation rate.

For the laboratory experiment, 10 g of air-dried soil from each field was added to 500 ml 
Erlenmeyer flasks plus additional water to provide the desired moisture content (0.2 g of 
water per gram of soil). The flasks were connected to a scrubber system consisting of a series 
of flasks containing concentrations of sulfuric acid, sodium hydroxide, and water to provide 
humidified, CO2-free air to pass over the surface of each soil sample. The flow rate of humidi-
fied, COCO-free air was controlled at 9 ml/min for each soil sample, which was incubated in the 
dark at 21°C for 360 days. The evolved CO2 was absorbed in 200 ml of a 0.5 NaOH solution. 
Periodic replacement of NaOH solutions guaranteed the accuracy of CO2 production rate 
measurements for each sample. Duplication experiments were conducted. The CO2 amount 
was measured by back-titration with 1.0M HCl after the CO2 was stabilized by precipita-
tion with 1.5M BaCl2 solutions [19]. At the beginning and the end of the 1-year incubation 
period, samples of soil taken from the flasks were analyzed to determine SOC concentrations 
using the Walkley-Black method [20]. This method used excess dichromate ion to oxidize the 
SOC and titrate the dichromate residual after oxidization with ferrous ion.

Terry et al. [21] also conducted a yearlong laboratory experiment to evaluate the biological 
degradation of synthetic biosolids (with the decomposition and degradation rate similar to 
real biosolids) using three different soil types under controlled conditions (Table 2). Terry’s 
paper reports on the emissions from biosolids added to soil with little analysis of the results. 
Terry’s CO2 emission database was reanalyzed in this study to provide the laboratory degra-
dation rate of biosolids, based on first-order kinetics. Results from Terry’s experiment were 
compared with results from this study.

3. Results

3.1. Sequestrate rates determined from DRM application

DRM provides C sequestration rates based on first-order kinetics and estimates the SOC 
 concentration for each field in Tian et al. [5] database. After annual biosolid application for 
15–22 years to each field, the modeled SOC concentrations and amount of C sequestered 
were estimated by applying DRM. Figure 4 provides example plots for two of the selected 
fields [15]. The SOC measured and estimated with the DRM matched very good base on 
the coefficient of determinations between them (average coefficient of determination is 0.94), 
indicating that the curve fitting technique was able to provide biomass yield and degradation 
rate. Therefore, DRM model is allowed to provide acceptable estimates of the measured SOC 
 values and sequestration amounts [15].

The slow rates of biosolid degradation resulted in large increases in SOC; this is because 
of the presence of biosolids that have not reacted [15]. The peak of the SOC concentration 
occurred in the mid-1980s after 12 years of annual biosolid application. After the year 1985, 
the accumulation of biosolids stopped in increasing and the biosolid application declined. 
An increased SOC was caused by the accumulation of stored biosolids when the biosolid 
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accumulation exceeded degradation during the early stage of biosolid application. A steady 
state was approached when of decomposition converged on the amount of biosolid applica-
tion [15]. This result is supported by Hamaker’s study [22], which developed a mathematical 
model to predict the cumulative levels of pesticides in soil. The study indicated that when 
pesticides application rate equals to its decomposition rate, a steady state was approached. 
Also, Jastrow et al. [23] suggested carbon sequestration occurs when a positive disequilibrium 
sustained between C input and C degraded over some period of time. A new steady-state 
system would eventually be achieved when the amount of degradation converged on the 
amount of application. Jastrow’s [23] result explains the increasing of SOC during the early 
stages of biosolid addition in this study, and Hamaker’s [22] finding corresponds to achieving 
a steady state between biosolid degradation and biosolid application.

Analyses of DRM simulation results (Figure 5) for the group I and II in the Tian et al. [5] data-
base indicate that higher biosolid degradation rates occur with finer soils. Several long-term 
agroecosystem studies also indicate that SOC accumulation increases with increase in C input 
[23, 24]. To assess the relationship between soil type, biosolid degradation rate, and biosolid C 
application rate, the fields were divided into coarse and fine soils [5]. It can be observed that the 
microbial degradation rate was larger for fine than for coarse soil type based on the separation 
of the regression lines. The error bars in Figure 5 represent one standard deviation for each 
average biosolid application rate for related fields in Tian’s database [15]. The average differ-
ence in the degradation rate between the linear regression lines was near 0.10 yr−1 (Figure 5). 
This represents the difference in the average degradation rate of biosolids when applied on 
coarse and fine soils. It can be observed in Figure 5 that there is a linear relationship between 
biosolid degradation rate and biosolid carbon application rate for both coarse and fine soils.

Figure 5 and Table 2 also identify eight of the 41 soils that were selected for a laboratory 
experiment using a soil respirator (21°C and 20% moisture content). The fields were selected 
strategically from the 41 fields to represent different mineral surface areas.

Figure 4. Example of the variation in biosolids remaining, measured and modeled soil organic carbon (SOC), 
and accumulated biomass. (a) Field 32 and (b) field 47.
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The DRM was used to determine rates of C sequestration for the eight soils based on 
Eqs. (2)–(7) (see Figure 6). There was a marked increase in the ratio of C sequestered to C 
application rate up to the year 1985 due to accumulation of the C from the conversion of 
biosolids to new biomass [15]. Beyond 2025, the ratio of C sequestration to C application 
rate shows the almost same trend as indicated in Figure 6. In the short term, lower biosolid 
degradation rates result in less microbial production and produce a smaller increase in C 
sequestration [15], i.e., F32. In the long term, the total amount of biosolid application deter-
mined the amount of sequestered C since all of the applied biosolids may undergo degra-
dation. Under aerobic conditions, it may take a long time, i.e., 20–100 years, to sequester 
35–40% biosolid C based on known degradation rate k (0.20 and 0.02 yr−1) with 95% biosolid 
conversion (see Table 2 and Figure 6) [15].

3.2. Relationship between measured soil surface area and DRM-simulated 
degradation rate

Table 2 provides a summary of the information used in this study. The table identified the 
27 soils evaluated in this study (field numbers) that were selected from the 41 field samples 

Figure 5. Biosolids degradation rate as a function of average annual carbon application rate separated into coarse and 
fine soil types (group I and II). Also, identified are the eight soil samples used in this study with 95% confidence interval 
shown for each soil group.
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in the [5] database. The table also identifies the eight soils evaluated in the laboratory soil 
 respirator experiment and three soils from Terry’s laboratory study [21]. The table provides 
(1) the experiment conditions (temperature, moisture content, annual carbon application 
rate), (2) the degradation rate calculated with the DRM model for field samples and measured 
for the laboratory studies, and (3) the surface area and soil texture for each soil.

Figure 7 provides the relationship between the total mineral soil surface area and the DRM-
simulated degradation rate for the 27 fields in Table 2. The figure indicates that the degrada-
tion rate increased when there was an increase in the total surface area. The degradation rate 
varied from 0.01 to 0.30 yr−1 when the soil total surface area varied from 1.1 to 10.1 m2/g of 
soil. A multiple linear regression analysis was conducted between the degradation rate for the 
27 soils and the variables of total mineral soil surface area and the annual biosolid application 
rate. The analysis performed by SPSS (version 22.0, 2015) indicates that the total mineral soil 
surface area is a significant indicator of degradation rate with a high coefficient of determina-
tion (R2 = 0.87), but annual application rate is not statistically significant (p = 0.34 > 0.05). The 
equation for the relationship between soil surface area and degradation rate (average-field 
environmental conditions of 10°C and 10% moisture) is:

 0.02 0.01y x= +
 (10)

Figure 6. Percent of biosolids converted to biomass (carbon sequestration) between 1972 and 2025 for the eight fields. The 
variation between fields is due to difference in the degradation rate (see Table 1).
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where:

y = the degradation rate (yr−1);

x = the total mineral soil surface area (m2/g).

Soil texture and mineral surface area (Table 2) are closely related with higher mineral soil 
surface area associated with finer soil texture. Additionally, many studies have demonstrated 
that decomposition rates are related to soil texture [25, 26]. However, soil texture represents a 
range of soil surface areas, and therefore surface area provides a more definitive parameter to 
relate to organic degradation rates in soil.

Historically soils with a finer texture have been associated with a higher retention of applied 
biomass (carbon sequestration) [27]. Application of the DRM model demonstrates that 
higher degradation rates are associated with higher long-term sequestration rates and also 
with larger soil surface areas. [15]. And that soil surface area represents a more definitive 
 parameter to relate to organic degradation rates in soil than soil texture.

3.3. Laboratory biosolid degradation rates

Figure 8 and Table 2 provide the laboratory biosolid C degradation rates (incubated at 21°C 
and 20% moisture) determined from the yearlong soil respirator experiment for the eight soil 
samples based on first-order kinetics. The slopes of the regression lines in Figure 8 repre-
sent the average first-order degradation rate for the biosolids in the soil (from Eq. (1) where 

Figure 7. Biosolids degradation rate as a function of surface area for total of 27 soils from different fields with 95% 
confidence interval.
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ln(C/Co) = −Kt). The difference between biosolid carbon remaining and the original biosolid 
organic carbon (C/Co) was determined by measuring evolved CO2 concentration once per 
week during the incubation period. CO2 evolution is an indication of biological decomposi-
tion and is used as an index of biosolid C degradation [28, 29]. At the end of 360 days of incu-
bation, between 11 and 40% of the original biosolid organic carbon was evolved as CO2 from 
the eight soil samples. The variation in the slopes for the eight soils is due to differences in the 
soil surface area as shown in Table 2. Soils with more surface area had higher degradation 
rates and therefore larger slopes.

Analyses of DRM simulation results for the eight fields indicate that the field degradation 
rates for the eight fields varied between 0.02 and 0.20 yr−1 and were much lower than the labo-
ratory degradation rates that varied between 0.11 and 0.47 yr−1 (Table 2).

Figure 9 and Table 2 provide the laboratory degradation rates determined for the biosolids 
added to the three soils from Terry et al. [21]. The biosolid degradation rate varied from 
0.19 to 0.35 yr−1. The data are for synthetic biosolids incubated from 28 to 336 days at 21°C 
and 20% moisture. The synthetic sludge applied to Terry’s experiment was in the liquid 
phase with volatile solids similar to biosolids applied to 41 fields in Illinois. The synthetic 
biosolids had an organic carbon percent (22.3%) similar to biosolids used in this study 
(23.2%) [5]. Decomposition of the biosolids was initially very rapid with 54–63% of the 
total C in the  biosolids removed during the first 28 days followed by a slow decomposition 
for the period from 28 to 336 days. This is because fresh biosolids were applied that had 

Figure 8. Variation in laboratory degradation rate (yr−1, slope of trend line) for eight soil samples based on first-order 
kinetics (ln(C/C0 = − kt)).
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not undergone short-term volatile losses. For the eight soil samples used in our laboratory 
study, it is assumed that the rapid fraction was consumed before 1985 and there was no 
rapid degradation phase [30].

Figure 10 compares the soil surface area and degradation rates for the field and laboratory 
studies. The annual average-field environmental conditions were estimated to be 10°C and 
10% moisture content [5], and the laboratory conditions were 21°C and 20% moisture content. 
Figure 10 indicates that degradation rates for the 27 fields varied between 0.02 and 0.30 yr−1 
and were much lower than the laboratory degradation rates that varied between 0.11 and 
0.47 yr−1. The decomposition of biosolids at the field site with environmental conditions of 
10°C and 10% moisture content is calculated to be only 37% of that under laboratory condi-
tions of 20°C and 20% moisture content.

3.4. C sequestration

Figure 11 shows the relationship between increased annual percentage of applied biosolids 
that can be sequestered and total mineral soil surface area. The DRM was applied to estimate 
biomass C sequestered in the soil and gases C emitted to the atmosphere based on mass bal-
ance described in Eq. (1). The annual percentage of biosolids converted to biomass is deter-
mined then. Eqs. (4)–(6) were used to determine the C sequestration values with assumed 40% 
biomass yield. Eq. (9) was applied to estimate the total mineral soil surface area for different 

Figure 9. Variation in degradation rate (yr−1, slope of trend line) for three soils based on first-order kinetics (ln(C/C0 = − kt)) 
and Terry et.al [21] laboratory decomposition data (incubated for 28–336 days at a temperature of 21°C and moisture 
content of 20%).
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and Terry et.al [21] laboratory decomposition data (incubated for 28–336 days at a temperature of 21°C and moisture 
content of 20%).
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Figure 10. A comparison of field modeled (10°C and 10% moisture content) and laboratory measured biosolids (21°C 
and 20% moisture content) degradation rates for different fields with 95% confidence interval as a function of soil 
surface area.

Figure 11. Annual percentages of applied biosolids converted to sequestered carbon as a function of mineral soil 
surface area of 27 soil samples for field (10°C and 10% moisture) and 11 laboratory soil sample (21°C and 20% moisture) 
conditions. Sequestered % is based on first-order kinetics and a biomass yield of 40%.
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degradation rates [15]. The sequestration rates for Terry et al. [21] soils were computed by 
using degradation rates determined from Figure 8 and for the eight fields from Figure 9. 
For Terry’s [21] soils the increase in total surface area was 2.7 m2/g and produced an increase 
in the annual sequestration rate from 6 to 11%. For the eight soil samples, the increase in 
total surface area was 7.2 m2/g and produced an annual increase sequestration rate between 
4 and 14%. For the soils from the 27 fields, the increase in total surface area was 9.9 m2/g and 
this produced an increase in the annual sequestration rate from 1 to 6%. Applying biosolids 
is much more effective in enhancing C sequestration than other agriculture methods such as 
applying animal manure or plant materials [31, 32].

4. Conclusion

Applying biosolids to soils with fine texture contributes to the reduction of GHG more effec-
tively than applying to coarser soils. Importantly, the present study indicated that land appli-
cation of biosolids is an appropriate way to enhance C sequestration in soils and contribute 
to the reduction of greenhouse gas emissions and that soil total surface area as well as tem-
perature and moisture affect the rate of biosolid degradation and the rate of C sequestration.
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Abstract

Recent direction dealing with climate change has changed more to focus on carbon uti-
lization rather than the direct carbon capture and storage. Conceptually converting CO2 
to sellable chemicals or fuels should be more benign to environment by substituting the 
fossil raw materials like oil, natural gas, or coal. Instead of converting CO2 fully to valu-
able chemicals or fuels, it is much easier to employ a portion of CO2 with existing raw 
materials in many natural gas conversion processes. Dimethyl ether (DME) and gas-to-
liquids (GTL) are most prominent processes that can be modified to accommodate CO2 
as a reacting raw material. There are already several successful technology developments 
in using CO2-rich natural gas for DME and liquid fuels, although they are not yet fully 
reached the commercialized level. This chapter highlights recent developments in utiliz-
ing CO2-containing natural gas and landfill gas to yield valuable chemicals and fuels like 
diesel or DME.

Keywords: CO2, chemicals, fuel, DME, GTL

1. Introduction

Carbon dioxide (CO2) is widely used in process industries as its own form or feedstock for the 
production of bulk chemicals including methanol, dimethyl ether (DME), synthetic fuel, etc. 
Although chemical activity of CO2 is low, CO2 can be activated enough for chemical reactions 
with the presence of suitable catalysts and the appropriate operating conditions. The most of 
reactions involving CO2 as reactants, except CO2 insertion reactions, are based on reductions 
in which hydrogen or electrons are added. Cost-effectiveness of industrial manufacturing 
using CO2 is heavily dependent on energy consumption required for the reaction, and hence 
it is very important to provide energy required for CO2 conversion in a most economic and 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



effective manner. Various options for improving economics of reactions using CO2 are pos-
sible, for example, reducing inherent energy requirement for the reaction from the develop-
ment of new catalysts, saving energy cost through strategic utilization of renewable energy 
sources, etc. Another important aspect in the utilization of CO2 from the viewpoint of carbon 
capture sequestration and utilization (CCSU) is provision of co-reactants for CO2 utilization 
because of huge quantity of CO2 available.

Methanol is the key feedstock for C1 chemistry as it is used for producing formaldehyde, ace-
tic acid, chloromethane, and other chemicals for chemical industries. Attention has been paid 
recently to methanol as a clean synthetic fuel because it can be converted to hydrogen-rich gas 
via the steam reforming which can be utilized in the fuel cell systems for generating electricity.

A breakthrough in the synthesis of methanol was made from the observation as methanol can 
be favorably synthesized at the presence of CO2. The main reactions during hydrogenation of 
CO2 are as follows:

   CO  2   + 3  H  2   →  CH  3   OH +  H  2   O  (1)

   CO  2   +  H  2   → CO +  H  2   O  (2)

The first reaction is a direct synthesis of methanol from CO2, while the second reaction is 
reverse water gas shift one. These two reversible reactions are both exothermic. It should be 
noted that the cost of such CO2 hydrogenation reaction is higher than that of reaction based 
on CO and CO2 mixture. However, the CO2 hydrogenation for methanol synthesis provides 
opportunity for utilizing CO2 gases, which are often wasted in process industries.

Industrial catalysts for methanol synthesis are available for gases containing H2 and CO, which 
normally come with small quantity of CO2 presented. Therefore, it is required to develop a 
new catalyst for methanol synthesis that can deal with CO2-rich feed.

A colorless, nontoxic, and environmentally benign DME is widely used as a solvent and pro-
pellant in aerosol products, of which physical properties are close to those of liquefied petro-
leum gas (LPG). As considerably fewer pollutants are generated from the combustion of DME 
compared to that of conventional diesel fuel, DME is regarded as a sustainable substitute for 
diesel fuel. DME has a structure of CH3-O-CH3 including oxygen between two CH3s and thus 
can work as a clean fuel. DME can be produced from a wide range of feedstocks, including 
natural gas, coal, biomass, and waste plastics. Another benefit for DME is that DME can be the 
alternative to conventional diesel fuels and LPG because high cetane number can be achieved 
from DME and physical properties of DME is close to that of LPG. Furthermore, existing 
infrastructure for transportation and storage of conventional fuels can be readily adopted for 
DME once it is introduced to the market.

Ammonia (NH3) and carbon dioxide (CO2) produced from ammonia plant react as below and 
the urea and water are produced.

  2  NH  3   +  CO  2   →  H  2    NCONH  2   +  H  2   O  (3)

The intermediate products such as carbamate, non-reacted ammonia and CO2 are separated 
and recycled as raw materials. The water generated as byproduct is removed during the pro-
cess of condensing urea.
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2. DME manufacturing using CO2

DME is an ultra-clean burning alternative to LPG and diesel. It is easy to liquefy, making it a 
convenient fuel to transport and store. These properties make DME a versatile and promis-
ing solution in the worldwide consideration of clean and low-carbon fuels. And DME can 
be produced from various feedstocks like natural gas, Coal Bed Methane (CBM), shale gas, 
biomass, coal, and CO2.

In 2000, Korea Gas Co. (KOGAS) embarked the development of proprietary catalyst and pro-
cess development with the ultimate goal of producing DME on a commercial scale. Central to 
the KOGAS DME technology is the one-step DME synthesis from synthesis gas compared to 
the conventional two-step process including methanol synthesis. Conceptually, the one-step 
technology offers a possibility to produce DME with a lower capital and production cost.

The KOGAS technology has progressed considerably toward commercialization. The technol-
ogy has been undergoing extensive testing since 2008 in the 3000 metric tons/year demon-
stration plant at the KOGAS R&D Center in Incheon, Korea [1]. In 2011, KOGAS completed 
the Basic Engineering Package (BEP) of 300,000 metric tons/year. In parallel, the Korean 
Government had initiated market test studies in distributing DME to local end-users.

2.1. DME market (case study in Korea)

The demand and supply dynamics for DME in Korea are analyzed based on potential usage of 
DME in Korea. There are three market sectors in Korea where DME can be potentially used [2]:

• LPG replacement for domestic and transportation usage by diluting LPG with DME.

• Bunker-C oil replacement for district heating with industrial boilers.

• Diesel fuel replacement for diesel-fueled vehicles.

DME can be blended up to 20–30% with LPG [3]. The LPG replacement for domestic usage is 
estimated with the assumption that DME will replace 20% of LPG usage. Based on this analy-
sis, it is expected that DME demand will decrease from 254 kilotons in 2013 to 163 kilotons in 
2021. This is because LPG demand for domestic usage has been decreasing due to the intro-
duction of more economical LNG for domestic use. It is projected that this trend will continue.

On the other hand, the demand of DME for transportation for LPG fueled vehicles is expected 
to increase from 265 kilotons in 2013 to 360 kilotons in 2021, when LPG is replaced with a 
5-mol% DME/LPG mixture. When LPG-DME blended fuel is used, additional distribution 
and end-use infrastructures are not required. Thus, it is possible to establish a market for DME 
in a very short time. KOGAS also successfully carried out field tests for DME-LPG blends.

The potential demand for DME in replacing diesel for diesel vehicles is expected to increase 
from 105 to 1046 kilotons in 2021. This is because the diesel engine–based vehicles have been 
steadily increasing, and DME can provide advantages over diesel in terms of air pollution. 
Particulate matter and NOx have been two of the major problems of diesel engines despite 
their higher energy efficiency.

CO2 Conversion to Chemicals and Fuel for Carbon Utilization
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DME may also command a price premium with respect to diesel due to its cleaner burning prop-
erties. The emission requirements for diesel vehicles are getting tighter in many countries, and the 
use of DME will help vehicle manufactures and end-users comply with the tighter regulations.

Diesel substitute and fuel for power generation could be a big market for DME in the future. 
Natural gas is a good fuel for power generation, but DME is comparable to natural gas in 
performance as a fuel for power generation. This has been approved by gas turbine manufac-
turers, and DME can be an efficient alternative fuel for medium-sized power plants, especially 
for remote or isolated locations where it is difficult to transport natural gas.

2.2. DME production technology

The KOGAS process represents the newest generation of DME production technology. At the 
most conceptual level, its distinguishing feature is that DME is synthesized directly from synthe-
sis gas and hence called a “direct” or “one-step” process. By contrast, the conventional process 
is called the “indirect” or “two-step” process because DME is produced from an intermediate 
product, methanol. The Toyo process was used as a representative indirect process to compare to 
KOGAS DME, as Toyo’s process is the most established conventional two-step DME technology.

Key technical comparisons between the KOGAS DME and Toyo processes are summarized 
in Table 1. KOGAS DME represents the first commercial-scale (demonstration) plant for 
KOGAS’ process, whereas Toyo’s process has several commercial-scale plants in operation. 
Based on demonstration plant data, KOGAS DME process was shown to be competitive to 
Toyo in terms of catalyst longevity, operations reliability, and similar number of equipment, 
which is an indicator of fixed capital costs. A fundamental advantage of the KOGAS DME pro-
cess is that it needs just one reactor section to convert syngas to DME, whereas Toyo requires 
two sections. Another advantage is KOGAS’ proprietary catalyst, which can utilize high CO2 
content in the reformer feed, allowing it to handle a more diverse and economic source of feed 
gas. The estimation of energy efficiency for KOGAS process is comparable to that of the Toyo.
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Process energy efficiency 60% 55%
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2.3. Description of KOGAS DME process

A schematic process flow diagram (PFD) of KOGAS’ commercial scale DME plant is shown 
in Figure 1.

The four major sections of the KOGAS DME process and their functions are as follows:

(1) Reforming section

Synthesis gas, a mixture of H2 and CO, is produced from natural gas, steam, O2, and CO2 
using tri-reformer, an adiabatic auto-thermal reformer based on KOGAS’ proprietary cata-
lyst, KDN-1. This KOGAS proprietary catalyst involves pre-coating Ce-ZrO2 onto a commer-
cially available Al2O3 substrate before impregnating with Ni.

The tri-reformer consists of a homogeneous section and a fixed-bed catalyst section, in which 
the pre-reformed natural gas (mainly methane) is reacted with steam, oxygen and carbon 
dioxide for producing synthesis gas. Maintaining right amounts and ratio of carbon mon-
oxide and hydrogen for the reaction is important. Auto-thermal nature in the reaction com-
pensates heating requirement for reforming reactions with exothermic combustion reactions. 
The resulting temperature for the exit stream from the tri-reformer is around 1080°C, and the 
pressure is 3.1 MPa.

The global reactions taking place in the tri-reformer can be summarized as

   CH  4   +  O  2   +  CO  2   → 3  H  2   + 3CO +  H  2   O + Heat  (4)

  2  CH  4   +   1 __ 2    O  2   +  H  2   O → 5  H  2   + 2CO  (5)

The composition of the product syngas (in particular the H2:CO ratio) is a function of the three 
key molar feed ratios: steam, oxygen, and CO2.

Figure 2 shows the tri-reformer reforming reactor and KDN-1 catalyst for reforming process. 
Compared to other traditional reforming catalysts, the KDN-1 catalyst provides better con-
version of CH4 and CO2 both initially and over time. The KDN-1 enables the production of 

Figure 1. PFD of KOGAS DME plant.
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syngas with the desired H2 to CO ratio for optimum performance in the DME synthesis for a 
wide range of compositions in the natural gas feedstock, including high CO2 content.

(2) Syngas treatment section

The raw syngas produced by KOGAS’ tri-reformer has a carbon dioxide content of around 
15 mol%. This CO2 content must be reduced to around 1.3 mol% to meet the 4 mol% require-
ments of KOGAS’ DME reactor feed. KOGAS BEP design uses a UOP SELEXOL absorption 
column to remove CO2 from the raw syngas down to the desired level.

(3) DME synthesis section

The H2 and CO in the syngas are catalytically reacted to produce DME, and a small amount 
of methanol and water in a single-step DME reactor goes through the synthesis according to 
the following set of global reactions:

   CO  2   + 3  H  2   →  CH  3   OH +  H  2   O  (6)

  CO +  H  2   O →  CO  2   +  H  2    (7)

  2  CH  3   OH →  CH  3    OCH  3   +  H  2   O  (8)

Figure 3 shows the DME synthesis reactor and KD-540-27 catalyst for DME synthesis. This 
proprietary reactor consists of a multiple tubular reactor configuration filled with KD-540-27, 
a hybrid bifunctional catalyst consisting of Cu/ZnO, which is catalyzing methanol synthesis 
and γ-Al2O3 catalyzing methanol dehydrogenation to DME.

In overall, heat removal is made via a cooling jacket for the vertical tubes containing the cata-
lyst with which the temperature of reacting gas is maintained at 260°C.

(4) DME separation & purification section

The stream leaving the DME reactors will contain unreacted syngas, which needs to be sepa-
rated from the condensable DME, methanol, and water. There is also a significant amount of 

Figure 2. Tri-reformer reforming reactor and KDN-1 catalyst for tri-reformer reactor.
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CO2 present. The unreacted syngas needs to be recompressed and recycled to the DME reac-
tor feed, and most of the CO2 needs to be removed.

Figure 4 shows the KOGAS’s 3000-metric tons/year demonstration plant. The KOGAS DME 
commercial design calls for the exit stream from the DME reactor to be cooled in stages: first 
with heat recovery against boiler feed water, process condensate, cooling water, chilled con-
densate, and finally refrigeration to −68°C. The condensing methanol is expected to be suf-
ficient to remove most of the CO2 in a single step. Therefore, no CO2 absorption column is 
required. The DME/methanol/water/CO2 condensate is sent to a CO2 stripping column with 
three sections of packing equivalent to 30 theoretical stages that operates at 4.68 MPa. The 
stripped CO2 from the DME exit stream is combined with the CO2 removed from the raw 
syngas and sent back to the tri-reformer inlet.

 Figure 3. DME synthesis reactor and KD-540-27 catalyst for DME synthesis.

Figure 4. KOGAS’ 3000 metric tons/year demonstration plant.
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3. Fertilizer (ammonia/urea) manufacturing using CO2

Manufacturing fertilizers (ammonia/urea) is one of the ways of increasing added value of 
the natural gas and CO2. The fertilizers in modern society are inevitable for enhancing agri-
cultural productivity. The main elements used for plant growth are nitrogen, phosphorus, 
potash, and sulfur. Among them, the nitrogen is the most consumed fertilizer and is easily 
produced by using nitrogenous in air and natural gas. Phosphorus and potash are provided 
from minerals, and sulfur is produced as byproducts in refineries and gas plant. Ammonia 
containing nitrogen is a toxic gas at room temperature and cannot be used directly as fertil-
izer. Therefore, ammonia should be converted into other chemicals such as urea, diammo-
nium phosphate (DAP) and ammonium nitrate, which are suitable for plant applications. 
Urea is produced by combining ammonia and carbon dioxide generated from production of 
ammonia. It is a solid, and it can be granule or prill form. The 80% of ammonia used world-
wide as fertilizer is converted into urea. The present chapter deals with manufacturing and 
selling the urea in granule form by producing ammonia with natural gas.

3.1. Production process and characteristics of facilities

The production process consists of following facilities, and its overall block diagram is repre-
sented in Figure 5.

 - Ammonia plant

 - Urea plant

 - Granulation unit

 - Warehouse

 - Utilities & offsite

Figure 5. Block diagram of ammonia/urea plant.
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3.2. Ammonia plant

Figure 5 shows the block diagram of ammonia/urea plant. This plant manufactures ammonia 
by use of natural gas and air. The ammonia and carbon dioxide (CO2) generated as byproduct 
are used as raw materials for manufacturing urea. For enhancing operational flexibility and 
the possibility of direct sale of ammonia to customers, the ammonia storage tank is required. 
Block diagram of ammonia plant is shown in Figure 6.

The existence of sulfur substances in gas reduces the activity of catalyst. For this prevention, 
the sulfur substances shall be removed from the gas. And then the produced gas is supplied 
to reformer. The synthetic gas is generated in passing through various reaction steps of the 
reformer. In reaction steps, the air is supplied for providing nitrogen needed in producing 
ammonia. After these reactions, the main substances of hydrogen (H2), carbon dioxide (CO2), 
and nitrogen (N2) are produced.

The produced CO2 is separated by using amine in CO2 removal unit and then sent to urea plant. 
The CO2 and CO that are not eliminated in the CO2 removal unit are removed in methanation 
unit. N2 and H2 are reacted in ammonia reactor, and then the ammonia (NH3) is finally produced.

3.3. Urea plant

Ammonia (NH3) and carbon dioxide (CO2) produced from ammonia plant reacts as below, 
and the urea and water are produced.

  2  NH  3   +  CO  2   =  H  2    NCONH  2   +  H  2   O  (9)

The intermediate products such as carbamate, nonreacted ammonia, and CO2 are separated 
and recycled as raw materials. The water generated as byproduct is removed during the step 
of condensing urea. Figure 7 shows the block diagram of urea plant.

The produced urea liquid in high temperature is solidified by cooling. The urea is solid state 
in atmospheric conditions, and it can be a form of prill or granule. The size of prill is smaller 
than granule. The investment cost for granulation processing is higher than that of prilling, 
but the granulated urea is more suitable as fertilizer. The granulated urea is packed in various 
sizes of bags for storage in warehouse.

For the operation of above plants, the following utility & offsite facilities are required:

 - Water treatment including demineralization unit

Figure 6. Block diagram of ammonia plant.
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 - Cooling water system

 - Boiler system

 - Wastewater treatment system

 - IA/PA

 - Nitrogen

 - Flare system

 - Warehouse for Urea

 - Ammonia storage tank

4. Gas-to-liquid using CO2

4.1. What is GTL?

Gas-to-liquid (GTL) is the processing of converting natural gas to synthetic oil. This synthetic 
oil will be the fuel or the product based on hydrocarbon. Liquefied Natural Gas (LNG: for city 
gas and bunkering fuel), Pipeline Natural Gas (PNG: for city gas), and Compressed Natural 
Gas (CNG: for vehicles) are classified by their respective transportation technology, but GTL 
in liquid state at room temperature is the long-chain hydrocarbon products identified by 
transformation technology of chemical conversion. Figure 8 shows the transformation tech-
nology of GTL production.

Coal, natural gas, and biomass are used as raw materials in Fischer-Tropsch (FT) process while 
the meaning of GTL is based on conversion of natural gas to pure synthetic oil in removing 

Figure 7. Block diagram of urea plant.
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impurities such as sulfur, aromatic compounds, and metal substances. By refining this synthetic 
oil, it can produce diesel, naphtha, wax, and other liquid compounds based oil or other spe-
cial products. This transformation technology is based on FT process, which was developed ca. 
100 years ago. Technology of pre-treatment of gas, reforming, and upgrading process is in the 
mature stage, but FT process has been in the stage of commercialization. New technology is con-
tinuously developed, and the already developed technology is applied to conversion process for 
enhancing efficiency. Also mini GTL technology to be applied to small-scaled gas fields is being 
developed. The factors influencing on competitiveness are enumerated as investment cost, oper-
ation cost, materials price, plant dimension, and technology enhancing usability of products.

In comparing with history of coal-to-liquid (CTL) process, GTL is relatively a new technology 
and globally commercialized facilities are actually very rare. Table 2 shows the global GTL 
project status (see Figure 9).

Even when a plant in Nigeria is completed, total production capacity of GTL is only 
260,000 barrels per day. On the contrary, daily consumed oil in the world is 87 million barrels. 
Thus, GTL production is not subject to restriction of consumption

Project Country Scale (bbl/day) Start-up

Shell Bintulu GTL Malaysia 14,700 1993

PetroSA Mossgas GTL South Africa 36,000 1993

Sasol/QP ORYX GTL Qatar 34,000 2007

Shell Pearl GTL Qatar 140,000 2011

Chevron Escravos GTL Nigeria 34,000 2013

Total 258,700

Table 2. Worldwide GTL project status.

Figure 8. Transformation technology of GTL.
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4.2. Production processing and facility features

GTL Process is composed of next four main steps.

4.2.1. Step 1: gas pre-treatment (gas clean-up)

The gas pre-treatment in GTL process is generally to dehydrate and remove sulfur com-
pounds, mercury, and hydrocarbon C3+. It is similar to the requirements of LNG process, but 
it needs no stage of removal of CO2.

4.2.2. Step 2: synthesis gas generation

The production of synthetic gas covers the conversion into CO and H2 mixture by autothermal 
reforming (ATR) and steam carbon dioxide reforming (SCR). The oxygen needed in ATR is 
supplied by air or pure oxygen. When using the air, there are some advantages by eliminating 
the cost of air separation unit (ASU) and electricity cost but finally become obstacles to pro-
cess due to large volume of nitrogen. By using reformed steam methane, we supply necessary 
oxygen. However, this method has disadvantage of producing synthetic gas of H2 to CO ratio 
by 4:1 against the required H2 to CO ratio by 2:1.

SCR reformer has a homogeneous section and a fixed-bed catalyst section and reacts the pre-
reformed natural gas (primarily methane), steam, and carbon dioxide to produce synthesis 
gas containing the correct amount and ratio of carbon monoxide and hydrogen. The SCR 
reformer uses exothermic combustion reactions to off-set the endothermic reforming reac-
tions. The resulting exit temperature is around 870°C, and the pressure is 2.5 MPa. The com-
position of the product syngas (in particular the H2:CO ratio) is a function of the three key 
molar feed ratios previously described (steam, oxygen and CO2). The ratio of hydrogen to 
carbon monoxide in the SCR outlet is currently targeted to be 2.0 to provide the correct H2:CO 
ratio in the mixed feed into the FT synthesis reactor. The advantage of SCR process is to 
enable the development of low-quality natural gas fields containing CO2 or reuses efficiently 
CO2 emitted from various processes (CO2 removal and FT process, etc.). Figure 10 shows the 
simplistic integrated GT schematic process.

Figure 9. GTL and CTL status and project plans.
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4.2.3. Step 3: FT synthesis and refining

FT synthesis is to convert synthetic gas into long-chain hydrocarbons. This conversion is 
made by catalyst. As for catalyst, cobalt is generally applied. For extracting substances for 
shipping as final products, fractional distillation is required.

4.3. Mini GTL

For successful mini GTL technology, it is required to develop compact and high-efficient GTL 
process and modularization techniques for being competitive even as small scaled. It will be 
efficient technology to be applied to small and medium gas field, associated gas of oilfield, 
and landfill gas on land and at sea. Figure 11 shows the example of roadmap toward modular 
GTL plant.

GTL technology for developing small and medium gas field and associated gas requires fol-
lowing conditions: (1) minimization of plant construction cost for economic feasibility as 
small-scaled hundreds to thousands barrels/day, (2) compact and mobility for installation 
in places without infra such as frozen zone of Siberia, (3) easy installation in limited space 
for application to offshore, and (4) compactification and modularization of compressor and 
related equipments for simple process and high efficiency.

Further study is to be progressed for small and medium gas fields that are expected to have 
potential application by mini GTL technology. From long-term point of view, the develop-
ment of gas-to-liquids-floating production storage and offloading (GTL-FPSO) linked to ship-
building technology will be applied to small and medium-scaled offshore gas fields as well as 
the strategy of launching high value-added shipbuilding market is to be established.

Figure 10. Simplistic integrated GTL schematic.
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The micro reactor (synthetic gas + FT synthesis) was developed by CompactGTL Ltd., a manu-
facturer leading compact GTL technology, and its pilot operation was completed by applying 
to 20-barrels/day plant with Petrobras in 2011 [4–6]. Figure 12 shows the example of compact 
GTL roadmap toward modular GTL plant.

Figure 11. Example of roadmap toward modular GTL plant (source: S.A. Petrobras).

Figure 12. Example of compact GTL roadmap toward modular GTL plant (source: Compact GTL Limited).
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Also by adopting micro channel technology, Velocys is developing mini GTL plants and 
reported that a pilot plant of 2.5 gallon per day has been developed. They constructed 6 BPD 
plant in Brazil under cooperation with Petrobras, MODEC and Toyo Engineering and plan 
the pilot operation in 2012.

Since micro reaction technology had advantages in its small volume, high heat transmission, 
and large reactive surface and control of exact reaction time, it will enhance high integration 
of chemical process, response selectivity, and stability.

5. Summary

The conversion of CO2 to chemicals and energy products that is currently produced from fos-
sil fuels is also promising due to the high potential market and promising benefits. Methanol 
is the key feedstock for C1 chemistry, as it is used for producing formaldehyde, acetic acid, 
chloromethane, and other chemicals for chemical industries. Also, industrial catalysts for 
methanol synthesis are available for gas containing H2 and CO, which is applied with small 
quantity of CO2 presented.

The utilization of CO2 to produce chemicals like urea and cyclic carbonates is promising and 
can be a solution to reduce CO2 emission. However, CO2 still has certain disadvantages as a 
chemical reactant due to its inert, non-reactive, and low Gibbs free energy properties. DME 
is versatile and promising solution in the worldwide consideration of clean and low-carbon 
fuels. It has potential to solve forward problem of certain disadvantages as chemical reactant. 
Similar application of reaction schemes using CO2 as applied to DME manufacturing is also 
possible in GTL fields, especially for low-value gas fields involving high CO2 contents and for 
landfill gas fields.
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Abstract

In the near- and midterm future, carbon capture and storage (CCS), also called CO2 geo-
sequestration, is likely to play a significant role in the reduction of atmospheric green-
house gas. By expanding the set of possible sequestration targets, it is expected that CCS 
will enable larger quantities of CO2 to be sequestered, mitigating human activity-driven 
climate change. In general, oil and gas reservoirs are ideal geologic storage sites for CO2 
because they have successfully held hydrocarbon molecules for millions of years. In addi-
tion to the significant and reliable storage capacity of hydrocarbon reservoirs, there is a 
considerable body of knowledge related to the behavior of hydrocarbon bearing reser-
voirs, and significant amounts of data are often acquired during their exploitation, factors 
which improve the economics and safety of any CCS project. By making use of existing 
and future oil and gas projects, CCS can become a major contributor in the fight against 
global warming, as well as a sizeable contributor to energy production worldwide. The 
CCS sequestration targets discussed in this study are sandstones, coal beds, shales, and 
carbonates. The potential and challenges associated with each of them are discussed in 
detail, and suggested topics for future research work are provided.

Keywords: CO2 EOR, CO2 storage, sandstone, carbonate, shale, coalbed methane

1. Introduction

Global levels of CO2 in the atmosphere have been steadily rising with the increase of hydro-
carbon production and usage. It is estimated that CO2 emissions in the United States were 
approximately 5.5 billion tons in 2015, the largest volume yet. Anthropogenic greenhouse 
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gases, such as carbon dioxide (CO2), are considered a major contributor to global warming 
[1]. Sequestration of power plant-generated CO2 through injection into petroleum and gas 
reservoirs through a process called carbon capture and storage (CCS) or “carbon sequestra-
tion” has been proposed as a method for reducing greenhouse gas emissions. Research on 
the use of CO2 for enhanced oil recovery (EOR) continues with growing interest; however, 
research concerning terrestrial sequestration of CO2 for environmental purposes, such as 
CCS, is relatively recent. As a result, fundamental topics of interest in sequestration research 
are concerned with scientific and technical aspects, as well as practical concerns such as the 
economic feasibility, safety, and the maximum possible amount of CO2 storage [1]. Therefore, 
fighting CO2 emissions with EOR and CCS is a priority, leading to innovations within the 
petroleum industry.

The process of CCS involves pumping sizeable quantities of atmospheric CO2 underground, 
where, under the right circumstances, it can remain safely sequestered for thousands or mil-
lions of years. The economics of CCS are often unfavorable, especially as CO2 is generally an 
expense rather than a revenue stream, but by combining the end goal of CCS with enhanced oil 
recovery (EOR) techniques used in the oil industry, there is the potential that CCS can be made 
economical while also increasing the productivity and efficiency of existing oil resources.

CO2 EOR generally involves the injection of CO2 into an oil-bearing reservoir in order to 
decrease oil viscosity, decrease the interfacial tension between oil and water, and increase the 
elastic energy of the formation, generally resulting in improved oil production. In the case of 
methane-bearing formations, most notably coal beds, injected CO2 has a far stronger affin-
ity to the formation than methane, resulting in the replacement of adsorbed methane with 
adsorbed CO2, both increasing methane production and resulting in the sequestering of large 
volumes of CO2.

EOR and CCS projects are both complicated tasks that require a vast understanding of the tar-
get reservoir in order to enhance storage capacity and storage time of CO2, as well as hydro-
carbon production. These topics will be discussed in greater detail throughout this paper.

1.1. Trapping mechanisms

One of the primary considerations when approaching a CCS project is the different mecha-
nisms by which CO2 can become safely sequestered underground. Generally, there are four 
different trapping mechanisms employed in the sequestration of CO2, each of which contrib-
utes differently to the duration and volume of CO2 trapping (Figure 1). In the different time 
stage, those four trapping mechanisms will work together.

• Structural/stratigraphic trapping: These types of traps are formed from tectonic forces and 
generally involve physical barriers to flow. An example of this is a thick layer of low perme-
ability rock (caprock), such as shale, where, assuming a favorable structure, rising CO2 will 
become trapped and begin accumulating.

• Residual trapping: This phase of trapping starts as soon as the CO2 is injected. While the 
CO2 is being injected, it is displacing the fluids that are inside the pores of the formation. As 
the primary CO2 volume migrates upward, small volumes of CO2 remain inside these tiny 
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pores due to capillary forces. This mechanism immobilizes the CO2, potentially storing it in 
the formation for millions of years, just like the fluids it displaced.

• Solubility trapping: Solubility trapping refers to CO2 being absorbed or adsorbed within 
the formation. Absorption occurs as CO2 dissolves in the formation fluid, while adsorp-
tion occurs as CO2 binds to the surface of the formation, like a piece of metal attaching to a 
magnet. After CO2 has been adsorbed in the fluid, it will exist as a mixture, which will not 
be as buoyant as its gaseous form and will not migrate upward through the formation. This 
mixture will be denser than the surrounding fluids and will migrate downward over time.

• Mineral trapping: At the time of injection, this type of trapping is insignificant. Over a long 
period, after CO2 has been dissolved in the formation fluids, it will begin reacting with the 
minerals in the surrounding formation and create solid carbonate minerals. These solid 
carbonate minerals will be attached to the rocks it reacted with and can be stored in the 
formation for millions of years.

Overall, these trapping mechanisms prevent carbon dioxide’s upward travel and leakage 
while increasing the CO2 storage potential and security of the desired formation. Assuming 
an ideal trapping mechanism, the temperature-related properties of a reservoir must be con-
sidered as well. The required temperature to store CO2 underground should be less than the 
critical temperature of CO2, making reservoirs such as those in Illinois Basin prime candi-
dates. The critical temperature of CO2 is 87.7°F; naturally, most geological formations exceed 
this temperature due to geothermal gradient [2].

1.2. Sandstone reservoirs

Sandstone reservoirs were the primary source of oil production during the early life of the 
oil industry. Many wells were produced and then abandoned long before the introduction 
of enhanced oil recovery (EOR) and other modern techniques that have enabled production 

Figure 1. The four different mechanisms of CO2 trapping.
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from formations once thought of as nothing more than barriers to flow or geologic curiosi-
ties. In this modern day, sandstone reservoirs, once the workhorse of the oil industry but 
long since abandoned due to declining production, can be made to once again flow in eco-
nomic quantities through the use of EOR techniques, such as CO2 injection. While ensuring a 
renewed flow of oil to an energy-hungry world, CO2 EOR in these old sandstone reservoirs 
may also play a major role in the preservation of our environment as injected CO2 can be 
sequestered in subsurface formations for thousands of years. With these unique opportunities 
come unique challenges, ranging from the significant reservoir analysis required to ensure a 
safe sequestration to the infrastructure required to deliver such sizeable quantities of CO2.

Sandstone reservoirs are particularly notable due to the sheer number of wells drilled in such 
formations that have been produced throughout the history of the oil industry and have since 
been abandoned. Due to their number, as well as how much time we have had to accumulate 
knowledge about their behaviors and the petrophysics involved in their production, sand-
stone reservoirs are likely to play a major role in any large-scale CCS program.

1.3. Coalbed reservoirs

Another ideal medium in which to store CO2 is coal beds. Generally used to produce coalbed 
methane or coal at shallower depths, coal beds have a dual porosity system, which can be 
classified as primary and secondary porosity system. The pores within the coal matrix make 
up the primary porosity, while the pore volume of the numerous fractures permeating the 
coal bed makes up the secondary porosity.

The methane that is the primary target of coalbed drilling is stored in the coal matrix via 
adsorption. Because CO2 has a greater affinity for coal than methane does, CO2 is the desired 
choice to enhance methane recovery, and coal beds are a good place to store CO2. Coal beds 
are distinctively different from the conventional hydrocarbon reservoirs in production as 
well as gas storage mechanisms. In conventional oil reservoirs, CO2 is dissolved in the oil to 
decrease the viscosity of the oil, resulting in a great deal of CO2 being recovered at the surface 
along with the produced oil. The “sequestered” CO2 is then only that which dissolves into 
residual oil or is trapped due to one of the other trapping mechanisms [3]. In the case of coal 
beds, the majority of CO2 adsorbs directly to the surface of the coal bed, providing a more effi-
cient mechanism of sequestration while also forcing methane off the coalbed surface, helping 
to release any residual gas production. For example, methane recovery was improved from 
77 to 95% of original gas in place at the Allison Unit CO2-ECBM pilot in the San Juan Basin 
[4]. Coal beds can act as a significant contributor to CCS through the excellent economics of 
CO2-based EOR, as well as the quality of their sequestration.

1.4. Shale reservoirs

As technology has advanced throughout the years, oil and gas exploration in unconventional 
shale reservoirs has become the main focus of the oil industry. Horizontal drilling and the 
hydraulic fracturing of shale formations have allowed us to unlock vast reserves of oil and gas 
production. Considering shale formations have extremely low permeability (of nanoDarcy in 
some cases), primary production does not produce the maximum amount of oil possible out 
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of the formation. In most cases, tertiary production or EOR will begin with gas injection, such 
as carbon dioxide (CO2), instead of water flooding because of shale’s low permeability and the 
risk of reactions between the clays and injected water. During this production enhancement, 
some of the injected carbon dioxide will be permanently stored in the formation with different 
storage mechanisms, while some will be produced with the oil stream and get recycled back 
into the formation. CCS in shale reservoirs is often more difficult as less is known about their 
geology and long-term behaviors.

Shale reservoirs will likely play an important part in future CCS projects due to the scale of 
many shale reservoirs, their quality as a seal, and the importance of EOR techniques in exist-
ing shale plays.

1.5. Carbonate reservoirs

CO2 injection into carbonate reservoirs was first considered in the 1930s but did not become 
a reality until 1964 in the Mead Strawn field located in Texas. CO2 injection has since been 
established as a reliable form of EOR, with results regularly matching or surpassing those of 
other EOR techniques. In the 1964 example with the Mead Strawn field, oil production was 
increased by up to 82% beyond the results of a standard water flood [5]. Like many sandstone 
reservoirs, carbonate reservoirs have a long history and will likely play a significant role in 
future CO2 EOR and CCS projects.

Hill et al. [6] state carbonate CO2 EOR now produces approximately 305,000 bbls worldwide 
with an accelerating growth rate. The areas targeted for carbonate CO2 projects in the United 
States are as follows: Louisiana, Michigan, Mississippi, New Mexico, Oklahoma, Texas, and 
Wyoming. CO2 production wells provide immense amounts of data on the reservoir response 
to a CO2 flood compared to saline projects. Azzolina et al. [7] discuss how CO2 EOR is an 
established method for extending the life of a hydrocarbon sustaining carbonate reservoir.

Dissolved CO2 injection into carbonate subsurface formation increases geologic carbon stor-
age integrity by avoiding dependence on trapping mechanisms. As a result, solubility trap-
ping will dominate until mineral trapping occurs, which is dependent on the formation 
rock [56]. Izgec et al. observed that solubility storage of CO2 is larger than mineral trapping 
[1]. Eke et al. [8] state geological CO2 storage in carbonate formations for long timescales 
(sequestration) relies on the contribution of several CO2 trapping mechanisms: physical 
trapping in a subsurface formation, solubility trapping, hydrodynamic trapping, and min-
eral trapping.

2. Existing field applications

With the need for the prompt reduction in CO2 emissions, the development of CCS must be 
taken seriously, as it has the potential to make a major difference in the levels of atmospheric 
CO2. At one time, it was believed that oilfield reservoirs did not have sufficient pore volumes 
to have a significant impact on CO2 emissions, but it is now understood that not only are there 
massive pore volumes available for CCS in depleted major pay zones (MPZs) of reservoirs, 
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but there also exist residual oil zones (ROZs) and transition zones (TZs) in hydrocarbon fields 
that can be depleted and used for sequestration through quaternary production.

Traditionally, residual oil zones (ROZs) are considered to be uneconomic by the end of their 
primary or secondary recovery phase due to their extremely low oil saturation. However, 
Advanced Resources International [9] analyzed the feasibility of using CO2 EOR to recover 
hydrocarbons from the ROZ and determined that a total of 55 fields in the Permian Basin have 
the potential to become economic ROZ resources. Simulations using CO2 PROPHET, a water 
and CO2 flood prediction software available through the US Department of Energy (DOE) 
website, estimated the recoverable ROZ at 11.9 billion bbls of the 30.7 billion bbls of TZ/ROZ 
oil in place in these five Permian Basin oil plays [9].

Usage of CO2 injection as a form of EOR has not been limited to pilot and research tests. 
Kinder Morgan estimated that in the past 37 years, 655 million tons of CO2 have been injected, 
produced, and recycled back into EOR. This is an average of 17.7 million tons per year, which 
is enough to negate the yearly emissions of six 500 MW coal-fired electric power plants [10]. 
Examples of some of these different field applications are given below.

2.1. Permian Basin

The Permian Basin in West Texas is one of the largest areas employing CCS techniques in ROZ 
and TZ and is currently undergoing the largest CO2-enhanced oil recovery (EOR) operation 
in the world. Most of the ROZs created in this area are due to lateral sweep by hydrodynam-
ics and have thicknesses in excess of 300 feet [11]. While implementation of CO2 floods is not 
particularly widespread due to the limited availability of CO2, the Permian Basin has ready 
access to a pipeline of CO2 originating in natural supplies in Colorado and New Mexico. 
Of the six CO2 EOR projects in which recovery response has been published for Gulf Coast 
sandstone reservoirs, recovery factors are from 15 to 23% of original oil in place (OOIP) [12].

2.2. Port Neches

A CO2 injection project in Port Neches, in a Texas Gulf sandstone, started in September 1993. 
The field had previously undergone water flooding, leaving a residual oil saturation of 30%. 
The goal of the project was to recover an additional 10% original oil in place (OOIP) [13]. A 
follow-up paper recorded that the production peaked at 500 barrels of oil per day (Bopd) 
(Figure 2) and later at 800 Bopd with CO2 injection. The OOIP reduced from 12 to 7 million 
stock tank barrels (MMSTB) in the main fault block of the reservoir [14].

2.3. Bati Raman field

In 1986, the Turkish Petroleum Corporation started a large immiscible CO2 injection project; 
the trend can be seen in Figure 3.

2.4. Ordos’ Basin

The evaluation of Changqing oil field, Ordos’ Basin, Northwest China, concluded that conduct-
ing a CO2 flood after water flooding could produce 119 million tons of oil and  sequestrate 273 
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million tons of CO2 [16]. In 2000, the International Energy Agency Weyburn CO2 Monitoring 
and Storage Project did a study on CO2 storage in a partially depleted oil reservoir and found 
that a $1.5 billion, 30-year commercial CO2 EOR produced an additional 130 million barrels 
of oil.

2.5. SECARB

The Southeast Regional Carbon Sequestration Partnership (SECARB) [17] operated a test for 
CO2 sequestration at Black Warrior Basin in Alabama from 2006 to 2009 and determined that 
more than 360 million tons could be sequestered while increasing coalbed methane reserves 
by more than 20%. The SECARB set up monitoring systems in shallow boreholes and contin-
ues to monitor the local soil profile to determine if seepages of their test injection of 1000 tons 
of CO2-injected gas occur and to facilitate the development of monitoring protocols that will 
ensure the safe conduct of CO2 injection activities.

Figure 2. Production vs. time plot.

Figure 3. The Bati Raman field’s production trend [15].
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2.6. SWP projects

The Southwest Regional Partnership for Carbon Sequestration (SWP) indicates that over 2 
million metric tons out of a total of 7 million metric tons retained CO2 in the Scurry Area 
Canyon Reef Operators (SACROC) project were dissolved in the aqueous phase. That report 
does not include nor report CO2 dissolution in oil, and therefore the numbers for CO2 disso-
lution in the aqueous phase may be compromised. In addition to CO2 dissolution in oil, the 
presence of a hydrocarbon phase can limit the contact between injected CO2 and the aqueous 
phase even in depleted carbonate reservoirs. This work will, therefore, enhance estimates of 
predicted storage capacity both in depleted and producing oil reservoirs by revisiting and 
considering CO2 solubility in the oil phase.

Additionally, rock wettability determines whether hydrolyzed CO2 and the resulting acid in the 
aqueous phase can come into contact with the rock surface. When the rock is strongly oil wet 
such as in most carbonates, carbonate dissolution cannot take place; therefore, requirements for 
the mineralization trapping mechanism will not be met. In that case, the current estimation of 
CO2 storage capacity in oil reservoirs because of the mineralization mechanism should be revis-
ited. There is no indication of wettability measurement in the SACROC project. The SACROC 
project seeks to develop a subsurface geochemical-compositional flow model that incorporates 
the physics learned from lab-based measurements conducted throughout the course of its work, 
which will add considerably to the body of knowledge for carbonate reservoirs.

2.7. Existing exploited CO2 sources

The majority of CO2 injected into formation during operations is from natural reservoirs; 
however, problems arise such as climate change, diminished supply, and large demand. 
Innovation provides the solution by capturing CO2 previously released to the atmosphere 
and using it for CO2 EOR. During the production process, produced CO2 is captured at the 
surface and reinjected, thus trapping the majority of injected CO2 in formation. In Wyoming, 
natural gas processing plants produce approximately 716 Tcf of CO2 while injecting 705 Tcf [7] 
in carbonate formations. In Michigan, an existing source of CO2 provides the opportunity for 
carbonate CO2 EOR in the NPRT; thus, Core Energy is using CO2 emissions for EOR opera-
tions exploiting carbonate reef deposits [18]. These examples are helping reduce the emissions 
that would otherwise be vented to the atmosphere.

2.8. ECBM studies

Due to the effectiveness of CO2 EOR and sequestration in coal beds, numerous studies have 
examined the usage of CO2 sequestration in enhanced coalbed methane (ECBM) fields, and 
there are many field cases.

Mastalerz et al. [19] studied CO2 sequestration and ECBM in unminable coal seams of the 
Illinois Basin. They found that approximately 271 billion tons of CO2 could potentially be 
sequestered in the basin. Moreover, they found that potentially 1.6–4.6 billion tons of CO2 
could be sequestered in Illinois Basin coals and 70–280 billion m3 (2.4–9.8 Tcf) of CH4 is 
 potentially recoverable as a result of CO2 ECBM practices. The paper does suggest that 
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such as in most carbonates, carbonate dissolution cannot take place; therefore, requirements for 
the mineralization trapping mechanism will not be met. In that case, the current estimation of 
CO2 storage capacity in oil reservoirs because of the mineralization mechanism should be revis-
ited. There is no indication of wettability measurement in the SACROC project. The SACROC 
project seeks to develop a subsurface geochemical-compositional flow model that incorporates 
the physics learned from lab-based measurements conducted throughout the course of its work, 
which will add considerably to the body of knowledge for carbonate reservoirs.

2.7. Existing exploited CO2 sources

The majority of CO2 injected into formation during operations is from natural reservoirs; 
however, problems arise such as climate change, diminished supply, and large demand. 
Innovation provides the solution by capturing CO2 previously released to the atmosphere 
and using it for CO2 EOR. During the production process, produced CO2 is captured at the 
surface and reinjected, thus trapping the majority of injected CO2 in formation. In Wyoming, 
natural gas processing plants produce approximately 716 Tcf of CO2 while injecting 705 Tcf [7] 
in carbonate formations. In Michigan, an existing source of CO2 provides the opportunity for 
carbonate CO2 EOR in the NPRT; thus, Core Energy is using CO2 emissions for EOR opera-
tions exploiting carbonate reef deposits [18]. These examples are helping reduce the emissions 
that would otherwise be vented to the atmosphere.

2.8. ECBM studies

Due to the effectiveness of CO2 EOR and sequestration in coal beds, numerous studies have 
examined the usage of CO2 sequestration in enhanced coalbed methane (ECBM) fields, and 
there are many field cases.

Mastalerz et al. [19] studied CO2 sequestration and ECBM in unminable coal seams of the 
Illinois Basin. They found that approximately 271 billion tons of CO2 could potentially be 
sequestered in the basin. Moreover, they found that potentially 1.6–4.6 billion tons of CO2 
could be sequestered in Illinois Basin coals and 70–280 billion m3 (2.4–9.8 Tcf) of CH4 is 
 potentially recoverable as a result of CO2 ECBM practices. The paper does suggest that 
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volumetric strain due and coal swelling, which causes permeability damage, should be con-
sidered in any CCS or CO2 EOR project.

Yu et al. [20] predicted in 2007 that the CO2 sequestration throughout all ECBM projects (exist-
ing and potential) in China could result in over 3.751 Tm3 of additionally recoverable meth-
ane, with a CO2 sequestration capacity of around 142.67 billion tons.

2.9. Shale storage capacity (the United States and Canada)

The amount of available storage for CO2 in oil and gas shale is currently unknown, but the 
vast volumes of shale formations indicate that the storage capacity is significant. A recent 
report has estimated between 1.85 trillion and 20.5 trillion tons of carbon dioxide storage 
capacity is available in oil and gas reservoirs just in the Unites States and Canada. These esti-
mates suggest the availability for storing centuries worth of CO2.

2.10. Additional possible locations and projects

Depleted oil and gas fields in the SECARB region could provide 29.7–34.7 billion tons of CO2 
storage with 24 million recovered oil barrels [21]. Almost 60% of the estimated volume relate 
to offshore fields. Coal and organic-rich shale formations can also offer a significant place for 
storage due to high absorption capacity of CO2 in addition to potential EOR applications. A 
tertiary coal in the Gulf of Mexico is estimated to have 20–28 billion tons of CO2 storage [18].

The potential storage capacity of the Barnett Shale is estimated to be 19–27 Gton, while other 
shale formation, Fayetteville Shale, is estimated to be capable of sequestrating 14–20 Gton of 
CO2 [18]. There are still a lot more fields in the SECARB region to be evaluated on a possibil-
ity of a potential CO2 storage and sequestration site. The SECARB region has a large annual 
CO2 emission from coal-fired power generation and other fossil-fueled plants. In 2008 it was 
estimated to emit almost 2.9 [22] billion metric tons of CO2.

An estimation of possible CO2 sequestration volume was done by a “production replace-
ment” principle, where for every volume of hydrocarbon, a 1:1 replacement ratio of CO2 vol-
ume takes place. For the 2008 rates of CO2 emission, SECARB region was capable of providing 
at least 28 years of CO2 storage [18]. A case with a CO2 EOR and sequestration in the Bell 
Creek oil field has a promising estimation of a recovery of additional 35 [23] million bbl of 
incremental oil through CO2 flooding. Current plans exist to build a 232-mile pipeline from 
ConocoPhillips Lost Cabin gas producing plant to the Bell Creek field. This will help to inte-
grate the large-scale storage of over 1 million tons of CO2 per year.

3. Upcoming improvements to field applications

Kuuskraa, Godec and Dipeitro [24] analyzed primary and enabling next-generation technolo-
gies with applications in CO2 sequestration, as shown in Table 1, and approximated the ben-
efits of these technologies on a sample field area, as shown in Table 2. Notably, using their 
sample and estimates, they predict an increase in economically recoverable resource from 21.4 
to 63.3 billion bbls.

Challenges Associated with CO2 Sequestration and Hydrocarbon Recovery
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3.1. Simultaneous injection into pay zones and aquifers for ECBM

Ahmadi et al. [25] performed numerical modeling to investigate reasonable CO2 injection sce-
narios, which were applied to CO2 sequestration and ECBM. In their study, the main goal was 
to study different CO2 injection methods and the effect of operational factors on the perfor-
mance of each method by a numerical simulation model. There were three different strategies 

Technologies Technology implementation The use of enabling technologies

I. Primary technologies

1. Improved reservoir 
conformance

Divert CO2 from high permeability 
reservoir channels

Reservoir characterization and MDC

2. Advance CO2 flood design Realign CO2 flood pattern; drill 
additional wells to flood poorly swept 
zone(s)

Reservoir characterization and MDC

3. Enhanced mobility control Increase viscosity of drive water (WAG) 
to 2 cp

Enhanced fluid injectivity

4. Increased volumes of 
efficiently used CO2

Increase CO2 injection from 1 HCPV to 
1.5 HCPV; reduce sorm from 0.1 to 0.08

MDC and enhanced fluid injectivity

5. Near-miscible CO2 EOR Apply CO2 EOR to oil reservoirs with 
max pressure within 80% of MMP; 
reduce sorm based on reservoir 
pressure

–

II. Enabling technologies

1. Robust reservoir 
characterization

Advanced logging, seismic monitoring 
and core analysis

Essential for technologies 1 and 2

2. Enhanced fluid injectivity Effective near-wellbore stimulation 
methods

Essential for technologies 3 and 4

3. Monitoring, diagnostics and 
control (MDC)

Downhole monitoring systems, real-
time diagnostics, smart wells, etc.

Essential for technologies 1, 2, and 4

Table 1. Technologies used in next-generation CO2 EOR [22].

Resource area Economic oil recovery (billion 
bbls) *

Demand for CO2 (billion metric 
tons)

Average CO2 utilization (bbls/
mtCO2)

SOA Next generation SOA Next generation SOA Next generation

Miscible 19.6 60.8 8.4 15.4 2.3 3.9

Near miscible 1.8 2.6 0.5 0.8 3.9 3.3

Total 21.4 63.3 8.9 16.2 2.4 3.9

*At $90 per barrel oil price and $40 per metric ton CO2 price, with 20% rate of return (before tax). Results compiled 
from simulations of CO2 EOR floods at 1800 oil-bearing formations in the onshore continental United States. Reservoir 
characterization data drawn from the Big Oil Fields database, simulations conducted using the PROPHET stream tube 
model.

Table 2. Results from next-generation CO2 EOR [22].
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concentrated, which were soluble and insoluble CO2 injection into the bottom aquifer, CO2 
injection into pay zone, and simultaneous CO2 injection into aquifer and pay zone. The result 
was that simultaneous injection into aquifer and pay zone leads to higher final oil recovery 
in EOR schemes.

3.2. Modifications to shale CO2 processes

Due to the low porosity of shale, capillary forces are not negligible. Furthermore, adsorption 
has to be carefully considered due to a large specific area in shale. Pu and Li [26] gave a new 
formulation that includes the capillary force and adsorption through pore size distribution. A 
local density optimization algorithm was used to the adsorption model. In the Bakken field, 
the results of their investigations reduced the soaking time of the CO2 huff “n” puff process 
and increased the 18% OOIP ultimate recovery.

3.2.1. Shale heterogeneity needs to be considered

Most of the unconventional reservoirs are heterogeneous, which influences the application 
of the huff “n” puff method. Chen et al. [27] studied the relationship between the reservoir 
heterogeneity and CO2 huff “n” puff recovery through running simulations in the Elm Coulee 
Field of the Bakken. Shale heterogeneity had a significant negative impact, reducing the final 
recovery rate of the well.

3.2.2. There have not been large-scale CO2 sequestration projects with shale

Large-scale demonstrations to prove CO2 storage capability and capacity for very long peri-
ods of time in shale have not yet occurred [28]. According to Global CCS Institute [29], only 
15 large-scale projects on CO2 storage are taking place around the world with CO2 capture 
capacity volumes ranging from 0.7 to 7 million tons per annum (Mtpa) in countries such as 
Norway, Algeria, Canada, and the United States. These do not include smaller projects that 
use CO2 injection and end up sequestering smaller volumes, i.e., CO2 EOR projects.

3.2.3. Improving CO2 sweep efficiency

To maximize the effectiveness of CO2 sequestration and adsorption in shale, it is important for 
the injected carbon dioxide to come in contact with as much reservoir volume as possible, a 
phenomenon known as sweep efficiency. Again, not enough CO2 sequestration projects in shale 
formations have taken place and been monitored to show what the most effective conditions 
are to keep carbon dioxide sequestered. An increase in recovery rate from CO2 injection under 
specified conditions can be used to estimate the optimum requirements to achieve utmost lev-
els of sweep efficiency, but this is not necessarily the ideal condition for sequestration.

The available knowledge suggests recovery factors increase drastically when carbon dioxide 
is injected around minimum miscible pressure (MMP) that is around 1500 psi [30]. MMP can 
change by a few percentages depending on reservoir pressure, permeability, heterogeneity, 
and pore geometry.

Challenges Associated with CO2 Sequestration and Hydrocarbon Recovery
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One of the advantages of carbon dioxide is that its MMP is much lower than other gases; 
therefore, CO2 MMP injection is possible under a wide range of reservoir pressures [31]. At 
around MMP, carbon dioxide and oil are miscible which leads to a zero entry capillary pres-
sure. This allows carbon dioxide to enter the oil filled tight pores of shale and increase sweep 
efficiency and storage with high displacement efficiency. Also, the required soaking time, the 
time needed for injected gas to pierce and spread throughout the formation, appears to have 
a significant effect on sweep efficiency because of exceedingly low permeability of shale for-
mations. Longer shut-in periods after CO2 injection show higher oil recoveries that indicate a 
greater sweep efficiency [28].

3.3. Carbonate potential

In the South Sumatera Basin, 98 carbonate oil fields represent 59% of total original oil in place 
(OOIP) [32]. A study ranked these reservoirs based on CO2 EOR and sequestration.

3.3.1. Challenges in carbonates present opportunities in CCS

Carbonate hydrocarbon reservoirs remain poorly understood; opposed to other storage 
sites, carbonates are likely to be hydrophobic (2/3rd of the world’s carbonate reservoirs 
are oil wetting). CO2 dissolution in the oil phase is orders of magnitude higher than its 
solubility in brine as seen in Figures 4 and 5. In the context of CO2 sequestration in car-
bonate hydrophobic storage sites, dissolution of CO2 in the oil phase is favorable for the 
long-term CO2 storage in comparison with free supercritical CO2 storage or CO2 dissolu-
tion in brines.

Figure 4. Pressure dependence of CO2 dissolution in an oleic phase in 71°C [33].
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4. Economics

One of the primary challenges facing CCS and CO2 EOR is the cost of trapping and deliver-
ing CO2. Large-scale injection of CO2, for any purpose, can only reach its full potential when 
a supply chain and infrastructure are established, and most locations do not have access to a 
preexisting CO2 infrastructure [16, 35].

For instance, while the impermeable shale barriers in an Illinois Basin are a perfect seal for a 
long-term sequestration of CO2, the absence of a CO2 delivery infrastructure, despite local elec-
trical power facilities emitting over 255 [20] metric tons of CO2 annually, still overcomes all the 
scientific potential in the area. The same scientific potential could allow low-temperature oil 
reservoirs to become sequestration targets, and to increase the local CO2 storage capacity 20 
times, at the same time, to enhance the oil recovery by another 6–18% (360–1100 MMSTB) [21].

In one case in the Gazran field, the costs to acquire CO2 were approximately 11$/metric ton, 
with recycling costs of approximately 8$/metric ton [16]. In other areas, such as West Texas, 
prices can be as high as $40/ton with 18 billion tons of CO2 required, making it very difficult to 
initiate large-scale CO2 projects without a proper supply chain. Ghomian et al. [36] estimated 
that the total costs of CO2 sequestration are in the range of $40–$60 per ton of CO2 stored, 
primarily due to the costs of CO2 capture and compression. In cases where a proper CO2 
infrastructure can be created, CO2 transported via a pipeline with rates above 10 million tons 
of CO2 per year often cost less than $1/metric ton of CO2 per 100 km, with lower flow rates 
costing as much as double that amount [34]. This suggests that once a basic infrastructure has 
been created, the capture cost of CO2 will become the limiting factor in CCS and CO2 EOR 
projects.

Figure 5. Pressure dependence of CO2 dissolution in water at 65° [34].
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4.1. Coal bed

No matter how efficiently CO2 ECBM and CO2 sequestration works when CO2 is readily avail-
able, economic problems cannot be ignored. Robertson [37] provided the economic analysis of 
CO2 sequestration and CO2 ECBM of the Powder River Basin in Wyoming. He evaluated three 
production scenarios (no gas injection, flue gas injection, CO2 injection). Strategies were ana-
lyzed using a discount rate of 10% and the rate of return on investment. A Monte Carlo model 
was used to analyze the CO2 injection method and the mean value of the CO2 injection scenario 
(Figure 6). It was found that for the mean case, a cost of CO2 of approximately $4.81/Mg (or 
$4.81/metric ton) is required to maintain the economic viability [35].

Robertson also suggested that separating CO2 from flue gas and injecting it into the unminable 
coal zones of the Powder River Basin seam, while currently uneconomical, can increase recov-
ery of methane by 17% and could sequester over 86,000 tons CO2/ac [35].

A 2009 economic analysis by Gonzalez et al. investigated the effectiveness of CO2 EOR and 
sequestration on coal beds of different initial permeability values and determined that CO2 
storage was often quite economical on wells of moderate permeability (10 milliDarcy) and 
high permeability (100 milliDarcy). In their study, none of the low permeability cases were 
economical. It is worth to mention that high-rank coals (those containing higher levels of car-
bon) showed the strongest economics [38].

5. Injection and sequestration

Unlike in the oil industry where the inability to recover injected resources is often a cause 
for concern and additional economic strain, CCS inherently requires the permanent seques-
tration of CO2 in the given reservoir. These conflicting intentions will need to be overcome 

Figure 6. Distribution and mean value of the cost of CO2 separation/capture required to yield a 10% rate of return [35].
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for economic purposes if CCS and CO2 EOR are to become major players in the fight against 
climate change. Once these challenges have been overcome, the effectiveness with which CO2 
can be sequestered into different formations becomes a major point of importance.

Examples of the effectiveness of CO2 sequestration are fairly common. Yamaguchi et al. [39] 
investigated the Ishikari Coalfield in Japan, where a multi-well test was able to inject 600 tons of 
CO2 with an estimated 96% of the CO2 being successfully adsorbed into the coal bed. Mavor et 
al. [40] analyzed a project by the Alberta Research Council which operated a two-well pilot test, 
where they determined that the increase in CO2 injectivity (owing ballooning and water satu-
ration reduction) was able to overcome injectivity losses due to swelling. Results were greatly 
improved by reducing injection periods, which allowed for adsorbed gas in the coal bed to 
finish swelling and for CO2 to diffuse throughout the reservoir. These results were mirrored 
by Wan and Sheng [41], who determined that in fractured reservoirs, cyclic gas injection could 
increase oil recovery to 29%, while primary production only produced about 6.5% of OOIP [39].

Sheng and Chen [42] compared CO2 and water flooding and were able to achieve superior 
results for CO2 injection both in the case of flooding and huff “n” puff  scenarios, with the best 
results (production of 32.46% OOIP) occurring using the huff “n” puff  method.

5.1. CO2 EOR in gas condensate wells

Higher densities of CO2 relative to the native gas condensate cause CO2 to migrate downward; 
with an increase of viscosity, CO2 will displace the hydrocarbon gas phase. CO2 EOR is very 
effective in light and medium gravity reservoir oils, in addition to being effective at recovery 
of gas condensates [43]. The dissolution of CO2 into the oil decreases its interfacial tension; 
this creates a chance for the capillary force to enhance the recovery of the residual oil. This 
aspect heavily depends on the pressure and thus the depth. The properties of depleted gas/
condensate reservoirs make them favorable for repressurization and enhanced gas recovery 
using CO2 [41].

6. Possible geomechanical problems

EOR through CO2 sequestration provides great opportunities for improving hydrocarbon 
recovery and the reduction of the greenhouse effect. Yet there are still problems about CCS that 
need to be addressed. A study on a pressure-depleted gas reservoir in the southern North Sea 
provided insight on CO2 sequestration in depleted hydrocarbon reservoirs [60]. Their seques-
tration led to multiple geomechanical problems during drilling, completion, and CO2 injection.

These depleted reservoirs have a narrow window of drilling mud weights that will not result 
in reservoir problems, and well completions can be affected by potential solid flow back when 
the injection of CO2 is interrupted, while the temperature changes near the wellbore can lead 
to thermal fracturing and reactivation of faults. CO2 sequestration can sometimes require 
drilling additional injection wells, which can be a problem with a narrow mud weight win-
dow because of the increased chance of a wellbore collapse.

Challenges Associated with CO2 Sequestration and Hydrocarbon Recovery
http://dx.doi.org/10.5772/67226

223



The narrow mud weight window can make it nearly impossible to avoid falling out of the 
ideal range of mud weights, leading to a number of risks and an increase of nonproductive 
time and additional costs. During the injection stage, if there are problems with CO2 supply, 
resulting in an interruption of CO2 injection, solids will flow back into the well, resulting in a 
risk of rock failure or erosion of a pipeline.

Well integrity is the achievement of fluid containment and pressure containment within the 
well throughout its whole life cycle. The CO2 injection can lead to the corrosion and degrada-
tion of the injection tubing, injection casing, and cement and packer material. The trickiest part 
is keeping the well leak-free. A CO2 sequestration well has to be designed for over 40 years 
of continued well integrity. Some potential methods of protecting well integrity include the 
injection of supercritical CO2 fluid, as it is dry and noncorrosive, protecting a well for a much 
longer period [44]. Usage of supercritical CO2, unfortunately, increases costs and can increase 
issues with temperature changes, which can hydraulically and thermally fracture a rock in a 
near-wellbore region. This risk can be mitigated by keeping the fluid pressure that acts on a 
caprock outside of its fracturing pressure. Most other well failure problems can be reduced by 
keeping a well straight instead of inclined [60].

6.1. Offshore leak issues

Offshore injections of CO2 for EOR and sequestration lead to alterations and deformations 
of caprock, affecting seal integrity. A break in a cap rock can result in a large burst of CO2 
from a reservoir and ultimately the seabed. When evaluating long-term caprock integrity, it 
is important to note the intrinsic caprock properties, chemical conditions at reservoir/caprock 
interface, and injection-induced pressure perturbation [61].

The caprock properties to look for are fracture normal stiffness, bulk concentration, and carbon-
ate-forming cations. The enhancement or degradation of a caprock is related to the reduction 
and widening of microfracture apertures. During an injection process, initial mineral trapping 
takes place, which can have a significant impact on maintaining initial CO2 injectivity and can 
delineate and partially self-seal plume boundaries while also reducing caprock permeability. 
Many CO2 migration and sequestration processes in saline aquifers are equally applicable 
to CO2 flood EOR in shale-capped water-wet oil reservoirs [21]. The CO2 storage capacity is 
inverse proportional on reservoir permeability, which, in pure sequestration scenarios with 
high injection pressure, benefits from an increased storage and delayed migration, providing a 
noncompromised caprock performance.

Injection could also lead to pressures exceeding the formations natural fracturing pressure, 
resulting in the reactivation of a fault or the reservoir rock becoming hydraulically and ther-
mally fractured. This creates a potential breach in the caprock that prevents CO2 migration 
to the surface or flow into an adjacent formation [60]. An injection is followed by a change of 
reservoir temperatures that result in expansion and contraction of materials and ultimately 
result in changes of the field stresses, which creates a risk of breaching the caprock over time.

All geomechanical problems impose a great risk on CO2 storage, which means the caprock integ-
rity must be addressed when selecting a storage well site. The sealing efficiency is dependent 
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Injection could also lead to pressures exceeding the formations natural fracturing pressure, 
resulting in the reactivation of a fault or the reservoir rock becoming hydraulically and ther-
mally fractured. This creates a potential breach in the caprock that prevents CO2 migration 
to the surface or flow into an adjacent formation [60]. An injection is followed by a change of 
reservoir temperatures that result in expansion and contraction of materials and ultimately 
result in changes of the field stresses, which creates a risk of breaching the caprock over time.

All geomechanical problems impose a great risk on CO2 storage, which means the caprock integ-
rity must be addressed when selecting a storage well site. The sealing efficiency is dependent 
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on many factors, including caprock, well cement, capillary threshold pressure, and chemical 
reactivity to CO2. A proper geological evaluation is required to investigate the possible paths for 
CO2 migration to the surface through the faults and fractures. Well sites with microseismic activ-
ity are generally poor candidates for the long-term containment of CO2. Topography has to be 
addressed in the same manner, in the case of CO2 leakage; the surface has to be well ventilated 
to prevent an accumulation of CO2 cloud.

6.2. Risks and examples of CO2 leakage

Equipment degradation is a big problem in abandoned wells, as well as currently operating 
wells. Individual wells have to be monitored in order to spot a leakage of CO2 through the 
annulus of a wellbore. Leakage can result in not only a migration of CO2 to the surface but 
also a contamination of surrounding reservoirs and aquifers [43]. This can happen because of 
wellbore expansion and contraction due to temperature and pressure changes.

Nygaard et al. [45] wrote a paper regarding wellbore well leakage and found that 95 out of 
1000 wells near Wabamun Lake in Alberta identified as potential leakage pathways caused 
by an immediate caprock penetration. This sort of issue is common in poorly plugged wells 
which can leak CO2 at the cement-rock interface or through a cement plug. Any mechanical 
load during a completion or stimulation can affect the integrity of the cement, in addition to 
corrosion and chemical reactions near the wellbore. Issues such as those found in this study 
must be considered during the life and abandonment of well to ensure a reliable seal.

6.3. Actions to prevent future CO2 leakage

There are multiple options for sealing abandoned wells, but all of them require at least 8 m of 
cement inside the casing. Most abandoned wells after 1995 have sufficient integrity. In order 
to improve the seal integrity, it is suggested to remove the casing steel from abandoned wells 
before the final cement plug, and an injection of the CO2-resistant polymer is executed [44]. 
The cement samples from 30- to 50-year-old wells kept a good sealing integrity and prevented 
leakage of CO2, even though they contained a degree of carbonation [10]. It is not suggested 
to squeeze the cement into an opening in the casing, but a melted alloy can fill most openings, 
and its expansion will mitigate microfissures [44].

CO2 injection affects the mineralogy and structural heterogeneity of the reservoir, which will 
have an impact on the porosity, permeability, and storage stability of the well. Better predictions 
of reservoir response to CO2 injection are a necessary step in the evaluation of possible long-term 
sequestration of CO2. A well-proven method for CO2 testing is Hassler cell core testing, but unfor-
tunately, there is no standard protocol for CO2 testing, which can lead to errors in results [10].

6.4. Selection of readings on stress and possible leakage in ECBM wells

As ECBM reservoirs often do not have a standard caprock to prevent leakage, their long-term 
viability as CO2 sequestration targets must be carefully considered. Numerous papers have 
explored this question and are briefly listed and summarized below:
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• In the report of Myer [46], geomechanical factors that risk CO2 leakage in sequestration, as 
well as the risk of CO2 leakage from drilling and completion, production, and repressuriza-
tion, are discussed.

• Mitra and Harpalani [47] investigated the matrix strain resulting from a CO2 injection.

• Chen et al. [48] investigated how the effective stress factor and methane CO2 counter-dif-
fusion work on the CO2 recovery using a finite element model that coupled coal deforma-
tion, gas flow, and methane-CO2 counter-diffusion. Through their study, it was found that 
permeability loss/gain is influenced by effective stress and methane CO2 counter-diffusion 
and that the gas pressure distribution is related to gas composition [47].

• Fathi and Akkutlu [49] investigated counter-diffusion and competitive adsorption effects 
according to the new one-dimensional theoretical model they created. Compared with the 
conventional model, they created a new triple porosity dual permeability multi-continuum 
model to describe the gas release from macro-pores and micro-pores to the fracture.

6.5. CO2 monitoring

Due to the quantities of CO2 being sequestered in large CCS projects and the importance of 
keeping that CO2 permanently underground, monitoring is a very important part of any CCS 
project. 3D seismic survey has proven to be effective at monitoring CO2 storage but is prohibi-
tively expensive. Gasperikova and Hoversten [50] investigated using a combination of gravity 
inversion, electromagnetic (EM), and amplitude vs. angle (AVA) monitoring analysis to detect 
changes in CO2 saturation. Gravity inversion detects density changes in the injected layer. 
EM and AVA can be used to estimate CO2 saturation changes. Macdonald [51] provided field 
and lab measurements of CO2 using Raman spectroscopy, which improved monitoring of the 
prevised amounts of CO2 dissolved in reservoir brine. Through the Saptharishi and Makwana 
[52] study, various monitoring techniques are summarized, which include but are not limited 
to techniques for coal beds.

6.6. Risks of CO2 injection, possible failure modes

Carbon dioxide storage is not a risk-free task. As years go by after CO2 has been injected into 
a formation, it is possible for the CO2 to begin migrating upward and leak out of the ground 
back into the atmosphere through openings in the caprock or fractures, faults, and poorly 
completed preexisting wells [53]. This problem can be prevented or reduced if the formation 
of interest for CO2 storage has a caprock with ideal qualities.

An ideal caprock is a layer of the formation with very low permeability that can prevent oil 
and gas from migrating upward and out of the reservoir formation. In any case of CO2 stor-
age, a thick shale layer is the most desirable type of caprock. Due to shale’s extremely low 
permeability, causing a more tortuous flow path, CO2 migration vertically is tremendously 
limited [54]. The degradation of cement and metal casing with a presence of CO2 is currently 
a topic that needs extensive investigation [52]. As the Figure 7 shows, there are five possible 
leakage pathways in an abandoned well. Label a and label b are the pathway between casing 
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and cement wall and plug, respectively. Label c shows leakage through cement plugs. Label 
d represents leakage through casing. Label e shows leakage through the cement wall. Label f 
represents leakage pathways between the cement wall and the formation [52].

The Sleipner Project, located in Norway, is currently storing more than 2700 tons of CO2 per day 
below an extensive and thick shale layer [27]. Monitoring the injected CO2 during the past 13 years 
is showing that the gas has spread out nearly two square miles below the shale layer without 
moving upward or leaking out of the reservoir storage [55]. This is one of the most significant 
evidence that proves how effective shale formations can be as CO2 storage reservoir and caprock, 
where carbon dioxide will be trapped and immobile. In short, the ultimate geological storage res-
ervoir should have sufficient capacity, be a thick shale layer acting as a caprock simultaneously, 
and be a stable storage environment maintaining the original characteristics of the reservoir.

6.6.1. Overcoming the high risk of CO2 leakage in carbonate reservoirs

Carbonate reservoirs do not generally possess an impermeable boundary or caprock, and 
therefore permanent trapping of CO2 through geomechanical means is unrealistic [57]. 
Solubility storage decreases potential leakage in carbonate formations, as the dissolution of 
CO2 into water promotes mineralization, but this will need to be studied further before car-
bonate reservoirs can be relied upon to properly sequester large volumes of CO2 [56].

Agada et al. [57] did extensive research on how fracture network geometry affected oil recov-
ery and CO2 storage in carbonate reservoirs. They noted that many of the problems associated 
with high fracture-matrix connectivity, such as bypassing of oil, early water breakthrough, and 
rapid CO2 migration, could be mitigated by foam flooding. Sehbi et al. [58] proposed a low 
injection rate, longer in-reservoir CO2 retention time, and good pore structure to improve the 
efficiency in carbonate reservoirs. Carbonate formations showed an increase in effective perme-
ability resulting from chemical dissolution in the matrix, thus enhancing pore connectivity [59].

Figure 7. CO2 leakage pathways.
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6.6.2. Examples of natural carbonate sequestration

The Colorado Plateau-Southern Rocky Mountains region contains natural CO2, which has 
been discovered during exploration for oil and gas fields (Figure 8), thus providing a natural 
laboratory for studying the effects of long-term, subsurface CO2 storage in carbonate reser-
voirs. These laboratories yield information such as that injecting CO2 separated from flue 
gases ensures the subsurface migration path is long, thereby yielding optimal sequestration. 
Despite the number of carbonate CO2 reservoirs in the region and active flux of CO2 to the 
surface, no hazards from CO2 surface accumulations are known. The nature and rate of CO2 
surface leakage in carbonate formations are still unknown [60].

6.7. Additional potential concerns

Despite the many benefits of CO2 EOR and CCS programs, it must be remembered that these 
are complicated projects being undertaken in complex geological environments. A 2004–2008 

Figure 8. Synthesis of data relating to CO2 fluxes and concentrations around the Colorado Plateau [8].
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project in Algeria stored over 2.5 [61] million tons of CO2 in a carboniferous sandstone res-
ervoir. During the shut-in process, the CO2 injection was unexpectedly interrupted, and the 
wellbore pressure went lower than the reservoir pressure, risking rock failure, sand produc-
tion, and possible blowout.

Potential concerns also include preventing potentially catastrophic failure of the reservoir 
seal. For instance, if injection pressures exceed the breakthrough pressure of the sealing cap-
rock, the CO2 would break through and risk flowing back to the surface [60]. Reactive trans-
port modeling shows that for a typical shale caprock, geochemical processes continuously 
improve isolation performance, and geomechanical processes first rapidly degrade and then 
improve isolation performance over time. There is a possibility for a counterbalancing of geo-
mechanical and geochemical effects, but they must be carefully monitored [62].

Some issues are more minor, not directly threatening the safety of the operation, but none-
theless affecting the economics of a combined CO2 EOR and CCS project. Bou-Mikael [14] 
wrote about the performance of a CO2 flood at Port Neches in the Gulf of Mexico, with a 
partnership of Department of Energy and Texaco E&P. The CO2 flood underperformed [13], 
with 500 bbl/day instead of 800 bbl/day; with this underperformance was attributed to the 
following reasons: reservoir characterization, oil saturation, water blockage, and wellbore 
mechanical problems. After a careful evaluation of the project, it was determined that in ideal 
circumstances and if related criteria are met, CO2 injection can accelerate production two to 
three times compared to unassisted primary production [13].

6.7.1. Potential coalbed problems

Coal beds, despite offering unique opportunities, also offer unique challenges. In particu-
lar the coal matrix swells during CO2 adsorption. Coal matrix swelling can cause reductions 
in permeability. Bustin et al. [63] experimented on the volumetric strain from three western 
Canadian coals and found that a mixture of N2 and CO2 injection would improve CO2 injec-
tion rates greatly but that CO2 sequestration capacity decreased wildly. However, pure CO2 
injection could cause the reduction of permeability by two orders of magnitude. The appli-
cability of the CO2-ECBM process in any coal seam is mainly governed by the seam’s perme-
ability and its adsorption process [62]; therefore, these concerns must be explored further.

7. Conclusion

Numerous studies support the potential of major sequestration projects, and due to the nega-
tive impacts of atmospheric CO2, CCS will continue to be an important part of protecting our 
environment. While EOR through CO2 sequestration has proved to be valuable, there are still 
challenges that need to be addressed in the future. Reservoir properties must continue to 
be carefully considered for all CCS projects due to their impact on successful EOR and CO2 
sequestration.

The major challenges currently facing CCS projects are primarily those of economics and trans-
portation. Limited CO2 transportation supply chains act as a barrier for CO2 EOR utilization 
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in the oil industry. When this barrier has been removed and a large network of CO2 capturing 
mechanisms have been created, it will open the petroleum industry to a breadth of new pos-
sibilities both in terms of improved recovery and environmental sustainability.

For the purposes of having a significant impact on atmospheric CO2 levels, the simple merg-
ing of CO2 EOR and CCS may not be enough. In every reservoir type, in every circumstance, 
there are diminishing returns as far as incremental production as additional CO2 is injected 
into a well. As such, as long as CO2 remains an expense, rather than a revenue stream, the full 
potential of CCS will not be realized. In the meantime, however, there are numerous projects 
that hold a good deal of promise and are economical under current conditions due to the 
benefits of CO2 injection on ultimate hydrocarbon recovery.

7.1. Closing notes on shale reservoirs

Shale reservoirs still hold a great deal of promise for CCS and CO2 EOR, as the benefits for 
production are significant, and the formations themselves provide excellent seals against 
any risk of CO2 migration. Unfortunately, a great deal of research and monitoring is still 
required in order to ensure that shale beds maintain the quality of their seals over time and 
to maximize CO2 sequestration. Knowledge gaps such as lack of information on available 
storage capacity, lack of formation and reservoir data that specifies favorable sequestration 
settings, understanding long-term CO2 interaction in shale, and testing different strategies 
for CO2 injection and well patterns to achieve efficient carbon dioxide sequestration and EOR 
still exist [52]. Many questions regarding this topic will remain unanswered until additional, 
large, in situ field tests take places.

7.2. Closing notes on carbonate reservoirs

The future of CO2 EOR and sequestration in carbonate reservoirs will steadily improve due 
to the statistical data being acquired from existing field tests. The United States’ carbonate 
formations provide the foundation for CO2 injection in carbonate reservoirs [64]. The Bati 
Raman reservoir provides a significant opportunity to further carbonate CO2 EOR operations. 
Sahin et al. [65] state this reservoir could easily yield a billion dollars in revenue as a CO2 EOR 
project. Hydrocarbon fuels can supply relatively pure CO2 for EOR allowing the byproducts 
of the industry’s previous production to add in new production while also creating a more 
environmentally friendly outcome. CO2 that cannot be used for EOR can be stored in depleted 
carbonate formations, thus furthering the climate-friendly initiative [66]. Recent estimates of 
future CO2 demand suggest that large volumes will be required to meet the promise of next-
generation EOR including the development of residual oil zones [7].

7.2.1. Specific challenges in carbonate reservoirs

As previously discussed, dissolved CO2 injection is recommended for reactive fractured for-
mations and formations with uncertain caprock integrity [7]. The challenges of the carbonate 
pinnacle reef data analysis are as follows: an increase in pressure with CO2 injection, the 

Recent Advances in Carbon Capture and Storage230



in the oil industry. When this barrier has been removed and a large network of CO2 capturing 
mechanisms have been created, it will open the petroleum industry to a breadth of new pos-
sibilities both in terms of improved recovery and environmental sustainability.

For the purposes of having a significant impact on atmospheric CO2 levels, the simple merg-
ing of CO2 EOR and CCS may not be enough. In every reservoir type, in every circumstance, 
there are diminishing returns as far as incremental production as additional CO2 is injected 
into a well. As such, as long as CO2 remains an expense, rather than a revenue stream, the full 
potential of CCS will not be realized. In the meantime, however, there are numerous projects 
that hold a good deal of promise and are economical under current conditions due to the 
benefits of CO2 injection on ultimate hydrocarbon recovery.

7.1. Closing notes on shale reservoirs

Shale reservoirs still hold a great deal of promise for CCS and CO2 EOR, as the benefits for 
production are significant, and the formations themselves provide excellent seals against 
any risk of CO2 migration. Unfortunately, a great deal of research and monitoring is still 
required in order to ensure that shale beds maintain the quality of their seals over time and 
to maximize CO2 sequestration. Knowledge gaps such as lack of information on available 
storage capacity, lack of formation and reservoir data that specifies favorable sequestration 
settings, understanding long-term CO2 interaction in shale, and testing different strategies 
for CO2 injection and well patterns to achieve efficient carbon dioxide sequestration and EOR 
still exist [52]. Many questions regarding this topic will remain unanswered until additional, 
large, in situ field tests take places.

7.2. Closing notes on carbonate reservoirs

The future of CO2 EOR and sequestration in carbonate reservoirs will steadily improve due 
to the statistical data being acquired from existing field tests. The United States’ carbonate 
formations provide the foundation for CO2 injection in carbonate reservoirs [64]. The Bati 
Raman reservoir provides a significant opportunity to further carbonate CO2 EOR operations. 
Sahin et al. [65] state this reservoir could easily yield a billion dollars in revenue as a CO2 EOR 
project. Hydrocarbon fuels can supply relatively pure CO2 for EOR allowing the byproducts 
of the industry’s previous production to add in new production while also creating a more 
environmentally friendly outcome. CO2 that cannot be used for EOR can be stored in depleted 
carbonate formations, thus furthering the climate-friendly initiative [66]. Recent estimates of 
future CO2 demand suggest that large volumes will be required to meet the promise of next-
generation EOR including the development of residual oil zones [7].

7.2.1. Specific challenges in carbonate reservoirs

As previously discussed, dissolved CO2 injection is recommended for reactive fractured for-
mations and formations with uncertain caprock integrity [7]. The challenges of the carbonate 
pinnacle reef data analysis are as follows: an increase in pressure with CO2 injection, the 

Recent Advances in Carbon Capture and Storage230

 presence of multiple reservoir fluids, and unique CO2 phase behavior due to changing pres-
sure and temperature.

Izgec et al. [1] discuss challenges of mineral trapping, the effects of changing rock proper-
ties, and the residual impact on CO2 CCS in carbonate reservoirs. Puon et al. [67] state that 
other challenges in carbonate formations include CO2 tendency to bypass a large percentage 
of pore volume, yielding an early breakthrough, and reductions in recovery efficiency. As a 
result, CO2 flooding is not economically feasible without improved mobility control. Several 
mobility control methods have been attempted with limited success; therefore, concepts for 
CO2 mobility control are required to increase the overall recovery efficiency and economics in 
carbonate reservoirs [66]. Eke et al. [8] suggested the injection of denser CO2 saturated brine 
in carbonate formations, which should be capable of eliminating much of buoyancy force. 
Thus, CO2 brine surface mixing strategy is recommended due to the enhancement and secure 
storage of CO2 in subsurface carbonate formations.

8. Suggestions for future study

For sandstone and coalbed reservoirs, the last major remaining barrier to large-scale 
implementation of CO2 EOR and CCS is the economic burden of CO2 capture and trans-
portation. Research into improving capture and transport techniques, as well as how to 
structure intelligent government incentives, will go a long way in increasing CO2 seques-
tration rates.

Unlike with sandstone and coalbed reservoirs, the primary barrier to CO2 sequestration in 
shale reservoirs is a lack of research and monitoring work after CO2 injection. The lack of 
research is in fact only aggravated by the lack of monitoring and in situ data.

At last, the study of CO2 sequestration in carbonate reservoirs needs to expand to include the 
effects of CO2 on carbonate rock properties. Issues ranging from an early breakthrough, to 
low sweep efficiency, to structural problems within the formation, all, limit the viability of 
large-scale carbonate projects. Future experiments will need to be performed using a high-
pressure carbonate core flooding system optimized for use within different lab apparatus so 
that experiments can be conducted to better understand the complications and benefits of 
supercritical CO2 [57].

There is no doubt that CCS and CO2 EOR/ECBM will play a major role in the future of the 
energy industry. However, besides the economic issues with many CO2 implementations, 
legal risks must also be considered as well. Unitization is important for CO2 EOR in order to 
avoid the trespass claim [68]. In addition, different states and regulators treat CO2 differently, 
sometimes as a pollutant, other times as a natural gas [67]. Despite not being research-based 
concerns, the legal climate of the United States must also change for a truly successful CCS 
program to take hold and to make the best use of what could become a CO2 revolution.

Challenges Associated with CO2 Sequestration and Hydrocarbon Recovery
http://dx.doi.org/10.5772/67226

231



Nomenclature

Author details

Rouzbeh Ghanbarnezhad Moghanloo*, Xu Yan, Gregory Law, Soheil Roshani, Garrett Babb 
and Wesley Herron

*Address all correspondence to: rouzbeh.gm@ou.edu

The University of Oklahoma, MPGE, Norman, United States

References

[1] Izgec, O., B. Demiral, H. J. Bertin, and S. Akin, 2005, CO2 Injection in Carbonates: SPE 
Western Regional Meeting, doi:10.2118/93773–ms.

[2] Frailey, S., J. Grube, B. Seyler, and R. Finley, 2004, Investigation of Liquid CO2 Sequestration 
and EOR in Low Temperature Oil Reservoirs in the Illinois Basin: Proceedings of SPE/
DOE Symposium on Improved Oil Recovery, doi:10.2523/89342–ms.

[3] Shi, J. Q., and S. Durucan, 2005, CO2 Storage in Deep Unminable Coal Seams: Oil & Gas 
Science and Technology–Rev: IFP Oil & Gas Science and Technology, v. 60, no. 3, pp. 
547–558, doi:10.2516/ogst:2005037.

AVA Amplitude vs. angle

bbl barrel

CCS Carbon capture and storage

CO2 Carbon dioxide

DOE Department of Energy

ECBM Enhanced coalbed methane

EM Electromagnetic

EOR Enhanced oil recovery

MMP Minimum miscible pressure

MPZ Major pay zone

ROZ Residual oil zone

SACROC Scurry Area Canyon Reef Operators

SECARB Southeast Regional Carbon Sequestration Partnership

SWP Southwest Regional Partnership for Carbon 
Sequestration

TZ Transition zones

Recent Advances in Carbon Capture and Storage232



Nomenclature

Author details

Rouzbeh Ghanbarnezhad Moghanloo*, Xu Yan, Gregory Law, Soheil Roshani, Garrett Babb 
and Wesley Herron

*Address all correspondence to: rouzbeh.gm@ou.edu

The University of Oklahoma, MPGE, Norman, United States

References

[1] Izgec, O., B. Demiral, H. J. Bertin, and S. Akin, 2005, CO2 Injection in Carbonates: SPE 
Western Regional Meeting, doi:10.2118/93773–ms.

[2] Frailey, S., J. Grube, B. Seyler, and R. Finley, 2004, Investigation of Liquid CO2 Sequestration 
and EOR in Low Temperature Oil Reservoirs in the Illinois Basin: Proceedings of SPE/
DOE Symposium on Improved Oil Recovery, doi:10.2523/89342–ms.

[3] Shi, J. Q., and S. Durucan, 2005, CO2 Storage in Deep Unminable Coal Seams: Oil & Gas 
Science and Technology–Rev: IFP Oil & Gas Science and Technology, v. 60, no. 3, pp. 
547–558, doi:10.2516/ogst:2005037.

AVA Amplitude vs. angle

bbl barrel

CCS Carbon capture and storage

CO2 Carbon dioxide

DOE Department of Energy

ECBM Enhanced coalbed methane

EM Electromagnetic

EOR Enhanced oil recovery

MMP Minimum miscible pressure

MPZ Major pay zone

ROZ Residual oil zone

SACROC Scurry Area Canyon Reef Operators

SECARB Southeast Regional Carbon Sequestration Partnership

SWP Southwest Regional Partnership for Carbon 
Sequestration

TZ Transition zones

Recent Advances in Carbon Capture and Storage232

[4] Reeves, S., A. Taillefert, L. Pekot, and C. Clarkson, 2003, The Allison unit CO2-Ecbm 
Pilot: A Reservoir Modeling Study, doi:10.2172/825083.

[5] Holm, L., and L. O'brien, 1971, Carbon Dioxide Test at the Mead-Strawn Field: Journal of 
Petroleum Technology, v. 23, no. 04, pp. 431–442, doi:10.2118/3103–pa.

[6] Hill, B., S. Hovorka, and S. Melzer, 2013, Geologic Carbon Storage Through Enhanced 
Oil Recovery: Energy Procedia, v. 37, pp. 6808–6830, doi:10.1016/j.egypro.2013.06.614.

[7] Azzolina, N. A., D. V. Nakles, and C. D. Gorecki, 2015, CO2 Storage Associated with CO2 
Enhanced Oil Recovery: A Statistical Analysis of Historical Operations: International 
Journal of Greenhouse Gas Control, v. 37, pp. 384–397, doi:10.1016/j.ijggc.2015.03.037.

[8] Eke, P. E., Naylor, M., Haszeldine, S., & Curtis, A. (2011, March 1). CO2/Brine Surface 
Dissolution and Injection: CO2 Storage Enhancement. Society of Petroleum Engineers. 
doi:10.2118/124711-PA

[9] Koperna, G. J., Kuuskraa, V. A., 2006, Technical Oil Recovery Potential from Residual Oil 
Zones: Permian Basin: Prepared for U.S. Department of Energy, Office of Fossil Energy 
– Office of Oil and Natural Gas. February.

[10] Sweatman, R. E., A. K. Santra, D. S. Kulakofsky, and D. G. Calvert, 2009, Effective Zonal 
Isolation for CO2 Sequestration Wells: SPE International Conference on CO2 Capture, 
Storage, and Utilization, doi:10.2118/126226–ms.

[11] Ming, C. M., and L. S. Melzer, 2010, Symposium on the Role of EOR in Accelerating the 
Deployment of CCS.

[12] Holtz, M. H., 2008, Summary of Sandstone Gulf Coast CO2 EOR Flooding Application 
and Response: SPE Symposium on Improved Oil Recovery, doi:10.2118/113368–ms.

[13] Davis, D., 1994, Project Design of a CO2 Miscible Flood in a Waterflooded Sandstone 
Reservoir: Proceedings of SPE/DOE Improved Oil Recovery Symposium, doi:10.2523/ 
27758–ms.

[14] Bou-Mikael, S., 1996, A New Analytical Method to Evaluate, Predict, and Improve CO2 
Flood Performance in Sandstone Reservoirs: Proceedings of SPE/DOE Improved Oil 
Recovery Symposium, doi:10.2523/35362–ms.

[15] Sahin, S., U. Kalfa, and D. Celebioglu, 2010, Unique CO2-Injection Experience in the 
Bati Raman Field May Lead to a Proposal of EOR/Sequestration CO2 Network in the 
Middle East: SPE International Conference on CO2 Capture, Storage, and Utilization, 
doi:10.2118/139616–ms.

[16] Ran, X., Y. Zhao, and X. Liao, 2012, An Assessment of a CO2 Flood for EOR and 
Sequestration Benefits in the Ordos Basin, Northwest China: Carbon Management 
Technology Conference, doi:10.7122/150272–ms.

[17] Pashin, J. C., P. E. Clark, M. R. Mcintyre-Redden, R. E. Carroll, R. A. Esposito, A. Y. 
Oudinot, and G. J. Koperna, 2015, SECARB CO2 Injection Test in Mature Coalbed 
Methane Reservoirs of the Black Warrior Basin, Blue Creek Field, Alabama: International 
Journal of Coal Geology, v. 144–145, pp. 71–87, doi:10.1016/j.coal.2015.04.003.

Challenges Associated with CO2 Sequestration and Hydrocarbon Recovery
http://dx.doi.org/10.5772/67226

233



[18] Barnes, D., B. Harrison, and G. M. Grammer, 2013, CO2/EOR and Geological Carbon 
Storage Resource Potential in the Niagaran Pinnacle Reef Trend, Lower Michigan, USA: 
Energy Procedia, v. 37, pp. 6786–6799, doi:10.1016/j.egypro.2013.06.612.

[19] Mastalerz, M., J. Rupp, A. Drobniak, S. Harpalani, A. Anderson, C. Korose, S. Frailey, 
and D. Morse, n.d., Assessment of CO2 Sequestration and Enhanced Coalbed Methane 
Potential in Unminable Coal Seams of the Illinois Basin, essay, in Carbon dioxide 
Sequestration in Geological Media—State of the Science: AAPG Studies in Geology, pp. 
149–171.

[20] Yu, H., G. Zhou, W. Fan, and J. Ye, 2007, Predicted CO2 Enhanced Coalbed Methane 
Recovery and CO2 Sequestration in China: International Journal of Coal Geology, v. 71, 
no. 2–3, pp. 345–357, doi:10.1016/j.coal.2006.10.002.

[21] Petrusak, R. L., D. E. Riestenberg, P. L. Goad, K. C. Schepers, J. Pashin, R. A. Esposito, 
and R. C. Trautz, 2009, World Class CO2 Sequestration Potential in Saline Formations, 
Oil and Gas Fields, Coal, and Shale: The US Southeast Regional Carbon Sequestration 
Partnership Has It All: SPE International Conference on CO2 Capture, Storage, and 
Utilization, doi:10.2118/126619–ms.

[22] United States Department of Energy, National Energy Technology Laboratory, 2008, 
Carbon Sequestration Atlas of the United States and Canada. http://www.netl.doe.gov/
technologies/carbon_seq/refshelf/atlas/.

[23] Gorecki, C. D., J. A. Hamling, J. Ensrud, E. N. Steadman, and J. A. Harju, 2012, Integrating 
CO2 EOR and CO2 Storage in the Bell Creek Oil Field: Carbon Management Technology 
Conference, doi:10.7122/151476–ms.

[24] Kuuskraa, V. A., M. L. Godec, and P. Dipietro, 2013, CO2 Utilization from “Next 
Generation” CO2 Enhanced Oil Recovery Technology: Energy Procedia, v. 37, pp. 6854–
6866, doi:10.1016/j.egypro.2013.06.618.

[25] Ahmadi, M. A., B. Pouladi, and T. Barghi, 2016, Numerical Modeling of CO2 Injection 
Scenarios in Petroleum Reservoirs: Application to CO2 Sequestration and EOR: Journal 
of Natural Gas Science and Engineering, v. 30, pp. 38–49, doi:10.1016/j.jngse.2016.01.038.

[26] Pu, H., and Y. Li, 2015, CO2 EOR Mechanisms in Bakken Shale Oil Reservoirs: Carbon 
Management Technology Conference, doi:10.7122/439769–ms.

[27] Chen, C., M. T. Balhoff, and K. K. Mohanty, 2014, Effect of Reservoir Heterogeneity on 
Primary Recovery and CO2 Huff 'n' Puff Recovery in Shale-Oil Reservoirs: SPE Reservoir 
Evaluation & Engineering, v. 17, no. 03, pp. 404–413, doi:10.2118/164553–pa.

[28] IEAGHG, 2013, Potential Implications on Gas Production from Shales and Coals for 
Geological Storage of CO2, 2013/10, September.

[29] Large Scale CCS Projects, n.d., https://www.globalccsinstitute.com/projects/large-scale-
ccs-projects (accessed August 16, 2013).

Recent Advances in Carbon Capture and Storage234



[18] Barnes, D., B. Harrison, and G. M. Grammer, 2013, CO2/EOR and Geological Carbon 
Storage Resource Potential in the Niagaran Pinnacle Reef Trend, Lower Michigan, USA: 
Energy Procedia, v. 37, pp. 6786–6799, doi:10.1016/j.egypro.2013.06.612.

[19] Mastalerz, M., J. Rupp, A. Drobniak, S. Harpalani, A. Anderson, C. Korose, S. Frailey, 
and D. Morse, n.d., Assessment of CO2 Sequestration and Enhanced Coalbed Methane 
Potential in Unminable Coal Seams of the Illinois Basin, essay, in Carbon dioxide 
Sequestration in Geological Media—State of the Science: AAPG Studies in Geology, pp. 
149–171.

[20] Yu, H., G. Zhou, W. Fan, and J. Ye, 2007, Predicted CO2 Enhanced Coalbed Methane 
Recovery and CO2 Sequestration in China: International Journal of Coal Geology, v. 71, 
no. 2–3, pp. 345–357, doi:10.1016/j.coal.2006.10.002.

[21] Petrusak, R. L., D. E. Riestenberg, P. L. Goad, K. C. Schepers, J. Pashin, R. A. Esposito, 
and R. C. Trautz, 2009, World Class CO2 Sequestration Potential in Saline Formations, 
Oil and Gas Fields, Coal, and Shale: The US Southeast Regional Carbon Sequestration 
Partnership Has It All: SPE International Conference on CO2 Capture, Storage, and 
Utilization, doi:10.2118/126619–ms.

[22] United States Department of Energy, National Energy Technology Laboratory, 2008, 
Carbon Sequestration Atlas of the United States and Canada. http://www.netl.doe.gov/
technologies/carbon_seq/refshelf/atlas/.

[23] Gorecki, C. D., J. A. Hamling, J. Ensrud, E. N. Steadman, and J. A. Harju, 2012, Integrating 
CO2 EOR and CO2 Storage in the Bell Creek Oil Field: Carbon Management Technology 
Conference, doi:10.7122/151476–ms.

[24] Kuuskraa, V. A., M. L. Godec, and P. Dipietro, 2013, CO2 Utilization from “Next 
Generation” CO2 Enhanced Oil Recovery Technology: Energy Procedia, v. 37, pp. 6854–
6866, doi:10.1016/j.egypro.2013.06.618.

[25] Ahmadi, M. A., B. Pouladi, and T. Barghi, 2016, Numerical Modeling of CO2 Injection 
Scenarios in Petroleum Reservoirs: Application to CO2 Sequestration and EOR: Journal 
of Natural Gas Science and Engineering, v. 30, pp. 38–49, doi:10.1016/j.jngse.2016.01.038.

[26] Pu, H., and Y. Li, 2015, CO2 EOR Mechanisms in Bakken Shale Oil Reservoirs: Carbon 
Management Technology Conference, doi:10.7122/439769–ms.

[27] Chen, C., M. T. Balhoff, and K. K. Mohanty, 2014, Effect of Reservoir Heterogeneity on 
Primary Recovery and CO2 Huff 'n' Puff Recovery in Shale-Oil Reservoirs: SPE Reservoir 
Evaluation & Engineering, v. 17, no. 03, pp. 404–413, doi:10.2118/164553–pa.

[28] IEAGHG, 2013, Potential Implications on Gas Production from Shales and Coals for 
Geological Storage of CO2, 2013/10, September.

[29] Large Scale CCS Projects, n.d., https://www.globalccsinstitute.com/projects/large-scale-
ccs-projects (accessed August 16, 2013).

Recent Advances in Carbon Capture and Storage234

[30] Gamadi, T., J. Sheng, M. Soliman, H. Menouar, M. Watson, and H. Emadibaladehi, 2014, 
An Experimental Study of Cyclic CO2 Injection to Improve Shale Oil Recovery: SPE 
Improved Oil Recovery Symposium, doi:10.2118/169142–ms.

[31] Vega, B., W. J. O'brien, and A. R. Kovscek, 2010, Experimental Investigation of Oil 
Recovery From Siliceous Shale by Miscible CO2 Injection: SPE Annual Technical 
Conference and Exhibition, doi:10.2118/135627–ms.

[32] Iskandar, U. P. and S. H. Lastiadi, 2014, A Systematic Approach to Source-sink Matching 
for CO2 EOR and Sequestration in South Sumatera: Energy Procedia, v. 63, pp. 7750–
7760, doi:10.1016/j.egypro.2014.11.809.

[33] Tsau, J. S., 2010, Near Miscible CO2 Application to Improve Oil Recovery for Small 
Producers.

[34] Moghanloo, R. G., 2012, Modeling the Fluid Flow of Carbon Dioxide through Permeable 
Media, dissertation.

[35] Gray, L., and S. G. Goodyear, 2014, Overcoming the CO2 Supply Challenge for CO2 EOR: 
Abu Dhabi International Petroleum Exhibition and Conference, doi:10.2118/172105–ms.

[36] Ghomian, Y., M. B. Urun, G. A. Pope, and K. Sepehrnoori, 2008, Investigation of Economic 
Incentives for CO2 Sequestration: SPE Annual Technical Conference and Exhibition, 
doi:10.2118/116717–ms.

[37] Robertson, E. P., 2010, Enhanced Coal Bed Methane Recovery and CO2 Sequestration in 
the Powder River Basin, doi:10.2172/983351.

[38] Gonzalez, R. J., K. C. Schepers, G. J. Koperna, and A. Y. Oudinot, 2009, Assessment of the 
Potential and Economic Performance for ECBM Recovery and CO2 Sequestration: Latin 
American and Caribbean Petroleum Engineering Conference, doi:10.2118/121157–ms.

[39] Yamaguchi, S., K. Ohga, M. Fujioka, and S. Muto, 2005, Prospect of CO2 Sequestration 
in the Ishikari Coal Field, Japan: Greenhouse Gas Control Technologies 7, pp. 423–430, 
doi:10.1016/b978-008044704–9/50043–4.

[40] Mavor, M., W. Gunter, and J. Robinson, 2004, Alberta Multiwell Micro-Pilot Testing for 
CBM Properties, Enhanced Methane Recovery and CO2 Storage Potential: Proceedings 
of SPE Annual Technical Conference and Exhibition, doi:10.2523/90256–ms.

[41] Wan, T., and J. J. Sheng, 2015, Evaluation of the EOR Potential in Hydraulically Fractured 
Shale Oil Reservoirs by Cyclic Gas Injection: Petroleum Science and Technology, v. 33, 
no. 7, pp. 812–818, doi:10.1080/10916466.2015.1010041.

[42] Sheng, J. J., and K. Chen, 2014, Evaluation of the EOR Potential of Gas and Water Injection 
in Shale Oil Reservoirs: Journal of Unconventional Oil and Gas Resources, v. 5, pp. 1–9, 
doi:10.1016/j.juogr.2013.12.001

[43] Shtepani, E., 2006, CO2 Sequestration in Depleted Gas/Condensate Reservoirs: 
Proceedings of SPE Annual Technical Conference and Exhibition, doi:10.2523/102284–ms.

Challenges Associated with CO2 Sequestration and Hydrocarbon Recovery
http://dx.doi.org/10.5772/67226

235



[44] Bilardo, U., and F. Panvini, Carbon Sequestration: Key Features and Issues: Presented at 
Offshore Mediterranean Conference and Exhibition, Ravenna, Italy, 28–30 March 2007.

[45] Nygaard, R., S. Salehi, and R. G. Lavoie, 2011, Effect of Dynamic Loading on Wellbore 
Leakage for the Wabamun Area CO2 Sequestration Project: Canadian Unconventional 
Resources Conference, doi:10.2118/146640–ms.

[46] Myer, L. R., 2003, Geomechanical Risks in Coal Bed Carbon Dioxide Sequestration, 
doi:10.2172/815530.

[47] Mitra, A., and S. Harpalani, 2007, Modeling Incremental Swelling of Coal Matrix with 
CO2 Injection in Coalbed Methane Reservoirs: Proceedings of Eastern Regional Meeting, 
doi:10.2523/111184–ms.

[48] Chen, Z., Liu, J., Connell, L., Pan, Z., 2008, Impact of Effective Stress and CH4-CO2 
Counter-Diffusion on CO2 Enhanced Methane Recovery: Proceedings of SPE Asia Pacific 
Oil & Gas Conference

[49] Fathi, E., and I. Y. Akkutlu, 2008, Counter Diffusion and Competitive Adsorption 
Effects During CO2 Injection and Coalbed Methane Production: SPE Annual Technical 
Conference and Exhibition, doi:10.2118/115482–ms.

[50] Gasperikova, E., and G. Hoversten, 2008, Modeling the Resolution of Inexpensive, Novel 
non-Seismic Geophysical Monitoring Tools to Monitor CO2 Injection into Coal Beds, 
doi:10.2172/974262.

[51] Macdonald, S., 2007, Measuring CO2 in Coalbed Reservoirs: Proceedings of Rocky 
Mountain Oil & Gas Technology Symposium, doi:10.2523/107742–ms.

[52] Saptharishi, P., and M. Makwana, 2011, Technical and Geological Review of Carbon diox-
ide Geo Sequestration Along with Analysis and Study of Various Monitoring Techniques: 
International Petroleum Technology Conference, doi:10.2523/iptc-15402–ms.

[53] IPCC, 2005, IPCC Special Report on Carbon Dioxide Capture and Storage: In Prepared 
by Working Group III of the Intergovernmental Panel on Climate Change: In Metz, B., 
O. Davidson, H. C. de Coninck, M. Loos, and L. A. Meyer (eds.). Cambridge University 
Press, Cambridge, United Kingdom and New York, NY, USA, 442 pp.

[54] Bachu, S., 2015, Review of CO2 Storage Efficiency in Deep Saline Aquifers: International 
Journal of Greenhouse Gas Control, v. 40, pp. 188–202, doi:10.1016/j.ijggc.2015.01.007.

[55] Carbon Sequestration Leadership Forum, 2011. Underground CO2 Storage: A Reality?. 
pp. 1–5.

[56] Sigfusson, B. et al., 2015, Solving the Carbon-Dioxide Buoyancy Challenge: The 
Design and Field Testing of a Dissolved CO2 Injection System: International Journal of 
Greenhouse Gas Control, v. 37, pp. 213–219, doi:10.1016/j.ijggc.2015.02.022.

[57] Agada, S., S. Geiger, and F. Doster, 2016, Wettability, Hysteresis and Fracture–Matrix 
Interaction During CO2 EOR and Storage in Fractured Carbonate Reservoirs: International 
Journal of Greenhouse Gas Control, v. 46, pp. 57–75, doi:10.1016/j.ijggc.2015.12.035.

Recent Advances in Carbon Capture and Storage236



[44] Bilardo, U., and F. Panvini, Carbon Sequestration: Key Features and Issues: Presented at 
Offshore Mediterranean Conference and Exhibition, Ravenna, Italy, 28–30 March 2007.

[45] Nygaard, R., S. Salehi, and R. G. Lavoie, 2011, Effect of Dynamic Loading on Wellbore 
Leakage for the Wabamun Area CO2 Sequestration Project: Canadian Unconventional 
Resources Conference, doi:10.2118/146640–ms.

[46] Myer, L. R., 2003, Geomechanical Risks in Coal Bed Carbon Dioxide Sequestration, 
doi:10.2172/815530.

[47] Mitra, A., and S. Harpalani, 2007, Modeling Incremental Swelling of Coal Matrix with 
CO2 Injection in Coalbed Methane Reservoirs: Proceedings of Eastern Regional Meeting, 
doi:10.2523/111184–ms.

[48] Chen, Z., Liu, J., Connell, L., Pan, Z., 2008, Impact of Effective Stress and CH4-CO2 
Counter-Diffusion on CO2 Enhanced Methane Recovery: Proceedings of SPE Asia Pacific 
Oil & Gas Conference

[49] Fathi, E., and I. Y. Akkutlu, 2008, Counter Diffusion and Competitive Adsorption 
Effects During CO2 Injection and Coalbed Methane Production: SPE Annual Technical 
Conference and Exhibition, doi:10.2118/115482–ms.

[50] Gasperikova, E., and G. Hoversten, 2008, Modeling the Resolution of Inexpensive, Novel 
non-Seismic Geophysical Monitoring Tools to Monitor CO2 Injection into Coal Beds, 
doi:10.2172/974262.

[51] Macdonald, S., 2007, Measuring CO2 in Coalbed Reservoirs: Proceedings of Rocky 
Mountain Oil & Gas Technology Symposium, doi:10.2523/107742–ms.

[52] Saptharishi, P., and M. Makwana, 2011, Technical and Geological Review of Carbon diox-
ide Geo Sequestration Along with Analysis and Study of Various Monitoring Techniques: 
International Petroleum Technology Conference, doi:10.2523/iptc-15402–ms.

[53] IPCC, 2005, IPCC Special Report on Carbon Dioxide Capture and Storage: In Prepared 
by Working Group III of the Intergovernmental Panel on Climate Change: In Metz, B., 
O. Davidson, H. C. de Coninck, M. Loos, and L. A. Meyer (eds.). Cambridge University 
Press, Cambridge, United Kingdom and New York, NY, USA, 442 pp.

[54] Bachu, S., 2015, Review of CO2 Storage Efficiency in Deep Saline Aquifers: International 
Journal of Greenhouse Gas Control, v. 40, pp. 188–202, doi:10.1016/j.ijggc.2015.01.007.

[55] Carbon Sequestration Leadership Forum, 2011. Underground CO2 Storage: A Reality?. 
pp. 1–5.

[56] Sigfusson, B. et al., 2015, Solving the Carbon-Dioxide Buoyancy Challenge: The 
Design and Field Testing of a Dissolved CO2 Injection System: International Journal of 
Greenhouse Gas Control, v. 37, pp. 213–219, doi:10.1016/j.ijggc.2015.02.022.

[57] Agada, S., S. Geiger, and F. Doster, 2016, Wettability, Hysteresis and Fracture–Matrix 
Interaction During CO2 EOR and Storage in Fractured Carbonate Reservoirs: International 
Journal of Greenhouse Gas Control, v. 46, pp. 57–75, doi:10.1016/j.ijggc.2015.12.035.

Recent Advances in Carbon Capture and Storage236

[58] Sehbi, B. S., S. M. Frailey, and A. S. Lawal, 2001, Analysis of Factors Affecting Microscopic 
Displacement Efficiency in CO2 Floods: SPE Permian Basin Oil and Gas Recovery 
Conference, doi:10.2118/70022–ms.

[59] Vogt, S. J., C. A. Shaw, and J. E. Maneval, 2014, Magnetic Resonance Measurements of Flow-
Path Enhancement During Supercritical CO2 Injection in Sandstone and Carbonate Rock 
Cores: Journal of Petroleum Science and Engineering, v. 122, pp. 507–514, doi:10.1016/j.
petrol.2014.08.013.

[60] White, S., R. Allis, and J. Moore, 2003, Natural CO2 Reservoirs on the Colorado Plateau and 
Southern Rocky Mountains, USAA Numerical Model: Greenhouse Gas Control Technologies 
– 6th International Conference, pp. 423–428, doi:10.1016/b978-008044276–1/50068–4. (12 15)

[61] Fang, Z., A. Khaksar, and K. Gibbons, 2012, Geomechanical Risk Assessments for 
CO2 Sequestration in Depleted Hydrocarbon Sandstone Reservoirs: SPE Drilling & 
Completion, v. 27, no. 03, pp. 368–382, doi:10.2118/133994–pa.

[62] Johnson, J., J. Nitao, J. Morris, and S. Blair, 2003, Reactive Transport Modeling of 
Geohazards Associated with CO2 Injection for EOR and Geologic Sequestration: Offshore 
Technology Conference, doi:10.4043/15119–ms.

[63] Bustin, R. M., X. Cui, and L. Chikatamarla, 2008, Impacts of Volumetric Strain on CO2 
Sequestration in Coals and Enhanced CH4 Recovery: Bulletin AAPG Bulletin, v. 92, no. 
1, pp. 15–29, doi:10.1306/08220706113.

[64] Manrique, E., V. Muci, and M. Gurfinkel, 2006, EOR Field Experiences in Carbonate 
Reservoirs in the United States: Proceedings of SPE/DOE Symposium on Improved Oil 
Recovery, doi:10.2523/100063–ms.

[65] Sahin, S., U. Kalfa, and D. Celebioglu, 2007, Bati Raman Field Immiscible CO2 Application: 
Status Quo and Future Plans: Proceedings of Latin American & Caribbean Petroleum 
Engineering Conference, doi:10.2523/106575–ms.

[66] Herzog, H. J., 2001, Peer Reviewed: What Future for Carbon Capture and Sequestration?: 
Environmental Science & Technology, v. 35, no. 7, doi:10.1021/es012307j.

[67] Puon, P., S. Ameri, K. Aminian, D. Durham, J. Wasson, and R. Watts, 1988, CO2 Mobility 
Control Carbonate Precipitation: Experimental Study: Proceedings of SPE Eastern 
Regional Meeting, doi:10.2523/18529–ms.

[68] Durrant, M. B., n.d., Legal Basics for CO2 Enhanced Oil Recovery: the Rocky Mountain 
Mineral Law Foundation. https://www.oilgasandmining.com/volume1/issue2/84–v1n2–
durrant (accessed September 7, 2016).

Challenges Associated with CO2 Sequestration and Hydrocarbon Recovery
http://dx.doi.org/10.5772/67226

237





Section 5

Economics of CCS





Chapter 11

Economics of Carbon Capture and Storage

John C. Bergstrom and Dyna Ty

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/67000

Provisional chapter

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited. 
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Abstract

Human-engineered capture of CO2 emissions at the point source and subsequent long-
term storage of this CO2 underground represent a potential mitigation strategy for global 
warming. The so-called carbon capture and storage (CCS) projects are technically feasible 
but have not been well established from an economic efficiency perspective. This chapter 
uses economic theory to describe the costs, benefits, and economically efficient level of CCS 
provision. Achieving the economically efficient level of CCS provision requires consider-
ation of both the private and public costs and benefits of CCS and will also likely require 
some degree of government intervention in the form of economic incentives and/or direct 
regulation.

Keywords: CO2, emissions, point source, capture, storage, economics, costs, benefits

1. Introduction

Since the late twentieth century, a newly developed technology has become one of the tools 
that can help mitigate the negative impacts on climate change from rising levels of green-
house gases, especially CO2. This technology is commonly known as the carbon capture and 
storage (CCS). CCS technology involves “capturing” CO2 emissions, say from a coal-fired 
power plant, and then depositing the captured CO2 gas in a storage site, such as an under-
ground geological formation, where it will not enter the atmosphere. CCS projects are cur-
rently being tested and implemented throughout the world. However, economic feasibility 
of human-engineered CCS is not well established [1–4]. The purpose of this chapter is to 
discuss the economic benefits and costs of CCS projects from both private and public per-
spectives in order to shed light and provide insight on the potential for CCS technology to 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



provide a viable mitigation strategy for helping to meet twenty-first century global CO2 emis-
sion reduction goals, such as set forth in the 2015 United Nations Climate Change Conference 
in Paris, France.

2. Carbon and oxygen cycles1

Carbon (C) is the basic building block for plant, animal and human life—all are “carbon-
based” organisms. Plants, animals, and humans also depend on oxygen (O2) for survival. The 
cycling of carbon and oxygen in ecosystems is ultimately powered by solar energy. In pho-
tosynthesis, plants combine carbon dioxide (CO2), water (H2O), and solar energy to produce 
sugars, oxygen, and energy. In cellular respiration, animals and humans combine sugars and 
oxygen to produce carbon dioxide, water, and energy. Carbon-oxygen-hydrogen compounds 
(e.g., sugars) pass through the food chain or web in ecosystems via herbivores, carnivores, and 
omnivores. In the food chain, some of the carbon and oxygen stored in organic compounds 
are returned to the environment in the form of CO2 and H2O via cellular respiration. When a 
large organism such as a plant or an animal dies and is decomposed by microorganisms, more 
of the CO2 and H2O stored within the plant or animal is returned to the environment where it 
can be taken up again by plants to produce more carbon-oxygen-hydrogen compounds which 
can then be taken up again by animals and humans.

Not all carbon and oxygen are recycled in the relatively short-term cycle described above. 
Some carbon and oxygen from decomposing plants and animals are converted by relatively 
long-term geologic processes into rocks (e.g., carbonate rock formations such as limestone) 
and minerals (e.g., coal, oil, and natural gas) stored in the earth’s crust. When coal, oil, and 
natural gas enter economic systems, they are termed fossil fuels. The “fossil” part of this term 
derives from the fact that they come from fossilized remains of plants and animals. The “fuel” 
part is derived from the fact that coal, oil and natural gas, and their processed derivatives 
(e.g., gasoline) are burned as fuel in engines and other machinery found throughout our eco-
nomic system (e.g., planes, trains, automobiles, electricity power plants, and home furnaces). 
When fossil fuels are burned, CO2 (and other emission gases—CH4, N2O) stored in these min-
erals is released back into the environment. The release of CO2 from burning fossil fuels is the 
focus of recent concern and debate over global climate change.

As indicated in the discussion above, human activities affect global climate change through 
impacts on the carbon and oxygen cycle. Burning of fossil fuels is a major contributor to 
releasing more CO2 into the atmosphere, primarily from terrestrial sources of stored car-
bon (e.g., coal deposits, oil deposits, and trees). Human activities can also help to remove 
CO2 from the atmosphere, with one of the primary means being increasing the storage of 
carbon in terrestrial plants. For example, taking actions to protect “green space” including 
farmland from development (and managing forests in a sustainable manner following an 
optimal harvest and replanting schedule) helps to remove CO2 in the atmosphere through 
carbon sequestration in plants via photosynthesis. Farms, forests, and other green space 

¹This section appears also in Ref. ([5], p. 16–18).
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natural gas enter economic systems, they are termed fossil fuels. The “fossil” part of this term 
derives from the fact that they come from fossilized remains of plants and animals. The “fuel” 
part is derived from the fact that coal, oil and natural gas, and their processed derivatives 
(e.g., gasoline) are burned as fuel in engines and other machinery found throughout our eco-
nomic system (e.g., planes, trains, automobiles, electricity power plants, and home furnaces). 
When fossil fuels are burned, CO2 (and other emission gases—CH4, N2O) stored in these min-
erals is released back into the environment. The release of CO2 from burning fossil fuels is the 
focus of recent concern and debate over global climate change.

As indicated in the discussion above, human activities affect global climate change through 
impacts on the carbon and oxygen cycle. Burning of fossil fuels is a major contributor to 
releasing more CO2 into the atmosphere, primarily from terrestrial sources of stored car-
bon (e.g., coal deposits, oil deposits, and trees). Human activities can also help to remove 
CO2 from the atmosphere, with one of the primary means being increasing the storage of 
carbon in terrestrial plants. For example, taking actions to protect “green space” including 
farmland from development (and managing forests in a sustainable manner following an 
optimal harvest and replanting schedule) helps to remove CO2 in the atmosphere through 
carbon sequestration in plants via photosynthesis. Farms, forests, and other green space 

¹This section appears also in Ref. ([5], p. 16–18).
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areas thus act as “carbon sinks” helping to counteract the greenhouse effect. Another means 
for storing carbon is through human-engineered carbon capture and storage projects.

3. CCS costs

3.1. Components of total fixed costs and total variable costs

CCS projects are not cheap. For example, in the United States, NRG Energy and JX Nippon 
Oil and Gas Exploration, Inc., are investing around $1 billion USD on the Petra Nova CCS 
project. This project when completed in late 2016 is projected to capture and store about 
1.4 million tons of carbon per year from one of NRG’s existing coal-fired power plants in 
the State of Texas, USA [6, 7]. In this section, we discuss the concepts and components of 
CCS costs.

First, we need to realize that CCS projects are actually two interconnected projects in one. 
The first project is “carbon capture” and the second project is “carbon storage.” Each of 
these projects has various options with different costs. As indicated in the previous sec-
tion, ecosystems via the carbon and oxygen cycle will naturally capture carbon dioxide 
from the air (e.g., through photosynthesis) and then store the captured carbon in plants, 
the soil, and rocks and minerals. While CCS through natural ecosystem processes and 
functions is a viable mitigation strategy in response to CO2-induced global climate change 
concerns (e.g., planting trees), the focus of this chapter is on human-engineered CCS.

In the case of carbon capture, human-engineered means of capturing carbon focus on “end-
of-pipe technologies” that remove CO2 from industrial emissions, particularly fossil fuel-fired 
(e.g., coal) electricity power plants. The “best available technology” (BAT) in the current time 
period (2016) is chemical absorption of CO2 from emissions at the point source (e.g. power 
plant smokestack). Once the CO2 has been removed from emissions, say from a coal-fired 
power plant, the CO2 can then be converted by pressurization to a liquid for transportation 
and storage [1, 2, 8].

Thus, one component of the costs of human-engineered carbon capture is the costs of the 
equipment (e.g., “scrubbers”) and absorption chemicals used to remove CO2 from emissions 
[4, 9]. From a neoclassical microeconomics theory perspective, the “scrubber” equipment costs 
are “fixed costs” and the absorption chemicals are “variable costs.” Fixed costs are so-called 
because they are a sunk cost which does not vary with the level of production. For example, 
once purchased and installed, a coal-fired power plant owner must incur the costs of scrubber 
equipment whether they are producing electricity or not (e.g., they still have to pay off the 
equipment as a capital cost).

Variable costs are so-called because they vary with the level of production. For example, as 
more (less) electricity is produced from a coal-fired power plant, more (less) emissions are 
generated, and more (less) absorption chemicals must be purchased. The fixed costs of human-
engineered carbon capture can be quantified by multiplying the units of equipment purchased 
by the market price of equipment per unit (plus loan fees and interest if the equipment is 
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financed). The variable costs can be quantified by multiplying, say the units of absorption 
chemicals purchased by the market price of chemicals per unit.

In addition to the direct, out-of-pocket fixed and variable costs of carbon capture discussed 
above, there are also opportunity costs of human-engineered carbon capture. For example, 
from an energy use perspective, human-engineered carbon capture at an electricity power 
plant comes with an energy use cost in the form of electricity generation that must be given up 
in support of carbon capture at the plant. This so-called energy penalty can be quantified by 
multiplying the amount of electricity lost in order to support carbon capture times the market 
price of electricity [2, 9–11].

After carbon is captured at a point source such as a coal-fired electricity power plant, it must 
be transported to and stored at a long-term storage site. At the time this chapter is being writ-
ten, the most practical long-term storage sites appear to be various forms of natural under-
ground geologic cavities (NUGCs). One option under this category is NUGC which once held 
crude oil and/or natural gas deposits but has been depleted through mining (e.g., oil and gas 
wells). Oil and gas companies already inject CO2 into operational oil and gas wells in order 
to squeeze more oil and gas out of the resource deposit. Thus, the technology for injecting 
CO2 captured from point source emissions into NUGCs where oil and gas deposits have been 
depleted through mining is well proven [9, 12, 13].

Because natural deposits of oil and gas have been stored by the carbon and oxygen cycle (see 
above) in NUGCs for thousands and millions of years, NUGCs have displayed the ability to 
store new CO2 injected into these formations for long periods of time with minimal leakage 
of CO2 back into the atmosphere. In addition to NUGCs where oil and gas deposits have been 
depleted, geologists and engineers can locate new NUGCs capable of storing large quantities 
of CO2 with minimal leakage for long time periods [9, 13].2

In order for carbon captured at the point source to be stored at long-term storage site, it must 
be transported from the point source to the storage site. The process for transport is generally 
to convert CO2 captured at the point source to a liquid through pressurization, and then move 
this liquid to the storage facility by truck, train, or pipeline. Assuming that NUGCs are used 
for long-term storage, the costs of carbon storage will mostly be the fixed and variable costs 
of converting CO2 to a liquid, transporting it to the storage site, and then injecting it into the 
NUGCs [9, 13]. After injecting the CO2 into an NUGC, the ongoing costs of storage should be 
minimal (e.g., limited to costs of monitoring for leakages).

The fixed costs of carbon storage (including transportation) include the costs of pressurized 
transport trucks and train cars, and the costs of installing a pipeline. Fixed costs also include 
the costs of any equipment needed to remove captured CO2 from a truck, train car, or pipe-
line and inject it into NUGCs. These fixed costs can be quantified by multiplying the units of 
equipment (e.g., transport truck or rail car) purchased by its market price per unit. The vari-
able costs of carbon storage include payments to labor (e.g., workers who operate and main-

²As discussed in Section 2, natural chemical cycles covert carbon to hard rock and mineral deposits which further en-
hances long-term storage with minimal leakage.
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²As discussed in Section 2, natural chemical cycles covert carbon to hard rock and mineral deposits which further en-
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tain trucks, trains, pipelines, and injection equipment), purchase of replacement parts, and 
the costs of fuel and power needed to operate and maintain trucks, trains, pipelines, and injec-
tion equipment. These variable costs can be quantified by multiplying the units employed 
(e.g., number of workers) or purchased (e.g., number of replacement parts) by the market 
wage rate for labor or the market price for replacements parts [8, 9, 13].

We can now define the total costs of carbon capture and storage ( T  C  
ccs

   ) as

  T  C  ccs   =   (  TF  C  ccs   c   + TV  C  ccs   c   )    +   (  TF  C  ccs   T   + TV  C  ccs   T   )    +   (  TF  C  ccs   s   + TV  C  ccs   s   )     (1)

where

 TF  C  
ccs

   c    = is the total fixed costs of carbon capture at the point source;

 TV  C  
ccs

   c    = the total variable costs of carbon capture at the point source;

 TF  C  
ccs

   T    the total fixed costs of captured carbon transportation to storage site;

 TV  C  
ccs

   T    the total variable costs of captured carbon transportation to storage site;

 TF  C  
ccs

   s    the total variable costs of carbon storage at storage site;

 TV  C  
ccs

   s    is the total variable costs of carbon storage at storage site.

With respect to economic efficiency, it is imperative we measure the marginal costs of 
human-engineered CCS. The short-run marginal costs (MCCCS) of human-engineered CCS 
are defined as

  M  C  CCS   =   
∂ T  C  CCS   ______ ∂  Q   CO  2  

      (2)

where   Q   CO  
2
     = is the quantity of CO2 captured and stored.

3.2. Measures of total marginal fixed costs and marginal variable costs

In practice, there are two common measures used in the cost-benefit analysis to make per-unit 
CSS costs and benefits comparably equivalent for any given potential level of optimal quanti-
ties of carbon dioxide (CO2) being captured and stored. These units are measured through 
time and space either in millions of tons of carbon (MtC) or of CO2 (MtCO2) avoided per year, 
that is, MtC/year or MtCO2/year.

As described above in the definition of the total costs of carbon capture and storage (TCCCS), 
TCCCS consists of total fixed costs and total variable costs of carbon capture at the point of 
source, captured carbon transportation to storage, and carbon storage at the storage site. 
With respect to economic efficiency, the marginal cost (MCccs) is the imperative measure of 
the costs of human-engineered carbon capture and storage technology. In this chapter, mar-
ginal costs of employed CCS technology (MCccs), as well as marginal benefits received from 
employed CCS technology (MBccs), are quantified as US dollar per ton carbon ($/tC) or US 
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dollar per ton carbon dioxide ($/tCO2),3 where one ton of carbon equals 3.67 tons of carbon 
dioxide.4

According to recent literature, an estimated avoided total cost of CCS per unit (MCccs) is 
between US $225/tC and $315/tC (or US $61/CO2 and $86/tCO2), but a considerable reduction 
in MCccs can arise in the near future because of continuously technological improvements 
in CCS [8]. To give a breadth of findings, estimates of marginal cost avoided can be shared 
in three cost components: (1) marginal costs of carbon captured at the point of source, which 
range from US $200/tC to $250/tC [8]; (2) marginal costs of captured carbon transportation to 
storage, which range from US $5/tC to $10/tC per 100 km [8]5; and (3) marginal costs of carbon 
stored at the storage site, which range from US $20/tC to $55/tC [14].6

4. CCS benefits

4.1. Private benefits and public benefits from employed CCS technologies

The private benefits of carbon capture and storage include the proven ability of injecting CO2 
underground into geologic crude oil and natural gas deposits to enhance extraction of oil and 
gas from these deposits. These benefits can be quantified by multiplying the price of the addi-
tional crude oil or natural gas extracted as a result of CO2 injection by the going market price 
of oil or gas. As this chapter is currently being written in early 2016, the real prices of crude 
oil and natural gas resources received by oil and gas producers are at record lows worldwide. 
These relatively low prices have a negative impact on the private benefits of CO2 injection 
projects for enhancing oil and gas projects.

Thus, a c ritical component of whether or not such projects will be economically feasible to oil 
and gas companies is the expected price path of future oil and gas prices. Such price paths are 
difficult to estimate empirically [2, 8, 11]. However, based on economic theory and Hotelling’s 
rule in particular, we expect theoretically that the market price of any exhaustible, non-renewable 
natural resource, including crude oil and natural gas, to follow an upward-sloping price path in 
the long run as the resource becomes scarcer.

³For consistency, in the chapter the units of MtC and US $/tC are being used to describe economic values for marginal 
costs and benefits on average, assuming MC ≈ AC in all long-run CCS operations. We will note where the units of MtCO2 
and US $/CO2 are applied as alternative measures. All are equivalent: (1) US $27.3/tCO2 (= US $100/tC) [26]; (2) US $10/
tCO2 is approximately equivalent to US $37/tC [15].
⁴Because the atomic weights of carbon are 12 atomic mass units and carbon dioxide is 44 atomic mass units, a ratio factor 
of 3.67, or 44/12, is used, meaning one ton of carbon equals 3.67 tons of carbon dioxide, which can also approximately 
equal 1 tC = 3.7 tCO2 (as computed from (US $37/tC)÷(US $10/tCO2), or 3.66 tCO2 = (US $100/tC) ÷ (US $27.3/tCO2)). 
However, only the factor of 3.67 is applied for computation of all estimates in this chapter.
⁵These costs can be easily and quickly observed in Anderson and Newell (2004) (please see Table 3 in Ref. [8]).
6The later measures may be slightly higher after having been adjusting for inflation over time. Assuming a gas price of US 
$3 per million Btu (MBtu), which was the average price over the past decade, transport and storage costs of $37/tC stored 
were reported in [8]. Moreover, one can apply the following formulas to see how adjusted/expected benefits and costs 
are affected by inflation rates over time, that is, adjusted benefits in current-year = dollars in base-year × (CPICurrent-year/
CPIBase-year), and adjusted costs in current-year = dollars in base-year × (PPICurrent-year/PPIBase-year), where CPI is the consumer 
price index, and PPI is the producer price index.
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From economic theory, we can also predict that increasing market prices of exhaustible, non-
renewable energy resources such as crude oil and natural gas will eventually lead to the sub-
stitution of these relatively high-cost energy sources by relatively cheaper energy sources. 
For example, sometime in the future it may be economically feasible and desirable to shift 
completely over to some “backstop technology” for producing energy including solar and 
wind power and the “holy grail” of virtually unlimited energy production—nuclear fusion 
([5], Chapter 3).

In addition to the private benefits to oil and gas companies of CCS projects that enhance oil 
and gas production, private benefits of CCS projects as a whole also include private benefits 
of global warming mitigation such as reduced health costs to individuals, reduced damages 
to agricultural crops, and reduced damages to human-built structures in flood-prone areas. 
These private benefits can be quantified using private health-care expenditures, the market 
value of agricultural crops, and the costs of replacing or repairing human-built structures [16].

There are also many public benefits of CCS projects associated with global warming mitigation. 
These public benefits include economic values associated with protecting fish and wildlife habi-
tat (e.g., Polar Bear habitat in Artic regions) and human cultures (e.g., Indigenous, Native or 
First-Peoples in Artic regions). Non-market economic valuation techniques including contingent 
valuation and choice experiments can be used to quantify these types of nonmarket benefits ([5], 
Chapter 13).

The total benefits of carbon capture and storage ( T  B  
ccs

   )can be expressed in the equation form as

  T  B  ccs   =    (  TP  B  ccs   s   ) + (TS  B  ccs   s   )     (3)

where,

 TP  B  
ccs

   s    is the total private benefits of carbon captured and stored

  TS  B  
ccs

   s    is the total social benefits of carbon captured and stored.

For economic efficiency purposes, we must also measure the marginal benefits of human-
engineered CCS. The short-run marginal costs (MBCCS) of human-engineered CCS are 
defined as

  M  B  CCS   =   
∂ T  B  CCS     _______ ∂  Q   CO  2  

      (4)

where   Q   CO  
2
      is the quantity of CO2 captured and stored.

4.2. Measures of total marginal benefits of CSS

In Section 4.1, we describe that the total benefits of carbon capture and storage technologies 
are received by both public and private entities. For economic efficiency analyses, we use 
the total marginal benefits of human-engineered CCS (MBccs) given by the private marginal 
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benefits of carbon captured and stored (PMBccs) plus the social marginal benefits (SMBs) 
of carbon captured and stored (SMBccs). In the following sections, we discuss quantitative 
estimates of the private marginal benefits of CCS (PMBccs) and the social marginal benefits of 
CCS (SMBccs).

4.2.1. Private marginal benefits and carbon capture and utilization

A Canadian Pembina Institute Publication [17] reported post-CO2 capture diverging into 
two pathways—carbon sequestrations (CCS) (already discussed so far) and carbon capture 
and utilization (CCU) (discuss in this subsection). CCU applications fall under two main 
approaches: the conversion approach and nonconversion approach.7 Since the twenty-first 
century, technological advances have made various CCU applications under these two main 
approaches more practical and profitable [18–20].

CCU conversion approach applications range from mineralization (e.g. varied utilized 
forms of carbonate applications), biological transformation (e.g. algae cultivation appli-
cations), and chemical transformation (e.g. liquid fuel applications including methanol, 
polymer/chemical feedstock, and urea yield boosting8). CCU non-conversion approach 
applications are generally aimed for the purposes of desalination and enhanced techniques 
including enhanced oil recovery (EOR), enhanced geothermal systems, and enhanced coal-
bed methane [17].

Thus, the economics of CCU technologies then lies in potential net benefits received from 
reutilizations of the captured CO2. Within 5–10 years, CCU conversion approaches including 
mineralization (considered as permanent-based performance) and biological and chemical 
innovations (considered as non-permanent-based performance) have been estimated to be 
utilized in a range of 5 to more than 300 MtCO2 per year [17]. Within the same time frame, 
CCU nonconversion approaches will yield, in both permanent and non-permanent potential 
performance, an estimated 5–300 MtCO2 in enhanced techniques and between 30 and 300 
MtCO2 in desalination [17].9

According to Refs. [21, 22], it is estimated that each year about 80%, or 9 million metric tons 
(MtC) of captured CO2 used by commercial industry, are in EOR operations. The net mar-
ginal benefits (PMBccs) of stored carbon to EOR and enhanced coal-bed methane recovery 
operations have been estimated in the range of US $15/tC to $30/tC [23].10 There certainly exist 

⁷CCU is also called carbon capture and reuse or carbon capture and recycling (CCR) [17].
⁸Urea, also known as carbamide, is an organic compound with the chemical formula CO(NH2)2 and one of the most 
common forms of solid nitrogen fertilizer. Urea is produced by the reaction between ammonia and CO2. See ([24], 
Appendix B).
⁹Permanent and non-permanent potential performances are referred to permanent and non-permanent storage. Ac-
cording to the Global CCS institute, reuse technologies that permanently store CO2 are considered to be an alternative 
form of CCS and referred to as “alternative CCS.” EOR, ECBM, EGS, carbonate mineralization, concrete curing, bauxite 
residue carbonation, and potentially algae cultivation (depending on the end product) are considered to be alternative 
forms of CCS. See ([24] Part I: Section 3.2).
¹⁰In recent work [25], it was estimated that EOR storage of CO2 could generate net benefits as high as $335/tC stored, or 
cost as much as $270/tC stored. In a base-case calculation, EOR generates average net benefits of about $45/tC stored [8].
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Appendix B).
⁹Permanent and non-permanent potential performances are referred to permanent and non-permanent storage. Ac-
cording to the Global CCS institute, reuse technologies that permanently store CO2 are considered to be an alternative 
form of CCS and referred to as “alternative CCS.” EOR, ECBM, EGS, carbonate mineralization, concrete curing, bauxite 
residue carbonation, and potentially algae cultivation (depending on the end product) are considered to be alternative 
forms of CCS. See ([24] Part I: Section 3.2).
¹⁰In recent work [25], it was estimated that EOR storage of CO2 could generate net benefits as high as $335/tC stored, or 
cost as much as $270/tC stored. In a base-case calculation, EOR generates average net benefits of about $45/tC stored [8].
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additional net benefits from other applications described above, but empirical estimates of 
these benefits are not yet available.

4.2.2. Social marginal benefits

Unlike quantifying direct total private benefits, an attempt to measure public or social benefits 
can be quite a challenging task for researchers since there involve concepts of types of costs 
and nonmarket valuations of public goods and services provided to the population.

Before it is attempted to explain how social marginal benefits arrive in this subsection of 
the chapter, there are three concepts needed to explain since we simply use the reported 
range (not derived explicitly) of the estimates for SMB from various sources. First of all, 
we simply define that private costs are the costs that individual decision makers are facing 
given actual established market prices. Second, social costs are the private costs plus the 
costs of economic externalities on society. These social costs are the prices derived from 
market prices, where opportunity costs are taken into account. Finally, social cost of carbon 
(SCC) is the discounted monetized sum of the annual net losses from impacts caused by an 
additional unit of carbon emitted presently and is measured in US $/tC or US $/tCO2 ([26] 
Chapter 3, p. 135).

According to the economic theory, at an economically efficient mitigation level the marginal 
social benefits of carbon reduction (SMB) are equal to the social costs of carbon, where SCC is 
defined as avoided total damages for an additional ton of carbon abated ([26], Chapter 3, p. 233). 
Thus, using estimates of SCC ([26], Chapter 20) and the assumption that SCC = SMB at an eco-
nomically efficient carbon price, we can infer estimates of SMBCCS currently in the range US $14/
tC to $350/tC (or US $4/tCO2 to $95/tCO2).11 By assuming a 2.4% per year increase in emissions, 
the estimated range for SMBCCS in the year 2030 is between US $29/tC and $694/tC (or US $8/
tCO2 to 189/tCO2).12 By adding private marginal benefits (PMBCCS) from the previous section to 
social marginal benefits (SMBccs) from the current section, we estimate total marginal benefits 
of CCS (MBccs) to fall in a range of US $29/tC–$380/tC currently to US $49/tC–$735/tC in 2030.13

5. Optimal CCS provision

5.1. Concept of economically efficient level of CSS size

According to economic efficiency, the optimal level of carbon capture and storage is where the 
marginal benefits and marginal costs of CO2 captured and stored are equal. In Figure 1, we 
show the marginal benefit curve for CCS (MBCCS), and the marginal cost curve for CCS (MCCCS). 
The marginal benefit curve is downward sloping because, following the law of diminishing 

¹¹Median and 95th percentile estimates reported in [27].
¹²The estimated social cost of carbon reported by [28] including uncertainty, equity weighting, and risk aversion is $44 
per ton of carbon (or $12 per ton CO2) in 2005 US$. Second, including uncertainty increases the expected value of the 
SCC by approximately 8%. Finally, equity weighting generally tends to reduce the SCC.
¹³For consistency, we assume there is also a 2.4% per year increase in the PMBCCS reported in [23]. Thus, for 2030 the 
estimated range for PMBCCS is between US $20/tC and $41/tC.
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returns, each additional unit of CO2 captured and stored provides less private and social ben-
efits. The marginal cost curve is upward sloping because both the private and social costs of 
CCS go up with each additional unit of CO2 captured and stored. The upward-sloping nature 
of the marginal cost curve indicates that it would be very expensive (and likely cost prohibitive) 
to capture and store 100% of all CO2 found in emissions from a point source such as a coal-fired 
power plant or industrial factory.

The economically efficient level of CCS (Q*) is shown graphically in Figure 1 where the mar-
ginal benefit curve and marginal cost curve for CCS cross; at this point,

  M  C  CCS     =   
∂ T  C  CCS   ______ ∂  Q   CO  2  

     = M  B  CCS     =   
∂ T  B  CCS   ______ ∂  Q   CO  2  

        (5)

If all private and social benefits and costs of CCS could be “internalized” into economic mar-
kets, transactions between buyers and sellers could lead automatically to an economically 
efficient level of CCS, given certain conditions (e.g., perfect competition). It is notoriously 
difficult, however, to “internalize” all social benefits and costs because of the public good (or 
“bad”) characteristics of these benefits and costs such as nonexclusiveness and nonrivalry. 
Thus, achieving an economically efficient level of CCS would most likely require some degree 
of government intervention into markets such as economic incentives (e.g., taxes and subsi-
dies) and/or direct regulation ([5], Chapter 10).

Figure 1. Economically efficient level of CCS.
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5.2. Estimates of CSS optimal level

As previously described in this chapter, under the condition where marginal benefits and 
marginal costs of CO2 captured and stored are equal, there exists a relationship between the 
optimal carbon price and the optimal level of carbon capture and storage. For a given carbon 
price range of US $146–$257/tC (or US $40–$70/tCO2), the optimal level of CO2 captured and 
stored is in the estimated range of 0–8MtC (or 0–29.48MtCO2) per year [29, 30].

6. Summary and conclusions

From a public policy perspective, since the general public also benefits from carbon dioxide being 
captured, stored, and prevented from entering the atmosphere, there is economic justification for 
public policies targeted at providing economic incentives for private companies to invest in CCS 
technology, such as direct subsidies or tax breaks. Whether or not CCS technology will prove to 
be one of the “tools” in the global warming, mitigation “tool box” in the long run is yet to be seen.

In addition to the Petra Nova project in the United States, private companies in Canada, 
Germany, and China are investing in large-scale CCS projects, with mixed economic feasibil-
ity results from a private firm perspective. Scaling-up from the private firm level to the society 
level where public benefits from global warming mitigation are taken into account, the pri-
vate and public economic benefits of CCS projects seem likely to outweigh the private costs. 
Thus, public polices, which help private companies to defray the high costs of large-scale CCS 
projects, may be justified from an overall benefit-cost analysis perspective.
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