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Preface

Microwave systems are an important technology for several aspects of our everyday life.
They are key components of every modern wireless communication system. Wireless local
area networks (WLANs) and cellular communications use microwave components, micro‐
wave integrated circuits (ICs), and antennas operating in microwave frequency bands. Ad‐
ditional emerging applications of microwave systems include wireless power transfer and
energy harvesting, as well as applications to medicine like wireless body area networks
(WBANs). Antenna design for microwave systems is another challenging task that needs to
be addressed for all the abovementioned applications.

The main objective of this book was to collect as many different state-of-the-art studies as
possible in order to cover in a single volume the main aspects of microwave systems and
applications. This book contains 17 chapters written by acknowledged experts, researchers,
academics, and microwave engineers, providing comprehensive information on all aspects of
microwave systems and applications. This book is divided into four parts. The first part is
devoted to microwave components. The second part deals with microwave ICs and innova‐
tive techniques for on-chip antenna design. The third part presents antenna design cases for
microwave systems. Finally, the last part covers different applications of microwave systems.

The authors of each book part cover a wide range of topics. The chapters that follow in the
next pages demonstrate a range of approaches to a diverse set of microwave systems and
application areas using different novel design techniques and with usage scenarios from ma‐
terial characterization to multiple person localization. They represent only a small fraction of
the current research, the emerging trends, and applications of microwave systems. I hope that
this book will help researchers and students all over the world to attain new and interesting
results in all the aspects of microwave systems and applications.

I would like to thank all the authors, who submitted their work for consideration to this
book, for their valuable and interesting contributions in all areas of microwave systems and
applications.

Sotirios K. Goudos
Assistant Professor

Department of Physics
Aristotle University of Thessaloniki

Thessaloniki, Greece





Section 1

Microwave Components





Chapter 1

Microwave Active Filter Design

Vincenzo Stornelli, Leonardo Pantoli and
Giorgio Leuzzi

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/65917

Provisional chapter

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited. 

Microwave Active Filter Design

Vincenzo Stornelli, Leonardo Pantoli and 
Giorgio Leuzzi

Additional information is available at the end of the chapter

Abstract

A simplified method for the project and design of microwave active filters is presented 
here. The presented design is based on the use of an active inductor that emulates an 
inductor behavior by implementing a passive variable phase- and amplitude-compen-
sating network and amplifiers, forming a gyrator-C architecture. This method can be 
applied with success for the design of bandpass filters with very high performances in 
terms of integration and application from a few hundreds of MHz to tens of GHs with 
filter high dynamic range and frequency tuning capability.

Keywords: filters, active filter, active inductor, high dynamic range, gyrator

1. Introduction

Nowadays advancements in communications systems, in conjunction with the great increas-
ing request for miniaturization and size reduction of wireless systems and devices, have led 
to an increase of performances and space reduction of modern communications systems and 
devices. Several RF building blocks have consequently been successfully implemented as 
integrated circuits (ICs) with different technologies. In this scenario, analog tunable filters 
working, in general, at RF and microwave frequencies still remain the most difficult part 
to be integrated in a single chip [1–18] due to requirements in input and output impedance 
matching, stability, and dynamic range. In fact, most commercial wireless receivers only use 
off-chip filters that are typically implemented with discrete components. This scenario leads 
to the occupation of a large area at the front-end. Even though the integrated version of fil-
ters has been presented in several papers, it must be noticed that in monolithic integrated 
microwave circuits (MMIC) most of the semiconductor area is occupied by passive elements, 
while active devices play a marginal role in area occupation. It is in fact generally known that 
passive inductors are largely responsible for the area occupation in IC. Classical spiral induc-

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



tors, in fact, require large amounts of substrate area or air bridges and present a very limited 
bandwidth, a general high series resistance, and crosstalk problems. For this reason, it can 
really be important to replace spiral inductors with active circuits behaving like inductors, 
but characterized by a very reduced semiconductor area occupation. It is well known that an 
inductor can be simulated by a gyrator loaded by a capacitance; in the literature and in the 
commercial market, a lot of solutions have been proposed that use the gyrator principle to 
simulate an inductive behavior at microwave frequency range [15, 16, 18–32]. Analog filters 
using Active Inductors (AIs) are good candidates for high-frequency operation; therefore, 
considerable interest has been shown in their use in active filters. In this perspective, in par-
ticular, band-pass filters designed by means of active inductor, usually suffer from a very 
low dynamic range due to the combination of a high noise level introduced by the AI and the 
relatively low compression power level of the AI itself. For all these reasons, there are only 
a few commercial solutions available on the market based on active inductors. Moreover, 
complex arrangements with many transistors tend to degrade the stability, preventing their 
use in practical applications. All these considerations show how the availability of simple, 
stable AIs with relatively high-power handling is therefore a critical issue, for their use as a 
replacement for spiral inductors in integrated filters especially when high-order filters with 
tunable characteristics are required. In the following paragraph, we will see how filters using 
active inductors have good potential to operate at high frequency, with high dynamic range, 
maintaining a constant quality factor (Q) in tunable applications when coupled with varac-
tors diode, so considerable amount of interest has been shown in their use. A very simple 
approach for the design of tunable, high-quality factor, stable active inductors by means of an 
active inductor is presented here.

2. The active inductor design

Generally, active filters suffer from a very low dynamic range (see Figure 1) [33–53] due to 
the combination of a high noise level introduced by the AI and the relatively low compression 
power level of the AI itself. An interesting way to design active filters, in order to overcome 
this problem, is through the use of AI. The first high-Q AIs were reported over two decades 
ago, and the use of these inductors for the implementation of inductor-capacitor (L-C) resona-
tor-type active filters was presented both in several papers and conferences.

However, as already mentioned, high-frequency active bandpass filters designed by means of 
AI usually suffer from a low dynamic range due to the combination of high noise level intro-
duced by the AI and of low compression point of the AI itself, which limits the maximum 
handled power. Several kinds of AI have been proposed in the past [1–52], especially grounded 
inductors that are usually based on gyrator scheme loaded with a capacitor (Figure 2). With 
reference to Figure 2, the input voltage through the inverting amplifier (that can be based on a 
common-source stage) drives the loaded capacitor, producing a 90° delayed voltage; this in turn 
drives the output current through a noninverting transconductance, typically a source follower.
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Figure 1. Dynamic range for an active filter.

Figure 2. A gyrator-based active inductor scheme.
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From Figure 2 circuit, if we assume ideal amplifiers, the following equations can be derived 
[tcas]:

 1m
C in

g
V V

j Cω
= − ⋅  (1)

 
1 2

2
1m m

in m C in in
eq

g g
I g V V V

j C j Lω ω
⋅

= − ⋅ = ⋅ = ⋅

 (2)

Finally, the equivalent inductance of the gyrator-based active inductor can be expressed as:

 

1 2
eq

m m

CL
g g

=
 (3)

Eq. (3), of course, is valid only if the two amplifiers are ideal and zero phase delays and 
zero losses are present in the architecture. It is important to notice that if nonidealities in the 
amplifiers are considered, two unwanted effects appear: (1) a parasitic resistance (positive 
or negative) arises in series to the equivalent inductance; (2) the bandwidth of the inductive 
impedance becomes finite. Figure 3a shows that a phase relation between input less than 90° 
gives positive resistance, while a phase relation in excess of 90° causes a negative resistance: 
the AI can now be considered as in Figure 3b

Figure 3. (a) AI voltage and current relations and (b) AI with series resistance.
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If we were able to control both these phase relations, without acting on the bias condition of 
the amplifiers, the linearity of the active component of the gyrator will not be affected. This 
condition can be reached by the insertion of a suitable variable passive compensation network 
[35] (Figure 4).

It has already been demonstrated in reference [35] that

 ( ) ( )

( ) ( )

var var
var var

var var
var var

1 cos sin

1 sin cos

par tot
eq

m m

par tot
eq

m m

R C
R

g A g A
R C

L
g A g A

ω
ϕ ϕ

ω
ϕ ϕ

= +

= − +

 (4)

From Eq. (4), it can be noticed that the phase of the compensating network must be such that 
the two addends cancel in the expression of the equivalent resistance, in the band of interest. 
This leads to a complex scenario. In order to simplify the design, a single active block AI and 
a compensation network can be also adopted as shown in Figure 5. In Figure 6, an equivalent 
circuit of the single active block AI [38] is shown. In this case, a simplified model of the capaci-
tance gyrator with a single active block is shown.

An exact set of values of the resistor-capacitor (R-C) network gives a correct phase delay 
between input and output (voltage and current), minimizing the real part of the  equivalent 
impedance. In the ideal case [38], the circuit input impedance is given by the following relation:

Figure 4. Block scheme of the active inductor with high dynamic range.

Figure 5. Block scheme of the proposed single active block active inductor.
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Eq. (5) can be also written in a more simple way as real and imaginary parts as in the following:
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Now it can be seen that the input impedance of the network is not always inductive [38]. 
By analyzing the imaginary part, we notice that the imaginary part of the AI impedance has a 
zero in ω = 0, and it is always positive only if:

 1mg R >  (8)

The last is a very important condition if we want to obtain an inductive behavior. By consid-
ering also the amplifier block parasitic, we obtain the real and imaginary part of the input 
impedance of the single transistor (common emitter stage as the transconductance amplifier) 
gyrator as shown in Figures 7 and 8.

Figure 6. Simplified schematic model of the single-transistor AI.

Microwave Systems and Applications8



 1
in

m

j RCZ
g j C

ω
ω

+
=

+

 (5)

Eq. (5) can be also written in a more simple way as real and imaginary parts as in the following:

 

{ }
2 2

2 2 2Re m
in

m

g RC
Z

g C
ω
ω

+
=

+

 (6)

 

{ } 2 2 2Im m
in

m

g RC C
Z

g C
ω ω

ω
−

=
+

 (7)

Now it can be seen that the input impedance of the network is not always inductive [38]. 
By analyzing the imaginary part, we notice that the imaginary part of the AI impedance has a 
zero in ω = 0, and it is always positive only if:

 1mg R >  (8)

The last is a very important condition if we want to obtain an inductive behavior. By consid-
ering also the amplifier block parasitic, we obtain the real and imaginary part of the input 
impedance of the single transistor (common emitter stage as the transconductance amplifier) 
gyrator as shown in Figures 7 and 8.

Figure 6. Simplified schematic model of the single-transistor AI.

Microwave Systems and Applications8

Figure 7. Real and imaginary part of the input impedance of the single transistor gyrator.

Figure 8. Complex input impedance of the AI.
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3. Tunable microwave active filter example application

Thanks to the aforementioned approach, it is now possible to design an AI using, for example, 
medium-power bipolar transistor. The topology of the compensating network can be designed 
by means of an optimizer numerical software and the exact values of the network elements 
can be found by optimization, in order to take into account microstrip discontinuities and lines 
[38]. The ideal AI application is, of course, in monolithic integrated circuits, but as an example, 
a preliminary discrete design can be made on microstrip with discrete components. First, the 
AI design has to be performed, and consequently, a first-order (or greater) passband filter can 
be optimized (see Figure 9). As mentioned, the internal AI transconductance amplifier can be 
implemented by a bipolar transistor (e.g., the BFP420 bipolar junction transistor by Infineon in 
common-emitter configuration). Figure 10 shows a simulated standalone AI real and imaginary 
part, while in Figure 11, the Smith chart complex input impedance is shown. In this case, the 
topology of the compensating network, and its components value, has been chosen in order to 
have an inductive behavior with minimum nonnegative series resistance around 2500 MHz. The 
standalone AI Q is shown in Figure 12. The implemented filter response in terms of S-parameters 
is shown in Figure 13 showing the design success of microwave active filters by means of AI.

Figure 9. AI-based LC filter.
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Figure 10. AI real and imaginary part.

Figure 11. Complex input impedance of the active inductor.
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Figure 12. Quality factor of the active inductor.

Figure 13. S-parameters of the designed active filter.
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Figure 13. S-parameters of the designed active filter.
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Abstract

This chapter discusses about methods used in simulation and modeling of radio fre-
quency (RF)/microwave circuits and components. The main topic that is discussed here
is about one of the most powerful methods, that is, artificial neural networks. In this
chapter, different types of neural network such as dynamic and recurrent neural net-
works will be discussed. Other techniques that are popular in the area of microwave
components simulation and modeling are numerical techniques such as vector fitting,
Krylov method, and Pade approximation. At the end of the chapter, vector fitting as an
example of numerical methods will be discussed.

Keywords: artificial neural networks, circuit simulation and modeling, transient anal-
ysis, function approximation, RF/microwave circuits

1. Introduction

In recent years, ascending development of wireless communication products and huge trend
for commercial market in this ground caused significant improvement in modeling and simu-
lation approaches of radio frequency (RF) and microwave circuits. Such high-frequency cir-
cuits are leading to the development of a large variety of microwave models for passive and
active devices and circuit components [1]. Modeling and computer-aided design (CAD)
methods have an essential role in microwave designs and simulations [2]. The older
approaches were mainly based on slow trial-and-error processes and an emphasis on perfor-
mance at any price, but today seems to be a new era in high-frequency circuit design and
modeling, since development in this ground has enabled microwave engineers to design
larger, more efficient, and more complicated circuits than before [1, 3]. This complexity
requires new materials and technologies that require not only new models but also new
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algorithms in computer-aided design [4] for RF/microwave circuits, antennas, and systems to
keep up with the advancement of technology with emphasis on time-to-market and low-cost
approaches [1, 3]. In addition to accurate parametric-modeling techniques to describe the
behavior of the microwave device, a reliable description that explains the changes of its
behavior against geometrical or physical parameters is also needed [5].

Also, since circuit models at high frequencies often lack fidelity, detailed electromagnetic (EM)
simulation techniques are needed to improve design accuracy. Although EM simulation tech-
niques are heavily used yet, they are computationally expensive, so there is a demand for design
methodologies to be not only accurate but also fast. Another concerning problem today is
optimization. To meet this purpose, computer-based algorithms that work with iterative circuit
evaluation are needed; this process also needs a highly repetitive computational process.
Another concerning issue according to Ref. [6] is the possibility of employing knowledge-based
tools for initial design, that is, one of the steps toward designing andmodeling process. It is hard
to satisfy all these problems with the traditional CAD technologies [1, 3]. In conclusion, obvi-
ously there is a serious need for a powerful accurate and fast processing and modeling tool.

Neural networks (NNs), or artificial neural networks, are information-processing systems that
can imitate the ability of human brain to learn from observation and generalize by abstraction
to create complex models [7]. Neural network gives a great approximation of system regard-
less of linear or nonlinear correlation between the input data and can be used as knowledge-
based tool (to be employed for initial design in RF/microwave applications) [1]. The ability of
NN to be trained resulted in their use in many diverse fields such as pattern recognition,
system identification, control, telecommunications, biomedical instrumentation, and many
other grounds. Recently, many researchers in communication area are focusing on using
neural network in their modeling and simulation, and NN has been recognized as a useful
alternative to conventional approaches in microwave modeling [1, 3]. Neural network models
are simple and fast, and they can enhance the accuracy of existing models. The basis of neural
network is on the universal approximation theorem, which says that a neural network with at
least one hidden layer can give an approximation of nonlinear multidimensional function to
any intended accuracy [8]. This property makes neural network a favorite modeling tool for
microwave engineers. Neural network approach is generic, that is, the same modeling tech-
nique that can be reused for passive/active devices/circuits. Another advantage of NN is the
ease of updating neural models regarding changes in technology [2]. Neural network is now
used in various microwave modeling and simulation applications, such as vertical intercon-
nect accesses (Vias) and interconnects [9], parasitic modeling [10], coplanar waveguide (CWG)
components [11], antenna applications, nonlinear microwave circuit optimization [12], power
amplifier modeling, nonlinear device modeling, wave-guide filter, enhanced elemental method
(EM) computation, and so on [2].

Artificial neural networks are classified into two main categories: static neural networks and
dynamic neural networks. In this chapter, the first neural network structures will be presented,
and then a general overview of static and dynamic neural networks and different types of
them and their applications in microwave modeling will be discussed. The last part is devoted
to another method called vector fitting (VF) that is a numerical technique used for system
identification and macromodeling [13].

Microwave Systems and Applications20



algorithms in computer-aided design [4] for RF/microwave circuits, antennas, and systems to
keep up with the advancement of technology with emphasis on time-to-market and low-cost
approaches [1, 3]. In addition to accurate parametric-modeling techniques to describe the
behavior of the microwave device, a reliable description that explains the changes of its
behavior against geometrical or physical parameters is also needed [5].

Also, since circuit models at high frequencies often lack fidelity, detailed electromagnetic (EM)
simulation techniques are needed to improve design accuracy. Although EM simulation tech-
niques are heavily used yet, they are computationally expensive, so there is a demand for design
methodologies to be not only accurate but also fast. Another concerning problem today is
optimization. To meet this purpose, computer-based algorithms that work with iterative circuit
evaluation are needed; this process also needs a highly repetitive computational process.
Another concerning issue according to Ref. [6] is the possibility of employing knowledge-based
tools for initial design, that is, one of the steps toward designing andmodeling process. It is hard
to satisfy all these problems with the traditional CAD technologies [1, 3]. In conclusion, obvi-
ously there is a serious need for a powerful accurate and fast processing and modeling tool.

Neural networks (NNs), or artificial neural networks, are information-processing systems that
can imitate the ability of human brain to learn from observation and generalize by abstraction
to create complex models [7]. Neural network gives a great approximation of system regard-
less of linear or nonlinear correlation between the input data and can be used as knowledge-
based tool (to be employed for initial design in RF/microwave applications) [1]. The ability of
NN to be trained resulted in their use in many diverse fields such as pattern recognition,
system identification, control, telecommunications, biomedical instrumentation, and many
other grounds. Recently, many researchers in communication area are focusing on using
neural network in their modeling and simulation, and NN has been recognized as a useful
alternative to conventional approaches in microwave modeling [1, 3]. Neural network models
are simple and fast, and they can enhance the accuracy of existing models. The basis of neural
network is on the universal approximation theorem, which says that a neural network with at
least one hidden layer can give an approximation of nonlinear multidimensional function to
any intended accuracy [8]. This property makes neural network a favorite modeling tool for
microwave engineers. Neural network approach is generic, that is, the same modeling tech-
nique that can be reused for passive/active devices/circuits. Another advantage of NN is the
ease of updating neural models regarding changes in technology [2]. Neural network is now
used in various microwave modeling and simulation applications, such as vertical intercon-
nect accesses (Vias) and interconnects [9], parasitic modeling [10], coplanar waveguide (CWG)
components [11], antenna applications, nonlinear microwave circuit optimization [12], power
amplifier modeling, nonlinear device modeling, wave-guide filter, enhanced elemental method
(EM) computation, and so on [2].

Artificial neural networks are classified into two main categories: static neural networks and
dynamic neural networks. In this chapter, the first neural network structures will be presented,
and then a general overview of static and dynamic neural networks and different types of
them and their applications in microwave modeling will be discussed. The last part is devoted
to another method called vector fitting (VF) that is a numerical technique used for system
identification and macromodeling [13].
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2. Training neural network

2.1. Basic structure of neural network

The idea behind neural network is similar to the function of human brain. A typical neural
network structure has two types of basic components: the processing elements and intercon-
nection between them. The processing elements are known as neurons, and the interconnec-
tions are called links. Each link is recognized with a corresponding weight parameter. Every
neuron receives stimuli from neighbor neurons connected to it [3]. Input neurons receive
stimuli from the outside of the network and the neurons that produce the output result are
called output neurons, and neurons that not only send but also receive stimuli are called
hidden neurons [1]. There are different ways to connect neurons to each other, so there are
different neural network structures. A neural network structure defines how information is
processed inside a neuron, and how the neurons are connected. In this chapter, we discuss the
models that are more common in microwave simulations and modeling.

Generally, artificial neural networks have an input data vector, an output data vector, a vector
including all the weight parameters, and a function that mathematically presents the neural
network [14].

AssumeNi andNo to represent the number of input and output neurons of the neural network,
respectively, w to be the vector of weight parameters, and y = y(x,w) to define the function that
represents the neural network. A simple scheme of artificial neural network is shown in
Figure 1.

Given a set of input and output data, a neural network can be constructed and trained. The
network tries to estimate a function, so that it is able to give the closest result to the intended
output. Commonly, a large percentage of input and corresponding output data are used as

Figure 1. A general scheme of a neural network with four input neurons, two output neuron, and one hidden layer. Also,
the links between the neurons are the weights.
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training data and the network will be trained by means of them. The act of training means
identifying the weights, so that they reach the optimum values. The remaining percentage of
data is used as validation and testing. Validation set is used to determine an approximation of
generalized error and is a factor for determining when to stop the process to prohibit over-
learning and under-learning [7]. Testing data obviously is used for checking the accuracy and
correctness of the network after training is completed.

In each level of information processing, the output of each neuron is received by the next
neuron, from input neurons to output neurons. An overview of information processing in
layers is shown in Figure 2. The inputs of a neuron are first multiplied by the corresponding
weight parameters individually, then the results are added to produce a weighted sum of γ,
which then will pass through a neuron activation function σ(.) to produce the final output of
the neuron. This output is the input of the neuron in the next layer, and this process is repeated
for all the neurons, until it reaches the output layer.

Let wi0
l to be the bias for ith neuron of lth layer. So the vector of weights is

w ¼ ½w2
10w

2
11w

2
12…w2

2N1
w3

10…wL
NLNL−1

�Tand the output of the neuron is zli ¼ σðγl
iÞ.

There are different types of training in neural network [1], here we explain each of them
shortly:

Figure 2. Information processing inside a neuron.
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1. Sample-by-sample (or online) training: each time a training sample is presented, the
weights (w) are updated based on training error.

2. Batch-mode (or offline) training: after each epoch weights are updated based on training
error from all the samples in training data set.

3. Supervised training: using x and y data for training process, where x is the input of the
neural network and y is the output of the neural network.

4. Un-supervised training: using just x data for training process.

2.2. Activation functions

Activation function, also known as transfer function, is one of the most important units in a
neural network structure, that is, a scalar-to-scalar function transforms a set of input signals
into an output signal. Common types of activation functions are arctangent as shown in
Figure 3, hyperbolic tangent shown in Figure 4, and sigmoid functions which are shown in
Figure 5 [15].

Sigmoid function:

z ¼ σðγÞ ¼ 1
1þ e−γ

(1)

Arctangent function:

z ¼ σðγÞ ¼ 2
π
arctanðγÞ (2)

Figure 3. Mathematical graph of arctangent function z ¼ σðγÞ ¼ 2
π arctan ðγÞ:
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Hyperbolic tangent function:

z ¼ σðγÞ ¼ eγ−e−γ

eγ þ e−γ
(3)

3. Static neural networks

In the past few years, artificial neural networks have gained attention as a valuable computer-
aided design tool for modeling high-frequency circuits. They can mainly be categorized as
techniques for modeling frequency-domain response of components and time-domain
response of them. For frequency-domain modeling, static neural networks are employed. Their

Figure 4. Mathematical graph of hyperbolic tangent function z ¼ σðγÞ ¼ eγ−e−γ
eγþe−γ :

Figure 5. Mathematical diagram of sigmoid function z ¼ σðγÞ ¼ 1
1þe−γ :
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main architectures are multilayer perceptron (MLP) and radial-basis function (RBF), which
will be discussed in this section.

3.1. Multilayer perceptron (MLP)

Multilayer perceptron structure is the most frequently used structure in many areas including
microwave modeling and optimization problems. This technique belongs to a subcategory of
neural network called feed-forward neural network, which is able to approximate continuous
and integrable functions [1], and their connectivity consists of layer groups that are only linked
to adjacent layers, meaning that there is not a cycle or a recursive path [16].

3.1.1. MLP structure

In MLP structure, neurons are classified into different layers. A typical MLP neural network
consists of one input layer, one or more hidden layers, and one output layer, as shown in
Figure 6. Consider L as the total number of layers, layer 1 is the input layer, layer 2 to layer
(L-1) are hidden layers, and layer L is the output layer. Also, suppose the number of neurons in
lth layer is Nl, l = 2, 3, …, L.

Here, consider xi as the i
th input of the MLP, and zi

l as the output of ith neuron of lth layer. Also,
wij

l is the weight of the link between jth neuron of (l - 1)th layer, and ith neuron of lth layer
1 ≤ j ≤ Nl−1, 1 ≤ i ≤ Nl.

One of the most commonly used activation functions in MLP structure is sigmoid function [1],
which is shown in Figure 5.

In summary, if we suppose x ¼ ½x1 x2… xn�T is the input vector, and y ¼ ½y1 y2… ym�T is the
output vector,

For

l ¼ 1 : zli ¼ xi, i ¼ 1, 2,…, n ¼ N1 (4)

Figure 6. MLP structure with one input layer, several hidden layers, and one output layer.
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For

l ¼ 2, 3,…, L : γl
i ¼ ∑

Nl−1

j¼0
wl−1

ij zl−1j , zli ¼ σðγl
iÞ (5)

And

yi ¼ zLi , i ¼ 1, 2,…,m,m ¼ NL (6)

3.2. Radial-basis function (RBF) networks

Radial-basis function neural network, like MLP, is a subset of feed-forward neural network. It
is used in a wide range of applications related to microwave transistors and high-speed
integrated circuits, and modeling of intermodulation distortion behavior of MESFETs and
HEMTs [1, 17].

3.2.1. RBF structure

A radial-basis function is a real-valued function whose value depends only on the distance
from the origin, so that ϕðxÞ ¼ ϕð∥x∥Þ, or alternatively on the distance from some other point c,
called a center, so that ϕðx, cÞ ¼ ϕð∥x−c∥Þ. Any function that satisfies the property
ϕðxÞ ¼ ϕð∥x∥Þ is a radial function.

The main approach in this structure is based on approximation of a curve that best fits to the
training data set in high-dimensional space by determining λ and c that are standard deviation
and center of the activation functions, respectively, and are parameters of the function [7, 15].
The dimension of the hidden space is related directly to the accuracy of the approximated
model [14]. In this structure, we have

yðxÞ ¼ ∑
N

i¼1
wiϕð∥x−xi∥Þ, (7)

where y(x) is the approximating function that is the weighted sum of radial-basis functions [1].

In RBF structure, there is just one hidden layer, and the function of input and output layers
stays the same like MLP structure. RBF uses the radial basis as activation function [7]. Figure 7
shows a typical RBF neural network.

Radial-basis activation functions include Gaussian and multiquadratic functions.

Gaussian function:

σðγÞ ¼ exp −
γ
λ

� �2� �
(8)

Multiquadratic function:
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Figure 8. The Gaussian function.

Figure 7. Structure of RBF neural network.

Figure 9. The multiquadratic function. C represents the value of centers.
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σðγÞ ¼ 1
ðc2 þ γ2Þα ,α > 0 (9)

The Gaussian and multiquadratic functions are shown in Figure 8 and Figure 9, respectively.

4. Time-domain neural networks

For time-domain modeling of components and systems, time-domain artificial neural network
structures are usually employed in the literature. The main time-domain architectures are
dynamic neural networks (DNNs) and recurrent neural networks (RNNs), which will be
discussed in this section.

Most neural network structures used by engineers are feed-forward neural networks that are
suitable for time-independent static input-output mapping [18]. In feed-forward neural net-
works, the flow of information is straight forward from the first neuron of the first layer to the
last neuron of the output layer, and the procedure is not recursive, so the output of neurons
does not have any effect on the input of the last neurons, although the stability of a neural
network is the result of the absence of feedback in the network. In spite of static NNs, a
dynamic neural network uses feedback between neurons in the same layer, or even neurons
in different layers, also it provides more computational advantages [19]. Feedback-based
neural networks are good approaches for modeling, identification, and control of systems,
since most of systems in real world such as airplanes, rockets, and so forth are nonlinear
dynamical systems [18, 20].

4.1. Recurrent neural networks (RNNs)

Recurrent neural network is a discrete time-domain neural network that allows time-domain
behaviors of a dynamic system to be modeled [1]. Its structure is suitable for modeling tasks
such as dynamic system control and finite-difference time-domain (FDTD) solutions in elec-
tromagnetic modeling [21]. The output of the neural network is a function of its present inputs
and a history of its inputs and outputs [22]. The delayed outputs are fed back to the inputs and
the feed-forward network along with the feedback delay constructs the recurrent neural
network structure. In this architecture, we suppose the inputs and outputs to be a function of
time, representing this functionality with parameter t, also τ which is the delay representing
the effect of history of the neural network inputs and outputs.

Suppose the external single input of the neural network to be x(t) so the history of it would
be x(t-τ), x(t-2τ), x(t-3τ), …, x(t-ατ) where α is the maximum number of delay steps for x,
and suppose the single output of the RNN to be y(t) with history of it demonstrating as y(t-
τ), y(t-2τ), y(t-3τ), …, y(t-βτ) that β is the maximum number of delay steps for y. The
architecture of the RNN is shown in Figure 10. The corresponding formulation is
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yðtÞ ¼ f
�
yðt−τÞ, yðt−2τÞ, :::, yðt−βτÞ, xðtÞ, xðt−τÞ, xðt−2τÞ,…, xðt−ατÞ

�
(10)

Suppose a three-layer discrete-time MLP neural network as above, with activation function z =
σ(γ). Applying the delays to the process, the output of the ith neuron at t is

yiðtÞ ¼ σ
�
γiðt−τÞ

�
(11)

in which,

γiðtÞ ¼ xiðtÞ þ∑
T

j¼1
wijyjðtÞ (12)

where T is the total number of neurons, xi is the external input, i = 1, 2, 3, …, T, yi is the output
of neuron itself, also yj is the output of other neurons, j = 1, 2, 3, …, T, i ≠ j.

5. Dynamic neural networks (DNNs)

Dynamic neural network is a continuous time-domain neural network that is one of the best
formulations for modeling nonlinear microwave circuits [9]. DNN is highly efficient in theory
and practice. It is suitable for a wide range of needs in nonlinear microwave simulations, for
example, it is suitable for both time- and frequency-domain applications, multitone simula-
tions, and so on [12]. In comparison with other neural network methods, DNN provides a
faster and more accurate network modeling that is significantly required in today’s efficient
CAD algorithms in high-level and large-scale nonlinear microwave designs. DNN also can be

Figure 10. Recurrent neural network.
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developed directly from input-output data without a need to depend on internal details of the
circuit [12]. In DNN, the outputs are a function of inputs and their derivatives, and also a
function of derivatives of outputs. Figure 11 shows the architecture of dynamic neural network
and the process occurring at each level.

In Figure 11, y(n)(t) is the nth derivative of y(t) and is integrated and fed back as an input to the

system along with the inputs x(t) and their derivatives, x(i)(t). yðnÞðtÞ ¼ f
�
yðn−1ÞðtÞ, yðn−2ÞðtÞ,…,

yðtÞ, xðnÞðtÞ, xðn−1ÞðtÞ,…, xðtÞ
�
, in which f (.) represents the MLP nonlinear function and y(i)(t)

represents ith derivative of y(t).

The DNNmodel can represent a nonlinear circuit when trained and tested with an appropriate
data set, measured or obtained from the original circuit.

5.1. State-space dynamic neural network (SSDNN)

State-space dynamic neural network (SSDNN) is a technique for modeling nonlinear transient
behaviors especially in high-speed IC and nonlinear circuits. The SSDNN-modeling technique
is based on DNN structure and is a combination of DNN and state-space concept, which
expands continuous DNN into a more general and flexible approach for nonlinear transient
modeling and design with good accuracy [23].

Let v ∈ ℝN be the transient input signal of a nonlinear circuit, and let y ∈ ℝM be the transient
output signal of a nonlinear circuit, where N and M are the number of inputs and outputs of
the circuit, respectively, w also is the weight parameter matrix that is divided into three
matrixes: wv, ws, wo, which are weights connecting to the inputs (v), weights connecting to the
state variables, and weights connecting the hidden neurons of the hidden layer to the outputs,
respectively. Also, η is a constant scaling parameter. SSDNN model formulation can be
represented by the equations as follows:

Figure 11. Dynamic neural network.
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_xðtÞ ¼ −xðtÞ þ ηgANN

�
vðtÞ, xðtÞ,w

�

yðtÞ ¼ BxðtÞ

)(
(13)

where x = [x1,…, xL]
T ∈ ℝL and is a vector of state variables, with initial condition x(0) = x0 and

L is the dimension of the state space, that is, the order of the model, gANN ¼ ½gANN−1,…,

gANN−L�T is a representation of feed-forward MLP neural network, which has N + L input

neurons and L output neurons, also B ¼ ½bij�∈ℝLM is the matrix which maps state space into
output space [23]. A simple structure of SSDNN is shown in Figure 12.

5.1.1. Adjoint state-space dynamic neural network (ASSDNN)

Adjoint state-space dynamic neural network (ASDNN) method, like SSDNN method, is used
for modeling the transient behavior of nonlinear electronic and photonic components. It is an
extension of SSDNN technique that is capable of adding the derivative information of the
output to the training patterns of nonlinear components simultaneously, so that the training
process can be done more efficient requiring less data without sacrificing model accuracy and
efficiency [23, 24]. It has been shown in Ref. [24] that testing error from the model trained by
ASSDNN method is much less than that obtained from SSDNN. Here is the formulation of
ASSDNN using notation similar to SSDNN mentioned already, and an overview of structure
of ASSDNN is shown in Figure 13.

Figure 12. Structure of SSDNN model.

Modeling and Simulation Techniques for Microwave Components
http://dx.doi.org/10.5772/66356

31
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vðtÞ, xðtÞ,w

�

yðtÞ ¼ BxðtÞ
_yðtÞ ¼ B _xðtÞ

8><
>:

9>=
>;

(14)

6. Other methods in microwave modeling

There are other methods which are not based on neural networks for modeling microwave
components such as Krylov method [25], finite element [26], mode-matching method [27],
vector-fitting method, and so forth [28]. In the preceding section, we present vector-fitting
method. This technique has been used in many microwave simulations and modeling
researches [29–31].

6.1. Vector-fitting method

Vector fitting (VF) is a robust numerical technique for rational approximation of transfer
functions and s-parameter in the frequency domain, especially in microwave devices using
poles and residues [32]. It allows calculating multiport models directly from measured or
computed frequency responses. The resulting approximation has guaranteed stable poles that
are real or come in complex conjugate pairs, and the model can be converted directly into a
state-space model [13].

Basically, vector fitting is a pole relocation method where the poles are improved in an iterative
manner. This is achieved by repeatedly solving a linear problem until convergence is achieved
[13]. The VF formulation avoids the ill-conditioning problems encountered with some alterna-
tive approaches, as the formulation is given in the form of simple fractions instead of poly-
nomials. Unstable poles are flipped into the left-half plane to enforce stable poles. This makes
VF applicable to high-order systems and wide frequency bands [33].

Figure 13. Structure of ASSDNN-based model.
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Mathematical representation of vector-fitting method is presented briefly in this section.

Let {pn} be a set of unknown poles, and {rn} be residues, H(s) is the given rational function:

HðsÞ ¼ ∑
M

n¼1

rn
s−pn

 !
(15)

in which M is the order of the macromodel. The poles are identified by solving the linear
problem shown in Eq. (16) for ith iteration,

∑
M

n¼1

rin
s−pin

≈ ∑
M

n¼1

γi
n

s−pin

 !
þ 1

 !
HðsÞ (16)

in which rn
i is rn for i

th iteration, the same is pn
i, and γn

i is found in matrix x. In Eq. (6), we call

∑M
n¼1

rin
s−pin

� �
þ 1

� �
as σi(s), and∑M
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as σHi(s) which are unknown rational functions with

given poles. By writing Eq. (16) for several frequency points, we have an overdetermined
linear problem with a frequency-sampled data point ft:

Atx ¼ Htðf tÞ, (17)
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It can be proven that the poles of H(s) are equal to the zeroes of σi(s), also the zeroes of σi(s) can
be calculated by solving an eigenvalue problem as shown in Eq. (19) [33]
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Also for initialization there are different approaches. Basically, initial poles should be complex
with weak attenuation and can be obtained by a simple calculation such as Prony method [13]
or simply can be spaced within the desired range of frequency, for example, between 50 Hz
and 1 MHz [17], and the advantage here is even if the starting poles were selected poorly, the
result does not change significantly [32]. By solving Eq. (19), new set of poles are identified.
After identifying all the poles, residues are calculated by solving Eq. (16) which is again a
linear problem. As a conclusion, VF method samples the given function with an appropriate
sample rate, and in this way a summation of partial fractions can be found, that is, the discrete-
function approximation of the original transfer function.
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7. Related work

This part of the chapter briefly discusses about the application of computer-aided design
(CAD) techniques in modeling and simulation of RF and microwave-passive components.
Neural network-based modeling approaches have been widely used for modeling variety of
RF and microwave-passive components such as coupled-line filters, coplanar waveguides,
Vias and multilayer interconnects, and some other passive components.

7.1. General procedure of modeling

Here, we provide a brief review of procedure used in neural network-based modeling of RF
and microwave-passive components.

For modeling microwave components in frequency domain [1], first input and output param-
eters of the components should be selected in a wide range of frequencies. In most ANN
models, it is desired to represent the parameters in terms of scattering parameters (S-parame-
ters). The next step is data generation. For passive component models, electromagnetic simu-
lation approach is widely used for generating data. EM simulators, which are used in the
process of developing ANN models, produce S-parameter for the components. After data
training, there should be a criterion for deliberation of the accuracy of the model, so error of
the model in different formulations is measured. In most EM-ANN models, the absolute
average and standard deviation of error is measured for each output.

After training and verification of the EM-ANN model, based on the usage they can be used
either in stand-alone mode or in integrated mode along with microwave circuit simulators. In
integrated mode, there is a linear model subroutine that connects models to the simulator. This
subroutine returns S-parameter of a component back for further simulation. When the simula-
tion is running, the simulator passes parameters such as frequency of a component. For
computation of S-parameter, there is a feed-forward ANN subroutine that receives input vari-
ables and also it holds the algorithm for finding the output of the ANNmodel. Besides, models
can be connected to the circuit simulator as a group, where these collections of models are
called libraries [34].

7.2. Parametric modeling of a coupled-line filter

In this example, we demonstrate the use of ANN techniques to develop a model for a family of
coupled-line filters [35]. Here, S1 and S2 are the spacing between lines and D1, D2, D3 are offset
distances from the ends of each coupled lines to the corresponding fringes. This model has six
inputs that are x = {S1, S2, D1, D2, D3, ω} and four outputs as S-parameters RS11, IS11, RS12, IS12
which are real and imaginary parts of S-parameters S11 and S12. The testing and training data
were obtained from CST microwave studio [36]. Table 1 shows the final testing and training
results after developing the ANN model for coupled-line filter. In the table, 6-40-4 as neural
network structure means a neural network with four inputs, 40 hidden neurons, and four
outputs that was used to develop the model for this component. As it can be seen from the
table, the ANN model matches the desired data obtained from the simulation tool with very
good accuracy, which validates the usage of this method for model creation.
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7.3. EM-ANN models for CPW components

The use of coplanar waveguides (CPWs) in RF and microwave-integrated circuits has brought
many advantages. Accurate modeling of these components is necessary for accurate simula-
tion of circuits. One of the fields that experts recently have been working on is toward the
development of accurate and efficient methods for EM simulation of CPWdiscontinuities, but
the challenge of using these tools for iterative CAD and circuit optimization [37] is the time-
consuming nature of EM simulation. To overcome this problem, EM-ANN models have been
suggested [38]. The models include CPW transmission line, short- and open-circuit stubs, step-
in width discontinuities, and T-junctions. These EM-ANN models are linked to microwave
circuit simulators and allow for the accurate and very fast EM circuit optimization in the
framework of circuit simulator [1]. A general schematic of a coplanar waveguide is shown in
Figure 14. In this figure, W is the center conductor width, G is the spacing between conductor
and ground plane, and L is the center conductor length.

7.4. Vias elements in microstrip circuits and multilayer Vias connectors

Progress in technology caused merging large number of microwave circuits and creating
multilayer complexities that leads to investing much effort on optimizing and lowering the
cost and weight of these circuits. Besides, accuracy and efficiency are important factors that
should be satisfied in designs to have desirable simulation results. EM-ANN-based methodol-
ogy despite other solutions that have been suggested was enormously successful in modeling
Vias elements in microstrip circuits and multilayer Vias connectors [39]. Some other sugges-
tions had limitations such as heavily computational expenses or limited range of frequency. As

Model type
Neural network
structure

Average training error
(%)

Average testing error
(%)

ANN model using 120 sets of training
data

6-40-4 0.897 0.989

ANN model using 40 sets of training
data

6-35-4 1.073 4.357

Table 1. Final testing and training results of ANN model (from Ref. [35]).

Figure 14. Simple coplanar waveguide.
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an example, microstrip transmission line model is one of the implemented ANN-based models

in this case. In this model, input parameters are frequency which is in the range, log
�

WI
Hsub

�
in

which WI is the microstrip width and Hsub is the substrate height which varies between -1 and
1, and εr relative dielectric constant of the substrate in the range of 2–13. A simple schematic of
microstrip transmission line is shown in Figure 15.

Output parameter is Z0 which is the characteristic impedance, and εeff is the effective dielectric
constant. A total of 155 data were used as training, 100 for validation, and 10 hidden neurons
to create the model. To test the model, standard deviation and average error criteria were used.
Error results for microstrip transmission line are shown in Table 2.

8. Conclusion

In this chapter, a review of some tools commonly used in RF/microwave simulation and
modeling has been presented. In the last few decades, high-frequency effects have become an
important factor in RF/microwave area. These effects can be found in all levels of design from
tiny chips to packaging structures. In order to capture these effects, it is common to use
physics-based models or electrical models which lead to large equations and large computa-
tional efforts for solving and simulating them, which is extremely time-consuming and expen-
sive. Artificial neural networks recently have become popular among computer-aided design
tools. The main topic in this chapter was a discussion on neural network which was mentioned
as a powerful tool in modeling and simulation areas, also two main types of neural network
structures including static and dynamic neural networks and their different types has been

Figure 15. Simple schematic of microstrip transmission line.

Z0(%) τeff(%)

Training data average error 1.161 0.377

Training data SD 1.157 0.376

Validation data average error 0.774 0.293

Validation data SD 0.875 0.223

Table 2. Average and standard deviation (SD), for absolute error training (from Ref. [1]).
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presented. In static neural network section, we talked about multilayer perceptron (MLP) and
radial-basis function (RBF) structure, and in time-domain part we discussed recurrent neural
network (RNN), dynamic neural network (DNN), state-space dynamic neural network
(SSDNN), and adjoint state-space dynamic neural network (ASSDNN) methods. Other than
neural network, as mentioned already, there are several numerical methods that are being used
in the procedure of simulation and modeling microwave components such as Krylov method,
finite-difference time-domain (FDTD), finite-element time-domain (FEDT), and vector fitting
(VF). Here, we presented vector-fitting method that is widely used for modeling microwave
and electromagnetic components with good performance. VF despite other system identifica-
tion methods avoids ill-conditioning calculation, and because of this, it works more efficiently.
Also, this method is very robust; it performs well even for high-order fitting and does not
disturb by poorly selected starting poles. VF technique is very easy to implement in a com-
puter program, since it is constructed upon matrices from simple fractions, and the problems
in this case are easy to solve.

As a conclusion, the ANN-based methodologies and other mentioned methods are capable of
applying to RF/microwave modeling and components simulation and are shown to have both
speed and accuracy advantage for modeling nonlinear functions, despite many other conven-
tional techniques.
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Abstract

Microwave filter design is a popular topic in the area of modern microwave engineering.
Novel technologies, novel applications and more demanding component miniaturiza‐
tion are some of the key drivers for the development of novel microwave filters. For the
systems  operating  with  high  power  and  low  losses,  waveguide  filters  represent
sustainable solutions, in spite of their size. Herein, a method for the advanced bandpass
and bandstop waveguide filter design is presented. Properly designed printed‐circuit
inserts,  with simple resonators,  are used as resonating elements inside a standard
rectangular waveguide. In this manner, multi‐band bandpass or bandstop waveguide
filters are developed. Multiple resonant frequencies can be obtained using single insert,
with properly positioned resonators. Filter design is exemplified by numerous three‐
dimensional electromagnetic models of the considered structures, equivalent micro‐
wave circuits and fabricated devices. Some of the advantages of the proposed design
are simplicity, ease of implementation, possibility of miniaturization and experimental
verification. The waveguide filters considered here are designed to operate in the X
frequency band, so their application is recognized with the radar and satellite systems.
Further improvement of the proposed method is possible, according to the future use
of the presented devices.

Keywords: bandpass filter, bandstop filter, multi‐band filter, waveguide technology,
planar inserts, 3D EM modeling and simulation
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1. Introduction

Microwave filters are essential components of every modern communication system operating
at microwave frequencies. In general, filters are used to pass the signals at chosen frequencies
and to block or weaken the undesired signals. Microwave filter design represents an important
topic in the area of modern microwave engineering. The researchers are developing novel
microwave filters using various technologies, keeping their focus on the novel applications and
more demanding device miniaturization, but also bearing in mind the basic filter requirement
—to meet a given specification [1].

This chapter focuses on the waveguide filter design. As high quality‐factor devices [2],
waveguide filters still represent sustainable solutions for the systems where high power and
low losses are required (e.g., satellite systems and radar systems).

Waveguide filters can be implemented in different ways. Various solutions based on the
waveguide structure modification, by adding branches, are known for decades and are widely
implemented. Furthermore, numerous implementations using substrate integrated wave‐
guide (SIW) technology can be found. Herein, waveguide filters using discontinuities inside
the waveguide structure are of interest. These discontinuities can have various shapes and
positions [3]. Numerous examples, along with the equivalent circuits and closed‐form
expressions to calculate the parameters of discontinuities, are given in [4].

In this chapter, waveguide filters using printed‐circuit discontinuities are considered. These
inserts can be differently positioned inside the waveguide, and some classification can be made
accordingly. In the available literature, various solutions can be found for the filters using
inserts placed in the E‐plane of a rectangular waveguide. Actually, this is a widespread
approach, and an example of such design applied to the bandpass filter is presented in [5].
Split‐ring resonators (SRRs) are often used as resonating elements for the bandstop filter
design. Implementations of bandstop filters using E‐plane inserts with SRRs can be found in
[6], with a single rejection band, and in [7], with multiple rejection bands. Another approach
is based on the use of H‐plane inserts. Similarly as for the E‐plane insert, various types of
resonators can be implemented on the H‐plane insert, as well. For the bandpass filters,
complementary split‐ring resonators (CSRRs) are widely used, as presented in [8, 9], for the
filter with a single pass band. Dual‐band filter with SRRs is proposed in [10], while compact
filter solutions can be found in [11].

The main advantage of the implementations based on the concept of using inserts in the
waveguide, compared to the solutions with modified waveguide structure, is simpler design
and ease of fabrication.

A method for the advanced bandpass and bandstop waveguide filter design has been devel‐
oped and reported. It is based on the use of printed‐circuit discontinuities, with relatively
simple resonators, acting as resonating elements. Multiple resonant frequencies can be
obtained using single insert, with properly positioned resonators. The goal is to implement
multi‐band bandpass or bandstop waveguide filters using printed‐circuit inserts, having better
characteristics (e.g., bandwidth, return loss, insertion loss and structure size), compared to the
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ones published in the available literature. The method considers three‐dimensional electro‐
magnetic (3D EM) modeling of the structures, generating equivalent microwave circuits,
optimization and device miniaturization. Relatively simple design, ease of implementation
and experimental verification are important aspects of the proposed design guidelines.

The waveguide filters considered here are designed to operate in the X frequency band (8.2–
12.4 GHz), so they can be used as components of radar and satellite systems of various
purposes. Proposed design method allows their further improvement in accordance with their
potential future use. We have been investigated various planar structures, as well, which might
be suitable for miniaturization, see for example [12–15].

The chapter is organized as follows. Section 2 will briefly cover waveguide fundamentals,
while Section 3 will provide basic concepts of microwave filter design. Section 4 will elaborate
on the method for the waveguide filter design, explaining 3D EM modeling and simulation,
equivalent microwave circuits and experimental verification of the considered waveguide
filters. Sections 5 and 6 will introduce bandpass and bandstop waveguide filters using the
presented method for an advanced waveguide filter design, respectively. Section 7 will focus
on the multi‐band filter design. Finally, the obtained results and findings will be outlined in
conclusion.

2. Brief review of waveguide fundamentals

Hollow waveguides represent structures for transmission of electromagnetic waves, consisting
of a single transmission line [16]. Depending on the shape of their cross‐section, they can be
classified as rectangular or circular. Actually, rectangular waveguide is the most commonly
used waveguide component [17]. Hollow metal waveguide is a shielded structure, so there is
practically no electromagnetic coupling with the surrounding devices. In spite of their size at
lower frequencies, they still represent sustainable solution for the systems operating with high
power (e.g., transmitters and radars) and low losses (e.g., satellite systems). Also, they can be
used for the implementation of high quality‐factor resonators.

Rectangular waveguide is used for the transmission of transverse electric (TE) and transverse
magnetic (TM) waves. Figure 1 depicts the rectangular waveguide for the wave propagating
along the z‐axis. We can assume that the conductor is perfect, while the waveguide is filled by
the homogeneous and lossless dielectric. The analysis of the wave propagation assumes
solving the wave equation, taking into account the boundary conditions on the waveguide
walls.

For the TE wave propagation, with axial electric field Ez = 0, it is required to solve the wave

equation as a function of Hz, Δ + 2 = 0, or in Cartesian coordinates∂2/ ∂2 + ∂2/ ∂2 + 2 = 0, where 2 = γ2 + 2, γ=jβ is propagation coefficient

(β is phase coefficient),  = ω εμ. Scalar function Hz, given in Cartesian coordinates, , ,  =  , , 0 −γ, represents the solution of the given wave equation, and each non‐
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zero field component can be expressed as a function of Hz. By solving the wave equation, the

following expression is obtained for Hz:  , ,  = 0cos π/ cos π/ −jβ,   = 0, 1, 2, …,    = 0, 1, 2, …, where H0 is a complex constant. Starting from this solution, the
other field components of the TEmn mode can be derived [17].

Figure 1. Rectangular waveguide (wave propagation is along z‐axis).

Similarly, for the TM wave propagation, with axial magnetic field Hz = 0, it is required to solve

the wave equation as a function of Ez, Δ + 2 = 0, or in Cartesian coordinates∂2/ ∂2 + ∂2/ ∂2 + 2 = 0. Scalar function Ez, given in Cartesian coordinates, , ,  = (, , 0)−γ, represents the solution of the given wave equation, and each non‐

zero field component can be expressed as a function of Ez. The following expression is obtained

for Ez, by solving the wave equation:  , ,  = 0sin π/ sin π/ −jβ,   = 1, 2, …,    = 1, 2, …, where E0 is complex constant. Starting from this solution, the other
field components of the TMmn mode can be obtained, as in [17].

For each TEmn or TMmn mode, the frequency from which that mode starts to propagate, called

a cut‐off frequency, can be defined as:  = /2 / 2 + / 2    = 1/ εμ.

The wavelength of the guided wave in the waveguide is calculated as:λg = λ0/ 1 − / 2,where λ0 is the wavelength in the vacuum at frequency f. The following

equations are used to determine the wave impedance for the TEmn and TMmn mode:TE = μ/ε/ 1 − / 2,   TM = μ/ε 1 − / 2.

The dominant mode of propagation is the one with the lowest cut‐off frequency. In case a > b,
the dominant mode is TE10. The propagation of the dominant mode is of interest, and it will be
considered throughout the chapter. Its cut‐off frequency is TE10 = /2 = 1/ 2 εμ , and a

set of field equations for this mode is:  , ,  = 0,  , ,  = − jωμ0 /π  sin π/ −jβ, , ,  = jβ0 /π sin π/ −jβ,  , ,  = 0,  , ,  = 0cos π/ −jβ, whereβ = ω2εμ − π/ 2 − π/ 2 denotes the phase coefficient.
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Maximum power in the waveguide is limited by the dielectric breakdown, that is, by the critical
field in the waveguide. Furthermore, in case the waveguide is not matched to its ports, so there
is a reflected wave beside the incident one, the maximum power will be decreased by the value
of the reflected power.

For the waveguide filters considered in this chapter, standard WR‐90 rectangular waveguide
is used. According to Figure 1, dimensions of its cross‐section are a = 22.86 mm and b = 10.16
mm. The frequency range for this waveguide is 8.2–12.4 GHz. The cut‐off frequency for the
dominant mode of propagation TE10 is 6.56 GHz. Next, higher mode, TE20, starts propagating
from 13.12 GHz, which is in accordance with the observed frequency range for this waveguide.

3. Basic concepts of microwave waveguide filter design

This section briefly covers resonators, as building blocks of the filters, and filter design
principles, with the focus on the waveguide filters.

3.1. Resonators

The resonators can be characterized as fundamental passive microwave components and basic
elements of the frequency selective circuits, such as filters. They are capable to store frequency‐
dependent electric and magnetic energy [2]. Under ideal circumstances, resonator is electro‐
magnetically isolated part of the space, without losses, so once excited electromagnetic field
can be indefinitely retained [16]. However, in real situations, every resonator loses its energy
due to various losses (e.g., losses in conductors and dielectric) and the coupling with the
surrounding components, which is usually weak. This means that the energy must be contin‐
uously added to the resonator, in order to compensate for the losses and maintain the excited
field.

The main parameters which qualify a resonator are its resonant frequency and the quality
factor (Q‐factor). In general, Q‐factor reflects the resonator performance [17].

Resonators can be implemented in different ways: for the frequencies up to 1 GHz as LC circuits
and for the frequency range 1 MHz–10 GHz as transmission line sections, while for the
frequency range 1–100 GHz as waveguide resonators.

Planar resonators can be classified as resonators implemented in planar technologies, such as
the microstrip technology. Quarter‐wave and half‐wave planar resonators are widely used for
the filter design, either as short‐circuited or opened lossless transmission‐line section of
electrical length θ = π/2 or θ = π (at resonant frequency ω0 = 2πf0), respectively. Besides the
short‐circuited quarter‐wave resonators (QWRs), we have developed various models of the
waveguide filters using SRRs (for bandstop filters) and CSRRs (for bandpass filters). Filters
using these resonators can have one or more pass bands or rejection bands [18–24].
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3.2. Basic filter design principles

Filters can be defined as frequency selective networks, with two or more ports, used to pass
signals at chosen frequencies and weaken other signals (mostly by reflecting them) [16].
Depending on their use, they can be implemented in different ways. However, the filter design
procedure is pretty much determined; it consists of several steps which can be classified as
follows [1, 16, 25]: specification, approximation, synthesis, simulation model, implementation,
study of imperfections and optimization.

Specification represents a set of criteria that a filter should meet [1, 16]. Approximation is a
mathematical representation of the frequency response, so the filter specification can be met
and the filter itself can be implemented. It is usually given as an attenuation, in dB, for the low‐
pass filter, and based on that, approximations for the other types of filters can be derived. Some
of the most commonly used approximations are Butterworth, Chebyshev, elliptic (Cauer),
Bessel and Gaussian function.

Synthesis assumes generating the filter schematic, using ideal elements, which fulfills transfer
function given by approximation. Filter simulation model is a filter schematic with real
components instead of ideal ones. Filter implementation is actually a laboratory prototype—
fabricated device; it is used to experimentally validate the filter response by measurements, in
order to evaluate the simulation model and modify it, if necessary. Study of imperfections
investigates various parasitic effects caused by the use of real components. Optimization
assumes systematic variation of the filter parameters, using some numerical method, in order
to meet the specification.

The filter transfer function is the ratio of the Laplace transforms of the output signal and the
input signal assuming zero initial conditions, and the filter is treated as a linear time‐invariant
two‐port network. The frequency response is the transfer function on the imaginary axis. Mi‐
crowave filter response is typically represented by scattering parameters (S‐parameters) [16].

Generic representation of the filter as a two‐port network is depicted in Figure 2a. At the first
port, filter is excited by a real generator, with internal resistance, and the second port is
terminated by a resistor.

Figure 2. (a) Generic representation of the filter as a two‐port network, (b) bandpass filter schematic with parallel LC
circuits and admittance inverters.

A filter prototype is a ladder LC network of the low‐pass filter with ideal elements. Starting
from the prototype, the parameters of the real filter elements can be obtained, by using
frequency and impedance transformations [2, 26, 27]. In this manner, bandpass and bandstop
filters, consisting of parallel and series LC circuits, can be obtained. Often, it is convenient to
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have a network with LC circuits only in parallel branches or only in series branches. This can
be achieved by adding inverters.

Immittance inverter (a common name for the impedance and admittance inverter) is a
two‐port, frequency independent, network without losses. Impedance inverter can be used
to transform parallel admittance into series impedance, and admittance inverter can be
used to transform series impedance into parallel admittance. Figure 2b depicts the band‐
pass filter schematic, with admittance inverters and parallel LC circuits. The following
equations are used to calculate the characteristic inverter admittance (J):0, 1 = 0𝀵𝀵𝀵𝀵, 1/Ω, proto01, ,  + 1 = 𝀵𝀵/Ω, proto 𝀵𝀵, 𝀵𝀵,  + 1/ + 1  = 1,…, 𑨒𑨒 𑨒𑨒 1 ,𑨒𑨒, 𑨒𑨒 + 1 = 𑨒𑨒 + 1𝀵𝀵𝀵𝀵, 𑨒𑨒/Ω, proto𑨒𑨒𑨒𑨒 + 1, ,  = 1/02𝀵𝀵,    ( = 1,…, 𑨒𑨒). Parameters gi are
those used for the prototype filter, as well as Ωp,proto, while B denotes the bandwidth. The
values of the elements Y0, Yn+1, Ci can be arbitrarily adopted, and the filter response will
be identical to the prototype response if the parameters Ji,i+1 are calculated using afore‐
mentioned equations.

Immittance inverters can be implemented in different ways. In this chapter, inverters as
quarter‐wave transmission line sections are of interest. To be more precise, since waveguide
filters are considered, inverters are implemented as waveguide sections.

4. Method for advanced waveguide filter design using printed-circuit
discontinuities

Advanced waveguide filter design method assumes the development of resonating elements
employed as printed‐circuit inserts, placed inside a rectangular waveguide [28]. The goal is to
obtain one or more resonant frequencies using a single resonating insert, which can be achieved
by optimal layout of the resonators on the plate. Desired solution might assume uncoupled
resonators, in order to be able to tune each resonator independently for each frequency band.
In this manner, multi‐band filter can be implemented. Herein, SRRs, CSRRs, QWRs and similar
types of simple resonators are used on the printed‐circuit inserts as resonating elements.

Waveguide filters can be implemented using H‐plane or E‐plane inserts. For the higher‐order
multi‐band filters with H‐plane inserts, it is necessary to properly implement inverters between
the resonators, for each center frequency. For the considered filters, waveguide section of length
equal to λg/4 (λg – guided wavelength in the waveguide) is used as an inverter. Furthermore,
for the higher‐order bandpass filter, folded H‐plane inserts are used in order to meet require‐
ment regarding quarter‐wave inverter implementation for each center frequency. For the
compact filter design, miniaturized inverters are considered, by introducing properly designed
additional plates between H‐plane resonating inserts. The other solution for the waveguide
filter design is based on the E‐plane insert implementation, with properly coupled resonators
on the plate. Along with the waveguide filter design, structures for precise positioning of
inserts are developed and used for the measurement of the frequency responses.
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Based on the presented filter design method, an algorithm has been developed, that assumes‐
following steps: making 3D EM models, optimizing resonator and filter parameters, investi‐
gating frequency responses, (optionally) generating microwave circuits and, finally,
experimental verification by measuring the response of the fabricated prototype. In order to
complete these steps, software tools supporting full‐wave simulations have been used, as well
as the tools for microwave circuit simulations. Experimental verification is performed to
validate simulation results and verify the filter design method.

Various bandpass and bandstop waveguide filters have been developed using proposed
method [28, 29]. The same standard rectangular waveguide (WR‐90) is used for each imple‐
mentation in the chosen frequency band, since there is no modification of the waveguide
structure. The dominant mode of propagation (TE10) is of interest. Filters are designed to
operate in the X frequency band (8.2–12.4 GHz).

For precise modeling of the waveguide filters, WIPL‐D software (http://www.wipl‐d.com) is
used, as powerful software capable to perform EM simulations of the complex 3D structures.
It allows us to work with a large number of elements (nodes, plates, generators, etc.) and
variables. In terms of numerical calculations, the software is based on the method of moments
(MoM), and theoretical background is elaborated in detail in [30]. Besides the network
parameters (S/Z/Y), it can efficiently calculate near field, far field (radiation) and current
distribution.

WIPL‐D software provides the possibility of precise geometrical modeling of the structure,
meaning it can be completely defined using various elements and parameters available in the
software. Virtually, every structure can be modeled in this manner. For example, structures
can be modeled as pure metallic, pure dielectric or composite (metallic and dielectric). Every
structure primarily consists of nodes, as essential elements, and they are further used to create
wires, plates, junctions and generators. As an excitation, an ideal delta‐function generator is
used. Graphical interface allows us to visually track the modeling procedure.

WIPL‐D software provides the possibility to take into account conductor and dielectric losses.
The losses due to the surface roughness and the skin effect in conductors are taken into account,
so the conductivity of the metal plates, for the X frequency band, is set to σ = 20 MS/m. Dielectric
losses are given as parameters of the domain used to model the considered dielectric.

There are several features in WIPL‐D software which can be used to increase the accuracy of
the obtained results (edge manipulation) or simplify the modeling procedure (symbols, grids,
imaging, symmetry, etc.). All these features are thoroughly explained in the software docu‐
mentation (http://www.wipl‐d.com).

Besides the modeling of the waveguide filter itself, it is important to properly model its
excitation, that is, its ports. Each waveguide port (one port on each waveguide end) can be
represented as a short‐circuited waveguide section with a monopole, fed by an ideal delta‐
function generator [28]. This section should be long enough so each evanescent mode ceases
toward the port end, thus only desired mode propagates in the considered structure. In order
to obtain required filter response, that is, to determine its S‐parameters, de‐embedding
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technique is applied, so the influence of the ports on the amplitude response is eliminated.
This technique is explained in detail at http://www.wipl-d.com.

In order to generate microwave circuits of the considered filters, the following software tools
have been used: WIPL-D Microwave Pro (http://www.wipl-d.com) and NI AWR Microwave
Office (http://www.awrcorp.com). The equivalent microwave circuits have been generated
using lumped elements (for the resonant circuits) and waveguide sections (for the inverters).
The goal is to develop an equivalent circuit as simple as possible, starting from the known
equivalent circuits of the corresponding elements, thus allowing for a relatively simple filter
optimization.

The printed-circuit inserts are fabricated on the machine MITS Electronics FP-21TP (http://
www.mitspcb.com). Experimental verification is performed by measuring the frequency
characteristics of the fabricated filters using network analyzer Agilent N5227A (http://
www.keysight.com), as shown in Figure 3.

Figure 3. (a) MITS Electronics FP-21TP machine, (b) Agilent N5227A network analyzer, (c) ports used for the measure-
ments.

5. Bandpass filters

Bandpass waveguide filter design is based on the use of CSRRs. Starting from the models
given in [9], various types of waveguide resonators and filters have been developed and
proposed. The inserts are placed in the H-plane of the standard rectangular waveguide. The
3D EM models and equivalent microwave circuit of the CSRR on the multi-layer planar insert
can be found in [31, 32]. Such CSRR can be further upgraded by adding a central section on
the inner side, providing for resonant frequency fine-tuning, as proposed in [32].

Third-order bandpass waveguide filter has been developed using aforementioned printed-
circuit inserts with CSRRs [31]. For the printed circuits, RT/Duroid 5880 substrate (http://
www.rogerscorp.com) is used, and its parameters are relative permittivity εr = 2.2, losses tanδ
= 0.0009, substrate thickness h = 0.8 mm, metallization thickness t = 0.018 mm. The inserts are
placed in the transverse planes of the waveguide (Figure 4a). Filter is designed to operate at
center frequency of 11.95 GHz and 3-dB bandwidth of 500 MHz, so the parameters of the CSRRs
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are tuned accordingly. In order to properly design higher‐order filter, it is necessary to take
into account the inverters between the resonating elements (waveguide sections of length equal
to λg/4 at 11.95 GHz). The obtained amplitude response is shown in Figure 4b.

Figure 4. Third‐order bandpass filter using CSRRs on the printed‐circuit inserts: (a) 3D model, (b) amplitude response.

6. Bandstop filters

Bandstop filters presented here are implemented using SRRs and QWRs on the multilayer
planar inserts. Depending on the filter design, the inserts can be placed in the H‐plane or E‐
plane of the rectangular waveguide, as will be elaborated in this section.

The basic model of the waveguide resonator uses printed‐circuit insert with dimensions equal
to those of the waveguide cross‐section (Figure 5a, type 1). SRR is used as a resonator. Such
model can be found in the available literature [10, 11], and it is also investigated in detail in [33].
Another planar insert with SRR (type 2), introduced in [34, 35], is implemented as a small
dielectric plate (it is significantly smaller than the waveguide cross‐section), attached to the
top and bottom waveguide walls by thin dielectric strips. The waveguide resonator using this
type of resonating insert is also shown in Figure 5a. In both cases, inserts are designed using
RT/Duroid 5880 substrate (its parameters are given in Section 5). Dimensions of the SRR in
both cases are optimized to achieve f0 = 9 GHz. The amplitude responses of the waveguide
resonators using previously described inserts are compared in Figure 5b. Although resonant
frequencies are slightly moved apart, it is notable that the return loss beyond the stop band
has lower values for the type 2 insert. Therefore, better matching in the pass band can be
obtained using smaller planar insert. This is an important result for the higher‐order filter
design.

For this model of the resonator, the equivalent circuit is proposed (Figure 5c). The parameters
of  the  RLC  circuit  are  calculated  using  following  equations  [28]: = 2 11 jω0 0 / 1 − 11 jω0 ,  = 23dB0 11 jω0 /02,  = 1/ 23dB0 11 jω0 ,
where R represents resistance, L inductance, C capacitance, ω0 is the resonant frequency in
[rad/s], |S11(jω0)| is the amplitude characteristic of S11 at resonant frequency, B3dB is a 3‐dB
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bandwidth, Z0 represents the nominal impedance and it is calculated according to equations
given in Section 2.

Figure 5. Waveguide resonator using printed‐circuit insert with SRR: (a) type 1 and 2, (b) comparison of amplitude
responses: blue—type 1 insert, red—type 2 insert, (c) equivalent circuit.

Besides SRRs, properly designed QWRs can be also used for the bandstop filter design. They
are short‐circuited to top or bottom waveguide wall, depending on the implementation. The
insert with the QWRs can be placed in the H‐plane [36] or E‐plane [37] of the rectangular
waveguide.

6.1. Third-order H-plane bandstop filter using printed-circuit insert with SRR

The third‐order bandstop filter using aforementioned type 2 planar inserts is shown in
Figure 6a. Small dielectric plates are centrally positioned in the waveguide. The filter is
designed for the center frequency of 9 GHz and the 3‐dB bandwidth of 320 MHz, so
dimensions of the SRRs are optimized accordingly. The obtained amplitude response is
given in Figure 6b.

Figure 6. Third‐order bandstop filter using printed‐circuit insert with SRR (type 2): (a) 3D model, (b) amplitude re‐
sponse.

6.2. E-plane bandstop waveguide filter using QWRs

Herein, second‐order bandstop filter using E‐plane insert with QWRs is considered. Filter
specification requires the center frequency of 10 GHz and 3‐dB bandwidth of 680 MHz. Two
QWRs, with identical dimensions, are used to achieve this, and they are positioned on the
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insert as shown in Figure 7a. For the planar insert, copper clad PTFE/woven glass laminate
(TLX‐8) (http://www.taconic‐add.com) is used as a substrate, and its parameters are εr = 2.55,
tanδ = 0.0019, h = 1.143 mm, t = 0.018 mm.

Figure 7. Bandstop filter using E‐plane insert with QWRs: (a) 3D model, (b) fabricated insert, (c) comparison of ampli‐
tude responses: blue—simulation results, red—measurement results.

The amplitude response is analyzed for various values of the distance between the QWRs. It
has been shown that this variation primarily influences the bandwidth; to be more precise, by
increasing the distance, the bandwidth becomes narrower.

For the considered filter model, the coupling between two QWRs is investigated in terms of
their mutual distance, as proposed in [26, 38]. By increasing the distance, the coupling gets
weaker. Based on the obtained results for the 3‐dB bandwidth and the coupling coefficient k,
it can be concluded that these results are in accordance with the statements in the available
literature [26], that is, B3dB and k change in the same manner.

In order to validate the proposed design, the planar insert for the filter containing QWRs is
fabricated (Figure 7b), and the obtained response is experimentally verified using the WR‐90
waveguide. Figure 7c shows comparison of the simulation and measurement results, and their
good matching confirms filter design.

Proposed filter can be further upgraded to achieve bandwidth fine‐tuning, by adding a
coupling element, realized as a SRR and positioned between the QWRs on the insert
(Figure 8a). The positions of the QWRs and their mutual distance are the same as in the
original model without coupling element. The amplitude response is shown in Figure 8b.
The obtained results show that, by adding the coupling element between the QWRs, the
bandwidth becomes narrower for 50 MHz (which is nearly 7.37% compared to the refer‐
ence value of 678 MHz for the second‐order filter).

In order to investigate the possibility for bandwidth fine‐tuning, using the coupling element,
its printed line width is varied, while the distance between the QWRs remains the same. In
this case, the center frequency practically does not change, while the bandwidth is slightly
changed. This is in accordance with the purpose of the coupling element to fine‐tune the
bandwidth, without modifying the filter response.

Similarly as for the filter with two QWRs, the coupling between the resonators is also analyzed
for this case, for the chosen distance between the resonators and different values of the printed
line width of the coupling element. The obtained results and conclusions regarding the
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proposed filter design can be summarized as follows. By adding the coupling element between
the QWRs: (1) the bandwidth is decreased, (2) the coupling is weakened, (3) the bandwidth
can be tuned (decreased) without increasing the distance between the QWRs, thus providing
for the device miniaturization.

Figure 8. Waveguide filter using E‐plane insert with QWRs and coupling element: (a) 3D model, (b) amplitude re‐
sponse.

7. Multi-band waveguide filter design

Multi‐band filter design represents a significant research field, particularly for the modern
communication systems. One of the advantages of the presented method for the waveguide
filter design is that it can be used to relatively easy develop multi‐band bandpass or bandstop
filters. Namely, multiple resonant frequencies can be obtained using single insert with properly
designed and positioned resonators. It is recommended to have uncoupled resonators on the
insert, since in that case, each frequency band can be independently controlled by tuning only
particular resonator [28]. Waveguide resonator with multiple resonant frequencies can be
obtained in this manner. It can be designed using H‐plane insert with multiple CSRRs or similar
resonating elements for the bandpass characteristic, as in [32, 39–41], or with SRRs for the
bandstop characteristic, as in [33, 34]. H‐plane insert with QWRs, providing multiple resonant
frequencies and having bandstop characteristic, is introduced in [36]. Herein, compact dual‐
band bandpass filter with CSRRs and dual‐band bandstop filter are elaborated in detail. They
both use H‐plane inserts.

7.1. Compact dual-band bandpass filter with H-plane inserts

Design starts from the resonating insert with two CSRRs in order to obtain two resonant
frequencies, 9 GHz and 11 GHz. Flat metal insert with two CSRRs can be placed in the H‐plane
of the rectangular waveguide, as explained in [40, 41].

Since it is necessary to properly implement inverters for each center frequency, for higher‐order
filters, folded insert is introduced as a suitable solution [40, 41]. The second‐order filter using
two identical folded metal inserts is shown in Figure 9. Dimensions of the CSRRs are the same
for both inserts and optimized to obtain f01 = 9 GHz, B3dB‐1 = 450 MHz, f02 = 11 GHz, B3dB‐2 = 650
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MHz. The length of the plate connecting parts of the folded insert with CSRRs is lpl = (λg9GHz–
λg11GHz)/8. In this manner, quarter‐wave inverters are implemented for both center frequencies,
as shown in Figure 9a.

Figure 9. Second‐order bandpass filter using folded metal inserts with CSRRs: (a) 3D model, (b) equivalent microwave
circuit, (c) comparison of amplitude responses for the 3D EM model (blue) and equivalent circuit (red).

The  equivalent  microwave  circuit  is  generated  for  the  proposed  second‐order  filter
(Figure 9b).  Two separate networks are used for each insert,  and the waveguide section
is  added  between  them as  a  quarter‐wave  inverter.  The  short  plate  providing  the  fold
is  represented  by  an  inductor.  The  following  equations  are  derived  [28]  and  used  to
calculate  the  parameters  of  the  RLC  circuits:   = 0 21 jω0 / 2 1 − 21 jω0 , = 3dB0 21 jω0 / 202 ,   = 2/ 3dB0 21 jω0 ,  where  R  represents  resistance,  L

inductance,  C  capacitance,  ω0  is  the  resonant  frequency  in  [rad/s],  |S21(jω0)|  is  the  am‐
plitude characteristic of S21 at resonant frequency, B3dB is a 3‐dB bandwidth, Z0 represents
the  nominal  impedance  and  it  is  calculated  according  to  equations  given  in  Section  2.
The  inductances  of  the  additional  inductors  between  RLC  circuits,  for  each  insert,  are
tuned.  The  port  impedance  is  set  to  Z0  =  500  Ω,  which  is  the  wave  impedance  at  10
GHz (the  frequency  between  the  targeted  ones,  9  GHz  and  11  GHz).  The  amplitude
responses  obtained  for  the  3D EM model  and  circuit  are  compared  in  Figure  9c,  and
their  good  mutual  agreement  validates  proposed  equivalent  representation.

The next step is to develop compact solution, based on the use of miniaturized inverters.
Precisely, quarter‐wave inverter between the resonating inserts, for each center frequency, is
replaced by a shorter waveguide section and additional, properly designed, metal insert. In
this manner, the length of the device decreases, by shortening the inverters, without degrading
filter response. The realization details, including 3D EM models and the equivalent microwave
circuit, of the filter with inverters of length equal to λg/8 for each center frequency, can be found
in [40, 41]. The inverters are halved compared to the original model, and additional metal plate
for miniaturization (with properly designed slots) is centrally positioned between the reso‐
nating inserts, to preserve the original filter response.

In order to simplify fabrication and experimental verification, presented filter can be further
modified. Therefore, a compact filter with flat inserts is proposed. This means that the inserts
with CSRRs, as well as the additional insert for miniaturization, are flat. However, the inverters
for both center frequencies are not miniaturized in the same manner. The distance between the
CSRRs with f01 = 9 GHz is set to λg9GHz/8, while the normalized length of the inverter between
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the CSRRs with f02 = 11 GHz is equal to 0.18λg11GHz (Figure 10a). Dimensions of the slots on the
additional metal insert are tuned to preserve the original filter response, without miniaturi‐
zation. Comparison of amplitude responses of the second‐order dual‐band filter before and
after applying inverter miniaturization, with the same and different normalized lengths of the
inverters, is shown in Figure 10b. Since the obtained results match well, compact filter with
flat inserts is confirmed as a solution more suitable for experimental verification.

Figure 10. (a) Compact bandpass filter with unequal inverter miniaturization, (b) comparison of amplitude responses
of the filter without inverter miniaturization (blue), with equal (red) and unequal (green) inverter miniaturization.

In order to confirm the proposed compact filter solution, the amplitude response of the
second‐order dual‐band filter with flat metal inserts and unequal inverter miniaturization
is experimentally verified. Resonating inserts and additional plate for miniaturization are
fabricated using metal foil of thickness 100 μm. However, it is necessary to have stable
inserts inside the waveguide to successfully measure the amplitude characteristics. There‐
fore, we propose fixtures for supporting metal inserts. They are fabricated using FR‐4 ep‐
oxy substrate (εr = 4.5, h = 1.0 mm, tanδ = 0.02). Structures for precise positioning of
inserts are depicted in Figure 11a, and the detailed description of their design can be
found in [41]. The photographs of the fabricated inserts and the structures for precise po‐
sitioning are given in Figure 11b. Comparison of the simulated and measured amplitude
responses is shown in Figure 11c, confirming the compact filter solution by a good agree‐
ment of the obtained results.

Figure 11. Experimental verification: (a) structures for precise positioning of inserts, (b) photographs of the fabricated
components, (c) comparison of simulated (blue) and measured (red) amplitude responses for the compact filter.
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7.2. Third-order dual-band bandstop filter using planar insert with SRR

Herein, third‐order bandstop filters using printed‐circuit inserts with SRRs, introduced in
Section 6, are considered. In this manner, the use of such inserts for the higher‐order multi‐
band filters is exemplified. First, third‐order bandstop filters with f0 = 9 GHz and f0 = 11 GHz,
each having a single rejection band, are designed. Based on that, by combining elements of
these single‐band filters, third‐order dual‐band filter is designed with f01 = 9 GHz and f02 = 11
GHz, and each rejection band has the same 3‐dB bandwidth of 335 MHz [35].

For the bandstop filter, it is convenient to have LC circuits, representing resonators, connected
in series; thus, the inverters are used and the parameters of the resonators are determined as
explained in [26]. Microwave circuit of this filter is shown in Figure 12a.

Figure 12. Third‐order dual‐band bandstop filter: (a) microwave circuit, (b) 3D model, (c) comparison of amplitude re‐
sponses (blue—3D EM model, red—microwave circuit).

The 3D model of the filter is shown in Figure 12b. The inserts are optimally positioned so the
inverters can be properly realized between the corresponding resonators, as explained in
details in [35]. Comparison of the amplitude responses of the microwave circuit and 3D EM
model is given in Figure 12c, showing good matching of the obtained results and confirming
the proposed filter design.

The experimental measurements for the filter using the presented inserts cannot be easily
performed without finding a way to have stable inserts in the waveguide. Therefore, a structure
for precise positioning, in a form of ladder fixtures, is introduced in [42]. Since we use dielectric
inserts, the fixtures are also designed using dielectric substrate although they can be made as
multi‐layer planar structures. These fixtures are attached to the top and bottom waveguide
walls, and the inserts are attached to them. As shown in [42], the use of the fixtures does not
degrade the filter response, so they can be used for precise positioning of inserts in the
measurement procedure.
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8. Conclusion

Starting from the microwave filter design principles, a method for the advanced waveguide
filter design has been developed. It is based on the use of printed‐circuit discontinuities as
resonating elements. Relatively simple resonators, such as SRRs, CSRRs and QWRs, have been
used for the printed‐circuit insert design. In spite of their simple forms, these types of resona‐
tors provide a lot of possibilities to tune the amplitude response. Since multiple resonant
frequencies can be obtained using single insert, these inserts can be employed for the multi‐
band filter design. Therefore, various implementations of novel waveguide filters have been
made using H‐plane or E‐plane inserts. For bandpass filters, metal or multilayer planar inserts
with CSRRs have been used. Also, a compact filter solution has been proposed. Furthermore,
bandstop filters have been designed using planar inserts with SRRs and QWRs. Besides 3D
EM simulations and microwave circuits of the considered filters, prototypes have been
fabricated so the amplitude responses can be measured. Also, structures for precise positioning
of inserts, for bandpass and bandstop filters, have been designed and fabricated, since they
are necessary to smoothly perform the measurements on the laboratory prototypes. The
obtained experimental results have shown good agreement with the simulated ones, thus
confirming the application of the proposed method for the advanced waveguide filter design.

Although considered waveguide filters are designed for radar and satellite systems, it is
expected that the same design guidelines can be applied to the filters operating in other
frequency bands by using the proper waveguide and scaling dimensions of the resonating
components. Also, it can be further upgraded to keep up with the continuous technological
development (e.g., tunable filter design). The most important advantage of the proposed
method is a relatively simple design and implementation of structures which can be used in
modern communication systems.
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Abstract

In wireless communications, bandwidth is a valuable resource that can be smartly 
shared by multiple users simultaneously utilizing multiplexers. This chapter offers a 
short review and brief impression of the working principle and the design methodology 
of the multiplexers in RF and microwave systems. Predominantly used different multi‐
plexer design patterns are discussed here, however the compact manifold multiplexer is 
discussed in details with an example. It is designed by using advanced design system 
(ADS) software and implemented utilizing Microstrip technology for its low cost and 
simplicity.

Keywords: manifold multiplexer, diplexer, microwave filters, advanced design system, 
microstrip technology

1. Introduction

The idea of multiplexing has been used in different areas. In telegraph systems, it was used 
for the first time in 1870s, after few decades it was employed in telephony [1]. Multiplexing is 
a useful process applied in different wireless communication systems where signals from dif‐
ferent users (channels) can be multiplexed or demultiplexed by utilizing the multiplexers in 
order to use the primary recourse (frequency spectrum) intelligently and to increase the speed 
of the data transmission. Figure 1 shows the basic block diagram of the transmitter‐receiver 
pair in the wireless communication system. It consists of antenna, RF front‐end and baseband 
system. Usually, the RF front‐end is the set of circuit component after antenna which down 
converts the RF frequency into the intermediate frequency for further processing in the base‐
band [2]. The well‐known components in the front‐end are low noise amplifier (LNA), band 
pass filter (BPF), power amplifier (PA), local oscillator (LO) and mixers. Microwave multiplex‐
ers can also be found in front‐end [3–5].

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Frequencies more than 1 GHz are typically known as microwave frequencies in which most 
of the systems operate [3]. High‐frequency circuit designs are different compared to the low‐
frequency circuit design because at high frequency, wave nature of current is needed to be 
considered (it will be further discussed in microstrip transmission line technology). After the 
announcement of a wide range of ultra‐wide band (UWB) for public use in 2002 by Federal 
Communication Commission (FCC), many designs dealing with high frequency and wide 
bandwidth became centre of attraction [4]. With the evolution of the technology, design and 
implementation of multiplexing networks become more sophisticated. Figure 2 shows the 
scheme of sharing the bandwidth among N channels using multiplexing.

Figure 1. Basic block diagram of wireless communication system.

Figure 2. N channels multiplexing to share the bandwidth.
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2. Literature review

In RF and microwave systems, different multiplexer design patterns have been adopted [3–
24]. Most of the designs have been implemented by utilizing various technologies such as 
waveguide and microstrip, and high‐temperature superconducting (HTS) materials. Various 
existing multiplexers are able to deal with the multiple sub‐bands with a short guard band. 
Due to the future generation system, amenable front‐end design requirement has become 
more challenging. Some well‐known design patterns of the multiplexer are hybrid‐coupled 
multiplexer, directional filter multiplexer, circulator coupled multiplexer and manifold 
 multiplexer [5–7].

The hybrid‐coupled multiplexer design pattern has been adopted by many researchers [8–10]. 
This design approach is easy to tune and there is no interaction between channel filters, so 
it can accommodate any change in channel frequencies or addition of new channel. Hybrid 
multiplexers are comparatively large due to the presence of two hybrid and two filters for 
each channel. Jonathan et al. [8], designed hybrid coupled multiplexer using microstrip 
technology. Mansour et al. [9] studied the possibility of building HTS using hybrid‐coupled 
multiplexers. Rubin [10] represented the frequency multiplexer with the hybrid‐coupled con‐
figuration by two‐port analysis.

In another design pattern of multiplexer, four port directional filters are used [6, 11, 12]. By 
keeping one port terminated the other three ports are used for incident input, filtered output 
and reflected signals. Unlike hybrid‐coupled multiplexers, it uses one filter per channel which 
can be designed separately and can be easily modified without changing the whole design [6]. 
Despite all these benefits, its use is constrained due to narrow bandwidth. Volker et al. [11], in 
their study, presented a microwave design based on directional filters. This paper shows the 
measured and simulated results for the triplexer with centre frequencies of 1.472, 2.944 and 
4.416 GHz. Ref. [12] shows the design and implementation of the miniaturized coupled‐line 
directional filter multiplexer in a multilayer microstrip technology.

The circulator‐coupled multiplexer is another design which is used in different applications 
[6, 7, 13, 14]. This multiplexer consists of channel dropping circulators along with one filter 
per channel. It provides no interaction between channel filters but have comparatively high 
insertion loss in later channel circulator. Raafat [7] presents experimental results for a three‐
channel circulator‐coupled multiplexer using HTS materials for microwave. Chen et al. [13] 
used an optical multiplexer employing multiport optical circulator (MOC) using optical fibre. 
Theoretical and experimental studies which were carried out upon a waveguide multiplexer 
that consists of two branches joined by a circulator are presented in Ref. [14].

The manifold multiplexer is a well‐known design pattern used to realize multiplexers. This 
approach is the focus of this chapter. It provides better insertion loss and amplitude response. 
It has been used in HTS thin film integrated technology and it shows better loss performance 
but is sensitive to the material defects [15]. On the other hand, tuning this multiplexer is little 
complex because of its need to deal with all filters at the same time. So, it is not flexible to 
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frequency changes or additional channel frequency and in the case of any modification in 
frequency arrangement, the whole multiplexer need to be redesigned.

This topology has been presented in many research papers using waveguides and microstrip 
technology. Morinil et al. [15] presented an improvement in the dual manifold multiplexer 
to design the reconfigurable multiplexer. Ho and Battensby [16] discuss the application of 
microwave active filter manifold in multiplexing. Ten‐channel manifold multiplexer by using 
waveguide is presented with contiguous and non‐contiguous channels [17]. In Ref. [18], the 
theory of manifold multiplexer using helical filter is discussed. Although the reconfigurable 
filter technology still not fully developed, a theoretical study of tunable manifold multiplexer 
has been carried out with five channels [19].

Figure 3 illustrates the most adopted structural patterns of the manifold multiplexer with one 
filter for each channel and these are the most compact design approach patterns [6, 7]. Several 
manifold multiplexer designs with all filters on the same side are presented in Figure 3(a) 
[20]. An alternate filter design as shown in Figure 3(b) is presented in Refs. [21, 22]. Both this 
approaches have been adopted according to requirements. Cameron and Yu [6] classified the 
manifold multiplexer design patterns into three categories namely comb, herringbone and end‐
fed (can be applicable in both Figure 3(a) and (b), where one filter feed the manifold design).

Figure 3. Manifold multiplexer design pattern, (a) all channels on one side, and (b) filters on alternate sides.
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Compared to other multiplexer patterns, manifold has no isolation between channels, which 
make it act as a whole circuit but at the same time, which make it more complicated when 
the number of channels are increased. However, it gives small losses due to the absence of 
the lossy isolation. That is why manifold design is the preferred choice of the circuit designer 
aiming for small losses and miniaturized circuit. With the help of circuit design software, 
complexities in the design can be overcome.

3. Frequency multiplexing network

Figure 4 shows the working principle of the frequency multiplexing network (FMN) using 
manifold approach for N number of channels with one filter per channel. Filters are inter‐
connected by using quarter wavelength transformer and horizontal transmission line. The 

Figure 4. Frequency multiplexing network [23].
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available frequency bandwidth is divided into N channels with frequencies f1, f2, …, fN, where 
f1 is lowest frequency band and fN is the highest frequency band. Quarter wave transmission 
lines provide the high impedance to the corresponding frequency band, where as horizontal 
transmission lines help in tuning that band. FMN is a passive network that can be used as a 
multiplexer in the transmitter and demultiplexer in the receiver. The presence of a suitable 
guard band can prevent overlapping of the sub‐bands. The minimum guard band is always 
preferred as this band will not be used in transmission. Normally the guard band of less than 
10% relative bandwidth is used most of the time [4].

4. Microstrip transmission line technology

Transmission line is a special purpose medium intended to transmit high‐frequency signals 
which have short wavelengths. According to the rule of thumb, signal carrying medium will 
be considered as the transmission line, if the wavelength of the signal is less than the ten times 
the circuit component [24]. Figure 5 shows the microstrip transmission line, which has two 
conductors separated by the dielectric material of permittivity   ε  r    and substrate height h. Here 
L is the length, W is the width and t is the thickness of the microstrip. It can be manufactured 
utilizing a double‐sided printed circuit board (PCB). Input impedance (  Z  in   ) of a terminated 
transmission line can be represented as [24]:

Figure 5. Microstrip transmission line.
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   Z  in    (  d )    =  Z  o     
 Z  L   + j  Z  o   tan   (  βd )   

  ____________  
 Z  L   − j  Z  o   tan   (  βd )       (1)

where   Z  L    is load impedance,   Z  o    characteristic impedance,  d  is the length of transmission line 
and  β  is the wave number.

In order to achieve the maximum power transfer we need to match the source and load power, 
which can be done by using a passive network known as matching network. Many types of 
matching networks are using discrete components as a cheapest solution in circuit designing 
such as LC network, T network and Pi network in low‐frequency applications. A combination 
of lumped and discrete component matching network can be used for comparatively high 
frequencies and purely discrete components have been used in high frequencies of the order 
GHz. Quarter wavelength transmission line, single and double stub are examples of discrete 
matching networks.

Quarter wavelength transmission line or transformer is a simple matching network. The 
impedance of the quarter wavelength transmission line can be calculated for matching load 
and source. Figure 6 shows the quarter wavelength microstrip transmission line.

From Eq. (1) for  ( Z  S   =  Z  L   ) 

   Z  in    (  d =   λ _ 4   )    =   
 Z  o  2  ___  Z  L  

    or Z =  √ 
_____

  Z  in    Z  L      (2)

5. Frequency division multiplexing

When the available bandwidth of the medium is more than that of communicating devices, 
then it is better to share the medium. FDM can enhance the data rate of the transmission by 
parallel processing [4, 5]. Multiplexing can be done in various ways, which can depend on the 
target application. Some of these famous schemes for multiplexing are:

• Frequency division multiplexing (FDM)

• Time division multiplexing (TDM)

• Wavelength division multiplexing (WDM)

Figure 6. Quarter wavelength microstrip transmission line.
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In wireless communications, different schemes are applied to efficiently use the valuable 
bandwidth. FDM is mostly used in the radio frequency band. It is the analog multiplexing 
schemes which divide the available bandwidth into two or more frequency bands (channels). 
Figure 7 shows the schematic of frequency division for the multiple channels utilizing FDM. 
The guard band (narrow portion of the band spectrum which is not used in communication 
but used to protect sub‐bands from interference) is present between each neighbouring chan‐
nel. One antenna pair is sufficient for the communication of all the users of the sub‐bands.

6. Design and implementation of manifold multiplexer

This section will give the detailed designing process of the diplexer (an example of manifold 
multiplexer) using advanced design circuit (ADS) from Agilent's simulation software and 
implementation on a double‐sided PCB. Finally, the prototype will be measured by a two‐
port vector network analyser.

6.1. Frequency diplexer network (manifold multiplexer)

By using the working principle of the FMN (discussed earlier), a diplexer is designed. Figure 8 
shows the block diagram of the frequency diplexer network (FDN). It has two channels in 
the UWB frequency range from 6 to 9 GHz. The guard band of 200 MHz is present between 
these two sub‐bands (6–7.4 and 7.6–9 GHz). As discussed earlier all the filters in the manifold 
design are needed to be tuned at the same time. However, individual channel filters are opti‐
mized and then combined with a matching network which is a systematic approach to make 
the designing process simple.

Figure 7. Multiple sub‐bands (channels) in available bandwidth using FDM scheme.
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6.2. Systematic processes

In order to understand the process of design and implementation it is categorised into the 
four following steps [4].

1. Schematic designing by using selected substrate properties of PCB to show the ideal 
behaviour.

2. Layout of the schematic design to see the real behaviour by running momentum tool.

3. Analysis of schematic and momentum results together by using layout in schematic for 
final simulation results.

4. Implementation of the approved design on to the PCB and comparison of the measured 
results with simulation results.

6.2.1. First step

Rogers 4350B is used in many high frequency electronic circuits. It is a double‐sided PCB and 
selected here for the design implementation. Table 1 shows the substrate properties of PCB.

Figure 8. Frequency diplexer network [21].
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Diplexer can be divided in three blocks as first channel filter, second channel filter and match‐
ing network. Figure 9 shows the schematic view of the first filter in ADS. MSub and S‐param‐
eters show the substrate properties and frequency plan, respectively.

Figure 10 presents the simulated forward transmission and input reflection result for the first 
filter in S‐parameter. In a similar way, schematic of the second filter can be designed. After the 
optimization of the filters, both can be combined by the transmission line network as shown 
in the FDN figure to form the diplexers. Now tune the whole circuit together to get the opti‐
mization. Different tuning tools are available in ADS which can be used to tune the circuit.

6.2.2. Second step

After getting the optimized diplexer's schematic, second step is to convert the whole sche‐
matic into a layout as shown in Figure 11. It has three inputs/outputs and one connected to 
ground, so four ports are assigned to this FDN. Now run momentum, to see the real behav‐
iour of the design which is a simulation engine use for the layout. It has two modes, RF and 
microwave (microwave mode gives full electromagnetic simulation with radiation effect and 
RF mode is quick simulation for the designs which do not radiate).

Dielectric thickness 254 µm

Relative dielectric constant 3.48

Metal thickness 25 µm

Metal conductivity 58 MS/m

Table 1. Substrate properties of Rogers 4350B.

Figure 9. Schematic diagram of first filter for 6–7.4 GHz.
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6.2.3. Third step

Third step is to convert the layout of the FDN into the component and call this component 
into the schematic as shown in Figure 12. Here schematic and layout simulate together and 
provide final simulation results in terms of ideal and real physical design.

Figure 13 shows the final simulated results of the FDN in terms of the S‐parameters. Forward 
transmission (S21, S31) and input reflection (S11, S22, S33) show flat response in their respec‐
tive bands jamming others. Appropriate values of group delay can be observed from the 
results that show small variations.

Figure 10. Forward transmission and input reflection for first filter for 6–7.4 GHz.

Figure 11. Layout of the FDN.
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6.2.4. Fourth step

Finally, the layout of the PCB is prepared for the implementation on the double‐sided PCB. 
Figure 14 shows the top ground plane connected with the bottom ground plane through 
ground via hole. Small diameter circles are placed in already defined layer for holes. The 

Figure 13. Simulated results for FDN, (a) forward transmission, (b) input reflection, and (c) group delay.

Figure 12. FDN as layout component in schematic representation.
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number of holes depend on the highest operating frequency by RF design rules. The ground 
plane on the top can reduces the possible crosstalk between transmission lines. Now the final 
design file is ready to be exported from ADS for the implementation on PCB.

PCB manufacturing has various steps, such as film processing, CNC drilling, brushing,  plating, 
laminating photoresist on PCB, UV‐exposure of photoresist, development of  photoresist and 
etching. After etching, a visual inspection of PCB is needed in order to remove any possible 
copper remained during etching. Figure 15 shows the final prototype of the diplexer with 50 
Ω line at the input/output extended for connecting the big size SMA. Three SMA connectors 
have been soldered in the PCB in order to measure the results.

Figure 16 shows the measured results of the prototype which are measured using a Rhode 
and Schwartz ZVM vector network analyser. Any possible difference between measured and 
the simulated results can be due to the soldering and SMA [25].

Figure 14. Layout of FDN for PCB.

Figure 15. Prototype of FDN.
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Note: Here a diplexer is designed and implemented on the basis of FMN (Figure 4) and to see 
the design and implementation of the triplexer with a different BPF, see Ref. [22].
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Figure 16. Measured results for FDN, (a) forward transmission, (b) input reflection, and (c) group delay.
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Abstract

The  60-GHz  band  has  a  7-GHz  of  bandwidth  enabling  high  data  rate  wireless
communication.  Also,  it  has  a  short  wavelength  allowing  for  passive  devices
integration into a chip, that is, fully integrated system-on-chip (SOC) is possible. This
chapter features the design, implementation, and measurements of 60-GHz on-chip
antennas (OCAs) on complementary-metal-oxide-semiconductor (CMOS) technology.
OCAs are the primary barrier for the SOC solution due to their limited performance.
This degraded performance comes from the low resistivity and the high permittivity
of the CMOS substrate. We present here two innovative techniques to improve the
CMOS OCAs’ performance. The first method utilizes artificial magnetic conductors
to  shield  the  OCA  electromagnetically  from  the  CMOS  substrate.  The  second
methodology employs the PN-junction properties to create a high resistivity layer.
Both approaches target the mitigation of the losses of the CMOS substrate; hence, the
radiation performance characteristics of the OCAs are enhanced.

Keywords: CMOS, on-chip antenna (OCA), artificial magnetic conductor (AMC), dis-
tributed PN-junctions

1. Introduction

The millimeter wave band around the 60-GHz carrier has a broad bandwidth of 7 GHz and a
short wavelength. This wide-ranging bandwidth allows for high data rate transmission of
several gigabit-per-second (Gbps) suppressing the current low-frequency systems below 10
GHz. This excessive data rate opens the door for many applications such as high-speed video
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Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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and computer display streaming, Gbps networking, uncompressed high-definition media
transfers, wireless personal area access, chip-to-chip communications, sensing applications,
information showers, and virtually instantaneous admission to massive libraries of informa-
tion. Moreover, an additional advantage of the 60-GHz carrier is the possibility of small-
distance frequency reuse because of the high attenuation caused by oxygen molecules at the
level of 10–15 dB/km. This frequency reuse attribute empowers the 60-GHz system to be an
appropriate replacement for the contemporary short-range wireless communications systems.
Additionally, the short free-space wavelength of 5 mm at 60 GHz enables small-size passive
devices fabrication with integration capability into a chip. On-chip integration of passive
devices  leads  to  a  wholly  system-on-chip  (SOC)  realization.  SOC  is  an  individual  and
remarkable solution that can facilitate low-cost wireless communication devices. The SOC
promotes the integration on the same chip of the antenna, front-end circuits, and back-end
circuits.  This  SOC guarantees  economical  wireless  communication devices  thanks to  the
elimination of the costs associated with materials required for external antennas. Also, the
antennas’ matching circuits will be dismissed given that the 50-Ω boundary is no longer
obligatory. Finally, SOC will guarantee a one-step foundry fabrication of the entire wireless
system [1–16].

The cost-effective complementary-metal-oxide-semiconductor (CMOS) process, which is the
mainstream digital circuits’ technology, guarantees further cost reduction of the wireless
system. Even though the CMOS substrate causes degradation of the radiation performance of
the on-chip antennas (OCAs) due to its low resistivity and high permittivity [4–7], that is, the
CMOS substrate is not optimized for the antennas operation. Many design methodologies have
been utilized [4–12] to permit the improvement of the CMOS OCAs’ performance. These
OCAs’ enhancement approaches have two main categories: (1) post-processing techniques [8–
12] and (2) electromagnetic (EM) shielding [13–16].

Post-processing methods are techniques that utilize additional fabrication steps to the standard
CMOS process to allow changing the characteristics of the CMOS substrate [8–12]. Micro-
machining [8, 9] and proton implantation [10, 11] are two conventional CMOS post-processing
methods. On the one hand, in the micro-machining approach, the OCA performance is
enhanced by selectively removing parts of the CMOS substrate that lie directly below the OCA.
Thus, the loss source is eliminated [8]. Wang et al. [8] had realized a peak measured gain and
efficiency of 8 dBi and 60% by employing the selective etching technique together with array
antenna at 130-GHz-operating frequency. Another micro-machining tactic uses post-suppor-
tive micro-machined walls to isolate the OCA far apart from the CMOS substrate [9]; hence,
the coupling between the OCA and the substrate reduces and its radiation performance is
enhanced. Kim et al. [9] had achieved a peak simulated gain and efficiency of 9.9 dBi and 94%,
respectively by using this post-supportive walls method with patch antenna array at 60-GHz-
operating frequency.

On the other hand, the proton implantation course implements high-energy ions into the
CMOS substrate below the OCA such that the CMOS substrate’s resistivity below the OCA
becomes very high, the corresponding losses are reduced, and the OCA’s performance is en-
hanced [10, 11]. In Ref. [10], proton implantation increased the CMOS substrate resistivity
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elimination of the costs associated with materials required for external antennas. Also, the
antennas’ matching circuits will be dismissed given that the 50-Ω boundary is no longer
obligatory. Finally, SOC will guarantee a one-step foundry fabrication of the entire wireless
system [1–16].

The cost-effective complementary-metal-oxide-semiconductor (CMOS) process, which is the
mainstream digital circuits’ technology, guarantees further cost reduction of the wireless
system. Even though the CMOS substrate causes degradation of the radiation performance of
the on-chip antennas (OCAs) due to its low resistivity and high permittivity [4–7], that is, the
CMOS substrate is not optimized for the antennas operation. Many design methodologies have
been utilized [4–12] to permit the improvement of the CMOS OCAs’ performance. These
OCAs’ enhancement approaches have two main categories: (1) post-processing techniques [8–
12] and (2) electromagnetic (EM) shielding [13–16].

Post-processing methods are techniques that utilize additional fabrication steps to the standard
CMOS process to allow changing the characteristics of the CMOS substrate [8–12]. Micro-
machining [8, 9] and proton implantation [10, 11] are two conventional CMOS post-processing
methods. On the one hand, in the micro-machining approach, the OCA performance is
enhanced by selectively removing parts of the CMOS substrate that lie directly below the OCA.
Thus, the loss source is eliminated [8]. Wang et al. [8] had realized a peak measured gain and
efficiency of 8 dBi and 60% by employing the selective etching technique together with array
antenna at 130-GHz-operating frequency. Another micro-machining tactic uses post-suppor-
tive micro-machined walls to isolate the OCA far apart from the CMOS substrate [9]; hence,
the coupling between the OCA and the substrate reduces and its radiation performance is
enhanced. Kim et al. [9] had achieved a peak simulated gain and efficiency of 9.9 dBi and 94%,
respectively by using this post-supportive walls method with patch antenna array at 60-GHz-
operating frequency.

On the other hand, the proton implantation course implements high-energy ions into the
CMOS substrate below the OCA such that the CMOS substrate’s resistivity below the OCA
becomes very high, the corresponding losses are reduced, and the OCA’s performance is en-
hanced [10, 11]. In Ref. [10], proton implantation increased the CMOS substrate resistivity
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from [22] 10 Ω.cm to 0.1 MΩ.cm. In return, the transmission gain is enriched by 20 dB. In
Ref. [11], a helium-3 ion irradiation process is applied to reduce the substrate losses of the
OCA. Therefore, the radiation efficiency of the OCA is doubled, and a measured peak gain
of -4.1 dBi is possible at 60 GHz. However the possibility of high performance using the
post-processing techniques, these techniques have two major disadvantages: (1) the extra
costs associated with them due to the additional fabrication steps and (2) the repeatability of
the fabrication process [12].

Alternatively, the EM shielding uses the standard CMOS technology without any further
processing. The EM shielding employs artificial magnetic conductors (AMCs) to enhance OCA
radiation performance such as gain and radiation efficiency [12–16]. In Ref. [13], Chu et al.
implemented a wide band patch OCA with two parasitic patches and used a snowflake AMC
as a shield. However the wide bandwidth, this design had shown low gain and low efficiency
of -2.2 dBi and 15%, respectively. Barakat et al. [14, 15] designed a triangular patch OCA over
Jerusalem-Cross (JC) [14] and square [15] AMC. A methodology to enhance gain and efficiency
while maintaining small area is also proposed [14, 15]. In this methodology, gain and efficiency
have been enhanced by increasing the number of AMC cells in the E-plane direction and
reducing the number of AMC cells in the H-plane direction. A simulated gain and efficiency
of 0 dBi and 39%, respectively, were observed for JC-AMC [14] and 0.7 dBi and 47%, respec-
tively, for square-AMC [15]. Bao et al. [16] has proposed a double-loop OCA with modified
star AMC. The double-loop OCA originally has circular polarization. When using full AMC
layer below the double loop, the axial ratio bandwidth is reduced due to the coupling between
the OCA and the AMC cells. To overcome this problem, Bao et al. [16] proposed selectively
removing some cells from the AMC plan to maintain a wide axial-ratio bandwidth while
efficiency is enhanced. An AR bandwidth (AR <3) was possible from 57 to 67 GHz with a peak
measured gain of -4.4 dBi [16]. The AMC-based OCAs still have poor measured performance
when compared to the post-processed OCAs [8–16].

This chapter presents the design, implementation, and measurements of the 60-GHz CMOS
OCAs. We propose two innovative techniques to advance the CMOS OCAs’ performance. The
first method uses electromagnetic shielding employing asymmetric AMC. The OCAs based
on the asymmetric AMC is superior in the gain-to-active-area ratio when compared to the
OCAs making use of the traditional symmetric AMC as will be detailed in Section 2. The second
scheme is the distributed N-well method. In this distributed N-well approach, the semicon-
ductor physics characteristics of the PN-junction (PNJ) are utilized to consent the increase of
the effective resistance of the CMOS substrate, hence, reducing the resulting losses and the
OCA’s performance enhances. This chapter describes the distributed N-well tactic and its
application to OCA’s performance boosting in Section 3.

2. OCA with asymmetric AMC

In this section, we report the use of asymmetric AMC to enhance the performance of the OCA.
First, in Section 2.1, we detail the background of the AMCs showing their importance in
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antenna engineering applications. Then, we discuss the development of the asymmetric AMC
from the traditional symmetric AMC in Section 2.2. Furthermore, in Section 2.3, we manipulate
the symmetric and the asymmetric AMC in the OCA’s characteristics progression, comparing
the resulting performances. Then, we detail the layout and fabrication consideration, the
measurements technique used, and the measured data of the OCA with asymmetric AMC in
Section 2.4.

2.1. History of AMC

An AMC layer consists of periodic metal patches over a dielectric substrate in one-, two-, or
three-dimensional (3D) configurations. AMC surfaces have two important and exciting
properties that do not occur naturally and benefit a variety of microwave circuit applications.
These two AMC individualities are the high impedance and the in-phase reflection properties.
First, an AMC surface acts as a high-impedance layer that is useful as an antenna ground plane
regarding surface-wave suppression. AMC shields have very high-surface impedances within
an explicitly narrow frequency band, where the tangential magnetic field intensity is small,
even with a large electric field intensity along the surface [17, 18]. Second, an AMC has an
unusual reflection phase (RP) features of 0° at its center frequency; hence, an antenna on AMC
produces a smoother radiation profile than a similar antenna on a conventional metallic
ground plane, with less power wasted in the backward direction. These AMC capabilities are
useful to the diversity of antenna schemes, for example, patch antennas, that frequently suffer
from the consequences of surface waves propagation. For phased arrays, the suppression of
the surface waves can reduce the mutual coupling between the array elements; hence, it helps
to eliminate the blind-scanning angles.

Furthermore, an AMC is particularly applicable to the field of portable hand-held communi-
cation devices, in which the interaction between the antenna and the user can have a significant
impact on both the antenna’s performance and the user’s health. An AMC acting as a shield
between the antenna and the user in portable communications equipment can lead to a higher
antenna efficiency, a longer battery life, a lower specific absorption rate (SAR) of the human
body, and a lighter device weight. Likewise, in the case of OCA, an AMC surface is placed
between the antenna and the lossy CMOS substrate. Consequently, the AMC surface allows
for better OCA’s efficiency [13–18]. The reflection phase is the ratio between the phase of the
reflected electric field and the phase of the incident electric field at the reflecting surface. In
practice, the AMC plane exhibits a reflection coefficient of +1 at its center frequency and thus
the reflected wave can constructively enhance the total electromagnetic field with the incident
wave together at a low profile. On the contrary, the conventional perfect electrical conductor
(PEC) plan delivers a reflection coefficient of -1 and therefore the reflected wave will destruc-
tively cancel the incident signal for low-profile operation.

The reflection phase on the AMC plane varies with the frequency continuously from -180° to
180° and become zero at the center-operating frequency. The operational band of an AMC layer
is the range for which the reflection phase changes from +90° to -90°, as in this bandwidth, the
reflection phase values would not cause destructive interference between the direct and the
reflected waves. Following this definition of the reflection phase, the AMC percentage
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bandwidth (BWAMC) can be calculated as in Eq. (1) [13–18], where fh is the frequency at which
the reflection phase equals -90°, flo is the frequency at which the reflection phase equals 90°,
and fc is the center frequency at which the reflection phase equals 0°.

AMCBW  100%h lo

c

f f
f
-

= ´ (1)

2.2. Development of the asymmetric rectangular AMC-based OCA

2.2.1. Symmetric square AMC

Figure 1(a) shows two consecutive unit cells of the symmetric square AMC [15, 19]. We used
the high-frequency-structure-simulator (HFSS) to optimize the reflection phase (RP) response
of this AMC and for other simulations in this chapter. Figure 1(b) shows the simulation setup
to determine the square AMC’s RP response. Perfect-E and perfect-H boundary conditions are
used to realize the periodic boundary conditions (PBCs). Excitation port is a wave port. We
embed the reflection coefficient (S11) in the surface of the AMC unit cell and compute the RP
response as the angle of the embedded S11. A percentage bandwidth of 16.5% is achieved for
the dimensions d = 260 µm and g = 30 µm as shown in Figure 1(c).

Figure 1. Two consecutive unit cells of square AMC. (b) HFSS simulation setup. (c) Reflection phase (RP) of the square
AMC with d = 260 µm and g = 30 µm. “Reprinted with permission from Microwave Journal.”

2.2.2. Asymmetric rectangular AMC

A transverse-magnetic (TM) wave with its electric field (E-field) directed in the YZ-plan and
magnetic field (H-field) propagating in the x-direction incident on a “Cohn square” in free
space [20] is shown in Figure 2(a). For this TM wave, no detected E-field on the square AMC’s
plan appears in the space between the edges parallel to the y-direction. Thus, the square AMC
reduces to a strip array of asymmetric rectangular AMC as shown in Figure 2(b) [21].
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Figure 2. Square AMC with incident TM wave polarized in the YZ-plan. (b) Original and equivalent AMC structures at
XY-plan. “Reprinted with permission from Microwave Journal.”

2.2.3. Circular OCA over AMC

The AMCs presented in Sections 2.2.1, and 2.2.2 are utilized to enhance the radiation charac-
teristics of a circular OCA. First, the methodology presented in [14, 15] is maintained to
guarantee high gain-to-active-area ratio. According to this method, a high gain-to-active-area
ratio is possible by increasing the number of AMC cells in the direction of the antenna
polarization and decreasing them at the normal to this direction. Figure 3(a) and (b) shows a
top view and three-dimensional (3D) view of the OCA employing square AMC, respectively.
Figure 3(c) displays a top view of the circular OCA on rectangular AMC. We designed the two
structures (OCA on square AMC and OCA on rectangular AMC) with the dimensions listed
in Table 1, and they have the same chip area of 840 × 1710 µm2.

Also, the two structures have a high agreement in the matching performance, gain and
efficiency responses, and current distribution as can be interpreted from Figure 3(d) and (f),
respectively. The simulated gain and radiation efficiency are -0.8 dBi and 22.5%, respectively,
at 60 GHz. These observations in Figure 3 stand as an additional proof that the symmetric
square AMC and asymmetric rectangular AMC are equivalent for TM mode antennas.

2.2.4. Circular OCA over modified asymmetric AMC

In the previous sections from 2.2.1 to 2.2.3, we have demonstrated that TM-mode circular OCA,
which is exploiting the symmetric square AMC, and the asymmetric rectangular AMC
undergo similar performances regarding impedance matching and radiation characteristics
such as gain and efficiency. In this section, we detail how the asymmetric rectangular AMC
can be modified such that the gain-to-active-area ratio can increase. Figure 4(a) shows the
circular OCA over a modified asymmetric AMC. We applied the following adjustments to the
asymmetric AMC:

Removing the two AMC cells that lay directly below the OCA in Figure 3(c). Bao et al.
[16] originally proposed this AMC cells removal for peak gain and axial ratio bandwidth
boosting.
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Limiting the length (L) of the modified AMC unit cell from 860 to 710 µm since in this direction
the gain performance is negligibly affected as pointed in [14, 15]. Also, the gap “g” between
each of the remaining consecutive cells is reduced to 5 µm.

Adding circular rounds to the AMC cells near to the OCA as shown in Figure 4(a) and
then adjusting the separation between the OCA and the modified AMC cells with circular
rounds “d1” and the separation between the modified AMC cells with circular rounds
“d2.”

Figure 3. Top view of circular OCA over square AMC. (b) 3D view of circular OCA over square AMC. (c) Top view of
circular OCA over rectangular AMC. (d) Simulated |S11| comparison. (e) Simulated peak gain and efficiency compari-
son. (f) Simulated current distribution comparison (left: square AMC; right: rectangular AMC) “Reprinted with per-
mission from Microwave Journal.”

D x0 y0 Lm Wm Lf Wf Lg Wg

450 64 85 60 14 50 54 100 254

Reprinted with permission from Microwave Journal.

Table 1. Optimized dimensions of circular OCA employing square AMC.
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By applying the above modifications to the asymmetric rectangular AMC, the resulting OCA
over modified asymmetric AMC establishes a gain of 0 dBi at 60 GHz within a chip area of
1.19 mm2. The design dimensions are the same as in Table 1 except x0 = 44 µm and y0 = 100 µm.
The values of x0 and y0 are changed to adjust impedance matching. Besides, this OCA over
modified asymmetric AMC has a 0.8-dB higher gain than that of the OCA over square/
rectangular AMCs described in Section 2.2.3 while the chip area of this OCA reduces from 840
× 1710 to 710 × 1710 µm2 (by more than 17%). Figure 4(b) presents the simulated |S11| and
peak gain responses of the OCA over modified asymmetric AMC. Moreover, this OCA is
matched (|S11|<-10 dB) from 52 GHz until above 70 GHz covering the bandwidth of interest
around the 60-GHz carrier.

Figure 4. Circular OCA over modified asymmetric AMC: (a) top view and (b) simulated |S11| and peak gain. “Re-
printed with permission from Microwave Journal.”

3. OCA with distributed N-well grid

In Section 2, the chapter focused on enhancing the gain-to-active-area ratio by employing a
modified asymmetric AMC EM shield. Otherwise, this section presents a different procedure
based on the semiconductor properties of the PN-junction (PNJ) to improve this ratio. A PNJ
creation results from the coexistence of the P and N semiconductor types. A depletion layer,
which is carriers’ free area, will appear between the two semiconductors’ types [22, 23].
Subsequently, in this section, we employ this depletion layer concept in the OCA’s gain-to-
active-area ratio enrichment, as will be clarified in the following sections.

3.1. Large depletion layer formation

A PNJ is described by its built-in voltage (Vi) and depletion width (xd) which can be computed
by Eq. (2) and Eq. (3), respectively, where, K is Boltzmann constant, T is temperature, q is
electron's charge, Na and Nd are acceptors and donors doping concentrations in P-type and N-
type, respectively, while ni and εs are intrinsic doping and permittivity of the silicon, respec-
tively, and Va is bias voltage applied on the PNJ [22, 23]. The width of depletion on the P-type
(xP) and N-type (xN) semiconductors can be computed as Eq. (4) [22, 23].
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Typically, a depletion area will be in the range of a few micrometers. However, we achieved a
large depletion area by distributing N-type semiconductor within the P-type semiconductor
in a manner for which all the targeted area has depleted. Figure 5 reveals how this criterion is
possible. In Figure 5(a), rectangular-shaped N-type semiconductor cells are spread within the
P-type with a cell width of 2xN and each of the two sequential cells is separated by 2xP [23].
These values are selected to deplete the formed two PNJs.

Figure 5. (a) Grid of rectangular-shaped N-type semiconductor on a P-type semiconductor with dimensions that satis-
fy full depletion condition and its equivalent depleted area. (b) Side view of the depleted region [23].

3.2. Gain-to-active-area ratio improvement using large depletion layer

As shown in Figure 6(a), we have implemented the outsized depletion area below the OCA.
This OCA is originally the OCA on modified asymmetric AMC shown in Figure 4(a). The
depletion layer has the same dielectric constant as silicon (εr = 12), and we modeled its con-
ductivity as σ = 0.1 S/m, representing a very low loss. The depletion depth (t = 20 µm) is
equal to the typical height of the N-type material (N-well) in the 0.18-µm CMOS process
[23].
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Figure 6. Simulation comparison of the OCA with/without depletion layer below (a) cross-sectional view of the OCA
with the depletion zone, (b) |S11|, (c) efficiency, and (d) peak gain [23].

Hereafter, we compare the simulated performance of the OCA on modified AMC with/
without depletion area in terms of |S11|, radiation efficiency, and peak gain as shown in
Figure 6(b)–(d), respectively. Both OCAs with/without depletion demonstrate a matched re-
sponse (|S11|<-10 dB) at the bandwidth of interest around 60 GHz. Besides, the existence of
the depletion layer leads to the improvement of the radiation efficiency and the peak gain of
the OCA. The radiation efficiency is increased at 60 GHz from 25 to 32% as shown in Fig-
ure 6(c). Moreover, the peak gain at 60 GHz is improved from 0 to 1 dBi as illustrated in
Figure 6(d). The optimized design dimensions of the OCA with depletion layer are similar
to the one without depletion layer except x0 = 44 µm [23].

4. Layout, fabrication, and measurements

4.1. Layout and fabrication

The 0.18-µm CMOS technology used is a TSMC six-metal process. These process six metals
are denoted as M1–M6 from bottom to top. The top metal layer “M6” is selected for the circular
OCA implementation and its feeding microstrip line for two reasons. First, it has the largest
thickness and then it has lower conduction losses than the other metal layers (M1–M5). Second,
M6 layer has the highest separation from the lossy CMOS substrate; hence, it should have the
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least coupling with the CMOS substrate and the lowest power leakage to it [19, 23]. The other
metal layers (M1–M5) are used for the construction of the modified asymmetric AMC. We
illustrate the specific layout tips in the following paragraph.

The HFSS and Cadence Virtuoso layouts of the circular OCA on modified asymmetric AMC
plan are shown in Figure 7(a) and (b), respectively. Also, a photograph of the fabricated OCA
is provided in Figure 7(c). We performed a slight change in the feeding position. The modifi-
cation in the feeding topology targeted the compensation of the measuring pads’ low impe-
dance and capacitive nature. The pads’ coplanar waveguide (CPW) grounds at M6 are
connected using via connections to M1 “the AMC unit cell.” Moreover, to fulfill design rules
of the TSMC 0.18-µm CMOS process, the design has the following alternations:

Figure 7. (a) OCA layout at HFSS with dimensions. (b) OCA layout at Cadence Virtuoso. (c) Fabricated OCA.

Minimum density design rule: The two AMC cells far from the circular radiator are redesigned
to be composed of a stacked metal from layer 1 (M1) to layer 6 (M6). Also, a layer of polysilicon
is included below these AMC cells to fulfill the same purpose. Then, the design is resimulated,
and some dimensions are adjusted as shown in Figure 7(a) to confirm no/slight effect in
performance.

Maximum metal width design rule: 20-µm × 20-µm rectangle slots are etched from all of the
metals. These slots’ sizes were selected considering that they resonate far beyond the 60-GHz
band.

4.2. Measurements

The measurements are performed using a VNA (E8361C PNA 10 MHz to 67 GHz) and a
Cascade Microtech manual probe station. A Cascade Microtech calibration kit with part
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number “101-190” allowed the ground-signal-ground (GSG) short-open-load-through (SOLT)
Calibration for the infinity probe used to measure the |S11| of the fabricated OCAs.

Figure 8 shows the measured matching and gain performance of the OCAs without depletion.
This OCA exhibits a matched behavior (|S11|<-10 dB) at the bandwidth of interest with good
agreement with the simulated |S11| as shown in Figure 8(a). Also, it has a measured gain of
-3 dB at 64 GHz as shown in Figure 8(b). The OCA with depletion area below has the same
layout as in Figure 7 except that it has an additional grid of N-well (N-type material) with
width of 2xn = 0.86 µm and separated by 2xp = 1.4 µm on the P-type substrate to guarantee the
depletion layer formation. The measured |S11| of this antenna is in fair agreement with the
simulated performance as shown in Figure 9. This OCA underdoes a peak gain of -1.5 dB at
66 GHz. The discrepancy in the gain performances is due to nearby metals, probe pins, and
probe body which are not considered in simulations [19, 23]. The OCA with depletion has a
1.5 dB higher gain than that without depletion layer.

Figure 8. The simulated and measured performances of the OCA on modified AMC without depletion (a) |S11| and
(b) peak gain.

Figure 9. Simulated and measured performance of the OCA with depletion (t = 20 µm) [23].
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We used a simple setup based on the reference antenna gain method [24] for the OCA peak
gain measurements shown in Figure 8(b) and Figure 9. First, we performed a VNA insertion
loss response calibration by placing a two V-band standard gain horn (SGH) antennas
separated by 1 m to calibrate all losses caused by including cables and free-space path loss.
Second, the target OCA replaced the receiving SGH while keeping the same measuring
distance between the two antennas, and insertion loss (S21calibrated

) is measured again. Finally, we
calculate the OCA gain (GOCA) using Eq. (5), where Lprobe is losses of feeding infinity® GSG probe
and GSGH is receiving SGH antenna gain.

21OCA calibrated probe SGHG S L G= + + (5)

To enable the measurement of the OCA efficiency and radiation pattern, we used the advanced
setup described in [25]. A photograph of the measurement setup is shown in Figure 10(a). For
correct handling, the OCA is placed using supporting foam which is mostly invisible to the
EM waves as shown in Figure 10(b). A piece of metal is placed below the chip to realize the
package ground. We used this setup to characterize the OCA without depletion shown in
Figure 7(c). The measured |S11| is in good agreement with the simulated |S11|and is identical
to that in Figure 8(a) which was measured on probe station.

Figure 10. (a) Measurement setup. (b) Visualization of the measurements support structure. “Reprinted with permis-
sion from Microwave Journal.”

The measured peak gain has a discrepancy of up to 4 dB when compared to the simulated one
as shown in Figure 11(a). This inconsistency resulted from the other fabricated structures
surrounding the OCA, the probe pins, and the probe body which are not considered in
simulations. So, we performed additional simulations to validate these gain measurements. In
Figure 11(b), we show another simulation model which we used in this validation. This model
considers the nearest fabricated structures which may affect the OCA performance. Using this
model, the simulated peak gain noted as “With metals” in Figure 11(a) is in fair agreement
with the measured results especially for frequencies up to 58 GHz. Other discrepancies
between measured and simulated gain may be due to other metals which are not modeled,
and also due to the ±0.8-dB accuracy of the measurement setup [25].
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Finally, we present the measured E-plane and H-plane radiation patterns at 56, 60, and 64 GHz
in Figure 12. The E-plane and H-plane are located at XZ- and XY-cut planes, respectively. The
radiation patterns are in fair agreements. However, these radiation patterns show some twist
especially for the E-plane.

Figure 11. (a) Measurement results using the setup in Ref. [25]. (b) HFSS model for measurement validation. “Reprint-
ed with permission from Microwave Journal.”

Figure 12. E-plane (top) and H-plane (down) radiation patterns at (a) 56GHz, (b) 60GHz, and (c) 64GHz. Measured
(dashed) and simulated (solid). “Reprinted with permission from Microwave Journal.”

5. Conclusions

We have presented in this chapter two unconventional distinct techniques to improve the
OCAs’ performance on CMOS technology regarding a high gain-to-active-area ratio. The first
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5. Conclusions

We have presented in this chapter two unconventional distinct techniques to improve the
OCAs’ performance on CMOS technology regarding a high gain-to-active-area ratio. The first
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technique extended the concept of EM shielding using asymmetric AMC, then modified
asymmetric AMC. The OCA based on modified asymmetric AMC realized a peak gain of -4
dBi within a chip area of 1.21 mm2. The second technique employed the PNJ depletion concept
to form a large area of low loss. The OCA on modified asymmetric AMC and large depletion
area showed a gain of -1.5 dBi on the same area of 1.21 mm2. The measured gain performances
were lower than that predicted by simulation due to the sensitivity of the OCAs to the
surrounding chip environment.
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Abstract

Wireless communication technology has kept evolving into higher frequency regime to
take advantage of wider data bandwidth and higher speed performance. Successful RF
circuit design requires accurate characterization of on-chip devices. This greatly relies
on robust de-embedding technique to completely remove surrounding parasitics of pad
and interconnects that connect device to measurement probes. Complex interaction of
fixture parasitic at high frequency has imposed extreme challenges to de-embedding
particularly for lossy complementary metal oxide semiconductor (CMOS) device. A
generalized network de-embedding technique that avoids any inaccurate lumped and
transmission line assumptions on the pad and interconnects of the test structure is
presented. The de-embedding strategy has been validated by producing negligible de-
embedding error (<−50 dB) on the insertion loss of the zero-length THRU device. It
demonstrates better accuracy than existing de-embedding techniques that are based on
lumped pad assumption. For transistor characterization, the de-embedding reference
plane could be further shifted to the metal fingers with additional Finger OPEN-SHORT
structures. The resulted de-embedded RF parameters of CMOS transistor show good
scalability across geometries and negligible frequency dependency of less than 3% for
up to 100 GHz. The results reveal the importance of accounting for the parasitic effect
of metal fingers for transistor characterization.

Keywords: CMOS, de-embedding, microwave frequencies, scattering parameters, test
structure

1. Introduction

Aggressive scaling of complementary metal oxide semiconductor (CMOS) devices over the
past decades has led to tremendous increase in speed, making it suitable to be employed in
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Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



radio frequency circuits. Current CMOS devices (28 nm) are able to deliver maximum ft
(maximum cut-off frequency) of 340 GHz [1] with superior improvement in noise, power,
and  gain  performance.  Table  1  shows  the  key  comparisons  of  transistor  performance
characteristics at various technology nodes.

Technology node (nm) 180 130 90 40 28

Supply voltage (V) 1.8 1.5 1.2 1.1 1.05

Peak cut-off frequency, ft (GHz) 60 75 140 260 340

Peak transconductance, gm (μS/μm) 562 809 1030 1128 1377

Table 1. Performance-related characteristics of GLOBALFOUNDRIES’ NFET (N-type field-effect transistor) at different
technology nodes.

However, the growing complexity of radio frequency-integrated circuits requires highly
accurate CMOS device model to predict the circuit behavior correctly for successful design.
Therefore, accurate and precision RF measurement data are essential to ensure high quality of
RF CMOS model developed. Nevertheless, raw measurement data itself does not represent
the high-frequency behavior of intrinsic CMOS device as it includes parasitic effects of test
structure. Therefore, additional data processing steps, known as de-embedding, are required
to remove the impact of test structure parasitic effects from the raw noise measurement data.
De-embedding is challenging for RF characterization of short channel device as parasitic effect
of interconnects and lossy Si substrate would appear much larger than the device itself. The
reason is that interconnects of test structure do not scale proportionally with CMOS device
size as minimum distance between probes has to be maintained to avoid collision. Further, the
parasitic effects of test structures (i.e. substrate interaction, distributed effect of interconnects,
etc.) become more complex at higher measurement frequency and require more sophisticated
de-embedding technique. The aim of this chapter is to present an insight of microwave de-
embedding theory and knowledge on various techniques to overcome challenges at high
frequencies.

Many de-embedding techniques have been reported up to date. They could be broadly
classified as lumped circuit model-based technique [2–6] and network model-based technique
[7–12]. As the name implies, the aforementioned techniques model the test fixture parasitics
as a combination of parallel-series connections of discrete components. Nevertheless, such a
de-embedding technique could not be used to address the distributed effect of metal inter-
connect. In order to overcome the deficiency mentioned, the network model-based de-
embedding techniques [7–12] have been proposed. In particular, the technique proposed in
Ref. [7] is renowned for its high generality as it models the surrounding fixture parasitic as a
single four-port network without any assumptions made on the network topology. However,
it requires five test structures and suffers accuracy degradation at very high frequencies due
to ideality assumptions made on the intrinsic standards of dummy test structures. Instead,
cascade network model-based de-embedding techniques [8–12] offer alternate way to address
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the distributed effects of metal interconnects without any precision standards required.
Nevertheless, techniques in Refs. [8–11] require lumped assumption on the pad parasitics.

A generalized cascade-based de-embedding technique [12] that addresses the distributed
effects of pad and interconnect parasitics will be presented in this chapter. It utilizes unique
combination of pad and line de-embedding structures that avoid any lumped assumptions.
The description covers parasitic model adopted, de-embedding structures used, and corre-
sponding mathematical de-embedding algorithm in separate subsections. Also, an extension
of cascade-based de-embedding technique [13] to further remove the metal finger parasitics
of CMOS transistor will be detailed in Section 5. Finally, the validation results of the de-
embedding methodology will be presented and supplemented by comparison against existing
de-embedding techniques.

2. Test structure

Direct probing on transistor device is impossible due to its minute size. Therefore, test structure
is introduced to provide essential electrical interface in between the embedded device and
measurement probes through its bond pads and metal interconnections. However, these test
fixture components introduce undesirable parasitic effects that lead to error in the device
measurements. Particularly, the CMOS test structure is fabricated on silicon substrate that is
more lossy than alumina substrate in impedance standard substrate (ISS). One way to reduce
the impact of these fixture parasitics is to optimize the design of test structure. Figure 1(a) and
(b) shows the top and cross-sectional view of G-S-G test structure used for characterization of
an Negative channel Metal-Oxide Semiconductor (NMOS) device. There are three bond pads
with appropriate sizes (70 μm × 60 μm) and separation pitches (50 μm) on both side of test
fixture for locating the ground and signal probes at each port. Signal interconnects are used to
connect gate and drain lead of NMOS devices to bond pads at input and output ports,
respectively. As shown in Figure 1(b), it is actually a metal-via stack that consists of three metal
layers, Metal 6 to Metal 8 (M6–M8). Sufficient length of interconnects (>50 μm) is required to
avoid possible collision and interference between probes. Also, wide interconnects (10 μm)
provide low-resistance paths to gate and drain terminals. The test structure is developed based
on shielded design [14] where a wide Metal 1 (M1) ground conductor is included to mitigate
the substrate coupling effect. It is connected to the ground bars (M1–M8 metal-via stacks) and
is tied to silicon substrate through P+ implants. Since the Metal 1 metal shield is large in size,
it provides low-resistive ground connections to all ports. Meanwhile, the NMOS device lies
inside the fixture gap of Metal 1 shield where it is directly exposed to silicon substrate. Figure 2
shows the enlarge view of NMOS transistor. The transistor possesses interdigitated layout
whereby the source and drain regions are shared for the reduction of parasitic resistance and
capacitance. Nevertheless, layout optimization could only partially suppress the fixture
parasitic effect, and further de-embedding is required to remove effects of these fixture
parasitics from measurements particularly when it gets worsened at high frequencies.
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Figure 1. (a) Top schematic and (b) cross-sectional view of transistor test fixture for GHz probing.

Figure 2. Enlarge view of transistor device embedded in test fixture.
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3. Overview of de-embedding techniques

Two popular categories of de-embedding techniques are reviewed theoretically in this section.
They are equivalent circuit model-based de-embedding and cascade network model-based de-
embedding.

3.1. Equivalent circuit model-based de-embedding

In this method, device (transistor) test fixture is modeled by an equivalent circuit which is
basically complex combinations of fixture parasitic components and intrinsic device itself.
Network parameters of intrinsic device could be de-embedded from raw S-parameter meas-
urements, provided that the network parameters of fixture parasitic are known. This could be
determined through a set of S-parameter measurements on dummy test structures. The
number of dummy test structures required typically increase with the complexity of parasitic
circuit model. Specifically, open-short de-embedding methodology [2] has been widely
adopted for transistor characterization due to its sufficient accurate prediction of fixture
parasitic for conventional microwave frequencies of interest at below 30 GHz. As the name
implies, it requires an OPEN dummy test structure which consists of only test fixture frame
(without intrinsic device) and a SHORT dummy test structure that is associated with short-
circuited interconnections for complete characterization of fixture parasitics. The equivalent
circuit models of required test structures are shown in Figure 3.

Figure 3. (a) Equivalent circuit model of DUT for open-short de-embedding [6]. (b) π-Circuit model of OPEN dummy
test structure. (c) Equivalent circuit model of SHORT dummy test structure for Open-Short de-embedding.
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In the device under test (DUT) model (Figure 3(a)), admittance component, Yp3, is used to
determine the amount of cross talk between port 1 and port 2 due to substrate coupling and
fringing capacitances. On the other hand, admittance components, Yp1 and Yp2, measure the
parasitic capacitances that exist between bond pad and ground for left and right ports.
Meanwhile, the metal parasitic components are modeled by a T-network which connected in
series with the intrinsic device. Specifically, the series parasitic of metal lines that appear at left
and right port is represented by ZL1 and ZL2, respectively. Meanwhile, the dangling ground
lead parasitic is denoted as ZL3. By employing a two-port network theory for parallel-series
network, intrinsic device admittance matrix, YDEV, could be easily extracted from raw meas-
urements on test structures by Eq. (1).

( ) ( )é ù
ê úë û

-1-1 -1

DEV DUT OPEN SHORT OPENY = Y - Y - Y - Y (1)

3.2. Cascade network model-based de-embedding

At much higher frequency where the length of metal interconnects approaches one-tenth of
the frequency wavelength, fixture parasitic could no longer be described by lumped circuit
model due to worsening of distributed effect. Fortunately, the problem could be overcome with
a network model-based de-embedding technique, which is basically the extension of S-
parameter probe-tip calibration techniques (SOLT, TRL, LRRM, etc). The cascade configuration
model used to describe S-parameter measurement system is now applied on test fixture model
instead. The pad and interconnect parasitics of test fixture are now modeled as error adapters
connected in cascade with intrinsic device at left and right port. High generality is achieved
with this method as interconnect parasitic is characterized by network parameters instead of
inaccurate lumped circuit models. Unlike calibration, fixture parasitic is characterized via
measurements of de-embedding structures due to unavailability of accurate on-wafer calibra-
tion standards. More recently, on-wafer TRL calibration has been reported [15] to directly
remove on-wafer parasitics without extra de-embedding steps and known standards needed.
However, it is not suitable for modeling since broadband accuracy is unachievable. Also, it is
more recommended to be used with expensive gold pads, low substrate loss process, and high
layout symmetry for improved accuracy [15].

In conventional cascade-based de-embedding approaches [8–11], probe pads and intercon-
nects of test fixture are characterized by separate networks that are connected in cascade
configuration (Figure 4(a)). Similarly, THRU structures are used to extract the two-port
network parameters or transmission line parameters of interconnects directly. Specifically, the
probe pad network is simplified to lumped circuit model which consists of only one parallel
admittance element, YPAD [8, 9], or encompass additional series pad impedance, ZPAD [10, 11].
PAD OPEN structure is commonly used for finding pad to ground admittance, YPAD, while
PAD SHORT structure is used in [10] to determine the series pad impedance, ZPAD. The major
drawback of these techniques is that the pad-line discontinuity effect is not accounted, and
extraction of series pad impedance is associated with obvious SHORT interconnection parasitic
that span from top metal to bottom ground metal. Although no SHORT structure is used in
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lumped cascade approach [16], it is unable to account for distributed effects of metallic
parasitics. In effort to avoid the deficiencies mentioned, an alternate algorithm has been
presented by the authors [11] whereby only THRU structures are used to extract both pad and
interconnect parasitics directly. Two set of THRU structures (THRU LL', THRU LH and THRU
R'R, THRU RH) are used for determining the network parameters of interconnect at left and
right ports, respectively. With each fixture block being characterized using Ref. [11], network
parameters of transistor could simply be extracted from raw measurements through chain
matrix manipulations as shown in Eq. (2):

-1 -1
DEV IN DUT OUTA = A A A (2)

Figure 4. (a) DUT model for author’s THRU-based cascade network-based de-embedding approach. (b) Schematic dia-
gram of associated test structures used for author’s THRU-based cascade network-based de-embedding technique [11].

For symmetrical DUT structure, the number of THRU structures required for cascade-based
de-embedding approach could be reduced further from four to two. Also, the interaction
between ports due to leaky substrate and fringing capacitances could be accounted with
additional OPEN structure as described in Ref. [17].
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4. Generalized cascade-based de-embedding technique

Despite improvement has been made by existing cascade-based de-embedding techniques to
address the distributed effects of interconnects, still the pad counterpart is approximated by
lumped circuit element. Such issue could potentially be resolved by four-port de-embedding
technique in Ref. [7], which avoids any circuit assumption made on the pad and network
topology of fixture parasitics. Nevertheless, it requires precision or ideal standards that are
unable to be realized on practical CMOS technology. The size of the pad is normally fixed by
the dimension of measurement probes and cannot be reduced for optimization of parasitics.
As a results, the pad length could become comparable with interconnect length that is usually
optimized to be short for parasitic reduction. In effort to overcome the drawback mentioned,
a generalized cascade-based de-embedding technique [12] is presented in this section. It
utilizes unique combinations of two THRU structures that enable efficient de-embedding of
fixture parasitics without any inaccurate lumped pad approximation or requirement of known
standards.

4.1. De-embedding concept

Similar to existing cascade de-embedding approaches describe in Section 4, the DUT structure
is represented by interconnections of input (L) and output (R) network adapters that appear
at both ports of the embedded device (Figure 5(b)). Shielded-based test structure is used here
to mitigate the forward coupling effect between two ports [14] as described in Section 2. These
fixture network adapters (L, R) include the parasitic contribution of probe pads and metal lines
of arbitrary lengths (x1, x2). The main advantage of this de-embedding technique is that it does
not require any lumped assumption on the pad parasitics since the network parameters of the
fixture adapters could be computed directly from measurements on designated de-embedding
structures described in the next subsection.

Figure 5. (a) Shielded DUT structure used in device measurement. (b) It is modeled as cascade connections of fixture
parasitic networks (L, R) and device [12].
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4.2. De-embedding structure

As illustrated in Figure 6(a), two types of THRU de-embedding structures are adopted for
extraction of fixture parasitics, namely, THRU LLR and THRU LR structures. The THRU LR
structure is simply direct connections of left and right half of test fixture excluding embedded
device. Thus, its bond pads and metal line have the same total length as those in DUT structure.
Meanwhile, the THRU LLR structure is equivalent to direct connections of left half section of
test fixture to the left port of THRU LR structure. Based on the physical layout of the de-
embedding structures described, their two-port network models could be determined as
illustrated in Figure 6(b). Thus, their cascade matrix (ALR, ALLR) are related to those of fixture
parasitic networks (AL, AR) by Eq. (3):

andLR L R LLR L L RA = A A   A = A A A . (3)

Figure 6. (a) De-embedding structures (THRU LR, THRU LLR) used. (b) They are equivalent to cascade connections of
fixture network adapters (L, R) [12].

4.3. De-embedding procedures

The procedure for S-parameter de-embedding is listed as follows:

1. Measure S-parameters of all test structures and convert them into ABCD matrices (ADUT,
ALR, and ALLR).
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2. Based on the ABCD matrix expression above, determine AL by 𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵−1 and ARby𝀵𝀵−1𝀵𝀵𝀵𝀵
with AL computed.

3. Finally, de-embed both AL and AR from measured ABCD matrix of DUT, ADUT, by Eq. (4)
to obtain ADEV:

-1 -1
DEV L DUT RA = A A A  (4)

Further correction of forward coupling effect could be achieved with additional OPEN
structure as detailed in Ref. [17]. Overall, the generality of the de-embedding technique is
improved as the cascade network parameters determined (AL, AR) are valid regardless of their
internal circuit configuration. Besides that, the de-embedding methodology is greatly
simplified as no determination of pad parasitics or transmission line parameters are required.

4.4. De-embedding validation

In order to validate the de-embedding technique presented above, measurements are carried
out on test structures using the E8361 PNA and calibrated to probe tips using LRRM technique
[18]. The DUT used for validation has symmetrical layout (x1 = x2) whereby both halves of test
fixture are mirrored copies of each other. For such condition, the ABCD matrices of L and R

parasitic networks are related by 𝀵𝀵 = 𝀵𝀵𝀵𝀵−1𝀵𝀵 and vice versa 𝀵𝀵 = 𝀵𝀵𝀵𝀵−1𝀵𝀵where𝀵𝀵 = −1 00 1  is the

permutation matrix. Possible extraction errors due to process variations in between the test

structures could be minimized by arithmetic averaging of AL (or AR) with 𝀵𝀵𝀵𝀵−1𝀵𝀵 or𝀵𝀵𝀵𝀵−1𝀵𝀵).
Here, the de-embedding validation is performed on 0.13 μm CMOS devices and compared
with other techniques [2, 9].

4.4.1. Verification on zero-length THRU

The de-embedding accuracy of interconnect and pad parasitics is verified on THRU device
of zero electrical length. Theoretically, it exhibits constant transmission coefficient S21 of 1
across frequencies since no parasitics associated with its intrinsic behavior. This could be
done by applying de-embedding on the THRU LR structure where interconnects at both
ports are connected. The deviations of de-embedded S21 from theoretical value are shown in
Figure 7. Note that the de-embedding error by conventional OPEN-SHORT de-embedding
technique [2] is relatively higher than the cascade-based methods in [9] and current work
due to inaccurate lumped approximations of fixture parasitic. These results show that the
proposed de-embedding method is more accurate than [9] at high frequencies (S21 error
<0.01 at 50 GHz) since no lumped pad assumption is made in the fixture model.
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Figure 7. De-embedded S21 (real and imaginary) of THRU device versus frequency [12].

4.4.2. Frequency dependencies of transistor parameters

Next, the de-embedding techniques proposed in the current work are validated on frequency
dependencies of transistor gate capacitances, Cgg0, Cgd0, and transconductance, gm. Figure 8(a)
shows the de-embedded transistor gate capacitances (width = 32 μm, length = 0.13 μm) at zero
DC biases where no quasi static effects occur. It could be calculated from Im(Y11DEV)/ω [19]).
Under such circumstances, the transistor gate capacitance exhibits constant behavior across
frequencies. The de-embedded Cgg0 by the de-embedding technique in current work reflects
physical behavior described since it is nearly independent of frequencies. It varies only by 2.3%
for frequency span of 64 GHz when compared to 10% and 5% by Koolen et al. [2] and Cho et
al. [9], respectively. Note that the study by Cho et al. [9] shows more physical results than the
study by Koolen et al. [2] as the distributed effects of metal lead are taken into consideration.
Still, it demonstrates less physical results than proposed de-embedding technique as the
distributed effects of pad are ignored. Meanwhile, the transistor gate drain capacitance could
be extracted by (−Im(Y12DEV)/ω). Figure 8(a) demonstrates the de-embedded transistor gate
drain capacitances at zero bias. The comparison of de-embedding results shown is consistent
with previous on the order of frequency dependency.

The de-embedding validation discussed is further extended to transconductance of transis-
tor in active region (Vgs = Vds = 1.2 V). It could be extracted from real part of Y-parameters,
Y21. The comparison results in Figure 8(b) show that the de-embedded gm by Koolen et al.
[2] and Cho et al. [9] unphysically enhanced over wide range of frequencies despite worsen-
ing impact of non-quasi static effects [19]. Meanwhile, the de-embedded gm by the proposed
de-embedding technique is more physical as it demonstrates attenuation over 5% at 64 GHz.
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Figure 8. De-embedded parameters of 0.13 μm NMOS transistor versus frequency ((a) Cgg0, Cgd0, at Vgs = Vds = 0 V and
(b) transconductance, gm at Vgs = Vds = 1.2 V) [12].

5. De-embedding metal finger parasitics with hybrid methodology

The de-embedding techniques discussed in previous section focus primarily on removal of
pad and interconnect parasitic at top metal level. Nevertheless, it is desirable to establish de-
embedding reference plane as close as possible to the device boundary through additional
removal of metal fingers parasitic and interconnect via stack. Although several de-embedding
techniques [5, 6] have been reported to remove the test fixture parasitics for up to metal fingers,
it requires lumped assumptions on interconnects and pad parasitics. Meanwhile, cascade-
based de-embedding techniques alone [8–12] are not suitable for removal of metal finger
parasitics due to complex inter-couplings between two ports.

In effort to overcome the deficiencies of aforementioned techniques, a hybrid Pad-Line Finger
de-embedding technique [13] is presented in this section for mm-wave characterization and
modeling of two-port transistor devices. It could simultaneously account for distributed effects
of metallic conductors and metal finger parasitics through mix combinations of cascade and
lumped series-parallel de-embedding approaches.

5.1. De-embedding concept

Based on the nature of fixture parasitics mentioned, the DUT structure could be described by
mix combinations of cascade series-parallel model as shown in Figure 9. Similar to de-
embedding technique [12] presented in the previous section, metal lines and pads are modeled
by generalized cascade network models (PAD, LINE1, 2) to address their transmission line
effects. In addition to that, the resistive and coupling characteristics of interdigital fingers are
described by series-parallel model (FP, FS).
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Figure 9. Device under test (DUT) structure modeled as hybrid cascade-series-parallel combinations of two-port device
and parasitic networks [13].

5.2. De-embedding structures

Two types of THRU structures (LINE2, PAD-LINE2) are used to extract cascade network
parameters of fixture adapters that consist of pad and interconnect parasitics. They consume
around 50% less silicon area than those used in the previous section.

As shown in Figure 10, the LINE2 structure is equivalent to right half section of DUT structure
with pad attached to its left port. On the other hand, the PAD-LINE2 structure differs from
LINE2 structure that its left pad is associated with twice of pad length (2 × lPAD). Parasitic
extraction for asymmetrical DUT requires additional LINE1 + 2 structure that has total line
length of l1 + l2. It is equivalent to THRU LR structure presented in the previous section. Further
extraction of metal finger parasitics is taken care by FINGER OPEN and FINGER SHORT
structures. They differ from existing OPEN and SHORT structures that the metal fingers exist
in their layouts. Specifically, the FINGER OPEN structure is the same copy of DUT structure
but without active region lies underneath the metal fingers. Finally, the FINGER SHORT is
similar to FINGER OPEN structure but with source-drain fingers extended and shorted to the
gate metals at both ends. Based on the layout configurations, the equivalent network models
of the de-embedding structures could be determined as illustrated in Figure 11.

Figure 10. Schematic layout of DUT and de-embedding structures used [13].
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Figure 11. Equivalent parasitic network models of de-embedding structures [13].

5.3. De-embedding procedure

The de-embedding procedure is summarized as follows:

1. Measure S-parameters of all test structures and convert them into cascade ABCD matrices
(ADUT, ALINE2, APAD-LINE2, AFINGER OPEN, AFINGER SHORT, and optional ALINE1+2).

2. Compute ABCD matrix of input pad by Eq. (5):

-1
PAD PAD-LINE2 LINE2A = A A . (5)

3. Compute ABCD matrix of output half fixture by Eq. (6):

-1
OUT PAD LINE2A = A A (6)

4. Compute ABCD matrix of input half fixture by Eq. (7):

for the case of wherel l  I
1 0

 1 2 , 
0 1

é ù-
¹ = ê ú

ë û
-1 -1

IN OUT IN LINE1 + 2 OUTA = IA I orA = A A (7)

5. Calculate the resultant ABCD matrix, ADEV” after de-embed the cascade parasitic network
components using Eq. (8):

¢¢
-1 -1

DEV IN DUT OUTA = A A A (8)

Convert the de-embedded results into Z-matrix, ZDEV".

6. Compute ABCD matrix of series parasitic network by Eq. (9):

-1 -1
FS IN FINGERSHORT OUTA = A A A (9)
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6. Compute ABCD matrix of series parasitic network by Eq. (9):

-1 -1
FS IN FINGERSHORT OUTA = A A A (9)
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and convert AFS into equivalent Y-matrix, YFS.

7. Compute Z-matrix of parallel FP network by 𝀵𝀵𝀵𝀵 = 𝀵𝀵𝀵𝀵′ − 𝀵𝀵𝀵𝀵 where ABCD matrix of 𝀵𝀵𝀵𝀵′ ′
is computed from 𝐼𝐼𝐼𝐼−1𝀵𝀵𝐼𝐼𝐼𝐼𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝐼𝐼𝀵𝀵𝑂𝑂𝑂𝑂−1 . Convert ZFP into equivalent Y-matrix, YFP.

8. De-embed series metallic parasitic of routing fingers by Eq. (10):

¢ ¢¢DEV DEV FSZ = Z - Z (10)

9. Finally, de-embed parallel coupling parasitic of fingers by Eq. (11):

¢DEV DEV FPY = Y - Y (11)

5.4. De-embedding results and discussion

In this section, the de-embedding methodology presented is verified and demonstrated on
various performance parameters of the 40 nm CMOS transistor. Specifically, the de-embedding
results are supplemented by comparisons with [9] to investigate the impact of metal finger
parasitic on transistor de-embedding. The experimental results discussed are based on the
same measurement setup as previous with exception that the characterization frequency is
further extended up to 100 GHz for benchmarking against [2] and previous work [6].

5.4.1. Verification against electromagnetic simulation

The extracted insertion loss of cascade parasitics at input (IN) and output (OUT) port is
validated against electromagnetic simulation (EM) by Integrand’s EMX tool. It generates
electromagnetic simulations based on boundary element method. As shown in Figure 12, the
extracted and simulation results agree well with each other. The deviation error of extracted
results is within 2% for entire frequency span of 100 GHz.

Figure 12. Simulated and extracted insertion loss of input (IN) and output (OUT) network [13].
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5.4.2. Scalability of transistor gate capacitance

De-embedding verification on the scalability of transistor gate capacitance provides useful
indication on whether the de-embedding technique is correctly applied for up to metal finger.
It could be extracted directly from de-embedded Y-parameters (Im(YDEV, 11)/ω) [20] as men-
tioned in previous section. Interestingly, it becomes frequency independent when the non-
quasi static effect of the transistor is negligible. This occurs when the transistor is in cut-off
mode since no transcapacitance exists in between its gate and drain terminals [21]. Figure 13
shows the frequency characteristics of de-embedded gate capacitances across different width
geometries of transistors at zero bias and frequency of 8 GHz. They are compared against
simulation results by GLOBALFOUNDRIES’ 40 nm CMOS model. The results clearly show
that the de-embedded transistor gate capacitance by the proposed distributed hybrid de-
embedding method is scalable and closely agrees with the simulation results. Meanwhile, the
de-embedded results by existing cascade-based de-embedding [9] demonstrate larger gap and
less scalability. This shows that exclusion of metal finger parasitics in de-embedding has clear
impact even at low frequency.

Figure 13. Simulated and de-embedded total gate capacitances of 40 nm NMOS transistor across width geometries at
Vgs = 1.1 V, Vds = 1.1 V, and 8 GHz [13].

5.4.3. Frequency variability of de-embedded transistor parameters

In this section, the frequency variability of de-embedded transistor parameters is examined
for up to 100 GHz. Figure 14 shows the comparison of extracted transconductance (Real(Y21))
by different de-embedding techniques for reference plane established underneath metal
fingers. As compared to Refs. [2, 6], the extracted transconductance by the proposed de-
embedding technique is almost constant with variation of only 1 ms at 100 GHz. The result
is physical as non-quasi static effect of 40 nm transistor is negligible for frequencies below
100 GHz and at strong inversion regime [22]. The frequency variability of de-embedded
transistor gate capacitance is further examined for drain bias at 0 V. In such case, the
characteristic of CMOS transistor could be described by a passive capacitor. As demonstrated
in Figure 15, the proposed hybrid de-embedding technique has shown to be more robust
than previous work by Loo et al. [6] and Koolen et al. [2] as the maximum variation of de-
embedded Cgg is within 3% for frequency span of 100 GHz. Similar to previous verification
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results, the larger de-embedding error exhibited by Koolen et al. [2] for frequencies beyond
30 GHz indicates that the behavior of test fixture parasitics could no longer be sufficiently
described by single stage of parallel-series lumped equivalent circuit. Although greater
improvement has been made by Loo et al. [6] with more comprehensive test fixture model,
still it suffers larger error than the proposed de-embedding technique due to lumped
approximation of metallic conductors. Finally, the frequency dependency of de-embedded
maximum current gain bandwidth product (H21xΔf) is examined. Theoretically, it is frequen-
cy invariant since the maximum current gain of CMOS transistor degrades at constant rate
of 20 dB/decade. As illustrated in Figure 16, the extracted gain bandwidth product by the
proposed hybrid de-embedding technique is more physical since it is almost frequency
independent with only 2.1% variation from low frequency value at 100GHz. Comparatively,
the de-embedded results by [2, 6] reveal more than 4% error at 100 GHz due to the afore-
mentioned reasons. Note that the transistor gain parameter is more immune to de-embedding
error in [2] as it is function of ratio in between transconductance and total gate capacitance.

Figure 14. De-embedded transconductance, gm of 40 nm NMOS transistor (WT = 40 μm) at Vgs = 1.1 V, Vds = 1.1 V
[13].

Figure 15. Frequency variability of de-embedded total gate capacitance Cgg of 40 nm NMOS transistor (WT = 40 μm) at
Vgs = 1.1 V, Vds = 0 V [13].
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Figure 16. De-embedded maximum current gain bandwidth product, |H21|*Δf of 40 nm NMOS transistor (WT =
40 μm) at Vds = 1.1 V.

6. Conclusion

This chapter presents a generalized network de-embedding technique that avoids any
inaccurate lumped and transmission line assumptions on the pad and interconnects of the test
structure. The de-embedding strategy has been validated by producing negligible de-embed-
ding error (<−50 dB) on the insertion loss of the zero-length THRU device. It demonstrates
better accuracy than existing de-embedding techniques that are based on lumped pad
assumption. For transistor characterization, the de-embedding reference plane could be
further shifted to the metal fingers with additional Finger OPEN-SHORT structures. The
resulted de-embedded RF parameters of CMOS transistor show good scalability across
geometries and negligible frequency dependency of less than 3% for up to 100 GHz. The de-
embedding findings suggest that the parasitic effects of metal fingers could not be ignored in
modeling of intrinsic transistors. Also, the distributed effect of metallic conductors has to be
considered when the line length is comparable to 1/20 of frequency wavelength.
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Abstract

The use of optical technology can provide unprecedented performance to the genera-
tion, distribution, and processing of microwave. Recently, on-chip microwave photonics 
(MWP) has gained significant interests for its numerous advantages, such as robustness, 
reconfigurability as well as reduction of size, weight, cost, and power consumption. In this 
chapter, we review our recent progress in ultracompact microwave photonic signal pro-
cessing using silicon nanophotonic devices. Using the fabricated silicon waveguide, silicon 
microring resonators (MRRs) and silicon photonic crystal nanocavities, we demonstrate 
on-chip analog signal transmission, optically controlled tunable MWP filter, and ultra-
high peak rejection notch MWP filter. The performance of analog links and the responses 
of MWP filters are evaluated in the experiment. In addition, microwave signal multiplica-
tion and modulation are also demonstrated based on a silicon Mach-Zehnder modulator in 
the experiment with favorable operation performance. The demonstrated on-chip analog 
links, MWP filters, microwave signal multiplication/modulation may help understand on-
chip analog signaling and expand novel functionalities of MWP  signal processing.

Keywords: optical signal processing, microwave photonics, analog transmission, silicon 
photonics, microring resonator, photonic crystal nanocavity, microwave photonic filter

1. Introduction

Silicon photonics has become one of the most promising photonic integration platforms 
owing to its small footprint, low power consumption, and availability of complementary 
metal-oxide-semiconductor (CMOS) fabrication technology for low-cost mass production 
[1–4]. Typical silicon nanophotonic devices include silicon waveguides, silicon microring 
resonators (MRRs), and silicon photonic crystal [5–10], showing unprecedented small size for 
potential large-scale integration [11–16]. The great success of silicon photonics benefits from 
the rapid growth of digital optical communications systems such as high capacity optical 
communications and optical interconnects [4, 17–34].

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



It has been proved that photonic systems can be also applied to deliver analog signals and 
process microwave radio frequency (RF) signals in the optical domain, deriving an emerging 
subject called microwave photonics (MWP) [35, 36]. The initial of MWP was for distribut-
ing microwave signal over long distances. However, the applications have evolved dramati-
cally and now include photonic generation of microwave signal [37–40], photonic processing 
of microwave signal [41–50], frequency measurement of microwave signal [51, 52], and so 
on. MWP signal processing is of great importance among these applications. As shown in 
Figure 1, MWP signal processing functionalities include microwave signaling [53, 54], filter-
ing [42, 43, 47], differential [48–50], integral [55, 56], pulse shaping [57, 58], Hilbert trans-
formation [59], arbitrary waveform generation [60–63], frequency multiplication [64, 65], 
beamforming [66, 67], and more.

Traditional MWP signal processing technologies are mainly based on fibered devices. Recently, 
there has been an increasing interest on developing integrated components to realize MWP 
signal processing functionalities. Adopting integrated photonics technologies in MWP signal 
processing will address the issues such as stability and compactness in traditional fiber-based 
devices. Very recently, owning to the advance on silicon photonics, some microwave pho-
tonic devices such as MWP filters [41, 43, 47, 68], on-chip pulse shapers [57, 58], differentiators 
[48–50], and Hilbert convertors [59], and ultra wide band (UWB) signal generators [69] have 
been implemented on silicon on insulator (SOI) platforms. Figure 2 shows the basic schematic 
 illustration of microwave photonic signal processing using a silicon chip. Usually, a laser source 
emits a continuous wave (CW) light. The RF signal is generated using a RF generator. After 
modulation, the RF signal carried by the light carrier is launched to a silicon chip for signal pro-
cessing. After that, a photodiode is used to convert optical signal to RF signal for detection. The 
basic silicon photonic devices for MWP signal processing include silicon waveguide, micro-
disk, microring resonator (MRR), photonic crystal (PhC) nanocavity, Mach-Zehnder modulator 
(MZM), Bragg grating, and more, as shown in Figure 3 [70]. Based on the combination of these 
elementary elements, many complicated MWP processing functionalities can be realized.

In this chapter, we review our recent works in chip-scale microwave photonic signal pro-
cessing. First, we present the progress of on-chip analog signal transmission. We analyze the 

Figure 1. Functionalities classification of MWP signal processing.
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performance of on-chip analog signal transmission using the fabricated silicon waveguide 
and resonators, that is, microring resonators and photonics crystal nanocavities. Second, we 
report the progress of MWP filters, various types of MWP filters are introduced, and the 
impact of optical nonlinearities on MWP filters is also discussed. Finally, we show the results 
of on-chip photonic-assisted microwave signal multiplication and modulation.

2. On-chip analog signal transmission

All the MWP systems are essentially analog links. For an analog optical link, linearity is one 
of the key performance metrics. Traditionally, there are mainly three methods to increase 
the linearity of analog signal transmission in various systems: (1) improving the driving/bias 
schemes or optical structures of the modulators to construct linear or quasi-linear modulators 
[71–74]; (2) using a tunable filter with proper center wavelength and bandwidth to remove 
the unwanted optical carrier and thus rise the linearity of analog links [75, 76]; (3) using 

Figure 3. Some photographs of basic silicon photonic devices for MWP signal processing. (The photograph of Bragg 
grating is reprinted from Ref. [70]).

Figure 2. Schematic illustration of chip-scale microwave photonic signal processing.
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 optical waveguides with extremely low nonlinearity, low-loss and high thermal stability 
for  signal transmission [77]. Integrated silicon photonic devices such as silicon waveguides, 
MRR, microdisk resonators, and PhC cavities have promoted the evolution of on-chip MWP 
signal processing functions due to the high nonlinear effects of waveguides and diverse fil-
tering properties of resonators. However, these characteristics may also degrade analog sig-
nal quality awfully, leading to extra nonlinear signal distortions, which may show different 
properties compared with traditional signal distortions. To investigate the impacts on analog 
optical links induced by the nonlinearity of integrated photonic devices, many interesting 
and meaningful works related to on-chip analog performance have been done recently [53, 
54, 78–81]. In this section, we analyze the performance of on-chip analog signal transmission 
using  silicon waveguide, MRR, and PhC nanocavity.

For an on-chip analog link, silicon waveguide is used for light routing. Compared to fiber-based 
links, the optical nonlinearities induced by the tight light confinement of the silicon waveguides 
may affect the performance of on-chip analog photonic links. So it is essential to experimen-
tally exploit analog signal transmission distortions induced by the integrated silicon waveguide 
for future chip-scale analog systems. The experimental setup for analog signal transmission 
through the fabricated silicon strip waveguide is shown in Figure 4. At the transmitter side, the 
output of an external cavity laser (ECL) is injected to a MZM. Two microwave at frequencies f1 
= 1.98 GHz and f2 = 2 GHz are combined at the input of MZM. The light source is modulated 
by the two RFs in the MZM. Figure 4(a) and (b)describes the typical RF signals at the input 
and output of MZM. A 1550-nm source emitted from the ECL is modulated by MZM, and then 
amplified by an erbium-doped fiber amplifier (EDFA). A variable optical attenuator (VOA) is 
employed to control the optical input power of the silicon strip waveguide. The analog signals 
are polarization controlled by using a polarization controller (PC), and then coupled into the 
silicon strip waveguide by vertical grating coupler from fiber. For the dimensions confinement 
of the SOI wafer, there is a bending region of the long waveguide and the scanning electron 
microscope (SEM) image of the waveguide bending region is shown in Figure 4(c). Figure 4(d) 
depicts the field distribution of the fundamental mode in silicon strip waveguide calculated 
by using a full-vector finite-element-method software (COMSOL). After transmission through 
the silicon strip waveguide, the analog signal is coupled out from the silicon strip waveguide 
to fiber with the same vertical grating  coupler. An electrical spectrum analyzer (ESA) is used 
to measure the fundamental, second-order  harmonic distortion (SHD), third-order harmonic 
distortion (THD), second-order intermodulation (IM2), and third-order intermodulation (IM3) 
products.

Figure 5 shows the measured signal-to-noise ratios (SNRs) of IM2, IM3, SHD, and THD as a 
function of the silicon strip waveguide length. The waveguide length we fabricated is 1, 3.23, 
5.25, and 7.38 mm, respectively. One can see that the SNRs of distortions have a negligible 
change with the increase of the waveguide length.

Figure 6 shows the measured SNRs of IM2, IM3, SHD, and THD as a function of optical 
input power fed into the silicon strip waveguide. One can see that the SNRs of IM2, IM3, and 
SHD have a negligible change when increasing the optical input power. The SNR of the THD 
gradually increases with the input optical power, which might be due to the relatively high 
sensitivity of THD to the nonlinearity-induced degradation of the silicon strip waveguide.
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We then evaluate the performance of on-chip analog signal transmission in a silicon MRR [53]. 
Figure 7 shows the experimental setup. At the transmitter, the output of an ECL is sent to a 
MZM driven by a 6-GHz RF signal. The analog signal is amplified by an EDFA, polarization 
controlled by a PC, and then adjusted by a VOA. With a vertical grating coupler, the analog 

Figure 5. Measured SNRs of (a) IM2, IM3 and (b) SHD, THD versus waveguide length.

Figure 6. Measured SNRs of (a) IM2, IM3 and (b) SHD, THD versus optical input power.

Figure 4. Experimental setup for analog signal transmission through the silicon strip waveguide. Insets: (a) and (b) 
describe the RF signal at the MZM input and output; (c) is the SEM image and (d) is the simulated mode distribution of 
silicon strip waveguide.
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signal is coupled from fiber to silicon microring resonator. After the transmission through a 
silicon microring resonator, at the receiver, the signal is coupled from the silicon microring 
resonator to fiber with a vertical grating coupler. After being amplified by EDFA and attenu-
ated by VOA, the signal is sent to a photodetector (PD) and then measured by an ESA. The 
insets (a) and (b) in Figure 7 depict the SEM images of the fabricated vertical grating coupler 
and silicon microring resonator. In the experiment, the silicon microring resonator has a reso-
nance wavelength of ~1581.26 nm and a 3-dB bandwidth of ~0.12 nm.

Figure 8(a) and (b) shows the acquired output power of the RF carrier and distortions as a func-
tion of the RF input power at input signal wavelength of ~1581.07 and ~1581.21 nm, respectively. 

Figure 7. Experimental setup for analog signal transmission in a silicon microring resonator. (a) and (b) SEM images of 
the grating coupler and silicon microring resonator, respectively.

Figure 8. Measured output power of RF carrier and distortions as a function of the RF input power at input signal 
wavelength of (a) 1581.07 nm and (b) 1581.21 nm, respectively. The optical power of input signal is −17 dBm.
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The spurious-free dynamic range (SFDR) of the SHD and THD are used to estimate the analog 
link performance. A higher SFDR system facilitates a more linear analog signal transmission. As 
shown in Figure 8(a), for input signal wavelength of 1581.07 nm which is away from the dip reso-
nance wavelength, the output power of RF carrier and distortions after microring change slightly 
compared with those without microring. The resultant SHD and THD SFDR after microring 
almost remain the same as those without microring. As shown in Figure 8(b), for input signal 
wavelength of 1581.21 nm which is close to the dip resonance wavelength, the output power of RF 
carrier decreases while the distortions vary slightly after microring compared with those without 
microring. Hence, the SHD and THD SFDR decrease after the transmission, which is due to the 
notch filtering effect of the silicon microring resonator around the dip resonance wavelength.

To further investigate the analog signal transmission in the 3-dB bandwidth region near 
the resonance wavelength of 1581.26 nm, we change input signal wavelength from ~1581.07 
to ~1581.26 nm with a 0.048-nm spacing. Figure 9(a) plots the relationship between SFDR and 
input signal wavelength at input signal power of 3.5 dBm. One can see two interesting phe-
nomena from Figure 9(a). First, although the minimum optical power transmission wavelength 
(i.e., notch resonance wavelength) is at ~1581.26nm, the worst SFDRs are obtained at ~1581.21 
nm due to the notch filtering effect on the RF carrier sideband. Second, SFDRs at ~1581.12 nm 
achieve maximum values, which can be explained with the fact that the high-order harmonic 
sidebands (output SHD and THD) fall into the 3-dB bandwidth region (close to the notch reso-
nance), while the fundamental frequency sideband (output RF carrier) is away from the notch 
resonance. For low-level input signal power, it is found that the analog signal transmission 
performance through microring resonator is mainly affected by the notch filtering effect. Input 
signal power is also taken into consideration to assess its role in the analog signal transmis-
sion, as shown in Figure 9(b). For relatively high input signal power, it is interesting to note 
that the analog signal transmission might be affected by the nonlinearity-induced resonance 
wavelength shift of the microring with the increase of input signal power.

We further assess the performance of on-chip analog signal transmission using the fabricated 
silicon photonic crystal nanocavities [54]. The designed and fabricated silicon photonic crystal 
nanocavity is shown in Figure 10. The lattice constant (a) is 420 nm, the radius of air holes (r) 

Figure 9. (a) Measured SHD and THD SFDR versus input signal wavelength at input signal power of 3.5 dBm. 
(b) Measured SHD and THD SFDR versus input signal power.
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is 126 nm, and the three air holes adjacent to the cavity are laterally shifted by 0.175a, 0.025a, 
and 0.175a, respectively. In the experiment, the silicon photonic crystal nanocavity has a reso-
nance wavelength of ~1552.99 nm, an extinction ratio of ~18.4 dB, and a 3-dB bandwidth of 
~0.19 nm.

Figure 11(a) and (b)shows the measured output power of the RF carrier and distortions (SHD, 
THD) as a function of the RF input power at input optical carrier wavelength of 1552.83 and 
1552.99 nm, respectively. As shown in Figure 11(a), for input optical carrier wavelength of 
1552.83 nm, the SHD SFDR (~29.8 dB) and THD SFDR (~50.0 dB) degrade slightly. As shown 
in Figure 11(b), for input optical wavelength of 1552.99 nm (i.e., resonance wavelength), slight 
degradations of SHD SFDR (~34.6 dB) and THD SFDR (~52.2 dB) are observed. Actually, 
when the optical carrier is tuned at the resonance wavelength, the modulated optical side-
bands after MZM (RF modulation), which are related to the RF carrier and distortions (SHD, 
THD), are offset from the dip resonance wavelength. As a result, it might not be the worst case 
for analog signal transmission with the optical carrier sitting at the resonance wavelength of 
the photonic crystal L3 resonator.

The influences of the optical carrier wavelength and input optical power on the SHD SFDR 
and THD SFDR are also studied in the experiment. Figure 12(a) shows the dependence of 
SHD SFDR and THD SFDR on the input optical carrier wavelength. Figure 12(b) shows the 
dependence of SHD SFDR and THD SFDR on the optical input power. The obtained results 
shown in Figures 11 and 12 indicate favorable analog link performance using the designed 
and fabricated silicon photonic crystal L3 resonator.

Figure 10. (a) Structure, (b) mode profile and (c) SEM image of silicon photonic crystal nanocavity. (d) SEM image of 
vertical grating coupler.
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3. Microwave photonics filters

A MWP filter is a photonic subsystem designed with the aim of carrying equivalent tasks to 
those of a traditional microwave filter within a RF system [35, 82–85]. Comparing to conven-
tional microwave filters, MWP filters have attracted increasing interest for their advantages, 
such as huge bandwidth, electromagnetic immunity as well as reconfiguration and tunability. 
Now, MWP filters are used broadly ranging from radar, satellite to wireless communications. 
Many approaches to realizing MWP filters have been proposed and demonstrated based 
on fiber devices in the last decade [86–91]. To enhance the stability and reduce the cost and 
footprint of the MWP filters, integrated MWP filters have been widely concerned by several 
groups recently [41, 44, 47, 92–99]. Many of the preliminary approaches have been based 
mainly on single integrated cavity resonators. For instance, Ref. [96] reports the results for a 
single passband MWP filters based on a silicon MRR. A few works have also focused on more 
elaborated designs involving more than one cavity, such as cascaded MRRs [94], MZI-assisted 
MRRs [41], and more. In this section, we introduce various types of MWP filters.

Figure 12. Measured output power of RF carrier and distortions (SHD, THD) as a function of RF input power at different 
optical carrier wavelengths of (a) 1552.83 and (b) 1552.99 nm.

Figure 11. Measured output power of RF carrier and distortions (SHD, THD) as a function of RF input power at different 
optical carrier wavelengths of (a) 1552.83 and (b) 1552.99 nm.
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Using a silicon MRR assisted by a phase modulator (PM) and a tunable optical filter (TBF) 
to prepare an optical single sideband (OSSB) modulation signal, we demonstrate a bandstop 
microwave photonic filter [42]. Moreover, using light (pump) to control light (signal optical 
carrier), we present an alternative approach to tuning the resonance of the bandpass micro-
wave photonic filter, that is, all-optical tuning microwave photonic filter. Figure 13(a) illus-
trates the typical scheme of the all-optical tuning process of the MWP filter based on an SOI 
MRR. The microwave signal is modulated on a signal optical carrier, and then processed by 
an SOI MRR and detected by a PD. Since the optical response of the MRR can be adjusted by 
a pump light, the electrical response of the link can be tuned. The inset of Figure 13(a) depicts 
typical transmission spectrum of an SOI MRR, in which the microwave-modulated signal is 
located close to one notch resonance frequency and pump light positioned at another notch 

Figure 13. (a) Schematic illustration of the proposed all-optical tuning process of the MWP filter. (b)–(e) Operation 
principle of the all-optical tuning process of the MWP filter. (b) and (d) Pump off. (c) and (e) Pump on. Case 1: the 
frequency of the signal optical carrier (fs) is located at the left side of the notch resonance frequency of the MRR. Case 
2: the frequency of the signal optical carrier (fs) is located at the right side of the notch resonance frequency of the MRR. 
The inset of (a) shows typical transmission spectrum of the MRR with relative positions of microwave modulated signal 
and pump light.
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resonance frequency. Figure 13(b)–(e) summarizes the operation principle of the proposed all-
optical tuning process of the MWP filter. An optical carrier is modulated by an RF signal with 
OSSB modulation. The output field after modulation is then applied to the MRR for microwave 
photonic signal processing. The frequency of the signal optical carrier is fs. There are two cases 
depending on the relative position between the signal optical carrier and the notch resonance 
of the MRR. For the Case 1 with the signal optical carrier fs located at the left side of the notch 
resonance of the MRR, when the frequency component (fs + f2) is just aligned to the notch fre-
quency of the MRR spectrum as shown in Figure 13(b), the output RF response in the absence 
of the pump vanishes at f2. Hence, a notch MWP filter with a central frequency of f2 is obtained. 
When the pump light is on, one would expect a red shift of the notch peak of the MRR owing 
to the combined nonlinear effects in the MRR, resulting in a notch MWP filter with a central 
frequency of f1, as shown in Figure 13(c). Hence, the central frequency of the notch MWP filter 
can be tuned from f2 to f1 by increasing the pump light power. For the Case 2 with the sig-
nal optical carrier fs located at the right side of the notch resonance of the MRR, as shown in 
Figure 13(d) and (e) similar tunable notch MWP filter with its central frequency changed from 
f1 to f2 is also achievable by increasing the pump light power. Both Case 1 and Case 2 shown in 
Figure 13(b)–(e) indicate possible all-optical tunale MWP filter using nonlinear effects of MRR.

We first calculate the RF responses under different pump light power to show the all-optical 
tuning process of the MWP filter. The parameters used to calculate MRR field transmission are 
extracted from the measured MRR transmission spectrum. The MWP filter responses under 
different pump powers in Case 1 and Case 2 are shown in Figure 14(a) and (b), respectively. 
As shown in Figure 14(a), the central frequency of the MWP filter decreases from 15.5 to 9.5 
GHz as the pump power increases in Case 1. The central frequency of the MWP filter increases 
from 9.5 to 15.5 GHz as the pump power increases in Case 2, as shown in Figure 14(b).

The measured microwave responses of MWP filter under different pump power levels are 
shown in Figure 15. The pump light wavelength is fixed at 1591.786 nm for all the  configurations. 

Figure 14. Calculated microwave responses under different pump power levels in (a) Case 1 and (b) Case 2, respectively. 
Case 1: the central frequency of the MWP filter decreases as the pump power increases. Case 2: the central frequency of 
the MWP filter increases as the pump power increases.
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In Case 1, the optical carrier wavelength is 1581.730 nm in both forward and backward pump-
ing configurations. As shown in Figure 15(a) and (b), the central frequency of the notch MWP 
filter is tuned from 15.64 to 8.79 GHz in the forward pumping configuration while from 15.60 
to 10.04 GHz in the backward pumping configuration by adjusting the pump light power 
from −27.2 to 4.8 dBm. In Case 2, the optical carrier wavelength is 1581.564 nm in the forward 
pumping configuration and 1581.534 nm in the backward pumping configurations. As shown 
in Figure 15(c) and (d), the central frequency of the notch MWP filter is tuned from 5.27 to 
12.47 GHz in the forward pumping configuration and from 8.84 to 15.04 GHz in the backward 
pumping configuration as increasing the pump light power from −27.2 to 4.8 dBm.

We also propose a simple yet effective approach to realizing notch MWP filter with an ultra-
high peak rejection [43]. We use the combination of a PM, TBF, and an SOI MRR to manipulate 
the phase and amplitude of optical sidebands for inducing a signal cancellation at the RF 
notch filter frequency. Figure 16 shows the concept and operation principle of the proposed 
approach. A conventional PM driven by an RF signal generates out of phase lower sideband 
(LSB) and upper sideband (USB). A TBF is used to attenuate the USB signal followed by an 
SOI MRR. The resonant frequency of the SOI MRR is aligned to the frequency of LSB signal, 
thus the LSB signal will be filtered by the SOI MRR. Since the SOI MRR has a limited extinc-

Figure 15. Measured microwave responses of all-optical tunable MWP filter under different pump power levels with 
(a) Case 1/Forward pump, (b) Case 1/Backward pump, (c) Case 2/Forward pump, and (d) Case 2/Backward pump, 
respectively.
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tion ratio, the amplitude of the remaining LSB signal could be equal to the USB signal. Due 
to the equal amplitude and π phase difference of the attenuated USB and remained LSB, the 
signal power at the modulated RF frequency can be cancelled after detection by a photodetec-
tor, and a notch microwave photonic filter with infinite rejection in principle can be achieved.

The measured optical spectra after the TBF and the corresponding MWP filter responses are 
shown in Figure 17. The optical carrier wavelength is 1581.576 nm. The optical spectra are 
measured by modulating a microwave signal to the optical carrier. The frequency of the micro-
wave signal is 20 GHz, which is comparable with the central frequency of the MWP filter. 
Figure 17(a)–(d) depicts the optical spectra when the central wavelength of the TBF is 1581.746, 
1581.776, 1581.806, and 1581.836 nm, respectively. The transmission spectra of the TBF in these 
four cases are also plotted in Figure 17(a)–(d) for reference. Figure 17(e)–(h) shows the corre-
sponding MWP filter responses. As shown in Figure 17(a) and (d), when the USB component 
is slightly attenuated by the TBF, after passing through the MRR, the amplitude difference of 
the LSB and USB is relatively large, resulting in a shallow RF notch of about 14.5 dB. When 
we shift the TBF, more power of the USB component is attenuated, and the peak rejection of 
the MWP filter remarkably increases. The peak rejection of the MWP filter is 29.1 dB when the 
central wavelength of the TBF is 1581.776 nm as shown in Figure 17(b) and (f). A maximum 
peak rejection of about 61.5 dB is observed with balanced amplitude between LSB and USB 
components when the central wavelength of the TBF is 1581.806 nm as shown in Figure 17(c) 
and (g). When we further increase the central wavelength of the TBF, the USB signal will be 
further attenuated, thus the peak rejection decreases again. For example, when the central 
wavelength of the TBF is 1581.836 nm, the USB almost disappears, and the peak rejection of 
the MWP filter decreases to 40.9 dB as shown in Figure 17(d) and (h).

By changing the carrier light wavelength, the operating frequency of the ultra-high peak 
rejection MWP filter can be tuned. We measure the operating frequency tunability of the 

Figure 16. Schematic illustration of the proposed notch MWP filter with ultra-high peak rejection.
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MWP  filter, as shown in Figure 18. When the wavelength of the carrier light is changed from 
1581.476 to 1581.626 nm, the central frequency of the MWP filter is tuned from 12.4 to 30.6 
GHz, maintaining an ultra-high peak rejection. The obtained results shown in Figure 18 indi-
cate that the proposed ultra-high peak rejection MWP filter can operate over a large tunable 
frequency range.

Based on a similar principle, we also demonstrate a rejection ratio tunable notch MWP filter based 
on a silicon PhC nanocavity. The resonant wavelength of the cavity is around 1554.313 nm. The 
measured optical spectra after the TBF and the corresponding MWP filter responses are shown 

Figure 17. (a)-(d) Optical spectra after the TBF when the central wavelength of the TBF is 1581.746, 1581.776, 1581.806, 
and 1581.836 nm, respectively. The dashed lines are the corresponding transmission spectrum of TBF. (e)–(h) The 
corresponding MWP filter responses.
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in Figure 19. The carrier light wavelength is 1554.153 nm. Figure 19(a)–(d) depicts the optical 
spectra when the central wavelength of the TBF is 1554.262, 1554.292, 1554.322, and 1554.352 
nm, respectively. Figure 19(e)–(h) shows the corresponding MWP filter responses. The experi-
mental results agree well with the simulation. As shown in Figure 19(a) and (e), when the USB 
signal is slightly modified by the TBF, the peak rejection of the obtained MWP filter is very small 
(~11.8 dB). When we shift the TBF, the power of USB signal decreases, and the peak rejection 
of the MWP filter increases. A maximum peak rejection of about 62.1 dB is observed when the 
central wavelength of the TBF is 1551.315 nm (Figure 19(b) and (f)). When we further increase 
the central wavelength of the TBF, the USB signal will be further attenuated, thus the peak 
rejection will decrease again. For example, as shown in Figure 19(d) and (h), the peak rejection 
of the MWP filter decreases to 15 dB when the central wavelength of the TBF is 1551.375 nm. 
Figure 19(i) plots the rejection ratio as a function of the central wavelength of the TBF. The red 
curve shows the simulation data, while the experimental results are marked by blue circles.

To evaluate the effect of the filter shape of TBF, we study the performance of the rejection ratio 
tunable MWP filter with four types of super-gaussian filter shape. We calculate the MWP fil-
ter tunability response when the transmission of the TBF is   T  TBF  (ω) =  e   − (  

ω− ω  center   ____________ 2π×34.89× 10   9   )   
N
  (N = 2, 4, 6, 8) .  

Figure 20(a) shows the rejection ratio of the MWP filter as a function of TBF central wave-
length with different filter shapes of TBF. To show the operation stability in high rejection 
ratio region with different TBF filter shapes, we define the TBF central wavelength tolerance 
as operation span of TBF central wavelength when the rejection ratio is greater than 40 dB. 
Figure 20(b) plots the TBF tolerance of central wavelength with different filter shapes of TBF. 
It can be seen that higher-order super-gaussian function leads to worse stability of the system.

Since the high nonlinearities induced by the tight light confinement of silicon photonic 
devices, the influence of optical nonlinear effects should also be taken into consideration 

Figure 18. Measured tunable ultra-high peak rejection MWP filter responses with different optical carrier wavelengths.
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when designing MWP devices. MWP devices such as MWP filters based on silicon waveguide 
devices might have strong nonlinear microwave responses, which are dependent on the opti-
cal carrier power level. Taking the PhC microcavity as an example, we study the nonlinear 
microwave responses of the MWP filters based on the SOI waveguide devices.

Figure 21(a) illustrates the typical scheme of an MWP filter based on a PhC microcavity. 
Figure 21(b) and (c) summarizes the operation principle of the device. After been phase 

Figure 19. (a)–(d) Optical spectra after the TBF when the central wavelength of the TBF is 1554.262, 1554.292, 1554.322, 
and 1554.352 nm, respectively. (e)–(h) The corresponding MWP filter response. (i) Rejection ratio as a function of TBF 
central wavelength.
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 modulated, the output field is then sent to a PhC microcavity. Assuming that the wavelength 
of optical carrier is λc, locating on the left side of the linear notch resonant wavelength of the 
PhC microcavity (Case 1), as shown in Figure 21(b), when the optical carrier power is very low 
and one of the sideband (f1) is just aligned to the notch resonant wavelength of the PhC micro-
cavity, a bandpass MWP filter with a central frequency of f1 is obtained. When the optical car-
rier power is increased, considering the combined nonlinear effects in the PhC microcavity, 
the notch peak of the microcavity will red shift (e.g., shift by f2-f1), resulting in an bandpass 
MWP filter with a varied central frequency of f2. When the wavelength of optical carrier is 
located on the right side of the linear notch resonant wavelength of the PhC microcavity, the 
situation is a little more complicated. For Case 2, as shown in Figure 21(c), the initial notch 
peak of the PhC microcavity is aligned to the left sideband corresponding to f2. When the 
optical carrier power is increased, the notch peak wavelength will red shift, leading to the 
decrease of the central frequency of the MWP filter. Remarkably, when we further increase 
the optical carrier power, the notch peak will go across the optical carrier wavelength. Hence, 
the central frequency of the MWP filter will first decrease and then increase when gradually 
increasing the optical carrier power from a very low level to a relatively high level.

The resonant wavelength of the cavity is around 1554.152 nm. Figure 22 shows measured 
MWP filter responses under different optical carrier power levels for Case 1 and Case 2. The 
wavelengths of the carrier are 1554.056 and 1554.296 nm, respectively. For Case 1, since the 
notch resonant wavelength of the PhC microcavity red shifts as the optical carrier power 
increases, the central frequency of the MWP filter increases. When the optical carrier power 
increases from −13.5 to 5.5 dBm, the central frequency of the MWP filter is changed from 
13.9 to 24 GHz. For Case 2, when the optical carrier is increased from −13.5 to −3.5 dBm, the 
central frequency of the MWP filter decreases, which indicates that the resonant wavelength 
of the PhC microcavity is still on the left side of the optical carrier in the process. When 
we increase the power from −3.5 to −1.5 dBm, the central frequency of the MWP filter sud-
denly jumps to another frequency at about −2 dBm. When we further increase the power 
of the carrier light, the central frequency of the MWP filter increases, in contrast with the 
decrease in low-power region. The obtained results here indicate that the resonance of the 

Figure 20. (a) Rejection ratio as functions of TBF central wavelength with different filter shape of TBF. (b) TBF tolerance 
of central wavelength with different filter shape of TBF.
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PhC microcavity first jumps to the right side of the carrier, and then red shifts as the carrier 
further increases.

4. Photonic-assisted microwave signal multiplication and 
ASK modulation

Photonic-assisted generation of microwave signals can find interesting applications in 
many microwave photonic systems, such as broad-band wireless access networks, software-
defined radio, antenna remoting, phased-array antenna, and radar systems [65]. Usually, 

Figure 22. Measured MWP filter responses under different optical carrier power levels for (a) Case 1 and (b) Case 2.

Figure 21. (a) Schematic illustration of the typical scheme of a MWP filter based on PhC cavity. (b) and (c) Working 
principle of the optical carrier power dependent MWP filter. Case 1: the wavelength of the optical carrier is located on 
the left side of the linear notch resonant wavelength of the PhC microcavity. Case 2: the wavelength of the optical carrier 
is located on the right side of the linear notch resonant wavelength of the PhC microcavity.
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optical microwave generation is based on heterodyne techniques. Several approaches to 
 generating two phase-correlated optical waves have been proposed and demonstrated based 
on free space devices [100, 101] and fiber devices [64, 65, 102–111]. Among these approaches, 
microwave frequency multiplication based on external modulation using MZMs has been 
considered an effective solution for high frequency and tunable microwave signal genera-
tion. Photonic generation of RF binary digital modulation signals is another key technology 
in microwave photonics. Amplitude-shift keying (ASK), phase-shift keying (PSK), and fre-
quency-shift keying (FSK) are basic modulation formats in wireless communications, which 
convey information by modulating the amplitude, phase or frequency of a continuous carrier 
wave. Traditionally, these modulation microwave signals are generated in electrical domain 
using digital electronic circuits [40]. Due to the electronic bottleneck, the major difficulty of 
this traditional technique is that the frequency of the generated signals is limited to a few 
gigahertz. An effective method to generate high frequency RF signals is to generate RF signals 
in the optical domain [38, 39, 112]. Similar to microwave frequency mulitiplication, the use of 
MZM is also considered to be a competitive approach to generating binary digital modulation 
signals. Microwave PSK and FSK signals have been proposed and realized based on commer-
cial MZMs [38, 39, 112]. However, microwave ASK signal as a fundamental digital modula-
tion format in wireless communication has rarely been realized using MZM. In this section, 
we introduce our recent work on microwave signal multiplication and ASK modulation based 
on an integrated silicon modulator.

We first propose a simple scheme to obtain frequency-multiplicated microwave signals [113]. 
Figure 23 illustrates the schematic illustration of the proposed photonic frequency- multiplicated 
microwave signal generation system using an integrated silicon MZM. CW light from a tunable 
laser diode (TLD) is sent to the MZM. The driving signal and the DC-bias are  combined by a 
bias-tee and applied to the MZM. The output light intensity of the MZM can be written as:

   
I =   1 __ 2    I  0   [ 1 +  J  0  (m ) cos  ϕ  0   ] + I  0   cos  ϕ  0    ∑ 

n=1
  

∞
    (− 1 )   n   J  2n  (m ) cos (2n  ω  RF   t )

       
         +  I  0   sin  ϕ  0    ∑ 

n=1
  

∞
    (− 1 )   n   J  2n−1  (m ) cos  [ (2n − 1 )  ω  RF   t ]

    (1)

where m = πVRF/Vπ is the modulation indice of the MZM. I0 is the intensity of the input opti-
cal carrier. φ0 = πVb/Vπ is the constant phase difference between the two arms determined by 
the constant DC-bias voltage Vb. Vπ is the half-wave voltage of the MZM. VRF and ωRF are the 
amplitude and angular frequency of the applied electrical drive voltage, respectively. It can 
be seen from Eq. (1) that if the modulator is biased at Vπ, the odd components will be sup-
pressed. Ignoring the high-order harmonic wave, a frequency-doubled microwave signal is 
obtained. In addition, by adjusting the driving microwave signal amplitude to let J2 (m) = 0, 
the quadruple response will dominate the output, and a frequency-quadrupled signal can be 
obtained. Similarly, a frequency-tripled signal is generated by suppressing the even compo-
nents and J1 (m) term of the signal.

We investigate the generation of frequency-doubled microwave signal. Figure 24(a) and (b) 
shows the wave-forms of the original 500-MHz driving signal and the generated 1-GHz sig-
nal. Figure 24(c) and (d) shows the obtained 2-GHz signal when the driving signal frequency 
is 1 GHz.
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Using the fabricated integrated MZM, we also demonstrate the feasibility of microwave ASK 
modulation using an integrated photonic approach [113]. Figure 25 illustrates the schematic 
illustration of the proposed photonic microwave ASK signal modulation system using an 
integrated silicon MZM. The microwave carrier signal and the binary coding signal s(t) are 
applied to the two RF ports of the MZM, respectively. The AC term of the detected signal at 
the output of the PD can be written as:

   i  AC   ∝ 2  J  1  (m ) cos ( ω  RF   t ) sin (γs(t ) −  ϕ  0   ) + J  0  (m ) cos (γs(t ) −  ϕ  0   )  (2)

where ωRF, m, VRF, Vπ, and φ0 are defined as previously mentioned. γ=πVs/Vπ is the modulation 
index in the arm where the binary coding signal is applied. Assuming φ0 = 0, Eq. (2) can be 
simplified as:

Figure 24. Waveforms of (a) the input 500-MHz driving signal, (b) the generated 1-GHz frequency-doubled signal, (c) the 
input 1-GHz driving signal, and (d) the generated 2-GHz frequency-doubled signal.

Figure 23. Schematic illustration of the proposed photonic-assisted microwave signal multiplication.
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   i  AC   ∝ 2  J  1  (m ) cos ( ω  RF   t ) sin (γs(t ) )+ J  0  (m ) cos (γs(t ) )  (3)

The second term in Eq. (3) is located in the baseband, which can be easily eliminated by an 
electric filter. Assuming γ = π/2, the amplitude of the obtained signal is:

  i =   {   2  J  1  (m ) cos ( ω  RF   t )           s(t ) = 1
    

            0                          s(t ) = 0
     (4)

As can be seen, the amplitude of the carrier is “1” with bit “1”, and “0” with bit “0”. Therefore, 
two-level microwave ASK signal is generated.

Figure 26(a) shows the waveforms of the original 50-Mb/s baseband signal with a pattern 
of “110100101101001011”. The original 1-GHz microwave carrier is shown in Figure 26(b). 
Figure 26(c) shows the modulated microwave ASK signal.

Figure 26. Waveforms of (a) the original 50-Mb/s baseband signal with a pattern of “110100101101001011”, (b) original 
1-GHz microwave carrier signal, and (c) the output microwave ASK signal.

Figure 25. Schematic illustration of the proposed photonic microwave ASK signal generator.
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5. Discussion

In summary, we review our recent works in chip-scale microwave photonic signal process-
ing, including on-chip analog links, MWP filters, and photonic generation of microwave. As 
a new research topic, integrated MWP has just started to bloom and is set to have a bright 
future. After evaluating linearity performance of the on-chip analog links, future works may 
focus on increasing the linearities or decreasing nonlinearities of the on-chip analog links. As 
to MWP filters, more high performance silicon MWP filters will be demonstrated, involving 
resonators, photonic crystals, or other silicon photonic devices. In addition, more nonlinear 
optics can be used for MWP filters. For example, four-wave mixing (FWM) for MWP filtering 
has been realized [114, 115]. The demonstrated microwave signal multiplication and ASK 
modulation are still operated in low-frequency region. By optimizing the device design, the 
operation frequency can be improved and the power consumption can be further reduced. In 
addition to on-chip analog links, MWP filters, and photonic generation of microwave, silicon 
photonics can be also adopted to accelerate the success of versatile MWP signal processing 
functionalities, including arbitrary waveform generation, on-chip pulse shaping, delay line, 
beamformer, and more.

6. Conclusion

In this chapter, we have reviewed recent research efforts toward on-chip microwave photonic 
signal processing.

1. Using the fabricated silicon photonic devices, we evaluate the performance of on-chip 
analog signal transmission. The degradations level of SHD and THD are evaluated.

2. Various types of MWP filters are introduced, and the impact of optical nonlinearities to 
MWP filters is also discussed.

3. Photonic-assisted microwave signal multiplication/modulation: we propose a simple 
scheme to obtain frequency-multiplicated microwave signals or amplitude-coded micro-
wave signals based on a single integrated silicon MZM. A 2-GHz frequency-doubled 
microwave signal is generated using a 1-GHz driving signal. A 50-Mb/s binary ampli-
tude-coded 1-GHz microwave signal is also successfully generated in the experiment.

With future improvement, one would also expect to see more photonic-assisted microwave 
signal processing applications exploiting compact-integrated silicon photonic devices.
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Abstract

In the last few years, the demand for power has increased; therefore, the need for
alternate energy sources has become essential. Sources of fossil fuels are finite, are costly,
and causes environmental hazard. Sustainable, environmentally benign energy can be
derived from nuclear fission or captured from ambient sources. Large-scale ambient
energy  is  widely  available  and  large-scale  technologies  are  being  developed  to
efficiently capture it. At the other end of the scale, there are small amounts of wasted
energy that could be useful if captured. There are various types of external energy
sources such as solar, thermal, wind, and RF energy. Energy has been harvested for
different purposes in the last few recent years. Energy harvesting from inexhaustible
sources  with  no  adverse  environmental  effect  can  provide  unlimited  energy  for
harvesting in a way of powering an embedded system from the environment. It could
be RF energy harvesting by using antennas that can be held on the car glass or building,
or in any places. The abundant RF energy is harvested from surrounding sources. This
chapter  focuses  on  RF energy  harvesting  in  which  the  abundant  RF  energy  from
surrounding sources, such as nearby mobile phones, wireless LANs (WLANs), Wi-Fi,
FM/AM radio signals, and broadcast television signals or DTV, is captured by a receiving
antenna and rectified into a usable DC voltage. A practical approach for RF energy
harvesting design and management of the harvested and available energy for wireless
sensor networks is to improve the energy efficiency and large accepted antenna gain.
The emerging self-powered systems challenge and dictate the direction of research in
energy harvesting (EH). There are a lot of applications of energy harvesting such as
wireless  weather stations,  car  tire  pressure monitors,  implantable medical  devices,
traffic alert signs, and mars rover. A lot of researches are done to create several designs
of rectenna (antenna and rectifier) that meet various objectives for use in RF energy
harvesting, whatever opaque or transparent. However, most of the designed antennas
are opaque and prevent the sunlight to pass through, so it is hard to put it on the car
glass or window. Thus, there should be a design for transparent antenna that allows the
sunlight  to  pass  through.  Among various antennas,  microstrip patch antennas are
widely used because they are low profile, are lightweight, and have planar structure.
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Microstrip patch-structured rectennas are evaluated and compared with an emphasis
on the various methods adopted to obtain a rectenna with harmonic rejection function-
ality, frequency, and polarization selectivity. Multiple frequency bands are tapped for
energy harvesting, and this aspect of the implementation is one of the main focus points.
The bands targeted for harvesting in this chapter will be those that are the most readily
available to the general population. These include Wi-Fi hotspots, as well as cellular
(900/850 MHz band), personal communications services (1800/1900 MHz band), and
sources of 2.4 GHz and WiMAX (2.3/3.5 GHz) network transmitters. On the other hand,
at  high  frequency,  advances  in  nanotechnology  have  led  to  the  development  of
semiconductor-based solar cells, nanoscale antennas for power harvesting applications,
and integration of antennas into solar cells to design low-cost light-weight systems. The
role of nanoantenna system is transforming thermal energy provided by the sun to
electricity.  Nanoantennas  target  the  mid-infrared  wavelengths  where  conventional
photo voltaic cells are inefficient. However, the concept of using optical rectenna for
harvesting solar energy was first introduced four decades ago. Recently, it has invited
a surge of interest, with different laboratories around the world working on various
aspects of the technology. The result is a technology that can be efficient and inexpensive,
requiring only low-cost materials. Unlike conventional solar cells that harvest energy
in visible light frequency range. Since the UV frequency range is much greater than
visible light, we consider the quantum mechanical behavior of a driven particle in
nanoscale antennas for power harvesting applications.

Keywords: energy harvesting (EH), antenna, rectenna, rectifier, nantenna, microstrip
patch antenna (MPA), radio frequency (RF), wireless communications

1. Introduction of energy harvesting

Energy harvesting (EH) is defined as the process of extracting energy from the surroundings
of a system and converting it into usable electrical energy, and it is more suitable for situations
where the ambient energy sources are well characterized. EH could be an alternative energy
supply technology. Such systems scavenge power from human activity, ambient heat, light,
radio frequency (RF), vibrations, etc. Operated battery systems are used in various applications
including wireless mobile phones and hand-held devices. However, increasing lifetime and
durability of the battery are a matter of interest.  Hence, recently energy harvesting from
ambient to charge the battery or even to empower the system without any battery has gained
momentum [1–4]. Processing power doubles every 2 years, battery capacity doubles every 10
years, however, we need a more efficient way to enable longer life. The ever increasing use of
wireless devices, such as mobile phones, wireless computing, and remote sensing has resulted
in an increased demand and reliance on the use of batteries. But the amount of energy available
in the batteries is not only finite but also low, which limits the lifetime of the systems. It also
has more advantages in systems with limited accessibility, such as those used in monitoring a
machine or an instrument in a manufacturing plant used to organize a chemical process in a
hazardous environment.

Harvesting ambient Wi-Fi transmission power through the rectenna can be a possible solution
to extend the battery life of the active radio-frequency identification (RFID) tag. Global market
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showed unprecedented growth in Wi-Fi hotspot deployments with an estimated 350% rise by
2015. Due to use of active RFID tags operating on very low power consumption, harvested Wi-
Fi power in the submicrowatt range would not be deemed useless. The developed prototype
was capable of delivering 20 µW of continuous power with an output voltage of 2 V at low
excitation levels of 0.06g peak. Upper and lower Wi-Fi frequencies had the highest average
power densities while the average power densities of 3G (2100 MHz) and LTE (2600 MHz)
were the lowest. The highest peaks recorded were in the submicrowatt per square centimeter
range for both Wi-Fi frequencies as well as the GSM/4G LTE 900 band, which were around
600–700 nW/cm2.

Design of antennas with high gain and wide bandwidth is crucial to maximize the received
power. Various antenna topologies have been reported in the literature for RF energy harvest-
ing transparent or opaque antennas [5–7]. Maximum gain of 11.98 dB is reported in [6] but for
a bandwidth of only about 20 MHz. Efficiency of the overall system greatly depends upon the
matching between the rectifier and antenna. Variable input impedance of the rectifier with
frequency and input power further limits total system efficiency. With semiconductor and
other technologies continually striving toward lower operating powers, batteries could be
replaced by alternative sources, such as DC power generators employing energy harvesting
techniques. However, to introduce low power devices, the situation has changed with the
technique being a viable alternative to batteries in different applications. Especially for wireless
devices located in sensitive and difficult access environments where battery-operated equip-
ment might not been previously possible. Figure 1 shows some devices that potentially could
be exploited for RF energy harvesting applications. These might be, but not limited to, TV and
radio broadcasts, mobile phone base stations, mobile phones, wireless LAN, and radar. The
transducer is typically an antenna or an antenna array—harvesting ambient electromagnetic
energy. The recovered DC then, either powers a low-powered device directly or stored in a
super capacitor for higher power low-duty-cycle operation. The block diagram of a basic
energy harvesting system is shown in Figure 2 [10].

Figure 1. RF energy harvesting applications [8].
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Figure 2. The block diagram of a basic energy RF harvesting system [9].

A nanoantenna (nantenna) is a nanoscopic rectifying antenna. It is an electromagnetic collector
designed to absorb specific wavelengths that are proportional to the size of the nanoantenna.
Nanoantennas may prove useful for converting solar radiation to electricity. Sufficient
supplies of clean energy are intimately linked with global stability, economic prosperity, and
quality of life. Finding energy sources to satisfy the world’s growing demand is one of the
society’s challenges for the next half century. The world now uses energy at a rate of approx-
imately 4.1 × 1020 J/yr, equivalent to continuous power consumption of 13 TW. The rapid
technology development and economic growth worldwide are estimated to produce more
than double the demand for energy to 30 TW by 2050 and more than triple the demand to 40
TW by the end of century. As a result of this, energy demands increased worldwide and as a
consequence, the deleterious effects of hydrocarbon-based power such as global warming, air
pollution, acid precipitation, ozone depletion, and forest destruction are increasingly
apparent. The clean and renewable alternative energy resource is one of the most urgent
challenges to the sustainable development of human civilization. About 120,000 TW of
radiations from Sun reach Earth’s surface far exceeding human needs [11–15].

2. Types of energy harvesting

The next few paragraphs provide an overview of some common energy harvesting schemes
targeting devices in the list below. Solar energy, which involves converting the Sun’s rays into
useable electrical energy, is interesting but depends on the availability of daylight. The concept
is certainly not foreign to the general population anymore. Solar-powered calculators and LED
garden lights have been commonplaces for many years now. The efficiency of such conversion
circuits has grown but the main detriment is the need for agreeable weather and timely use.
Energy collection from natural sources at night is simply out of the question, limiting the user
to daytime energy collection or requiring artificial sources of light with their own power supply
needs. This method thus falls outside the scope of this work. Wind energy, for its part, requires
bulky turbines for collection and necessitates the inclusion of mechanical components and
brushings that are susceptible to wear and damage over time, if not properly maintained [11].
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This is not an issue in traditional wind farm installations, where regular maintenance is
expected to occur. The same expectation, however, cannot be placed on consumers and this
energy source will thus not be further explored in this work. Kinetic energy harvesting aims
to transform motional or inertial energy into a usable source of electrical charge via some type
of transducer. In general, this requires some physical effort by the user, be it walking, running
or otherwise shaking the device. Though this is not a problem for most able-bodied people, it
could nonetheless be considered a hassle for a device intended for daily use, such as a personal
cellular phone or a GPS unit. Radio-frequency energy, for its part, is readily available in all
major industrialized centers and surrounding areas. Ambient energy harvesting, also known
as energy scavenging or power harvesting, is the process where energy is obtained and
converted from the environment and stored for use in electronics applications as shown in
Tables 1 and 2. Usually this term is applied to energy harvesting for low power and small
autonomous devices, such as wireless sensor networks, and portable electronic equipment.
Some systems convert random motions including ocean waves into useful electrical energy
that can be used by oceanographic monitoring wireless sensor nodes for autonomous surveil-
lance. The literature shows that no single power source is sufficient for all applications, as
energy sources must be considered according to the application characteristics [16–18] as
shown in Figure 3, and Figure 4 shows a diagram of a basic EH system.

Energy harvesting technique Power density Efficiency

Photovoltaic Outdoors (direct Sun): 15 mW/cm2 Outdoors (cloudiy): 0.15 mW/cm2

Indoors: <10 µW/cm2

Highest 32±1.5%

Typical 25±1.5%

Thermoelectric Human: 30 µW/cm2/industrial: 1:10 mW/cm2 ±0.1% ±3.5%

Pyroelectric 8.64 µW/cm2 at the temperature rate of 8.5°C/s 3.5%

Piezoelectric 250 µW/cm2/330 µW/cm2

Electromagnetic Human motion: 1–4 µW/cm2

Electrostatic 50–100 µW/cm2

RF GSM900/1800 MHz: 0.1 µW/cm2

Wi-Fi 2.4 GHz: 0.01 µW/cm2

50%

Wind 380 µW/cm2 at the speed of 5 m/s 5%

Acoustic noise 0.96 µW/cm2 at 100 dB/0.003 µW/cm2 at 75 dB

Maximum power and efficiency are source dependent — excluding transmisssion efficiency.

Noise power densities are theoritical values.

Table 1. Power density and efficiency of energy harvesting techniques [11].
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Energy source Power density and performance

Acoustic noise 0.003 µW/cm2/0.96 µW/cm2

Temperature variation 10 µW/cm2

Ambient light 1 µW/cm2

Thermoelectric 30 µW/cm2

Vibration 200 µW/cm2

Vibration (piezoelectric) 300 µW/cm2

Air flow 50 µW/cm2

Push buttons 330 µW/cm2

Shoe inserts hand generators 30 W/kg

Heel strike 7 W/cm2

Table 2. Comparison of power density of energy harvesting methods [13].

Figure 3. Different energy types (rectangles) and sources (ovals) [16].
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Figure 4. Example of the different radiating sources [19].

• Human body as mechanical and heat variations energy;

• Natural energy as wind, water flow or ocean waves, and solar energy;

• Mechanical energy as vibrations from machines from high-pressure motors, manufacturing
machines, and waste rotations;

• Thermal energy as waste heat energy variations from heaters and friction sources;

• Light energy is divided into two categories of energy: indoor room light and outdoor
sunlight energy. It can be captured via photo sensors, photo diodes, and solar photovoltaic
panels;

• Electromagnetic energy as inductors, coils, and transformers is depending on how much
energy is needed for the application. In addition, chemical, biological, and radiation can be
considered ambient energy sources.

3. RF energy harvesting

The dramatic increase in demand for wireless devices has been met with a steady increase
in infrastructure installations and thus an augmented source of radiated RF energy. This en-
ergy is in the air at virtually all times of the day and night, albeit at different power levels. A
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study [2] of ambient global system for mobile communication (GSM) power in the Nether-
lands concluded that within a range of 25–100 m from a GSM base station, the summed
average power present at all measured frequencies across the 935–960 MHz band varied be-
tween 0.1 and 3.0 mW/m2 and depended greatly on the amount of GSM traffic at the time of
measurement. This in itself poses a potential problem for energy harvesting devices: the
small amount of energy available for harvesting is neither constant nor easily predictable.
As such, one must ensure that any harvesting design remains useful over a wide dynamic
range of available input power. Nonetheless, this form of ambient energy remains the most
promising for use in consumer-oriented portable electronic devices, due to theoretical 24 h
availability, lack of required physical effort to charge, and quasi-independence from weather
conditions. Batteries have both effects as add extra size and add disposal to environmental
pollution. A promising solution is available in capturing and storing the energy from exter-
nal ambient sources for compact mobile and electronics devices; this technology is named as
energy harvesting. Other names for this type of technology are power harvesting and free
energy, which are derived from renewable energy [19]. Many research teams are working on
reducing the consumption of the devices extending the battery life while the other teams
have chosen to recycle ambient energy like in microelectromechanical systems (MEMS). The
charging of mobile devices is easy because the user can do it but for other applications, the
batteries remain a big problem as wireless sensor nodes that are located in difficult to access
environments. This problem is due to the large number of devices and distribution in a
wide area or located in inaccessible places. The rectification of microwave signals to DC
power has been proposed for helicopter powering and solar power satellite [18–20].

DC power depends on the available RF power, the choice of antenna and frequency band, an
energy harvesting technique using electromagnetic energy, specifically radio frequency.
Communication devices generally have omnidirectional antennas that propagate RF energy
in most directions to maximize connectivity for mobile applications [7]. The energy transmitted
from the wireless sources for 10 GHz is much higher up to 30 W, however, only a small amount
can be scavenged in the real environment. The rest of the power is dissipated as heat or
absorbed by other materials. Radio-frequency identification (RFID) tags and implantable
electronic devices are also used as RF power harvesting technique. This is because the wireless
sensor nodes consume few µW in sleep mode and hundreds µW in active mode.

The electrical energy is then conditioned and used to charge a battery that stores and supplies
the energy to a load, i.e., a WSN node. Each energy source has its own unique characteristics
in terms of controllability, predictability, and magnitude; hence all these factors will need to
be considered when choosing the most suitable source for a specific application. The number
of consumer-oriented compact electronic devices (including, but not limited to, personal
cellular phones, tablet PCs, and GPS units) has been growing at exponential rates for several
years. Reliance on these devices for daily navigation, scheduling, and information-gathering
activities has created an expectation of ever-longer battery life and less-frequent charging
cycles with any new generation of product [21, 22].

This situation poses important questions to both the design engineers and the originating
vendors of these devices. How can we power these circuits in a responsible manner? How can

Microwave Systems and Applications162



study [2] of ambient global system for mobile communication (GSM) power in the Nether-
lands concluded that within a range of 25–100 m from a GSM base station, the summed
average power present at all measured frequencies across the 935–960 MHz band varied be-
tween 0.1 and 3.0 mW/m2 and depended greatly on the amount of GSM traffic at the time of
measurement. This in itself poses a potential problem for energy harvesting devices: the
small amount of energy available for harvesting is neither constant nor easily predictable.
As such, one must ensure that any harvesting design remains useful over a wide dynamic
range of available input power. Nonetheless, this form of ambient energy remains the most
promising for use in consumer-oriented portable electronic devices, due to theoretical 24 h
availability, lack of required physical effort to charge, and quasi-independence from weather
conditions. Batteries have both effects as add extra size and add disposal to environmental
pollution. A promising solution is available in capturing and storing the energy from exter-
nal ambient sources for compact mobile and electronics devices; this technology is named as
energy harvesting. Other names for this type of technology are power harvesting and free
energy, which are derived from renewable energy [19]. Many research teams are working on
reducing the consumption of the devices extending the battery life while the other teams
have chosen to recycle ambient energy like in microelectromechanical systems (MEMS). The
charging of mobile devices is easy because the user can do it but for other applications, the
batteries remain a big problem as wireless sensor nodes that are located in difficult to access
environments. This problem is due to the large number of devices and distribution in a
wide area or located in inaccessible places. The rectification of microwave signals to DC
power has been proposed for helicopter powering and solar power satellite [18–20].

DC power depends on the available RF power, the choice of antenna and frequency band, an
energy harvesting technique using electromagnetic energy, specifically radio frequency.
Communication devices generally have omnidirectional antennas that propagate RF energy
in most directions to maximize connectivity for mobile applications [7]. The energy transmitted
from the wireless sources for 10 GHz is much higher up to 30 W, however, only a small amount
can be scavenged in the real environment. The rest of the power is dissipated as heat or
absorbed by other materials. Radio-frequency identification (RFID) tags and implantable
electronic devices are also used as RF power harvesting technique. This is because the wireless
sensor nodes consume few µW in sleep mode and hundreds µW in active mode.

The electrical energy is then conditioned and used to charge a battery that stores and supplies
the energy to a load, i.e., a WSN node. Each energy source has its own unique characteristics
in terms of controllability, predictability, and magnitude; hence all these factors will need to
be considered when choosing the most suitable source for a specific application. The number
of consumer-oriented compact electronic devices (including, but not limited to, personal
cellular phones, tablet PCs, and GPS units) has been growing at exponential rates for several
years. Reliance on these devices for daily navigation, scheduling, and information-gathering
activities has created an expectation of ever-longer battery life and less-frequent charging
cycles with any new generation of product [21, 22].

This situation poses important questions to both the design engineers and the originating
vendors of these devices. How can we power these circuits in a responsible manner? How can

Microwave Systems and Applications162

engineers improve battery life and thus provide maximum “up” time for consumers? From
the previous section, we are able to answer next question.

3.1. When does radio-frequency harvesting make sense?

Harvestable energy available can be installed and maintained in power devices that are
difficult to reach. Harvestable energy is available for numerous devices, environmentally
friendliness is required, and high uptime is demanded. Radio-frequency harvesting makes
sense when used as remote patient monitoring, harmful agents detection, efficient office energy
control, surveillance and security, detecting and tracking enemy troop movement, vineyard or
other agricultural management, home automation, implantable sensors, long-range asset
tracking and aircraft fatigue supervision.

The wireless devices are growing in many applications, such as mobile phones and sensor
networks. Radio-frequency energy harvesting holds a promising future for generating a small
amount of electrical power to drive partial circuits in wirelessly communicating electronics
devices. As remote patient monitoring, harmful agents detection, efficient office energy
control, surveillance and security, detecting and tracking enemy, troop movement, vineyard
or other agricultural management, home automation, implantable sensors, long-range asset
tracking, aircraft fatigue supervision, and reducing power consumption have become a major
challenge in wireless sensor networks. As a vital factor affecting system cost and lifetime,
energy consumption in wireless sensor networks is an emerging and active research area. RF
energy is currently broadcasted from billions of radio transmitters around the world, including
mobile telephones, hand-held radios, mobile base stations, and television/radio broadcast
stations. Figure 4 shows the huge amount of radio waves in air. From ambient sources enables
the wireless charging of low power devices and has other benefits associated with product
design, usability, and reliability. Battery-free devices can be designed to operate upon demand
or when sufficient charge is accumulated. However, while many researchers have made an
effort to increase the receiving RF power, the RF energy accumulated from air space is very
limited, less than 1 W. However, several experiments were conducted using highly efficient
receivers that were capable of receiving digital TV signals in the range of 40–20 dBm as in [23].
The system composed of a rectenna, which is a particular type of antenna that rectifies
incoming electromagnetic waves into DC current. A typical rectenna consists of four main
components: antenna, prerectification filter, rectifying circuit, and DC pass filter. A microwave
antenna collects incoming RF power as shown in Figure 5(a). An input low-pass filter (LPF;
prerectification filter) suppresses the unwanted higher harmonics rejected by the rectifying
circuit and also provides matching between the antenna and the rectifier [24]. A traditional
rectenna system composed of a dipole element or a mesh of dipoles that capture microwave
energy and Schottky diode for the rectification process. Different types of rectenna elements
have been proposed recently. The antenna could be, for example, dipole, Yagi-Uda, microstrip,
monopole, loop, coplanar patch, spiral, or even parabolic [25], whatever opaque or transparent
antenna, as shown in Figure 5(b). A half-wave parallel rectifier is used as a voltage doubler
structure to theoretically double the output DC voltage or a dual-diode full-wave rectifier to
increase the conversion efficiency [26].
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Figure 5. (a) Diagram of a typical power harvesting circuit and (b) different antenna shapes used.

4. Types of RF energy harvesting (EH)

RF signals used for wireless communication systems will be the most suitable energy source
because heat, light, and vibration are not always available at every place. Electromagnetic
energy exists in the form of alternating magnetic fields surrounding AC power lines or radio
waves emitted by nearby transmitters. There are two types of EH application devices: near
field and far field.

4.1. Far-field devices

The wearable rectenna well suited for energy harvesting for ultrahigh frequency (UHF) band
and a tetra-band genetic-based rectenna designed to harvest from the global system for mobile
communications, the Universal Mobile Telecommunications System (UMTS), and Wi-Fi RF
sources [27].

4.2. Near-field devices

In this section, two examples of devices operating in the near-field region of the source are
reported. The first one is a harvester optimized for power generation from spurious emissions
of compact fluorescent lamps (CFLs). The second example of application is a near-field link
optimized for powering IMDs. In both cases, a wireless power transfer is implemented by
inductive coupling [28].

Choosing the frequency is an important consideration in RF energy harvesting systems and at
the same time might be environment specific. Wavelengths up into the low GHz for indoor
application would be a better choice, due to their ability to propagate well in these environ-
ments, rather than lower VHF/UHF transmissions for outdoor or remote location harvesting
applications. Generally, in the modern built environment, GSM mobile phone signals are
prevalent and propagate well both into and out of buildings, offering harvesting potential from
both the GSM base stations and the user’s handsets. This is a promising EH environment
because of the tremendous growth of mobile phone usage in Egypt, one of the best growing
countries with more than 97 million subscribers [29] (Table 3).
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Energy source Classification

energy

Power density Weakness Strength

Solar power Radiant 100 mW/cm3 Require exposure to light,

and low efficiency if device

is in building

Can use without limit

RF waves Radiant 0.02 µW/cm2 at 5 km

from AM radio

Low efficiency inside a

building

Can use without limit

RF energy Radiant 40 µW/cm2 at 10 m Low efficiency if out of

line of sight

Can use without limit

Body heat Thermal 60 µW/cm2 at 5°C Available only when

temperature difference

is high

Easy to build using

thermocouple

External heat Thermal 135 µW/cm2 at 10°C Available only when

temperature difference

is high

Easy to build using

thermocouple

Motion body Mechanical 800 µW/cm3 Motion High power density, not

limited on interior and exterior

Flow blood Mechanical 0.93 W at 100 mm Low conversion efficiency High power density, not

limited on interior and exterior

Flow air Mechanical 177 µW/cm3 Low conversion efficiency

inside a building

High power density

Vibrations Mechanical 4 µW/cm3 Has to exist at surrounding HPD, not limited on interior

and exterior

Piezoelectric Mechanical 50 µW/cm2 Has to exist at surrounding HPD, not limited on interior

and exterior

Table 3. Comparison of energy harvesting sources for WSNs [29].

5. Radio-frequency energy harvesting system description

During the daytime, various electronic devices are used, and hence, ambient RF energy in their
bands is expected to be time dependent, with more energy available during the daytime than
at nighttime. So in order to be able to make fair comparisons between locations, measurements
were taken over the day on weekdays over a period of 1 month. Electric field strength was
measured between 0.3 and 2.5 GHz/WLAN using an Agilent/Rohde & Schwarz, Field Fox RF
analyzer with different types of antennas. It is important to note that the spectral measurements
were undertaken during the analog-to-digital switches. Therefore, the measurements for
wireless communications may represent an underestimate of present RF power levels when
measured now. The effective isotropic-radiated power (EIRP) in different countries, which
could be collected in the wireless frequency band, is shown in Table 4 [30].
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Country Frequency band (MHz) Power (EIRP)

The United States 902–928 4 W

The United Kingdom 865.6–867.6 2W ERP/3.28 W EIRP

Japan 952–954 4 W

Table 4. Frequency allocation and permitted radiated power for the selected UHF [30].

In order to achieve maximal energy collection by targeting several highly used frequency
bands, a multifrequency antenna design with an omnidirectional radiation pattern will be
targeted. Although a circular polarization would be ideal, it will not be used in this case, due
the added implementation space required and tight design sizing constraints. Table 5 [31] aims
to compare the aforementioned antenna topologies. Here, the physical size is described in
relation to wavelength; multiband behavior indicates the ability of the topology to cover more
than one operational band at a time; and bandwidth describes the frequency range covered
around the central operating frequency. Qualitative descriptions are also for the theoretical
radiation pattern, the difficulty level of fabrication, the ability to quickly scale the design for
new operating frequencies, and the level of difficulty relating to properly feeding/tapping the
antenna.

Energy source harvesting power Harvesting power Energy source harvesting power Harvesting power

Vibration/motion RF/EM

Human 4 µW/cm2 GSM 0.1 µW/cm2

Industry 100 µW/cm2 Wi-Fi 0.001 mW/cm2

Temperature difference Solar

Industry 1–10 mW/cm2 Outdoor 10 mW/cm2

Light Indoor <0.1 mW/cm2

Indoor 10 µW/cm2 Acoustic

Outdoor 10 mW/cm2 75–10 dB of noise 0.003–0.96 µW/cm2

Human power source Human power source

Body heat 0.2–0.32 W (neck) Walking 5–8.3 W

Table 5. Energy harvesting estimates [31].

5.1. Rectenna design

The approach of many papers (including [32]) has also explored the joint design of antenna
and rectifier as one complete entity, commonly referred to as a “rectenna.” This integrated
design method aims to reduce the size of the final design, as well as streamline the design
process, by eliminating unnecessary intermediate steps. For example, [33] shows the use of a
source pull simulation on the rectifying diode, utilizing harmonic balance to determine the
optimal source impedance that the antenna should present to the diode over a range of
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expected input power levels. These results will allow the antenna designer to use this as a
design goal while designing the antenna, eliminating the need for a separate matching
network [34].

5.2. Input matching and detector

To assure maximum power delivery for good antenna, the impedance-matching network
performs impedance transformation. Figure 6 illustrates the impedance transformer role,
where Vin and Zin are the induced voltage and the input impedance of the impedance
transformer, respectively, and the YIC and VIC are the input admittance and input voltage of
the rectifier, the transformer impedance is composed of reactive lossless components. WhenVIC = Re( YinRe( Yic /2 Vin, the impedances are nearly matched and it turns out the impedance

transformer to also work as a voltage booster [35]. When L-type matching network is used, the
relationship of the input and output conductances can be derived asRe( Yin = (1 + Q2Re Yic ), where Q is the quality factor of the matching network at resonate
frequency. For a lossless L-type matching network consisted of L and C, Q = ω0 C/ Re{Yic},

where ω0 is the resonate frequency, as a result = 1 + Q22 Vin. A high Q is required in order to

achieve a high voltage gain [36].

Figure 6. Impedance transfer.

5.3. Power combining

Power combining has been demonstrated in several ways in the literature, including RF
combining of the received power from multiple antennas. The end goal is always to increase
the amount of harvested RF energy. The author of [37] demonstrated a different configuration
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by grouping antennas tuned to a handful of targeted frequencies, though not in an energy
harvesting application. The configuration combined Koch fractal loops at 915 MHz with
meandered structures aimed at the 2.45 GHz band (see Figure 7). It is shown that combining
at the RF level allows more optimum power harvesting near the main receiving lobe, when
speaking of directional antennas. Nonetheless, once the angle of reception is deviated more
than ±25° from the main lobe, the DC combination proves to offer slightly superior perform-
ance.

Figure 7. (a) Diode, (b) bridge of diodes, (c) a voltage multiplier rectifier, (d) its waveforms during the transient, and
(d) three bridges of voltage multiplier.

5.4. Impedance matching

Impedance matching is another challenging concern, which stems primarily from the incon-
sistent impedance of the nonlinear rectifying elements (whether considering diodes or
transistors). As varying potential is applied to the junction, junction capacitance changes
slightly. Thus, the impedance varies with the amount of input power presented to it. Conse-
quently, any static matching network is only truly effective over a finite input power range.
This problem is clearly magnified when there are multiple antennas and/or multiple rectifiers.
An increase of 100–150% in rectifier efficiency was noted through simulation [38, 39].

5.5. Rectification

Rectifier circuits provide a DC output voltage at the load. There are three main options for the
rectifier. Figure 9 shows that the bridge diode provides an output DC voltage to the load
(VOUT) whose amplitude is lower than that of the incoming signal. The voltage rectifier is a
multiplier, so it multiples the peak amplitude of the incoming signal. Due to long distances,
the DC voltage level is not high enough to power an electronic circuit, so the voltage rectifier
multiplier is used. Several attempts to enhance the efficiency of diode rectification have also
been made in the literature. The use of PMOS transistors to replace diode-connected NMOS
transistors as rectifying elements allows a reduction in threshold voltage and a 5% relative
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increase in rectifier efficiency [41]. This is an interesting option for CMOS implementations
(but outside the scope of this work). The idea of resistor emulation for the purpose of tracking
the peak power point over a wide range of incident power levels is explored in [42]. This
effectively increases the optimal input power range over which the rectifier remains efficient.
Since the implementation at hand does not enjoy the luxury of predetermined input power
levels, several papers have also proposed the notion of sacrificial biasing, a technique where
DC bias is applied to the rectifying element’s input in order to reduce the required threshold
voltage needed to allow conduction. At the expense of some output current, the circuit’s
efficiency was shown to increase by 60% over the nonsacrificial equivalent NMOS circuit [43].

5.6. Energy storage

Most common energy storage device that used in a sensor node is a battery, either nonre-
chargeable or rechargeable. For example, a nonrechargeable battery (alkaline) is suitable for a
microsensor with very low power consumption (50 µW). Other example, a rechargeable battery
(lithium ion) is used widely in sensor nodes with energy harvesting technology. Various factors
affect the quality of these batteries but the main factors are cost and price. Batteries are specified
by a rated current capacity C, expressed in ampere-hour. It describes the rate at which a battery
discharges without significantly affecting the prescribed supply voltage potential difference.
However, the discharge rate increases when the rated capacity decreases [44, 45]. This means
that a 1000 mAh battery produces 1000 mA for 1 h, if it is discharged at a rate of 1 C. 1 C is
often referred to as a 1 h discharge. Likewise, a 0.5 C would be a 2 h and a 0.1 C, a 10 h discharge.

n
CT
l

= (1)

where C is the battery capacitance expressed in ampere-hours, I is the drawn current in ampere
(A), T is the time of discharge in seconds, and n is the Peukert number, a constant that directly
relates to the internal resistance of the battery. The Peukert number indicates how well a battery
performs under continuous heavy current [45].

6. Antenna design used in RF energy harvesting

The antenna innovations in the aforementioned works involve explorations of new antenna
variations, including, but not limited to, rectangular antennas and arrays thereof, slotted patch
antennas, gap-coupled microstrip antennas, circular patch antennas, folded dipoles, circularly
polarized spiral antennas, planar inverted-F antennas (PIFA), and fractal (particularly Koch)
monopole, dipole and patch antennas. From the previous information, the antenna needs to
offer [46]:

• Narrow band/multiband operation.
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• CP polarization.

• Matching impedance for maximum power transfer to the following rectifier circuitry.

Antenna with different shapes and types has been employed in RFEH applications, from the
simple dipole to more complex designs such as the bow tie or spiral antenna. It gives good
performance in terms of polarization; however, it is generally limited to broadband designs
with a few hundred MHz bandwidths. Multi narrow-band frequency designs are usually
limited due to the need for a complex feed arrangement to each antenna element. Now there
are many designs in [47], which provide three bands that based on close-coupled resonant
elements [47].

CP has become one of the essential characteristics in designing rectennas [48]. CP prevents the
variation of the output voltage due to the rotation of the transmitter or receiver. Dipoles or
patch antennas are used in conventional rectenna design. The coplanar strip line is used to
feed the dipole antennas. It can be used to combine several antenna elements for higher gain
and also to form an antenna array more easily. Many CPS-fed rectennas have been recently in
[49] and by using a high-gain antenna, reduces the number of rectenna elements needed. In
most cases, an antenna with a higher gain will cover a larger effective area. So, there is a tradeoff
between the antenna gain and the antenna area. However, even with circular polarization, the
efficient power transmission still requires a precise main beam alignment between the
transmitter antenna and the receiver rectenna array. The transmitter antenna usually has a
quite narrow beam width at the broadside.

Despite the fact that a circularly polarized antenna can maintain a constant output voltage
when the transmitter or the receiver rotates, it cannot prevent the output voltage variations
due to improper main beam alignment. The array aperture of the nonuniform array can be
designed to form a uniform amplitude antenna pattern on both the E-plane and H-plane and
also widen the main-lobe beam width. The broadened main beam width rectenna keeps the
output voltage invariant even if the rectenna has an improper beam alignment. This method
indeed makes the main beam broadened, numerous antenna elements with various sizes are
needed and the nonuniform array gain may be lower than that of the uniform array.

6.1. Opaque antenna

The rapid development of microstrip antenna technology began in the late 1970s. By the early
1980s, basic microstrip antenna elements and arrays were fairly well established in terms of
design and modeling. The microstrip patch antenna (MPA) is recently used as a low-profile,
flush-mounted antennas on rockets and missiles showed that this was a practical concept for
use in many antenna system problems [49]. Different shapes of antennas were developed and
their applications were extended to many other fields. A major contributing advance of MPA
is the revolution in electronic circuit miniaturization brought about by developments in large-
scale integration. Traditional MPA antennas are often bulky and costly part of an electronic
system, and MPAs based on photolithographic technology are seen as an engineering break-
through. The MPA structure consists of a radiating patch on one side of a dielectric substrate
with a ground plane on the other side. The patch is generally made of a conducting material
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such as copper or gold and can take any possible shape, such as square, rectangular, thin strip
dipole, circular, elliptical, or triangular. Square, rectangular, dipole, and circular shapes are the
most common because of ease of analysis and fabrication, and their attractive radiation
characteristics, especially low cross-polarization radiation [50].

Several feed MPA configurations are used while the most popular ones are the microstrip line,
coaxial probe, aperture coupling, and proximity coupling [51].

6.2. Compact and multiband microstrip antennas

Different other microstrip structures are successful candidates as microstrip planar inverted
F-antenna with different geometrical radiator shapes. The main goal is to design antennas for
wireless communication applications where the space value of the antenna is quite limited
while it reserves the characteristics of multiband, lightweight, low cost, robustness, diversity,
packaging capabilities and ability for RF PIN switches/MEMS integration for smart antenna
systems. Several researches in literature concentrate on these antenna types and their devel-
opments. Famous techniques for antenna size reduction include dielectric loading to reduce
the electrical size, top hat loading, and use of shorting PINs or plates [52]. Dielectric loading
usually accompanied by bandwidth reduction and cost increase, so it is not a likely approach.
The interesting choices are slot-coupled multiresonators, printed spiral antennas, planar
inverted “F” antennas (PIFA), and a fractal implementation, such as the Koch. When simplicity
of fabrication is considered, the PIFA and spiral antenna designs are more dependent on
manufacturing tolerances [53, 54].

6.3. Transparent antenna

Transparent antenna was first presented by the National Aeronautics and Space Agency
(NASA) when researchers Simmons and Lee demonstrated the use of AgHT-8 to produce
single patch antennas to operate at 2.3 and 9.5 GHz. To design and produce workable antennas,
different materials are used such as indium tin oxide (ITO) and aluminium-doped zinc oxide.
Except for those produced using ITO or AgHT, most of the so-called transparent antennas are
simply antennas constructed by coating transparent polymer substrates with nontransparent
conductive traces of silver or other conductive ink [40, 55]. Some selected shapes of the
transparent antennas as shown in Figures 8 and 9 cannot be really categorized as fully
transparent antennas since the traces are visible to the eye. The transparent antennas in this
section are those that are fully transparent, in other words, even the conductive traces are
transparent and discreet to the eye.

The main function of a transparent rectenna is to convert RF energy to DC power, the main
design challenge is to obtain resonable conversion efficiency, and there are basically two
methods to achieve this goal: First, transparent antennas being built on materials that are
discreet, flexible, conformal, conductive, and having the ability to provide good antenna
performance on glass to serve as the “last mile” link in subsequent generation communications
after 4G have been the basis for this contention. Second, using transparent conductive oxide
polymer (TCO), AgHT and its properties, and culminates in the development of a transparent
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antenna that can be integrated with photovoltaic for window glass applications on homes and
buildings. There are different applications such as on-body wireless communications in health
care monitoring were also analyzed and presented [56, 57].

Figure 8. Transparent radiator of the monopole antenna.

Figure 9. (a) RFID 1/2 dipole antenna and (b) RFID meandering dipole antenna [40].

Transparent conductive oxides have a variety of uses as shown in Figure 10; one common use
is its ability to reflect thermal infrared heat. This characteristic is exploited to make energy-
conserving windows. An example of which is AgHT, which is effectively a sun-shielding film
manufactured by Solutia Inc. This low-emissivity window application is currently the largest
area of use for TCOs. It is to collect the reasonable power and deliver it to the rectifying diode,
and the second one is to suppress the harmonics generated by the diode that reradiate from
the antenna as the power lost. For increasing the conversion efficiency by using several
broadband antennas, large antenna arrays and circularly polarized antennas have been
designed. This antenna receives relatively reasonable RF power from various sources, and
antenna array increases incident power delivered to the diode for rectification. Antenna array
is an effective means of increasing the receiving power but a tradeoff arises between the
antenna size and the radiation gain. To increase the efficiency by second method, LPF is placed
between transparent antennas and rectifying circuit or antenna with the property of harmonic
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rejection is designed. Among various types of transparent antenna used in rectennas, meshing
microstrip patch antennas are gaining popularity for use in wireless applications owing to
their low profile, lightweight, low production cost, and being conformable to planar, simple,
and inexpensive to manufacture using modern printed circuit technology [58].

Figure 10. Transparent conductive oxide films used for sun shielding from harmful UV rays.

Figure 10 shows a typical structure of energy harvesting-enabled wireless sensor platform. A
converter/a transducer convert the ambient energy forms to DC power and store the converted
energy in energy storage devices as a battery or a super capacitor. A power management unit
(PMU) maximizes the collected power level through matching and duty-cycle optimization in
a power-efficient way. The lifetime of the power sources, such as a battery, can be increased by
introducing energy harvesting systems that effectively recharge periodically the main power
source or function as an additional source itself. Batteryless or battery-free autonomous
operation when the main PMU can be also removed when there is a sufficient energy to drive
the whole system for a truly standalone [58]. While for transparent antenna, the radiating
element and ground plane are both designed using transparent conductive oxide polymer
AgHT-4 while the substrate is made of glass. Recently, there has been increasing interests on
the investigations of the new types of antenna designs using transparent materials. Other types
also could be integrated with solar cells to reduce the surface area of small satellites [59].

6.4. Different antenna configurations in academia

Different published papers are presented in this section to describe different configuration of
antenna used in RFEH. By using two orthogonal coupling slots, both as shown in Figure 11,
linear polarizations are addressed [60]. This increased the applicability of the antenna to
different incoming polarizations. The antenna was designed for an energy harvesting appli-
cation at 2.45 GHz. Another more complex example of this approach is presented in [61], where
a multilayer rectenna is designed using concentric annular rings (and a central circular patch),
a slotted ground plane, and an integrated phase shifter/rectifier, all shown in Figure 12. Each
of the resonator targets a separate frequency band, with the 900, 1760, and 2450 MHz bands
being covered by the final design. The orthogonal slots in the ground plane, as in the last
discussed design, ensure acceptance of additional signal polarizations. The phase shifter
permits coherent signal combination for increased charge collection as shown in Figure 12.
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Controlled metal spacing is also used in another fashion: parasitic gap-coupled antenna
elements [62]. In this scenario, a center patch is the only radiating element fed, and two parasitic
patches of differing dimensions are positioned near the main element in the same plane (see
Figure 13). Figure 14 shows the 3D radiation pattern for center-fed circular patch.

Figure 11. Cross-shaped slot-coupled rectenna.

Figure 12. Slot-coupled multiresonator (tri-band).

Figure 13. Two gap-coupled microstrip antennas.
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Figure 14. Radiation for center-fed circular patch.

The major advantage in this case is an increase in gain and thus an increase in harvested power
level, if the orientation of the receiving antenna with respect to the energy can be maintained.
Analogous to rectangular patch antennas, circular patch antennas cover a surface area dictated
by the guide wavelength(s) of interest. The resonant frequency of a circular patch antenna is
given in [63] as

fr ,nm =
αnmC

2πae� √ εr ,e�
(2)

where αnm is the attenuation, aeff is the circular patch antenna radius, and εreff is the effective
relative dielectric constant. Next, we take a look at folded dipoles as shown in Figure 15, which
have been implemented in both free space [64] and printed forms. In the free space (nonprint-
ed) version, the author of [64] fabricated a soldered folded dipole. This implementation showed
a roughly 4% increase in rectification efficiency (to 15.43%) over an equivalent loop antenna.
Another type of printed antenna that has seen increasing study in recent years is the spiral
antenna (see Figure 16) [65]. In this implementation, a 64-element array of printed spiral
antennas (shown in Figure 17) was constructed using series and parallel connections of array
elements to achieve acceptance of both left-hand circularly polarized (LHCP) and right-hand
circularly polarized (RHCP) signals.

Figure 15. Folded dipole implementation at 300MHz [64].
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Figure 16. Single spiral antenna element.

Figure 17. Array of 64 spiral antenna elements.

The authors also experimented with different DC combinations of the different rectifier
outputs. The best rectification efficiency (20%) was achieved when all 4-element subarrays
were connected in parallel. The total implementation was contained within a frame of 18.5 
cm × 18.5 cm (34,225 mm2). Relatively stable performance across 2–8 GHz was obtained, with
test input power levels of -15.5dBm, −7.5,and 17.3 dBm. In this implementation, wideband
frequency response was also shown (with minimum -10 dB return loss simulated from 1.6 to
4.0 GHz). Radiation patterns for the single element were also provided and varied with
frequency but did not produce sharp gain peaks that would be nonideal for our implementa-
tion [66] as shown in Figure 18.
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Figure 18. Spiral antenna radiation patterns at (a) 1.85 GHz and (b) 2.45 GHz.

Planar inverted-F antennas are also seeing widespread use on cellular handsets and other
cellular and ISM band applications. A PIFA is in essence a raised patch antenna, shorted to the
ground plane at one end (either by a pin or any width of perpendicular conductor) and fed
through another pin or via at a predetermined location in the patch, based on target frequency.
An example of one such antenna in an energy harvesting application can be found in [67],
which targets the 2.45 GHz band. This example, illustrated in Figure 19, uses a full-width
grounding wall (Wa = 12 mm) and contactless feeding mechanism via a feed line on the
underside of the board and an aperture in the ground plane. This particular implementation
was relatively narrowband, with 10 dB return loss being obtained across approximately 25
MHz, centered at 2.45 GHz. Sizing of the design was not optimized, with total dimensions of
(90 cm × 40 cm × 2 cm). Evidently, construction of PIFA is more complex than a printed antenna
and is susceptible to both physical variations in assembly and physical damage due to the
potential fragility of both the grounding and feed point connections. Particular attention has
been drawn to fractal antennas in recent years, as they see increasing use in modern designs
[68]. Figure 20 show an example of iteration common planar patch antennas based on fractal
geometries. Figure 21 shows the practical rectangular fractal patch antenna with matching
network and its reflection coefficient [69].

Figure 19. 2.45 GHz PIFA antenna [67].
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Figure 20. Minkowski sausage iterations.

Figure 21. (a) Fabricated version of the proposed rectenna and (b) the reflection coefficient response [69].

6.5. Antenna miniaturization

Reduction of the size of the rectennas is essential these days with the rapid growth of wireless
applications. Several methods have been suggested to reduce the microstrip antenna size. They
include the use of thick or high dielectric constant of the substrates, modification of the basic
patch shapes, short circuiting the patch to the ground plane, and other techniques that combine
these three methods. The guided wavelength underneath the patch is reduced when high
dielectric constant substrates are used; hence, the resonating patch size is also reduced. The
reduction ratio is approximately related to εr. Employing high dielectric constant substrates
is the simplest method of reducing antenna size but the resulting antenna exhibits narrow
bandwidth, high loss, and poor efficiency due to surface wave excitation. Shorting posts have
been used in different arrangements to reduce the overall dimensions of the MPA. These
shorting posts were modeled and analyzed as short pieces of transmission line with a series
inductance and shunt capacitance [70].

The techniques adopted to reduce the size of the antenna through geometry optimization is
discussed in this section, slots with different shapes, or both of these techniques. Five minia-
turized designs are shown in Figure 22. Figure 22(a) introduces a circular patch antenna with
unbalance slots placed on the diameter line with 45° counter clockwise rotation of the vertical
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diameter with different size and position relative to the center of the circular disk. The circular
microstrip disk with introducing slots in antenna is resonate at 2.45 GHz, the antenna radius
is reduced from the calculated result of 16.5–15.5 mm of the proposed one, yielding size
reduction by 12% from original size [71]. Figure 22(b) shows a square-aperture-coupled patch
antenna with a cross-shaped slot etched on its surface that achieved a patch size reduction of
32.5 %. The cross-shaped slot at the patch surface is etched to reduce the rectenna size due to
the use of a [72]. A two-port, meandered, square patch antenna with 40 slits on the perimeter,
10 on each side, is investigated at Figure 22(c) to achieve 48% reduction in size. Each pair of
slit is symmetrically placed with respect to the center of the side where it belongs. The current
is disturbed due to the slits flowing on the surface, forcing them to meander, and thus
increasing the electrical length of the patch antenna in both dimensions. So, the operating
frequency decreases, whereas the physical size of the patch is unaffected. As well as, operation
at a fixed frequency with reduced size is possible by increasing the slit length [73].

Figure 22. Various miniaturized antenna designs.

Two orthogonal pairs of irregular and unsymmetrical slits are etched on the square patch,
shown in Figure 22(d). The presence of slits in this antenna is a way to increase the surface
current path length compared with that of the original square MPA and to reduce the size to
40% [74]. The antenna shown in Figure 22(e) consists of the interconnection of four corner
patches sequential with four strips, and a fifth central patch representing a surface reduction
of 60% [75]. The aforementioned designs were reduced by modifying the basic patch shapes
and embedding suitable slots in the radiating patch. Table 6 briefly does the comparison of
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Figure 22 on the basis of changes done on their basic shape and their corresponding percentage
of size reduction, whose detailed description is present in [76], respectively.

Figure

22 

Shape Frequency Substrate Conversion

efficiency

(a) Circular patch with slots placed on the

diameter

2.45 GHz FR-4 substrate (εr = 4.4) 12

(b) Square patch with cross-shaped slot etched

on its surface

2.45 GHz Two Arlon A25N substrates

separated by foam layer

32.5

(c) Forty slits on the perimeter of a

square patch

2.36 GHz Taconic, TLY-5 laminate

(εr = 2.21)

48

(d) Square patch with two orthogonal pairs of

irregular, unsymmetrical slits

GPS RT/duroid 6010 LM substrate

(εr = 10.2)

40

(e) Patches alternating with four strips and a

fifth central patch

5.85 GHz RT/duroid 5870 substrate

(εr = 2.33)

60

Table 6. Various antennas shapes and size reduction.

6.6. Harmonic rejections

The electronic circuits that used rectifier are used in rectennas to convert the AC current
induced in the antenna by microwaves to DC current. The nonlinear components of rectifying
circuits, such as diodes, generate harmonics of the fundamental frequency. These unwanted
harmonics cause reradiation of the harmonic signal and electromagnetic interference with
nearby circuits and antennas and reduce efficiency.

Therefore, to suppress these harmonics of microwave components, such an LPF must be added
between the antenna and the diode so that the system performance is improved and prevented
harmonic interference. For harmonic-rejecting antennas, different shapes of rectenna designs
have been designed to reduce the MPA size and cost by removing the prerectification filter. In
addition, the insertion loss at the fundamental frequency associated with it can be eliminated
and increase the circuit efficiency. While the harmonic rejection antenna have also many
advantages of low cost, simpler design, and conversion efficiency enhancement. Some of the
designs having the behavior of harmonic rejection are shown in Figure 23. Figure 23(a) is
similar to Figure 22(a), where the unbalanced slot can achieve more harmonic rejection too by
omitting the requirement of LPF. The diode of rectenna with square MP antenna operating at
2.4 GHz creates harmonics such as 4.8 and 7.2 GHz but a microstrip circular sector antenna
with a circular sector angle of 240° and a feeding angle of 30° from the edge of the circular
sector as shown in Figure 23(b) blocks these harmonics from reradiation [29].
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Figure 23. Various antenna designs for harmonic rejection.

Rectangular patch antenna with dumbbell-shaped slot as defected ground structure (DGS) on
the ground plane resonating at 2.45 GHz as depicted in Figure 23(c) with reflection coefficient
|S11|of −1.95 and −1.75 dB at the harmonic frequencies 4.9 and 7.35 GHz, respectively. Figure
23(d) is an inset-fed U-slot that resonates at 2.4 GHz, which exhibits high reflection coefficient
at the second and third harmonics. The inset length not only causes deep resonance of the
antenna in the desired frequency but also suppresses harmonics increasing the efficiency of
the system [77]. It is also seen that along with rejecting harmonics, the antennas have higher
gain than the conventional antennas in Figure 23. Table 7 shows the comparison made between
Figure 23(a)–(d) on the basis of the harmonic rejection, their corresponding gain, and conver-
sion efficiency.

Figure
23

Shape Frequency Harmonic/rejection Gain Conversion efficiency

(a) Circular patch with
slots on the diameter

2.45 GHz Unbalanced slots achieve
second harmonic rejection

3.36 dBi
CP gain

Efficiency would reach 53 and
75% with 1 K resistor load under
ANSI/IEEE uncontrolled and
controlled RF human exposure
limit, respectively.

(b) Microstrip circular
sector antenna

2.4 GHz Circular sector antenna with
sector angle of 240° and inset
feeding point at 30° from the
edge avoids harmonic
radiation

4.677
dBi 

Maximum efficiency of 77.8% is
achieved with a load resistor of
150 Ω and input power of 10 dBm

(c) Rectangular patch
antenna (RPA) with
DGS

2.45 GHz An optimized length of the
feeding line and DGS are used
to reject the second and third
harmonics

6.4 dB Conversion efficiency is 74% using
a 1300 Ω load resistor at a power
density of 0.3 mW/cm2

(d) U-shaped slot in
middle surface of
inset-fed RPA

2.4 GHz U-slot antenna with inset
feeding suppresses the
harmonics

6.96 dBi Not specified

Table 7. Various antenna shapes and the associated harmonic rejection [78].
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6.7. Reconfigurable antennas

Design reconfigurable antennas have received much attention in RF energy harvesting models
owing to their selectivity for operating frequency, tuning, and polarization. RF reconfigura-
bility is basically achieved by dynamically switching the physical structure of the antenna by
connecting and/or disconnecting different parts of the antenna structure, which interact with
its radiation properties and thereby alter its RF response. The frequency diversity is the
characteristic of having frequency selectivity and polarization selectivity can be termed as
polarization diversity. Frequency diversity accommodates multiband or wideband frequency
ranges and automatic frequency tuning. A reconfigurable MPA can achieve CP polarization
among linear polarization (LP), right-hand circular polarization, and left-hand circular
polarization. A multiband antenna is needed in order to avoid using two antennas and to allow
transmission of video, voice, and data information. It can be realized by frequency diversity
and simplifies installation.

Two different techniques are typically used to obtain wideband frequency ranges: using of
stacked substrate patches and the activation of different staggered modes of the patch. The
first approach incorporates a multilayered patch substrate that resonated at different
frequencies. However, this approach has disadvantage as the height of the antenna increases.
The second approach is achieved by using dual frequency operation by creating two modes
under the patch, such as the TM10 and TM30 modes or the TM10 and TM01 modes. The
MPA elements are primarily radiate LP waves; however, by using various arrangements of
the feed with slight reshaped of the elements, circular and elliptical polarization can be
obtained. CP can be achieved if two orthogonal modes are excited with a 90° time-phase
difference between them. CP rectennas help in achieving DC voltage irrespective of rectenna
rotation, thus avoiding polarization mismatch and loss. The diversity of the polarization
reception is used for overcome of the effects of detrimental fading loss caused by multipath
effects and for achieving a making polarization control in order to optimize the system
performance.

The reconfigurable antenna is required for the inclusion of certain switching elements. These
switches perform the job of connecting and disconnected different parts of the antenna. The
switching job can be performed by passive and active elements as lumped elements (capaci-
tors or inductors), RF microelectromechanical systems (MEMS), PIN diodes, or photocon-
ductive switches. Several approaches have been explored, and various methods have been
proposed for the methods of obtaining reconfigurable antennas. This section described vari-
ous methods for the diversity in terms of frequency and polarization, MPA that have been
used as reconfigurable rectennas. Seven different designs are introduced for either frequen-
cy or polarization diversity or both are shown in Figure 24. For polarization diversity, first
three designs exhibit are introduced, for frequency diversity fourth and fifth designs demon-
strate frequency diversity, and for both frequency and polarization diversities, the last two
designs are introduced.
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Figure 24. Various antennas design for reconfigurablility [78].

Two orthogonal slots and two PIN diodes at the center of the slot of the square MPA as
shown in Figure 24(a) are created. The radiation fields of the TM10 and TM01 modes have
the same magnitude and 90° out of phase at a midpoint frequency, generating RHCP pat-
tern. When diode on the horizontal slot is ON and diode on vertical slot is OFF, Figure 24(b)
shows two L-shaped slots having PIN diodes inserted in these slots of the square MPA. This
design also adopts the similar way of obtaining polarization diversity, by making diodes “a”
and “b” ON and OFF, respectively, for LHCP and vice versa for RHCP. The third design
evaluated for polarization diversity is shown in Figure 24(c). The microstrip feeding line is
coupled to the square patch antenna through a cross-slot etched on the ground plane. When
the excitation point is placed on port 2, the opposed coupling points on slot 2 have a peak of
excitation current in phase while the opposed coupling points on slot 1 have a null of mag-
netic current. After a one-fourth period, the current excited is totally inverted and opposed
coupling points have a null of magnetic current on slot 2 and maximum on slot 1. LHCP is
then emitted, and RHCP is emitted when excitation is placed on port 1.
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In Figure 24(d), the diversity of resonant frequency is achieved through rotational motion of
the circular patch that contains four different shapes corresponding to a different set of
resonant frequencies. The different shapes are three circular patches and one slotted triangle.
By the four different shapes, the four sets of frequencies are covered. For creating dual band
operation (2.5–2.55 GHz), a triangular-shaped corner truncated short-circuited antenna with
V-shaped slot and 3.4–3.7 GHz WiMAX bands as shown in Figure 24(e). The two resonant
modes are excited together by placing two shorting wall switch and a V-shaped slot in the MPA
surface.

The patch antenna with both the feature of polarization and frequency diversity is introduced
in the following designs. Figure 24(f) displays a CP MPA that can function as wireless battery
charging at 5.5 GHz and data telemetry in the 5.15–5.35 GHz of wireless LAN (WLAN) band.
This dual band and dual-polarized antenna is a square MPA containing two rectangular slots
along its diagonal. The MPA generate RHCP by using two slots positioned along the left
diagonal of and along the right diagonal to generate LHCP. The design of Figure 24(g) is also
a MPA with frequency and polarization diversities. It consists of a corner truncated square
patch incorporating U-slot and PIN diodes. Diversity of the frequency is achieved by control-
ling the electrical length through the PIN diode switching on the U-slot. When all diodes are
OFF, it operates at resonant frequency of 2.41 GHz. It operates at 2.65 GHz in three cases: when
all diodes are ON, when diodes 1, 3, and 4 are ON and diode 2 is OFF, and when diode 1 is
ON and other diodes 2, 3, and 4 are OFF. Polarization diversity is achieved by switching PIN
diodes ON the slot with truncated corners. If diode 2 is turned OFF and other diodes are ON,
it exhibits LP characteristic. RHCP characteristic is exhibited when diode 1 is turned ON and
other diodes 2–4 are turned OFF. If all diodes are ON, then LHCP is emitted [78].

6.8. Recent development (our proposed antennas)

The Electronics Research Institute has published many papers in International Periodical
Journals regarding transparent or oblique antennas in RF harvesting energy. Following section
describes different configurations of antennas. Multiband operations with reducing size are
essential in cellular communication systems and other wireless communication applications
such as WLANs, Bluetooth, and WiMAX. Among various possible antennas, planar inverted-
F antennas (PIFAs) have the advantages of low profile, compact size, and very suitable for
wireless communication applications in this day. The broadband characteristic of PIFA is
achieved by using CPW feed, around 10% impedance bandwidth improvements over any
other antenna feeding mechanism. The CPW offers several advantages over traditional
microstrip line: it simplifies fabrication, it facilitates easy shunt as well as series surface
mounting of active and passive devices, it reduces radiation loss, and a ground plane exists
between any two adjacent lines, hence crosstalk effects between adjacent lines are very weak.
Recently, meandered PIFA is widely used for creating resonant frequencies or with size
reduction in mobile handset and wireless communication applications. The coupled slot is
used within CPW-fed PIFA to create a new independent resonant frequency as shown in Figure
25.
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Figure 25. The geometry and configuration of (a) patch with two trapezoidal slots, (b) ground plane with dual coupled
slots, (c) ground plane with three coupled slots, and (d) side view.

The functionality is not the only required demand in such antenna systems for wireless
communication applications, and other characteristics should be satisfied such as small size,
lightweight, omnidirectional radiation pattern, reasonable gain, acceptable impedance
bandwidth, and frequency-independent operation. Usually when some parameters are
adjusted to set a band to a particular frequency, the other resonances frequencies are affected,
and so, the antenna has to be redesigned. However, it independently set the individual
frequency bands, one by one, without affecting other bands, by applying varactor diodes with
variable capacitors to electrically and independently tune the operating resonant frequencies
over a wide frequency range as shown in Figure 25 and the fabricated proposed antenna as
shown in Figure 26, and it response is shown in Figure 27 [79] (Table 8).

Figure 26. Photo of the fabricated antennas (a) two coupled slots, (b) three coupled slots ground plane, and (c) radiator
plate.
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Figure 27. The simulated and measured |S11| of the proposed CPW-fed PIFA (a) pentaband and (b) hexaband.

Figure
24

Antenna shapes Frequency
GHz

Reconfigurable Cause of reconfigurability Application

(a) Square patch
orthogonal slots and
two PIN diodes

2.64 Polarization
diversity RHCP/
LHCP

By turning the diode ON/OFF.
Either RHCP/LHCP can be
obtained

WLANs satellite
link and space
robots

(b) Square patch
orthogonal L-shaped
slots with two PIN
diodes

4.44 Polarization
diversity RHCP/
LHCP

Reconfigurability is achieved
by switching two PIN diodes

Unlicensed and
licensed WiMAX

(c) Square patch coupled
to microstrip line by
aperture

2.45 Polarization
diversity RHCP/
LHCP

Reconfigurability is obtained
by selecting one of two
excitation points

Not available

(d) A circular patch to
feed different shapes

Cover five
2–7

Frequency
diversity

Reconfigurability is obtained
by rotation motional of the
part of the antenna

Cognitive radio
system

(e) Short circuited
triangular patch
antenna with
truncated corner

2.5–2.55 and
3.4–3.7

Frequency
diversity

By placing two shorting walls
with a V-shaped slot patch

Covers 2.5–2.55 and
3.4–3.7 WiMAX

(f) Two rectangular
slots properly
position

5.15–5.35 and
5.5

Frequency
diversity
and polarization

Positioning the slots along the
left diagonals

Can function as a
rectenna for
wireless battery
charging 5.5 and
5.15–5.35

(g) Square patch with
two PIN diodes on
a U-shaped slot

2.415 and
2.65

Frequency
diversity
and polarization

The switching of the PIN
diode on the U-slot realizes
frequency diversity and
polarization

WLAN digital
multimedia broad
casting

Table 8. Various antennas shapes and their reconfigurability.
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Another sturcture is used for reconfigurable multiband PIFA as shown in Figure 28. The
antenna is based on a combination of a CPW-fed PIFA, meander turn-shaped slot on the
radiating plate [80] and coupled slot within the ground plane for multiband operation and size
reduction characteristics. As the number of meander turn-shaped slots is increased, new
resonant frequencies are excited. PIN diode is used to switch the fundamental resonant
frequency from high to low frequency. This antenna operates over LTE band 11 (1.47–1.5 GHz),
LTE band 8 (925–960 MHz), GSM1800 MHz/GSM1900 MHz/Bluetooth 2.4 GHz, WiMAX
frequency range (3–4 GHz), and WLAN frequency range (5–6 GHz).

Figure 28. The geometry and configuration of CPW-fed PIFA with PIN diode switch (SW) (a) radiator with one mean-
der turn, (b) ground plane, (c) antenna side view, (d) radiator with two meander turns, and (e) radiator with three me-
ander turns.

The design is started by conventional CPW-fed PIFA (the meander turns shaped slot on the
radiator and the coupled slot in the ground plane are removed) to operate at Bluetooth 2.4
GHz. Figure 29 obtains the simulated |S11| of one meander turn-shaped slot with ON/OFF
switch mode. First is used to show PIN diode switches with the open and close states to switch
the antenna from LTE band 11 (1.47–1.5 GHz) to LTE band 8 (0.925–0.960 GHz) with total 63%
size reduction as compared to the original PIFA size. The fabricated photo of the antennas are
shown in Figure 30, the reflection coefficient for both PIN diode modes of the proposed antenna
with three turns of meander slot are shown in Figure 31(a–c), respectively. The concept is
approved for the three designs.

Figure 29. The simulated |S11 | of (a) one, (b) two, and (c) three meander turn-shaped slots with switch ON/OFF
modes.
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Figure 30. Photo of the fabricated proposed antennas (a) one turn, (b) two turns, (c) three turns, (d) ground plane with
coupled slot, and (e) PIN diode and external biasing circuit.

Figure 31. Comparison between simulated and measured |S11|of (a) one turn, (b) two turns, (c) three turns with
SW/ON state, and (d) three turns with SW/OFF state.

The gains of antenna are in between 1.8 and 4.8 dBi at each resonant frequency with good
impedance bandwidth (|S11|<-6 dB) that is suitable for standard channel bandwidth for
wireless communication applications such as LTE band 8 (0.925–0.960 GHz), GSM1900, LTE
band 2, LTE band 33, LTE band 11, Bluetooth, WiMAX, and WLAN. The radiation efficiency
is larger than 70%, and it is decreased with switching the antenna on from high to low
frequency due to ohmic losses of the PIN switches.

Another method used to achieve multiband with compact size is meta-material-inspired
loading exploited to create a new resonance while maintaining the antenna’s small form factor
as shown in Figure 32.
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Figure 32. Geometry of triple-band MTM-inspired small USB antenna (a) top view and (b) bottom view.

This section presents two compact antenna designs using the meta-material techniques. The
first design [81] consists of CPW printed IFAs loaded with CRLH unit cells to achieve new
operating bands with the same antenna size beside the fundamental resonant frequencies of
IFA arm itself.

A “defected” ground plane is formed by appropriately cutting a dumbbell-shaped slot out of
the CPW ground plane to create extra resonant frequency. The proposed antenna design
consists of two IFA arms loaded with two TL-MTM unit cells to create new two operating
bands in addition to the operating frequencies of two IFA arms themselves for USB applica-
tions. The geometry with detailed design parameters of the proposed triple-band USB antenna
is shown in Figure 32. The simulated S parameters of the design procedures are shown in
Figure 33, starting with the single CPW-fed IFA that is designed to cover lower WLAN
application and then used the CRLH meta-material-inspired cell to create the second resonant
frequency to cover WI-MAX 3.5 GHz application. The antenna size reduced by around 22%
from the fundamental resonant frequency of the printed F antenna. Finally, the slot is etched
within the ground plane to cover the upper WLAN application (5.2–5.25 GHz).

The −10 dB antenna exhibits bandwidth of 200, 100 and 80 MHz for lower WLAN 2.4 GHz
band, WiMAX 3.5GHz band, and upper WLAN 5.2 GHz band, respectively. These results agree
well with simulation results as shown in Figure 33. The simulated gains are 2.3, 2.1, and 2 dBi
at 2.4, 3.5,and 5.2 GHz, respectively with radiation efficiency more than 75%. The theory of
loading two arms CPW-fed IFA with two CRLH unit cells was explained and verified using
the RLC-lumped components of the simulators, advanced designing system (ADS), and high-
frequency structure simulation (HFSS), and there is good agreement with the measured result,
to be used for mobile and wireless data USB applications. The whole geometry with detailed
design parameters of the proposed triple-band USB antenna is shown in Figure 34 [82]. The
photo of fabricated proposed antenna and measured results are shown in Figure 35. Measured
impedance bandwidths (−6 dB) for each resonance are suitable for the channel bandwidth of
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the LTE band 11 (1.42–1.47 GHz), GSM1800 (1780–1890 MHz), Bluetooth (2.4–2.45 GHz),
WiMAX standards (3.4–3.5 GHz) and (3.7–4 GHz), and upper WLAN (5.2–5.25 GHz). The
measured realized gains at four resonant frequencies are 2.8, 1.9, 3.1, and 2.1 dBi, respectively.
The radiation efficiency was measured by using Wheeler cap method. The average radiation
efficiency is more than 75% [83].

Figure 33. (a) Photo of the fabricated USB antenna and (b) the |S11 | comparison of the simulated and measured re-
sults.

Figure 34. Quad band CPW-fed printed IFA antenna with two meta-material-inspired unit cells (all optimized dimen-
sions are in mm) (a) top view, (b) side view and (c) two CRLH unit cells.
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Figure 35. (a) The fabricated antenna, (b) simulated and measured |S11| of implemented antenna (1.4, 1.8, 2.4, and 3.8
GHz), and (c) optimized antenna (1.8, 2.4, 3.5, and 5.2 GHz).

6.9. Tunable design

The aim is to tune the operating frequency of the antenna and to have a single multifunctional
antenna in a small terminal for many applications. Varactor diodes are the most commonly
used technique to tune the operating frequencies in RF and front-end applications. A DC block
capacitor, CDC = 100 nF, between the short and the ground is needed as shown in Figure 36.
The capacitor CDC generates an open circuit for the DC voltage and a short circuit for the RF
signal. An inductor of 1 µH is used to support complete path to the ground plane in the DC
case [84, 85]. The comparisons between simulated and measured results are shown in Figure
37. The fabricated antenna with two different voltages V1 and V4 are shown in Figure 38.

Figure 36. The proposed antenna with DC biasing network (a) top view and (b) back view.
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Figure 37. The simulated and measured |S11| of the proposed antenna with package of PVC casing material.

Figure 38. The photo of the fabricated USB antenna with 0.05 pF (a) varactor V1, (b) varactor V4 and the simulated and
measured |S11| with varactors (c) V1 and (d) V4.

7. Nanoantennas

Approximately 30% of this incident Sun energy is reflected back to space from the atmosphere,
atmospheric gases absorb 19% and reradiated to the Earth’s surface in the mid-IR range from
7 to 14 µm and 51% is absorbed by the surface and reradiated at around 10 µm. The energy
incident in both the visible and IR regions to the earth is reradiated IR energy underutilized
by current technology.

Several approaches have been used to successfully harvest energy from the Sun and conversion
of solar energy to electricity using photovoltaic cells. In addition to photovoltaics is the optical
rectenna, which is a combination of a rectifier and a receiving antenna. The initial rectenna
concept was demonstrated for microwave power transmission by Raytheon [86]. This illus-
trated the ability to capture electromagnetic energy and convert it to DC power at efficiencies
approaching 84%. Most of the papers have been performed to extend the concept of rectennas
to the infrared and visible regime for solar power conversion. While the progress have been
made in the fabrication and characterization of metal-insulator-metal diodes for use in infrared

Microwave Systems and Applications192



Figure 37. The simulated and measured |S11| of the proposed antenna with package of PVC casing material.

Figure 38. The photo of the fabricated USB antenna with 0.05 pF (a) varactor V1, (b) varactor V4 and the simulated and
measured |S11| with varactors (c) V1 and (d) V4.

7. Nanoantennas

Approximately 30% of this incident Sun energy is reflected back to space from the atmosphere,
atmospheric gases absorb 19% and reradiated to the Earth’s surface in the mid-IR range from
7 to 14 µm and 51% is absorbed by the surface and reradiated at around 10 µm. The energy
incident in both the visible and IR regions to the earth is reradiated IR energy underutilized
by current technology.

Several approaches have been used to successfully harvest energy from the Sun and conversion
of solar energy to electricity using photovoltaic cells. In addition to photovoltaics is the optical
rectenna, which is a combination of a rectifier and a receiving antenna. The initial rectenna
concept was demonstrated for microwave power transmission by Raytheon [86]. This illus-
trated the ability to capture electromagnetic energy and convert it to DC power at efficiencies
approaching 84%. Most of the papers have been performed to extend the concept of rectennas
to the infrared and visible regime for solar power conversion. While the progress have been
made in the fabrication and characterization of metal-insulator-metal diodes for use in infrared
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rectennas [87]. The optical antennas has been demonstrated, which can couple electromagnetic
radiation in the visible regime in the same way as radio antennas do at their corresponding
wavelengths [88]. The development of economical manufacturing methods for large-scale
fabrication of nanoantenna-based solar collectors becomes the challenge. It needs to improve
the efficiency of rectification of antenna-induced terahertz (THz) currents to a usable DC signal,
and material properties and behavior of antennas/circuits in the THz solar regions need to be
further characterized.

7.1. Photovoltaic limitations

To begin with the p-n junction solar cell is utilized for solar energy harvesting technologies.
After this, the physics of energy absorption is used and carrier generation are the function of
the material characteristics and corresponding electrical properties as photonic band gap. In
order to excite an electron from the valence band into the conduction band, a photon needs
only to have greater more than that of the band gap. However, the frequency solar spectrum
approximates a black body spectrum at ~6000 K, and much of the solar radiation reaching the
Earth is composed of photons with energies greater than the band gap of silicon. By the solar
cell, these energy photons are absorbed but the difference in energy between these photons
and the silicon band gap is converted into heat rather than into usable electrical energy. For a
single-junction cell, this sets an upper efficiency of ~31% [89].

7.2. Alternative economical PV

Developing of another energy harvesting approach based on the use of nantennas to absorb
incident solar radiation was founded. Moreover of PVs, which are quantum devices limited
by material band gaps, antennas are resonated at natural resonance frequency and the
bandwidth of operation is a function of physical antenna geometries. Nantenna electromag-
netic collectors (NECs) can be formatted as frequency selective surfaces to efficiently absorb
the entire solar spectrum. Contrastingly, by generating single electron-hole pairs, such as the
PV case; a time-changing current in the antenna brought on by the incident of the electromag-
netic field from the sun. Collection efficiency of the incident radiation is dependent upon
proper design of resonance and impedance matching of the antenna [90].

7.3. Nanoantennas theory

The antennas theory is that the incident light on the antenna causes electrons in the antenna
to move back and forth at the same frequency as the incident light. This is done by the electric
field oscillating of the incoming electromagnetic wave. The movement of current electrons
alternates in the antenna circuit and then converts itself into a direct current. The AC must be
rectified, which is typically done with some kind of diode [91–96]. As shown in Figure 39, the
obtained DC can then be used to power an external load. According to simple microwave
antenna theory, the antenna resonant frequency (which results in lowest impedance and thus
highest efficiency ) scales linearly with the dimensions of the antenna. The solar spectrum
wavelengths lie between approximately 0.3 to 2.0 µm. However, in order for a rectifying
antenna to be an efficient electromagnetic collector in the solar spectrum, it needs to be on the
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order of hundreds of nanometer in size. This can be achieved by shrinking the dimensions of
the antenna to the scale of the wavelength. For this reason, nantennas are used as an alternative
to scale the microwave theory down to the IR regions of the electromagnetic spectrum in Figure
39 [97].

Figure 39. A wide range of applications are driving the research in optical antennas. The applications reported in re-
cent years include biological and chemical sensing, nonlinear spectroscopy, high-harmonic generation, and solar ener-
gy harvesting.

Cyclic plasma induces when an antenna is excited into a resonance mode of free electrons that
is movement from the metal antenna. The electrons freely flowing straight in to the antenna
are oscillating current at the same frequency as the resonance. The current flow crossed the
antenna feed point in a balanced antenna; the feed point is located at the point of lowest
impedance as in Figure 40. The e-field is clearly concentrated at the center feed point, this
provides a convenience point to collect energy and transport it to other circuitry for conversion.
Nanoantenna structure incorporates an antenna layer, a dielectric standoff layer, and a ground
plane as in Figure 41. It is found that in right shape, materials, and size, the simulated
nantennas could harvest up to 92% of energy at infrared wavelength. The operation of optical
frequencies, an ultrafast diode rectifies the optical frequency signal absorbed by the antenna,
producing a DC voltage. The configuration shown is a clamping circuit that theoretically
provided 100% conversion efficiency as a traditional rectifier. The way to use the rectified DC
energy is to connect a load with a low-pass filter directly across the diode. The performing of
a classical circuit analysis is the output: DC voltage, at the load can be high with the peak input
AC voltage across the antenna [86]. The total efficiency of nanorectennas consists of two parts.
The first part is the efficiency by which the light is captured by the nanoantenna and brought
to its terminals. The second part is the efficiency by which the captured light is transformed
into low-frequency electrical power by the rectifier. The radiation efficiency of IR for five
different conducting materials silver, gold, aluminum, copper, and chromium, respectively,
are reported in vacuum. Copper efficiencies reach to 60–70% but the bandwidth is rather
limited. This is reflected in the total efficiency that reaches a maximal value of almost about
30% for a dipole length of 300 nm [97].
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Figure 40. Array of loop nanoantennas, (inset) flow of T Hz current to feed point of antenna. Red represents highest
concentrated e-field.

Figure 41. Side walls of nanoantenna showing path of incidence of wave.

The nantenna captured the electromagnetic energy from both solar radiation and thermal earth
radiation. As shown in Figure 42, various self-complementary antennas used as dipoles,
spirals, loops, etc. are the candidates due to their inherit wide bandwidth and feed point
configurations for concentrating energy collection, and the antenna element size is related to
the wavelength of light harvest.

Figure 42. Array of square spiral nanoantennas.
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The concept was performed using spiral antenna structures as shown in Figure 43. It shows
that a modeled thermal energy profile indicating that the e-field is clearly concentrated at the
center feed point.

Figure 43. (a) Topographic image of a 120 nm Au bow tie antenna with 20 nm gap fabricated using electron-beam lith-
ography and (b) DDA-simulated extinction efficiency showing polarization dependence and splitting of triangle reso-
nance mode into two orthogonal modes for the bow tie dimer (L = 120 nm).

The nantenna radiation pattern displays the angular reception characteristics that result in a
wider angle of incidence exposure to radiation than a typical PV device. The flux is collected
from the Sun, which falls within the radial beam pattern of the antenna. It reduce the need of
the mechanical solar tracking mechanisms that are a critical antenna characteristic that
optimizes the energy collection from the Sun as it pass throughout the sky. There is another
mechanism for increasing the efficiency of antenna arrays through the expansion of the radial
field. Antennas do not provide a means of converting the collected energy, so this will need to
be accomplished by associated circuitry, such as rectifiers. The virtual large surface area
antenna focuses the electromagnetic energy onto the nano-sized energy conversion material
fabricated at the antenna feed point. Theoretical efficiency is improved by the enhanced
radiation capture area of the antenna. When efficiency compared to the theoretical of single
junction solar cells (30%), nantennas appear to have a significant advantage. The advantage
nantennas has over semiconductor photovoltaics is that nantenna arrays can be designed to
absorb any frequency of light.

The nantenna resonant frequency is selected by varying its length. In order to absorb different
wavelengths of light, different band gaps are needed. In order to vary the band gap, the
semiconductor must be alloyed or a different semiconductor must be used altogether. Nan-
tennas exhibit potential advantages in terms of polarization, tunability, and rapid time
response. (i) they have very small area detection, (ii) their electromagnetic field allows
localization beyond the diffraction limit, (iii) they very efficiently release radiation from
localized sources into the far field, (iv) they make possible the tailoring of the interaction of
electromagnetic field at the nanoscale, and (v) they could be tuned to a specific wavelength [89].
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7.4. Applications

Large-scale economical fabrication is used for covering the roofs of buildings and supple-
menting the power grid. It collects different separate bands of electromagnetic energy. By using
double-sided panels, a broad spectrum of energy from the sun during the day could absorbed
while the other side might be designed to take in the narrow frequency of energy produced
from the earth’s radiated heat or residual heat from electronic devices as shown in Figure 44.
This technology may also support several applications, including passive thermal manage-
ment products, such as building insulation, window coatings, and heat dissipation in electronic
consumer products, such as computers. These types of antennas are broadband collectors of
energy with a spectral emission response. This generates a frequency-selective distribution of
energy that potentially collected unwanted energy residual or incident heat and redistribute
it at other innocuous wavelengths. Other applications are conceivable that nantenna collectors,
combined with appropriate rectifying elements, could be integrated into the “skin” of con-
sumer electronic devices to continuously charge their batteries.

Figure 44. (a) SEM image of the square loop antenna array and (b) nanoantenna collector sheet.
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Abstract

The chapter presents innovative planar antennas for beam steering and radio frequency 
identification (RFID) applications. Beam steering has become vital in commercial wire-
less communications, including mobile satellite communications where high data rate 
communication is required. The chapter describes a low-cost beam-steering antenna 
based on a leaky-wave antenna structure that is capable of steering the main radiation 
beam of the antenna over a large range from −30° to +15°. Interest in RFID systems operat-
ing in the ultrahigh frequency (UHF) is rapidly growing as it offers benefits of long read 
range and low cost, which make it an excellent system for use in distribution and logistics 
systems. This chapter presents a technique of overcoming the limitations of conventional 
HF coils in RFID tags where the total length of the spiral antenna is restricted inside the 
available area of the tag.

Keywords: leaky-wave antenna (LWA), broadside radiation, beam steering, RFID tag, 
Hilbert curve, HF/UHF dual-band antenna

1. Introduction

Sophisticated modern wireless systems have begun employing beam-scanning antennas 
to improve their coverage and hence increase system capacity. Antennas whose radia-
tion beam can be steered by electronic means are therefore becoming highly desirable. 
Beam steering can be realized in antenna arrays by modifying the phase of the trans-
mitted  signal. The phase of the signal can be altered electronically with phase shifters. 
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Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Alternatively, this can be achieved using a leaky-wave antenna (LWA) in which the direc-
tion of the radiation beam is a function of the operating frequency [1–3]. In part 2, the 
design and experimental results are presented of a printed LWA. Features of the LWA 
include a simple structure, small size, low profile, large bandwidth (BW), high gain, and 
large beam steering from -30° to +15°. In part 3, an innovative dual-band card-type tag is 
presented that is based on a single-loop radiator. The card-tag design is implemented 
using Hilbert-curve for radio frequency identification (RFID)-positioning applications. 
The RFID tag radiator design is realized by combining the Hilbert curve and the square-
loop radiator, where the Hilbert curve is designed to operate at HF band, and the square 
loop at ultrahigh-frequency (UHF) band.

2. Printed leaky-wave antenna design

The LWA, shown in Figure 1, can be considered a rectangular patch antenna with a rectangu-
lar dielectric slot. The bottom side of the antenna substrate is a ground plane. Within the slot 
are six radiating arms comprising E-shaped structures which are organized in three columns 
and two rows. The structure is excited through a subminiature version A (SMA) connector 
on one side, and the structure is terminated with a 50-Ω load on the opposite side. The band-
width and radiation characteristics of the antenna can be controlled by simply modifying 
the number of E-shaped arms, their dimensions, and also the separation between them. The 
LWA antenna was analyzed by three full-wave EM simulators, that is, Agilent ADS, HFSSTM, 
and CST-MWS. LWA prototype design presented was constructed on Rogers RT/Duroid5880 
substrate with a thickness of 1.6 mm, a dielectric constant of 2.2, and tan δ of 9 × 10−4. The 
optimized antenna design was fabricated and tested to validate its performance. The length, 
width, and height of the antenna are 19.2 (59 × 10−3λo), 15.2 (47 × 10−3λo), and 1.6 mm (4 × 
10−3λo), respectively, where λo is free-space wavelengths at 930 MHz.

Figure 2 shows that the proposed LWA covers an impedance bandwidth (for S11 < -10 dB) 
of 2.81 GHz (0.90–3.71 GHz) with ADS; 2.95 GHz (0.93–3.88 GHz) with CST MWS; and 3.2 
GHz (0.77–3.97 GHz) with HFSSTM, which correspond to fractional bandwidth of 121.9, 122.6, 
and 135.0%, respectively. The measured impedance bandwidth is 2.72 GHz (0.93–3.65 GHz), 
which correspond to fractional bandwidth of 118.7%. There is generally good agreement 
between the simulated and measured results.

Besides the broadband bandwidth property of the antenna, another feature of this antenna 
is its ability to provide continuous scanning of its main beam over a large range from -30° to 
+15° with high gain across its entire operating range as shown in Figure 3 and Figure 4. These 
results show that the antenna radiates at different angles at 1.2 and 1.88 GHz, and 2.65, and 
3.4 GHz. As the frequency is increased, the scanned angle changes almost in a linear fashion, 
as shown in Figure 5. The measured antenna gain and radiation efficiency at various frequen-
cies are given in Table 1. The gain and efficiency are larger than 6 dBi and 62% across the 
antenna’s operating band.
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The maximum gain occurs at 2.65 GHz, that is, broadside radiation (Figure 5), and it remains 
between 8 and 6 dBi across the band, as shown in Figure 6. In addition to the scanning angle 
and gain curves versus frequency, the antenna gain curve as a function of scanning angle is 
given in Figure 7.

To summarize, the novel printed leaky-wave antenna structure presented above is capable 
of steering the main beam from -30° to +15°. The design of the antenna is based on several 
E-shaped-radiating arms implementing within the slot. The LWA is highly compact with 
dimensions of 19.2 × 15.2 × 1.6 mm3, and has a large fractional bandwidth of 118.7% (0.93–3.65 
GHz) with peak radiation gain and efficiency of 8 dBi and 90%, respectively, at 2.65 GHz. 
The proposed LWA can be flush-mounted on vehicles, laptops, cellular base-stations, and 
mobile phones. In addition, it can be easily integrated on different substrates for use in other 
circuits and devices. The broadside-radiating antenna is suitable for wireless communications 
systems.

Figure 1. Fabricated prototype of the leaky-wave antenna (units in millimeters).
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Figure 2. Simulated and measured reflection coefficients of the proposed LWA.

Figure 3. 2-D radiation patterns in dB scale at spot frequencies. Solid lines: measured results and dashed lines: simulated 
results.
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Figure 3. 2-D radiation patterns in dB scale at spot frequencies. Solid lines: measured results and dashed lines: simulated 
results.
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Figure 4. 3-D radiation patterns (decibel scale) at (a) 1.2 GHz, (b) 1.88 GHz, (c) 2.65, and (d) 3.40 GHz.

Figure 5. Scanning angle versus frequency. Broadside direction is 0°.

Figure 6. Gain as a function of frequency.

Frequency (GHz) 0.93 1.20 1.88 2.65 3.40 3.65

Gain (dBi) 6 7 7.7 8 7.8 7.2

Efficiency (%) 62 74 81 90 85 79

Table 1. Measured antenna radiation characteristics.
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3. Dual-band RFID tag antenna

Based on the card-type dual-band tags [4–27], and the series Hilbert-curve tag, an alternative 
card-type dual-band RFID tag is proposed in this chapter. The proposed tag merges with the 
series Hilbert curve for HF coil antenna and square-loop patch for UHF antenna to form a 
single radiator that is compact and exhibits dual-band performance. The antenna’s axial-ratio 
(AR) spectrum is shown to confirm its circular polarization characteristics.

The loop-tag antenna structure is based on the third-order Hilbert-fractal curve, and the 
antenna is impedance matched with a stub network, as shown in Figure 8. Table 2 lists the 
parameters describing the antenna structure shown in Figure 9. The antenna was fabricated 

Figure 7. Gain curves versus scanning angle.

Figure 8. Fabricated Hilbert-curve loop RFID tag.
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Figure 7. Gain curves versus scanning angle.

Figure 8. Fabricated Hilbert-curve loop RFID tag.
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on Rogers/RT Duroid5880 dielectric substrate with a thickness (h) of 0.8 mm and a dielectric 
constant (εr) of 2.2.

The RFID tag, which is shown in Figure 8, operates over dual-band, in particular, the HF 
and UHF bands. Conventional RFID tags essentially comprise two distinct antennas [4–27], 
whereas the proposed dual-band structure employs one radiator that functions in the high 
frequency and ultrahigh-frequency bands.

3.1. High-frequency antenna

The series Hilbert-curve structure is used here as a HF coil antenna to implement the 25-MHz 
band RFID tag. When the plane of the coil is oriented perpendicular to the received magnetic 
field, it induces a voltage in the winding of the Hilbert-fractal curve. By increasing the area 
of the Hilbert curve, it will capture greater magnetic flux from the received signal; as a conse-
quence greater voltage is induced in the coil. Hence, the space-filling fractal curve is recom-
mended to occupy the RFID tag area as much as possible.

The total inductance and the resistive loss in the HF coil antenna determine its quality factor 
(QHF), which indicates energy loss relative to the amount of energy stored in the coil. The mag-
nitude of QHF increases with a decrease in loss. The quality factor of the antenna can be easily 
measured as it is related to the antenna’s center frequency (f0) and 3-dB bandwidth (BW) by 
the relationship QHF = f0/BW. Also, the resonant frequency of the HF coil is a function of the 
coil’s inductance and the capacitance, and is represented by the relationship 0 1 / 2 LCf = .

L1 L2 L3 L4 L5 L6 W1 W2 W3 W4 W5 W6 W7 W8 W9 W10

8 27.4 4 1.8 4.2 1.2 2.5 0.9 18.6 0.65 16.5 0.65 56 18 24 24.1

Table 2. Dimensions of Hilbert-curve loop RFID tag (units in millimeters).

Figure 9. Parameters defining the RFID tag.
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3.2. Ultra high-frequency antenna

The length of the loop resonator is the fundamental design parameter of the proposed 
Hilbert-curve UHF antenna as it determines the self-resonant frequency of the antenna. In 
the design, the length of the loop resonator is folded within a defined area. By stimulating the 
loop with an electric field, a standing wave is excited in the loop. The resulting electric cur-
rent flowing through the conductive loop causes the tag to radiate. The current distributions 
over the tag reveal the characteristics of the HF/UHF dual-band antenna. To optimize power 
transfer to or from the tag, it is necessary to properly match it to the microchip. This can be 
accomplished by using a microstrip network instead of using discrete lumped inductances 
and capacitances because at UHF the lumped components perform poorly due to generation 
of parasitic reactance.

3.3. Simulation and measured results

The simulated and measured return-loss responses of the proposed RFID tag are shown in 
Figure 10. Commercial software (HFSS) by Ansys was used to simulate the return loss of the 
antenna [28]. It is evident that there is excellent agreement between the simulation and mea-
surement results. Measurements confirm that the RFID tag can operate over the frequency 
ranges of 12.5–37.5 MHz and 0.4–1.4 GHz for return-loss performance better than -10 dB. The 
four resonant modes have a center frequency of fc = 25 MHz, fc= 785 MHz (760–815 MHz), 835 
GHz (822–905 MHz), and 925 MHz (918–1000 MHz). These results show that the proposed 
RFID tag is suitable for dual-band applications in the HF and UHF bands. In addition, the band 
centered at 25 MHz shown in Figure 10 is applicable for near-field communication (NFC).

The results of the impedance analysis, shown in Figure 11, reveal that the real-part of the 
impedance has a maximum magnitude of 49, 50, and 48Ω at 785, 835,and 925 MHz, respec-
tively. The imaginary part of the impedance presents an inductive of magnitude 9, 8, and 11Ω 

Figure 10. Simulated (solid-line) and measured (dashed-line) reflection-coefficient response.

Microwave Systems and Applications214



3.2. Ultra high-frequency antenna

The length of the loop resonator is the fundamental design parameter of the proposed 
Hilbert-curve UHF antenna as it determines the self-resonant frequency of the antenna. In 
the design, the length of the loop resonator is folded within a defined area. By stimulating the 
loop with an electric field, a standing wave is excited in the loop. The resulting electric cur-
rent flowing through the conductive loop causes the tag to radiate. The current distributions 
over the tag reveal the characteristics of the HF/UHF dual-band antenna. To optimize power 
transfer to or from the tag, it is necessary to properly match it to the microchip. This can be 
accomplished by using a microstrip network instead of using discrete lumped inductances 
and capacitances because at UHF the lumped components perform poorly due to generation 
of parasitic reactance.

3.3. Simulation and measured results

The simulated and measured return-loss responses of the proposed RFID tag are shown in 
Figure 10. Commercial software (HFSS) by Ansys was used to simulate the return loss of the 
antenna [28]. It is evident that there is excellent agreement between the simulation and mea-
surement results. Measurements confirm that the RFID tag can operate over the frequency 
ranges of 12.5–37.5 MHz and 0.4–1.4 GHz for return-loss performance better than -10 dB. The 
four resonant modes have a center frequency of fc = 25 MHz, fc= 785 MHz (760–815 MHz), 835 
GHz (822–905 MHz), and 925 MHz (918–1000 MHz). These results show that the proposed 
RFID tag is suitable for dual-band applications in the HF and UHF bands. In addition, the band 
centered at 25 MHz shown in Figure 10 is applicable for near-field communication (NFC).

The results of the impedance analysis, shown in Figure 11, reveal that the real-part of the 
impedance has a maximum magnitude of 49, 50, and 48Ω at 785, 835,and 925 MHz, respec-
tively. The imaginary part of the impedance presents an inductive of magnitude 9, 8, and 11Ω 

Figure 10. Simulated (solid-line) and measured (dashed-line) reflection-coefficient response.

Microwave Systems and Applications214

at 785, 835, and 925 MHz, respectively. Inductive impedance was used to impedance match 
the capacitive RFID microchip. At 25 MHz, the real part of the impedance is 2Ω, and the 
imaginary part is 40Ω, as shown in Figure 11. For the tag antenna impedance  ZA( HF ) = RA + 
jXA, the qualityfactor (QA) is expressed by

  /  A A AQ X R=  (1)

The quality factor (QA) indicates that when the antenna is close to its resonance frequency, its 
impedance is almost real.

The antenna is matched to the RFID microchip with an LC circuit to achieve a QA of 25.1 at 
25 MHz. The quality factors (QA) from Figure 11 are as follows: 0.15, 0.17, and 0.165 at 785, 
835, and 925 MHz, respectively. Distribution of the current density over the  planar antenna, 
shown in Figure 12, gives insight of how the proposed dual-band antenna affects the cur-
rent at the various frequencies. In Figure 12, the total length of the series  Hilbert-curve loop 

Figure 11. Measured results of impedance spectrum at (a) 25, (b) 785, (c) 835, and (d) 925 MHz.
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is 1/20 λg, and the mean circumstance of the loop in Figure 12 is λg. The antenna belongs 
to the small antenna category as the total length of series Hilbert curve is less than 1/10 λg.

When the antenna was tested, it was aligned in the zx-plane as defined in Figure 9 with the 
feed-line along the x-axis. Automatic measurement system in an anechoic chamber was used 
to measure the radiation pattern of the antenna. Radiation patterns of the RFID tag antenna 
were measured in the xz- and yz-planes. The radiation patterns at 25, 785, 835, and 925 MHz 
in the HF/UHF bands are depicted in Figure 13.

Simulated and measured radiation patterns of the RFID tag antenna in the xz- and yz-planes 
at 25, 785, 835, and 925 MHz over the HF/UHF bands are shown in Figure 13. Good agreement 
is obtained between the simulation and measured results. Measurements show that the radia-
tion in the xz-plane is quasi omnidirectional at 25, 785, and 835 MHz; however, the radiation 
is bidirectional at 925 GHz. In the yz-plane, the radiation is omnidirectional at 25, 785, and 925 
MHz, and is clearly bidirectional at 835 MHz. Figure 14 shows that the directivity of the RFID 
tag antenna is 1.75 dBi at 25 MHz in the HF band, and 2.65, 2.82, and 2.75 dBi at 785, 835, and 
925 MHz, respectively, in the UHF band.

Figure 12. Current distributions at (a) 25, (b) 785, (c) 835, and (d) 925 MHz.
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Circular polarization wave is generated by exciting two orthogonal modes in the RFID tag. This 
is achieved with the orthogonal arrangement of the Hilbert-curve tag. The axial-ratio spectrum 
of the polarization related to various angles (φ and θ) is presented in Figure 15. The minimum 
axial ratio is observed at 785, 835, and 925 MHz at φ = 0°, θ = 95° with corresponding -3-dB AR 

Figure 13. Radiation patterns of the RFID tag at: (a) 25, (b) 785, (c) 835, and (d) 925 MHz.
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bandwidth of 480 (560–1040 MHz), 605 (515–1120 MHz), and 455 MHz (620–1075 MHz). The 
minimum AR is observed at 25 MHz at φ = 0°, θ = 92° with corresponding -3-dB AR bandwidth 
of 14 MHz (18–32 MHz). Thus, the proposed antenna can be applied to diversity operation.

3.4. UHF-matching circuit

The maximum activation distance of the tag for the given frequency is given by [29, 30]

 max
chip

EIRP
4

rcd G
f P

τ
π

=  (2)

where EIRPr is the effective transmitted power of the reader, Pchip is the sensitivity of the 
tag microchip, Gis the maximum tag antenna gain, and the power transmission factor τ is 
given by

 

tag
2

chip

4
1A

A

R R

X X
τ = ≤

+  (3)

where the tag antenna impedance is ZA(UHF) = RA + j XA and microchip impedance 
 Zchip = Rchip + j Xchip.

The microchip NSC MM9647 can be applied to the tag in UHF band. Its impedance is Zchip 
= 80 – j 120 Ω [31]. The effective isotropic radiated power (EIRPr) of the reader is 1.2 W, the 
sensitivity Pchip of tag microchip is -10 dBm, the maximum tag antenna gain G = 3.35 dBi, 
and the activation distance dwith is dmax = 5 m. Therefore, from Eq. (2), the power transmis-
sion factor τ is 0.95. The tag antenna impedance from Figure 11 is ZA(UHF) = 49 + j9 Ω at 785 
MHz, ZA(UHF) = 50+ j 8Ω at 835 MHz, and ZA(UHF) = 48+ j 11Ω at 925 MHz; hence from Eq. 
(3), the RFID’s microchip impedance of Zchip = 80 – jΩ enables conjugate matching to be 
obtained.

Figure 14. Directivity at (a) 25 MHz in the HF band, and (b) 785, 835, and 925 MHz in the UHF bands.
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3.5. HF-matching circuit

Another example of designing a matching network is presented using Tag-itTM HF-I stan-
dard transponder microchip which has capacitance Cchip = 2.85 pF at 25 MHz [32]. The tag 
antenna’s impedance from Figure 11 (a) isZA(HF) = 2 + j 40Ω, where LA = 0.45 µH and RA = 2 Ω. 
The impedance-matching LC circuit is shown in Figure 16. The desired shunt capacitor Cshunt 
= 0.42 nF is obtained from Eq. (4) and Eq. (5). From Eq. (6), the total circuit factor QT is 25.1
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A

jX
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jω
=

 (4)
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1
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L ω
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Figure 15. Axial-ratio spectrum centered at: (a) 25, (b) 785, (c) 835, and (d) 925 MHz.
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The response of impedance-matching LC circuit, shown in Figure 17, is designed at 25 MHz 
with 3-dB bandwidth of 35 MHz. This impedance-matching LC circuit can be used with the 
RFID tag.

To summarize in Section 3, the design of a novel single-radiator card-type tag antenna was 
presented. The tag antenna was implemented using series Hilbert-curve loop and matched 
stub. The design merges together the series Hilbert-curve HF coil with a square-loop UHF 
antenna to realize a singular radiator for an RFID tag that satisfies the commercial require-
ments of compact design and dual-band functionality. The tag exhibits good broadband 
and circular polarization response, and has a small physical footprint which can be easily 
manufactured. The antenna operates over the UHF band (400 MHz to 1 GHz) with a return 
loss better than -10 dB. The matching network was designed and integrated with the RFID 
chip with knowledge of the inductive impedance of the tag at various frequencies. The 
RFID tag predominately radiates quasi omnidirectionally in both the orthogonal xy- and 
yz-planes. The properties of the antenna make it suitable for various applications at HF and 
UHF bands.

Figure 17. Impedance-matching LC circuit response.

Figure 16. HF impedance-matching LC circuit.
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Abstract

Next generation of wireless mobile systems calls for more compact and multiband
antennas. This is because such systems need to be small and can operate over multiple
wireless communication standards. The design and development of miniature antennas
that function over a wideband are highly challenging. In this chapter, novel antenna
designs are presented, which provide a solution to this deficiency. These antennas are
based on composite right‐/left‐handed transmission line (CRLH‐TL) metamaterials.
Unlike traditional right‐handed (RH) transmission materials, metamaterials based on
left‐handed (LH) transmission lines have unique features of antiparallel group and
phase velocities. Pure LH transmission lines cannot be implemented due to the existence
of RH parasitic effects that occur naturally in practical LH transmission lines. In this
chapter, novel CRLH transmission line structures are presented, which include right‐
handed parasitic effects.

Keywords: compact antennas, composite right‐/left‐handed transmission lines, meta‐
materials, multiband antennas, VHF/UHF antennas

1. Introduction

The design and development of wideband antennas are highly challenging, especially for
application in portable wireless communications systems [1]. Due to the limited space assigned
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for  the  antenna  in  such  systems,  shrinking  the  size  conventional  antennas  can  lead  to
degradation in its performance and complicate mechanical assembly. An alternative solution
is to employ metamaterial (MTM) technology in the design of antennas. MTM antennas have
smaller dimensions because their size is independent of wavelength (λ),  which does not
compromise its performance [2, 3]. Various implementations of the MTM structures have been
reported and demonstrated [4]. In this chapter, a number of identical MTM transmission line
(TL) unit cell structures are cascaded together in series to realize a compact antenna with a
small footprint. Equivalent model of the MTM‐TL unit cell is composed of a series inductor
(LR) and capacitor (CL), and shunt inductor (LL) and capacitor (CR). Components LL and CL
determine the left‐handed (LH) mode propagation properties of the structure, whereas LR and
CR are parasitic effects resulting from the practical realization of the MTM‐TL structure, which
determine the right‐handed (RH) mode propagation properties. Practical realization of the
MTM‐TL is  commonly  referred  to  as  the  composite  right‐/left‐handed transmission  line
(CRLH‐TL), which provides a conceptual route for implementing small‐sized antennas. The
CRLH‐TL‐based antennas can also be made wideband to support today's multiband wireless
communication system needs.  The electrical  size of  a  conventional  CRLH‐TL is  strongly
related to its physical dimensions, and consequently by reducing its size, we can effectively
increase its operational frequency. Physical size of a CRLH‐TL is determined by the four
aforementioned parameters (CR, LR, CL, and LL). This implies that if these four parameters are
realized in a very compact form, the antenna size will be highly compact and small [5, 6]. A
typical realization of CRLH‐TL is found in a quasi‐lumped transmission line with elementary
cells consisting of a series capacitor and a shunt inductor. In practice, the right‐handed parasitic
effects (CR and LR) created by the gap between the microstrip line and ground plane cannot be
avoided, which results in unwanted current flow on the radiating patch that can degrade the
antenna performance [7–9].

In this chapter, an innovative wideband antenna is designed, fabricated, and tested using a
unique metamaterial transmission line unit cell structure. The MTM‐TL unit cell is based on
distributed implementation of the series capacitor and shunt inductor realized with a slit
(L‐ and F‐shaped) and spiral configurations, respectively. The radiating unit cells benefit
from miniaturized size, planar structure, low profile, ease of fabrication, light weight, and
low cost. In addition, the proposed MTM‐TL unit cell provides wideband operation with
good radiation properties. The parametric study presented in the chapter shows that the
number of unit cells and the slit dimensions can have a dramatic influence on the antenna's
performance in terms of operational bandwidth and radiation characteristics. Two antennas
are designed for RF applications with maximum size of 14 × 5 mm2.

2. Antenna design procedure

2.1. Equivalent circuit model

Equivalent circuit model of the CRLH‐TL unit cell, shown in Figure 1, consists of CL, LL, CR,
and LR. The circuit model of the purely right‐handed transmission line (PRH‐TL) is shown
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in Figure 1b, which is a dual of Figure 1a and is a purely left‐handed transmission line
(PLH‐TL), where the series inductor is replaced with a capacitor, and the shunt capacitor is
substituted with an inductor. PLH‐TL represents an ideal model, which does not exist in
practice. Such a structure will have associated parasitic series inductance (LR) and shunt
capacitance (CR) as well as loss components represented by series conductance (GL) and
shunt conductance (GR). A more realistic equivalent circuit model of PLH‐TL, shown in
Figure 1c, is a combination of left‐handed and right‐handed transmission line, which is
referred to as composite right‐/left‐handed transmission. At low frequency, CL and LL are
dominant, and hence the transmission line exhibits left‐handed characteristics; however, at
high frequency, LR and CR are dominant, which makes the transmission line exhibit right‐
handed characteristics.

Figure 1. Equivalent circuit model of: (a) purely right‐handed transmission line, (b) purely left‐handed transmission
line, and (c) CRLH‐TL with loss.

Figure 2. (a) Simplified loss‐less equivalent circuit model of the CRLH‐TL unit cells and its implementation with L‐
and F‐shaped slit, and (b) dispersion diagram of the CRLH‐TL unit cells.
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The simplified circuit model and layouts of the proposed CRLH unit cell structures are
shown in Figure 2a, where capacitance (CL) is implemented with the either L‐shaped or F‐
shaped slits in the microstrip patch, and inductance (LL) is implemented with a spiral that is
ground plane through via‐hole. Capacitance (CR) is associated with the gap between the
microstrip section and the ground plane, and inductance (LR) is associated with the microstrip
patch. The unit cells are designed using conventional microwave integrated technology. The
unit cell can be easily implemented and is a low‐profile design. As shown below, wideband
antennas can be designed by simply cascading together in series an appropriate number of
unit cells for operation across VHF and UHF bands.

The CRLH‐TL unit cell topologies in Figure 2a has a propagation constant () given by:

γ α jβ ZY= + = (1)
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sign function, impedance, and admittance of the antenna structure, respectively. The series and
shunt resonance frequencies, respectively, are:
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The phase and group velocities, respectively, are defined by:

(8)

(9)

The dispersion diagram of the proposed CRLH unit cells is shown in Figure 2b. Bandwidth
of CRLH‐TL unit cells is defined between the high‐pass (left‐handed) cutoff frequency ()
and the low‐pass (right‐handed) cutoff frequency (). The cutoff frequencies  and  are

given by:
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= (10)
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The CRLH‐TL unit cells were designed and constructed on Rogers RT/duroid® RO4003
substrate with dielectric constant of  = 3.38, thicknesses of h = 0.8 and 1.6 mm, and tan δ = 

0.0022. The L‐ and F‐shaped unit cells occupied a space of 2.3 × 4.9 × 0.8 mm3 and 2.06 × 4.4 × 
1.6 mm3, respectively. Microstrip feed line is used to excite the unit cells from the right‐hand
side of the structure, which is terminated on the left‐hand side with a 50 Ω load (i.e., SMD1206),
which is 4.2 mm long. The antenna design was modeled and analyzed with a 3‐D full‐wave
electromagnetic field simulator from Ansys called High Frequency Structure Simulator
(HFSS™) [10]. The optimized antennas were fabricated and tested, and the results are pre‐
sented below.

2.2. Metamaterial antenna with L‐shaped slits

The CRLH‐TL unit cell consists of a rectangular radiation patch on which is engraved an L‐
shaped slit, and the patch is inductively grounded with a high‐impedance spiral stub. The L‐
shaped slit acts like a LH capacitance (CL), and the inductive spiral whose end is connected to
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the ground plane metallic via‐holes acts like a LH inductance (LL). In reality, the LH reactive
components are accompanied with RH parasitic effects represented by series inductance (LR)
and shunt capacitance (CR) resulting from current flow in the microstrip metallization and
voltage gradient created between the metal pattern of the microstrip and the ground plane.
Thus, the unit cell is more accurately represented by a composite right‐/left‐handed model
with the inclusion of resistive and conductance loss components represented by RR, RL and GR,
GL, respectively, which account for the ohmic and dielectric loss associated with the unit cell.
Four CRLH‐TL unit cells were cascaded together in series, as shown in Figure 3, to implement
an antenna design for application in VHF band (30–300 MHz) and UHF band (300 MHz–3 
GHz). The antenna structure was optimized using HFSS™.

Figure 3. CRLH‐TL antenna configuration with four L‐shaped slits on the RT/duroid® RO4003 substrate with thickness
of 0.8 mm, (a) distributed implementation (top isometric view), (b) fabricated prototype, and (c) reflection coefficient
response of the antenna.

Besides the small dimensions, the bandwidth and good radiation properties are other main
performance criteria in the antenna systems. With the proposed antenna design, the bandwidth
can be increased by simply introducing more unit cells. Hence, there is a tradeoff between size
of the antenna, bandwidth and radiation properties. Each cell occupies an area of 2.3 × 4.9 
mm2. Dimensions of the L‐shaped slit antenna are 13.4 × 4.9 × 0.8 mm3 or 0.0089λo × 0.0032λo 
× 0.00053λo, where λo is free‐space wavelength at 200 MHz.
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For the L‐shaped antenna, the simulated bandwidth is 1625 MHz (195 MHz–1.82 GHz) using
HFSS™, and the measured bandwidth is 1600 MHz (200 MHz–1.8 GHz) for VSWR ≤ 2, which
corresponds to a fractional bandwidth of 160%. The reflection coefficient response of the
antenna, shown in Figure 3, clearly indicates its resonates at four distinct frequencies of 600,
850, 1200, and 1550 MHz. The measured gain and efficiency of the antenna are 1.2 dBi and 34%
at 600 MHz, 1.7 dBi and 45% at 850 MHz, 2.1 dBi and 62% at 1200 MHz, and 3.4 dBi and 88%
at 1550 MHz. The measured 2D and simulated 3D radiation patterns of the antenna are shown
in Figure 4 at the various resonance frequencies. The measured antenna gain and efficiency
response are shown in Figure 4c.

The simulated and measured radiation patterns of the antenna at various frequencies in the
two principle planes, the x‐z and x‐y planes, are shown in Figure 4. The antenna has approx‐
imately omnidirectional radiation patterns in the x‐z plane. The x‐y plane patterns show two
nulls in the y‐direction, which is similar to a typical monopole antenna.
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Figure 4. Radiation patterns of the L‐shaped antenna, (a) measured 2D patterns, (b) simulated 3D patterns, and (c)
measured gain and efficiency response.
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2.3. Metamaterial antenna with F‐shaped slits

In this section, the main goal is to design and implement an antenna with better performance
than the above L‐shaped antenna. This was achieved by modifying the L‐shaped antenna by
changing the slits to F‐shaped. The equivalent circuit model of the unit cell is shown in
Figures 1 and 2. In this case, the optimized antenna employed five CRLH‐TL unit cells, as
shown in Figure 5a. Each unit cell occupied an area of 2.06 × 4.40 mm2 (0.00075λo × 0.0016λo)
at 110 MHz. Dimensions of the antenna are 14.5 × 4.4 × 1.6 mm3 or 0.0053λo × 0.0016λo × 
0.00058λo, where λo is free‐space wavelength at 110 MHz. Each unit cell occupied an area of
2.06 × 4.40 mm2 (0.00075λo × 0.0016λo) at 110 MHz.

The antenna was fabricated on RT/duroid® RO4003 substrate with thickness of 1.6 mm. The
reflection coefficient response of the antenna in Figure 5b shows that the antenna has a
measured impedance bandwidth of 1.99 GHz (110 MHz–2.10 GHz) for VSWR ≤ 2, which
corresponds to a fractional bandwidth of 180.1%. The antenna resonates at 450, 725, 1150, 1670,
and 1900 MHz.

The measured gain and efficiency of the F‐shaped antenna, shown in Figure 5c, are 1.0 dBi and
31% at 450 MHz, 1.8 dBi and 47% at 725 MHz, 2.5 dBi and 70% at 1150 MHz, 3.8 dBi and 89%
at 1670 MHz, and 4.5 dBi and 95% at 1900 MHz.

Figure 5. Five CRLH‐TL unit cell antenna configuration with F‐shaped slit designed on RT/duroid® RO4003 with thick‐
ness 1.6 mm, (a) fabricated photograph and (b) reflection coefficient as function of frequency (c) measured gain and
efficiency versus frequency.
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Figure 6. 2D radiation patterns of the F‐shape slit CRLH‐TL antenna.

The simulated and measured radiation patterns of the antenna in the x‐z and x‐y planes at
various spot frequencies are shown in Figure 6. It is evident that the measured radiation
patterns agree well with the simulation results. The results show that the radiation is omni‐
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directional in the x‐z plane over a wideband frequency range. In the x‐y plane, the radiation is
null in the positive and negative y directions, which is typical for monopole antennas.

3. Analysis on antenna design parameters

To achieve the desired antenna performance, the number of unit cells (n), number of spiral
turns (NSP), spiral width (WSP), and distances between spirals (SSP) need to be optimized, which
was done using Ansys HFSS™ EM Simulator. Figures 7–12 show the effect of these parameters
on the reflection coefficient response of the antenna. Figure 7 shows that the bandwidth is
improved from 43.47% for one unit cell to 180.1% for five unit cells. The increase in unit cells
has also increased the number of resonance spikes.

Figure 7. Reflection coefficient response of the proposed antenna as a function of number of unit cells.

Figure 8. Reflection coefficient response of the antenna as a function of the vertical slit length. The slit width was kept
fixed at 0.3 mm.
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Figure 9. Reflection coefficient response of the antenna as a function of the slit width.

Figure 10. Antenna gain versus frequency with variation in number of unit cells (n = 1–4 for simulation and n = 5 is
measured). Length was fixed at 2.3 mm.

Figure 11. Antenna efficiency versus frequency with variation in number of unit cells (n = 1–4 for simulation and n = 5
is measured).

Microwave Systems and Applications236



Figure 9. Reflection coefficient response of the antenna as a function of the slit width.

Figure 10. Antenna gain versus frequency with variation in number of unit cells (n = 1–4 for simulation and n = 5 is
measured). Length was fixed at 2.3 mm.
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Figure 12. Gain and efficiency response as a function of spiral width (WSP), distances between spirals (SSP) and number
of spiral turns (NSP).

References
(UC: unit cells)

Dimensions (ES: electrical size,
PHS: physical size) 

Fractional bandwidth  Gain (Max) Eff. (Max)

[11] b‐shaped antenna with
4×UC

ES: 0.047λo × 0.021λo × 0.002λo at 1 
GHz, PHS: 14.2 × 6.32 × 0.8 mm3

104.76% (1–3.2 GHz) 2.3 dBi 62%

[11] b‐shaped antenna with
6×UC

ES: 0.051λo × 0.016λo × 0.002λo at 0.8 
GHz, PHS: 19.2 × 6.32 × 0.8 mm3

123.8% (0.8–3.4 GHz) 2.8 dBi 70%

[12] J‐shaped
antenna with 8×UC

ES: 0.564λo × 0.175λo × 0.02λo

at 7.5 GHz, PHS: 22.6 × 7 × 0.8 mm3

84.23% (7.25–17.8 GHz) 2.3 dBi 48%

[12] I‐shaped
antenna with 7×UC

ES: 0.556λo × 0.179λo × 0.041λo

at 7.7 GHz, PHS: 21.7 × 7 × 1.6 mm3

87.16% (7.8–19.85 GHz) 3.4 dBi 68.1%

[12] J‐shaped
antenna with 6×UC

ES: 0.45λo × 0.175λo × 0.02λo

at 7.5 GHz, PHS: 18 × 7 × 0.8 mm3

74.4% (7.5–16.8 GHz) 2.1 dBi 44.3%

[12] I‐shaped
antenna with 5×UC

ES: 0.428λo × 0.179λo × 0.041λo

at 7.7 GHz, PHS: 16.7 × 7 × 1.6 mm3

82.88% (7.7–18.6 GHz) 3.1 dBi 58.6%

[13] ES: 0.134λo × 0.035λo × 0.002λo

at 0.67 MHz, PHS: 60 × 16 × 1 mm3

116.7% (0.67–2.55 GHz) 4.7 dBi 62.9%

[14] ES: 0.108λo × 0.108λo × 0.009λo at 1.8  
GHz,PHS: 18 × 18 × 1.6 mm3

26.5% (1.8–2.35 GHz) 3.7 dBi 20%

[15] ES: 0.164×λo × 0.013 λo × 0.013λo att
0.8 MHz, PHS: 60 × 5 × 5 mm3

103.03% (0.8–2.5 GHz) 0.4 dBi 53.6%

[16] ES: 0.06λo × 0.06λo × 0.021 aλo at 1 
GHz, PHS: 18.2 × 18.2 × 6.5 mm3

66.66% (1–2 GHz) 0.6 dBi 26%

Proposed F‐shaped slit
antenna 5×UC

ES: 0.0053λo × 0.0016λo × 0.00058λo

at 0.11 MHz, PHS: 14.5 × 4.4 × 1.6 mm3

180.1% (0.11–2.1 GHz) 4.5 dBi 95%

Table 1. Comparison of the antenna characteristics.

Figure 8 indicates that the larger the vertical length of the slit, the larger the bandwidth (for
S11 < ‐10 dB). Increase in slit length from 1.3 to 2.3 mm increases the bandwidth by 36.5%.
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Figure 9 shows that the increase in the width from 0.2 to 0.3 mm increases the bandwidth by
9.3%. The gain and the radiation efficiency of the antenna are greatly affected by the number
of unit cells. The peak gain and radiation efficiency increase substantially with the number of
unit cells as shown in Figures 10 and 11. The measured peak gain and peak radiation efficiency
are 4.5 dBi and 94.8% for five unit cells at 1890 MHz. Figure 12 shows that the spiral width,
their separation and number of turns also affect the antenna's gain and radiation efficiency.

Features of the proposed two antennas are compared with other similar antennas in Table 1.
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Abstract

The main objective of this chapter is to present to the readers a step-by-step design
approach when designing antenna array. Subsequently, the chapter will proceed follow-
ing an example design of a passive Ku band planner receive array antenna for direct
broadcast from satellite (DBS) reception for mobile systems. First, an appropriate
antenna topology capable of reaching our target goals will be selected and optimized
to be the base array element. During the design process of the base element, some
figures-of-merit will be proposed in order to make a comparative study with the
designed antenna and previously published antenna structures. Subarrays of microstrip
line feed antennas will be combined by waveguides in order to build a low-loss feed
network for the array antenna. The main question during the design of the feed network
is: “How should one form the subarrays and their accompanying waveguide feed
networks?” These sections will answer this question by formulating the subarray and
array feed network loss as an optimization problem with constraints on the size and the
weight of the array. In the concluding sections, measurements on realized antennas will
show that the design exhibits a 16.5% relative bandwidth, covering the complete down-
link band, and the designed antennas have a 28.4–31.3 dBi gain for both vertical and
horizontal polarizations. Results of some field tests will be given and conclusions will be
made in the final section.

Keywords: wideband antennas, antenna arrays, hybrid feed networks

1. Introduction

Antennas are crucial components needed during the design of systems in which information is
transmitted via electromagnetic waves. Special attention must always be paid to the antenna
design in order to build up an efficient system. Antenna engineering is the area in which
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engineers are specialized in designing antennas for a wide range of applications. Each appli-
cation may require a different approach during the design process; also in each approach,
engineers will come across different challenges. Antenna engineering is a fascinating applica-
tion of electromagnetic theory where theory and practice are collated to form a beautiful
harmony.

One can find a vast number of fairly comprehensive books on antenna theory written by some
of the greatest scholars. Each year an enormous number of academic papers are being
published, expanding the area of antenna theory. However, very few resources on practical
design procedures are available. The main objective of this chapter is to show a step-by-step
design procedure for a large antenna array that will hopefully give valuable insight to young
engineers who are at the beginning of their path to become an antenna engineer.

The text following this section will first define the antenna problem. The specifications that a
planner Ku band receive antenna array must necessarily achieve for reception of direct broad-
cast from satellite (DBS) systems will be defined. Section 3 will cover the design of a high
performance antenna array element. A suitable microstrip antenna topology will be selected
based on some figures-of-merit that will be defined according to the given specifications. The
selected structure will be optimized to supply the best performance and a comparative study
between previously published examples will be executed. Section 4 will show the design of
optimal subarrays and microstrip line feed networks. These subarrays will then be combined
with waveguides to build up a larger array. Finally, measurement results of realized antennas
will be discussed.

2. System level requirements for mobile satellite TVantennas

Information and entertainment systems for reception of direct broadcast from satellite (DBS)
on mobile environments have been a great challenge for the automotive industry. Over the last
two decades, there has been growing interest for developing low-cost, high performance
systems working on mobile platforms. Such systems in automobiles now demand compact
mobile antennas for reception of DBS from different service providers simultaneously.

Most of the existing commercial products were based on reflector-type antennas, which pos-
sess excellent bandwidth, gain, noise figure, and half power beam width (HPBW) characteris-
tics. These aspects also make these antennas ideal candidates for control and tracking of
satellites while the vehicle is on the move. Satellite tracking with reflector-type antennas is
basically carried out by mechanically steering the antenna in both the elevation and the
azimuth axes. However, the bulky size and high profile of reflector antennas cause aerody-
namic problems on vehicles. Moreover, these structures are not suitable for smaller vehicles. A
low profile structure such as microstrip antenna arrays with reduced size would be more
advantageous. The primary specification is to build a planner structure using microstrip
antennas which would hold the same properties of a reflector antenna. The low profile antenna
would also be mechanically steered in both elevation and azimuth planes so that no active
components such as phase shifters hence amplifiers would be necessary.
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In the field of TV broadcasting, geostationary satellites are set apart 6° or more from each
other: For azimuth tracking, the antenna's half power beam width is commonly preferred to be
less than 5° whereas it is chosen to be more than 1.5° to optimize tracking the satellite on a
moving vehicle. In order to successfully lock to the satellite over a 32 MHz IF bandwidth,
which is the maximum bandwidth for TurkSat,1 a minimum of 7 dB of carrier-to-noise ratio
(CNR) is required.

It is possible to achieve high antenna gain throughout a maximum of 3° azimuth HPBW in a
planar microstrip antenna array with appropriate number of elements. However, maintaining
target antenna gain at low elevation angles is difficult with broadside antenna elements. The
TM20 mode type radiation pattern may be more suitable, but achieving target bandwidth with
such patch is extremely challenging. Besides, the antenna size would be much larger compared
to TM01 mode broadside looking patch. Utilizing subarrays or panels, positioned on the same
platform, which are capable of being mechanically tilted to certain elevation angles would be a
compromise on height profile. Yet this still is a more expensive choice and it also complicates
the control of the system. This solution is known to have been used in previous studies [1–5]
and it is still broadly used in many satellite systems. Added complexity of this system out-
weighs the benefits of fulfilling electrical specifications.

At this point, it will be suggested to use two panels built from microstrip patch antennas for
each polarization to minimize the added complexity of this implementation. The array will be
formed in order to have a tilted beam. Since the array can be mechanically tilted, it would be
easier to scan low elevation angles without exceeding the overall height limits. The system
configuration of the proposed design is illustrated in Figure 1.

The directivity of a TM01 mode broadside patch is roughly:

DP ¼ 4π
ΩA

≈
4π
π

¼ 4ð6 dBiÞ (1)

where, ΩA represents beam solid area. For K elements, the array directivity DA becomes:

DA≈KDP (2)

If elevation scanning of ± 15° is assumed, HPBWθ in elevation can be taken as 30°. HPBW∅ can
be set to 3° for azimuth tracking. Then, the directivity of the array is roughly [6]:

DA≈
40, 000

HPBWθHPBW∅
≈ 444ð26:47 dBiÞ (3)

Furthermore, if 55% total efficiency (due to feed network loss, mismatch loss) is assumed, the
gain of the array should be 807 (29 dBi). Number of broadside patch elements required for this
gain is 202. To preserve symmetry and to account for other losses (e.g. random, mutual
coupling among array elements), we estimate that 256 elements per polarization is needed.

1The antenna in this design example is for the transponders fixed on TurkSat 2A and 3A satellite. It is positioned to an
elevation angle of 42°E in Turkey.
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Based on the simple calculations given above and a quick overview of some commercial
products, the target system specifications are formed and summarized in Table 1.

3. Wideband, high gain antenna element design

Based on the specifications given in Section 2, a high gain and wideband planar antenna
is desired. When designing such antennas, the first step should be achieving the target
bandwidth. Antenna gain becomes the next goal, because gain directly impacts signal-to-

Specification Value

Frequency 10.8–12.8 GHz

Polarization Dual linear (vertical and horizontal)

Antenna G/T (EIRP >54 dBW) >5.5 dB/°K at 45° elevation

Antenna gain 29 dBi (per polarization)

Spatial coverage 35–75° elevation, 0–360° azimuth

Antenna height (w/max mechanical tilt) <70 mm

System diameter <75 cm

Weight (w/o electromechanical components) <3 kg

Table 1. Target system specifications.

Figure 1. System configuration of the proposed array antenna.
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noise ratio (SNR) of the system. Often, minimum gain in the target bandwidth is speci-
fied to fulfill SNR requirements. However, gain and bandwidth are usually complemen-
tary metrics where the improvement in one, results in the degradation of the other.
Thus, one must optimize the design for gain-bandwidth product (GBWP) rather than
bandwidth/gain only. An upper bound on gain-bandwidth product can be placed for
electrically small antennas [7, 8], but this is rather difficult for multiple resonant or
wideband antennas.

One of the most common planar antenna configurations is the aperture-coupled microstrip
antenna (ACMSA) configuration [9]. Slot coupling is also suitable for high-frequency applica-
tions where structural dimensions are in millimeter or submillimeter range. Most of these
applications need high directive gain; thus, utilize phased arrays where high gain and wide-
band antenna elements are required. To increase the bandwidth of an ACMSA, parasitic
elements in the form of stacked patches or coplanar parasitic elements were proposed [10,
11]. Unlike coplanar parasitic elements, stacked patches do not increase the aperture area of
the antenna, hence they do not require increased interelement spacing that may cause grating
lobes. Either a nonresonant slot is coupled to stacked resonant patches or a resonant slot
radiates with resonant stacked elements. Stacked patches coupled with a resonant slot exhibit
fractional bandwidth (FBW) more than 50% with gain in excess of 5 dBi [12, 13]. For
nonresonant slot coupling, various slot shapes ranging from rectangular slots to dog-bone
shape slots have been proposed [9–15]. Hourglass shape nonresonant slot was identified as
the best configuration in terms of fractional bandwidth [10]. However, none of these studies
considered GBWP, and which configuration produces best gain-bandwidth performance is yet
unknown. Also, it is still unclear whether resonant slot or nonresonant slot has better perfor-
mance.

In any antenna design, bandwidth, gain, and HPBW are the most essential design character-
istics along with other features such as cross polarization ratio, front-to-back ratio, in-band
gain ripple, electrical height, and physical dimensions. Although it is difficult to define a
common figure-of-merit (FOM) to combine all these metrics into one, several FOMs will be
derived based on GBWP. Performance-wise comparisons of various nonresonant and reso-
nant aperture coupled stacked patches will be defined for the best configuration in terms of
these FOMs.

This design is particularly focused on Ku band applications for mobile satellite TV reception
and satellite communications. A wideband equivalent circuit representation of the optimized
ACMSAwill be derived. Based on this study, a high gain, wideband antenna structure operat-
ing at Ku band with highest FOM compared to earlier studies will be proposed. Realized
antenna and measurement results will also be provided.

3.1. Gain-bandwidth product of rectangular patch antenna

The bandwidth for a rectangular patch antenna with length L, width W and substrate height h
is given as:
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BW ¼ VSWR−1
Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VSWR

p (4)

where, Q represents the quality factor of the patch. Fractional bandwidth rather than absolute
bandwidth is regarded as the bandwidth, thus, BW can also be expressed as:

BW ¼ f u−f l
f c

(5)

where, f u, f l and f c represent upper, lower, and center frequency of the impedance match
frequency band.

For VSWR < 2, BW becomes:

BW ¼ 1
Q

ffiffiffi
2

p (6)

For electrically thin substrates (h/λ<<1), BW can be estimated as [16]:

BW ¼ 16
6π

ffiffiffi
2

p c1p
er

k0h
εr

W
L

(7)

where, er is the efficiency, k0 ¼ 2π=λ0 (free space wavenumber), εr is the permittivity of the
substrate, c1 and p are functions used in the approximation [17]. ForW/L < 2, p becomes almost
1, and c1 becomes 0.4 for air-dielectric and nearly 1 for high permittivity substrates. It is clear
from Eq. (6) that the electrical height of the antenna is directly proportional to the bandwidth.
For a given substrate height, the bandwidth is relatively wider at higher frequencies.

The gain of the patch antenna is approximated as [18]:

G ¼ 4ðk0WÞ2
πη0

erRr (8)

where, Rr represents radiation resistance. Rr given in Ref. [19] was not very accurate as stated
by its authors so a more accurate representation given in [20] can be used. Rr given in [20] is
approximated to its leading terms and is proportional to:

Rr ¼ εr1

ðk0hÞ2 k0w=2
� Þ2 −1þ 14

k0w=2ð Þ2

� � (9)

The gain of the antenna is inversely proportional to ðk0hÞ2. Hence, neglecting the constants and
assuming p equals to 1, GBWP for rectangular patch is proportional to:

GBWP ¼ 1
k0h

W
L

1

−1þ 14
k0w=2ð Þ2

� � (10)

Therefore, increasing k0h for bandwidth improvement deteriorates attainable gain and limits
GBWP. High aspect ratio (W/L) also improves GBWP if higher order modes are not excited. It
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is interesting to see that substrate permittivity and antenna efficiency are not the factors of
GBWP. Low permittivity substrates are good for bandwidth improvement but relatively
worse for antenna gain. Aperture-coupled antennas mostly follow the same trend of rectan-
gular antennas, however, approximate relations are quite difficult to obtain.

Although these approximate formulas have been widely accepted, they are only valid for
electrically thin substrates. 3D simulations were performed on rectangular patch antenna with
pin feed and defined GBWP as:

GBWP ¼
∫ f uf l Gðf Þdf
f u−f l

f u−f l
f c

� �
(11)

where, f l ≤ f i ≤ f u, i = 1, 2,…, N and G(f) represents gain (linear not decibel) as a function of
frequency. Rectangular patch antenna is optimized for best GBWP for different k0h and sub-
strates of different relative permittivity εr. The results are shown in Figure 2. Unlike approxi-
mate formulas, simulations show that GBWP has a maximum at certain k0h and it is maximum
for air-dielectric substrate. A similar analysis for different patch aspect ratios has also been
simulated for air-dielectric patch only (see Figure 3). Again, it appears that there exists an
optimum electrical height where GBWP is optimal. All simulations were run around Ku-band
downlink frequency band (10.8–12.8 GHz).

GBWP performance has also been compared between pin-feed rectangular patch antenna and
nonresonant rectangular slot coupled patch antenna, and the results are displayed in Figure 4.
It can be observed that slot-coupled geometry produces much better GBWP performance as
the inductance of pin feed severely limits BW of rectangular patch antenna.

Figure 2. GBWP vs. k0h. for different dielectric materials.
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3.2. Aperture coupled microstrip patch antenna

A typical aperture-coupled microstrip patch antenna is shown in Figure 5, with a slight
difference. The structure shown below has a secondary patch named “the parasitic patch.”
This parasitic element is placed in order to give the structure a double resonant characteristic
to enhance the bandwidth. The key analysis in this section is to decide what type of aperture
structure is the optimum based on GBWP.

Figure 3. GBWP vs. k0h for different aspect ratios.

Figure 4. GBWP vs. k0h comparison between aperture coupled (nonresonant slot) microstrip antenna and pin-feed
microstrip antenna (antenna substrate is air and εr for feed substrate of aperture coupled antenna is 2.2).
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to enhance the bandwidth. The key analysis in this section is to decide what type of aperture
structure is the optimum based on GBWP.

Figure 3. GBWP vs. k0h for different aspect ratios.

Figure 4. GBWP vs. k0h comparison between aperture coupled (nonresonant slot) microstrip antenna and pin-feed
microstrip antenna (antenna substrate is air and εr for feed substrate of aperture coupled antenna is 2.2).
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To compare the antenna performances, FOM1 (figure-of-merit 1) is defined as GBWP (Eq. (11))
without considering the electrical height and half power beam width (HPBW) of the antenna.
We also studied resonant slot coupled patch antenna, pin-feed microstrip antenna (MSA) and
resonant slot with two stacked patches (three resonators), all optimized for performance. The
results are shown in Table 2.

We observe that all nonresonant slot coupled antennas have very similar performance, but
hourglass is slightly better than the others. A resonant slot with two stacked patches achieves
almost 54% BW.

3.3. Design of a Ku band antenna

Earlier sections have led us to a conclusion on the topology of the element antenna. The final
results show that an aperture-coupled stacked patch antenna with an hour-glass shaped

Figure 5. Aperture-coupled antenna and possible aperture shapes.

Antenna Gain (dBi) BW k0h FOM1

H-shaped slot 7.87–9.06 0.275 0.837 2.088

Hour glass slot 7.88–9.07 0.283 0.837 2.150

Rectangular slot 7.89–9.04 0.275 0.837 2.083

Resonant slot 3.51–9.19 0.350 0.736 2.142

Three resonators 5.14–8.88 0.539 0.431 1.314

Pin-fed MSA 9.2–9.3 0.047 0.277 0.401

Table 2. Comparative study based on FOM1.
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nonresonant aperture would be the best solution for the element antenna. Figure 6 shows the
structure of the antenna to be designed.

The antenna was optimized through simulations in a commercial full-wave electromagnetic
solver to give the best results possible, followed by this optimization the realized antenna is
shown in Figure 7. Target band is the Ku band downlink frequencies. Radiating and parasitic

Figure 6. Aperture-coupled stacked microstrip patch antenna.

Figure 7. Antenna-prototype: top (patch) side and bottom (feedline) side.
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patches were formed on flexible PCBs with 75 µm thickness and were placed over the slots
using Rohacell HF 31 foam (εr = 1.046, tanδ = 0.0017). Measurements were carried out in an
anechoic chamber using R&S ZVA40 Network Analyzer, and measurement results are
displayed in Figure 8. Impedance match bandwidth is defined as |S11| < -9.5 dB (VSWR < 2).

Simulations show that the antenna has 25% FBW with maximum broadside gain of 9.67 dBi at
11.24 GHz. Measured antenna has 29% FBW and maximum broadside gain of 9.5 dBi. In-band
gain ripple is less than 0.5 dB, which is also desirable in phased array antenna applications.
Broadside gain is greater than 9.3 dBi in 10.8–12.75 GHz frequency band. Vertical polarization
principal plane (ϕ = 0°) radiation pattern at 11.9 GHz, center frequency of Ku band downlink, is
shown in Figure 9. The HPBW is almost 80°. Due to its wide beamwidth, the antenna can be
utilized in electronically beam-tilted phased array antennas. Measurements corroborate well
with simulation results in terms of gain, impedance bandwidth, radiation patterns, and HPBW.

3.4. Other FOM definitions and a comparative study with previous antenna designs

In a typical system design, minimum in-band gain is more critical than average gain to satisfy
minimum target SNR. Hence, we modified FOM1 in terms of minimum gain and electrical
height of the antenna as:

FOM2 ¼ GminBW
1
k0h

(12)

where Gmin represents the minimum gain throughout the band and k0h represents electrical
height (2πh/λ) at f c. Finally, we define a third FOM to include HPBW as:

Figure 8. Simulated and measured, gain and input reflection coefficient vs. frequency graphs of aperture coupled
antenna ( Measured Input Reflection Coefficient, Measured Gain, Simulated Gain,

Simulated Input Reflection Coefficient).
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FOM3 ¼ Gmin
HPBW

π

� �
BW

1
k0h

(13)

Table 3 shows a comparative study between this work and some of the previously designed
antennas based on the three figure-of-merit definitions, bolded numbers show the best design

Figure 9. Simulated and measured, normalized gain patterns at 11.5 GHz ( Measured Co-Pol pattern,
Simulated Co-Pol pattern, Measured X-pol pattern, Simulated X-pol pattern).

Antenna Gain (dBi) BW (%) HPBW/π k0h FOM1 FOM2 FOM3

This work 9–9.5 0.290 0.438 0.868 2.389 2.118 0.929

[12] 5–7 0.525 0.431 1.452 2.424 1.142 0.493

[14] 7–8.9 0.391 0.444 1.925 2.388 0.642 0.285

[15] 8.2–9.1 0.155 0.437 0.607 1.211 1.806 0.790

[21] 9–9.3 0.110 0.433 0.617 0.905 1.413 0.612

[21] 12–13.9 0.110 N/A 3.539 2.221 0.492 N/A

[22] 8–13.5 0.235 0.138 4.451 3.485 0.333 0.046

[23] 9.2–9.7 0.190 0.435 1.007 1.601 1.313 0.571

[24] 8.5–9.17 0.355 0.435 1.171 2.777 1.836 0.799

[25] 6.2 – 6.7 0.040 0.351 0.544 0.187 0.344 0.120

Table 3. Comparative study based on all three figure-of-merits.
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based on defined FOM’s. It is clear that values obtained in this work are very close to those
from [14] in FOM1 where electrical height is not taken into account. Also values obtained in
[22] being the best solution, nearly all the other designs are better than this work. But when the
physical dimensions, minimum gain, and half power beamwidths are taken into account;
present work is better than all other antennas in FOM2 and FOM3. We believe FOM2 and
FOM3 are critical in array applications as the height of the antenna can be further increased
with suspended or inverted substrate etched structures to enhance gain at the expense of
increased antenna profile.

4. Array and hybrid microstrip/waveguide feed network design

In third section and its sub-sections, the design of an aperture-coupled stacked microstrip
patch antenna was accomplished and the antenna was compared with previous studies. It has
proven its value accomplishing the figures-of-merit defined. This section will focus on the
array synthesis and the feed network design.

4.1. Array synthesis

There are multiple methods and formations possible to develop an antenna array capable of
satisfying the specifications given in Table 1. Yet the most important specifications were the
maximum dimensions and weight, which were supplied according to the needs of the indus-
try. The system diameter must not exceed 75 cm, the height must be less than 7 cm and the
weight must be less than 5 kg. The antenna will have two panels, one for each polarization.
Based on these facts, the array should cover an area with lengths less than 73cm × 20 cm. Using
array theory, it is possible to synthesize an array of 256 elements with the area of given
dimensions. Figure 10 shows the layout of a two-dimensional array.

Let us say that, n and m are the number of elements in the x and y directions, respectively. The
interelement spacing in the x and y directions are dx and dy, respectively. xsn,m and ysn,m are the

Figure 10. Two-dimensional array.
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positions of the source antennas on the (x,y) coordinate system. θ0 and ϕ0 are the angles
pointing the main beam direction of the antenna pattern. The current distribution of each
element being Ia,b, the array factor of such an array can be written as follows:

AFðθ,ϕÞ ¼ ∑
m

b¼1
∑
n

a¼1
Ia,bejfβ½xsn,mð sinθ cosϕ− sinθ0 cosϕ0Þþysn,mð sinθ cosϕ− sinθ0 cosϕ0Þ�g (14)

The array antenna in this application should have the highest gain possible. Since the array is a
receive-only structure, side lobe levels are not of utmost importance. HPBW in both elevation
and azimuth axes are very important for the design due to the physical limits given in the
specifications. A trade-off between azimuthal HPBW and gain has been made. For maximum
gain, elements in the azimuth axis have been placed 0.82λ (dy) apart. On the other hand,
elements in the elevation axis have been placed 0.73λ (dx) apart. Spacing in the elevation axis
was set in that magnitude so that the phasing of each row would have an electrical phase shift
of 90° for a beam pointing at the desired beam angle (θ0 = 20°, ϕ0 = 0°). The array factor given
in Eq. (14) would become:

AFðθ,ϕÞ ¼ ∑
32

b¼1
∑
8

a¼1
Aa,be

jf2π½0:82ðb−16:5Þ
�

sinθ cosϕ− sin ð20Þ
�
þ0:73ða−4:5Þð sinθ cosϕÞ�gþϑa,b

(15)

where Aa,b is the magnitude of current at each element (which is 1, for uniform excitation) and
ϑa,b is the electrical phasing of each element (90° between each row, uniform in the azimuth
axis). Figure 11 shows the elevation pattern of the synthesized array of 256 which consists of
8 rows and 32 columns.

4.2. Hybrid microstrip and waveguide feed network

Ohmic and dielectric losses tremendously increase in high frequencies, therefore a dramatic
loss is perceived by the feed network for large arrays. We must also put the surface wave
excitation and radiation losses into account concerning the feed network. The reason that
corporate microstrip feed network becomes immensely difficult when combining 256 ele-
ments is thus the electrically long microstrip lines. To overcome feed network loss, series
feed, parallel feed, series-parallel feed, all waveguide feed and waveguide-microstrip hybrid
feed, various techniques were proposed in the past. Waveguide-only feed, i.e., each antenna
element being fed into the waveguide, is not attractive due to cost and weight of the die-cast
structure. Series, parallel, and their combinations exhibit poor bandwidth performance and
only work well for narrowband systems. Most suitable choice would be hybrid microstrip
and waveguide feed system, but the size of the corporate feed for the subarray must be
carefully determined. Dominant mode waveguides are known for their low loss properties.
The crucial aspect of design of such a hybrid structure would be microstrip-to-waveguide
transition. For this design, the waveguide must be 6 mm below the feedline, on the other side
of a reflecting ground. In the following parts of this section; the design of a low loss
microstrip-to-waveguide transition, a detailed analysis on microstrip line and waveguide
losses will be discussed and finally the optimum solution for the feed network structure will
be calculated.
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4.2.1. Microstrip feed network losses

The well-known reasons for loss in microstrip lines are conductor losses, dielectric losses, radia-
tion losses, and surface wave losses. Regarding the fields within two guided-wave media, TEM
waves do not propagate in microstrip lines. When the longitudinal components of the fields are
significantly diminished compared to transverse components, the quasi-TEM approximation is
applicable. Equations given below can be found in almost every book about antennas and
microwave theory. Although the accuracy of these equations is not that liable for the Ku band,
it will provide a fairly satisfying approximation for determining the dimensions of the subarray
feed network. Dielectric properties of the substrate that will be used are; dielectric constant (εr) 3,
loss tangent ( tan δ) 0.0023, thickness (h) 0.5 mm, and copper thickness (t) 35 µm.

The frequency for which the effects of dispersion that can be neglected is calculated from (for h
given in mm, f dis is in GHz):

f dis ¼ 0:03

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z0

h
ffiffiffiffiffiffiffiffiffi
εr−1

p
s

(16)

f dis is calculated to be nearly 8 GHz. For a Ku band application, the dispersion effects cannot be
neglected. The effects of dispersion mostly affect the relative dielectric constant. Calculations
can be modified to include these effects with varying frequencies.

Figure 11. Array factor elevation pattern of synthesized array.
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Let W be the width of the feedline and t the copper thickness, the effective feedline width to
dielectric thickness ratio can be calculated as:

Weff

h
¼ W

h
þ t
πh

1þ ln
2h
t

� �
f or W h= ≥1 2 π= (17)

Weff

h
¼ W

h
þ t
πh

1þ ln
4πW
t

� �
f or W h= ≤1 2 π= (18)

Effective dielectric constant can be calculated as:

εeff ¼ εr þ 1
2

þ εr−1
2

1þ 12
h

Weff

� �−1=2

f or Weff=h ≥ 1 (19)

εeff ¼ εr þ 1
2

þ εr−1
2

1þ 12
h

Weff

� �−1=2

þ 0:04 1−
Weff

h

� �2
" #

f or Weff=h ≤ 1 (20)

Effects of frequency variations on εeff:

εeffðf Þ ¼ εr−εeff

1þ ð0:6þ 0:009Z0Þ 8fπh
Z0

� �2 (21)

Characteristic impedance Z0 can be calculated by:

Z0 ¼ 60ffiffiffiffiffiffiffiffiffiffiffiffiffi
εeffðf Þ

p ln 8
h

Weff
þ 0:25

Weff

h

� �
f or Weff=h ≥ 1 (22)

Z0 ¼
120π= ffiffiffiffiffiffiffiffiffi

εeffðf Þ
p

Weff
h þ 1:393þ 0:667ln Weff

h þ 1:44
� � f or Weff=h ≤1 (23)

Wavelength:

λ ¼ λ0ffiffiffiffiffiffiffiffiffiffiffiffiffi
εeffðf Þ

p εeffðf Þ
1þ 0:63

�
εeffðf Þ−1

�
Weff
h

� �0:1255

2
4

3
5

1=2

f or Weff=h ≥ 0:6 (24)

λ ¼ λ0ffiffiffiffiffiffiffiffiffiffiffiffiffi
εeffðf Þ

p εeffðf Þ
1þ 0:6

�
εeffðf Þ−1

�
Weff
h

� �0:0297

2
4

3
5

1=2

f or Weff=h ≤ 0:6 (25)

From these equations, one can easily calculate the width (W) for 50 Ω line at the Ku band mid
frequency, to be 1.055 mm. The total loss in a feedline can be calculated from the sum of the
attenuation constants for αc (conductor loss), αd (dielectric loss), αsurf (surface loss) and αrad

(radiation loss). Since we are trying to practically calculate the losses of a microstrip feed
network for an antenna array, the length of the feedline will be found to be greater than 5λ.
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For this reason, the effects of radiation and surface wave losses can be neglected since their
effects are small compared to the conductor and dielectric losses.

Conductor losses can be calculated by:

αc ¼ 20loge
1

Z0Weff

ffiffiffiffiffiffi
πfμ0
σc

p
(26)

Dielectric losses can be calculated by:

αd ¼ 20loge

2πεr

�
εeff ðf Þ−1

�
tan δ

λðεr−1Þ
ffiffiffiffiffiffiffiffi
εeff ðf Þ

p
(27)

4.2.2. Microstrip to waveguide transition losses

The transition geometry involves copper disk and dielectric loaded pin for wideband match
and low loss. The geometry of the transition is illustrated in Figure 12. In order to register all
ohmic losses of this design, the transition was modeled using a full-wave electromagnetics
solver where waveguide is aluminum and the probe is copper. Simulated results for insertion
loss and transmission loss are shown in Figure 12. Prototype of the disk-loaded transition was
manufactured and measurements were carried out. Input reflection coefficient was below 15
dB and the loss for this transition was measured to be 0.78 ± 0.02 dB in the desired frequency
band.

4.2.3. Waveguide combiner losses

In hybrid system, one must take the loss in the waveguide combiner into account as well for
quantification. Instead of a typical E-type combiner, an H-type waveguide was chosen. The
major reason to prefer this design was to decrease the height of the WR75 waveguide. Because
the electric field lines are set parallel to longitudinal axis of the guide. Unlike the E-plane
combiner, the output ports are in phase with each other as well resulting in no need for phase
compensation. Moreover, it is easier to realize this waveguide since one is able to cut into one
of the longer sections of waveguide in order to machine its remaining part from die-cast as
well. Summary of all losses are presented in Table 4. Given these parameters, the size and form
of the subarrays and waveguide sections can be designed.

4.2.4. Optimizing the hybrid feed network

An optimization problem for minimum feed network loss can be formulated and solved for
subarray size. Layout of a general array is illustrated in Figure 13. Number of elements in x-
and y-directions is denoted as N and M, respectively. Let NS and MS represent the number of
elements in the subarray.

The number of levels for single output can be expressed as:

log2NM ¼ log2NsMs þ log2
N
Ns

þ log2
M
Ms

� �
(28)

where log2NSMS and (log2N/NS +log2M/MS) represent number of levels in the subarray and in
the waveguide, respectively. Loss in the hybrid combiner can be stated as:
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log2
N
Ns

þ log2
M
Ms

� �
LT,WG þ LTRANS ¼ L1 (29)

where LT,WG and LTRANS are waveguide T-junction losses and microstrip to waveguide transi-
tion losses. A single transition is found to be effective while calculating the corporate feed

Figure 12. Microstrip line to waveguide transition and simulation results.

Component Value

Microstrip line 0.072 dB/cm

Microstrip T-junction 0.11 dB

Microstrip-to-waveguide transition 0.78 dB

Waveguide T-junction 0.12 dB

Table 4. Summary of losses.
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network loss in spite of the various (NM/NSMS) transitions in the waveguide. Loss in
microstrip lines could be written as follows:

dx þ dy
2

þ Ns

2
−1

� �
dx þ Ms

2
−1

� �
dy

� �
LMS þ ðlog2Ns þ log2MsÞLT,MS ¼ L2 (30)

where dx, dy represent interelement spacing in x and y directions, and denote microstrip T-
junction loss and microstrip line loss, respectively. Microstrip line loss includes ohmic and
dielectric losses and it is calculated for a 50 Ω straight line section. Then, total loss
becomes:

Ltot ¼ L1 þ L2 (31)

Furthermore, for corporate feed N, M, NS and MS must be multiples of 2, i.e., N ¼ 2n, M ¼ 2m,
Ns ¼ 2ns , and Ms ¼ 2ms . Total loss can be restated as:

ðn−ns þm−msÞLT,WG þ ðns þmsÞLT,MS þ LTRANS þ ð2ns−1dx þ 2ms−1dy þ lÞLMS ¼ Ltot (32)

where l represents −(dx+dy)/2. Optimization function for minimization of loss for subarray size
ns and ms can be formulated as follows:

Figure 13. Layout of the feed network.
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minimize Ltotðns,msÞ∀ ns,ms∈Zþ

Subject to
1≤ ns ≤minðn,mÞ
1≤ms≤minðn,mÞ
wðns,msÞ≤3kg

(33)

where wðns,msÞ is the weight of the waveguide combiner, and dimensions of the subarray
cannot is determined to be smaller than the full array size in all directions. The waveguide feed
network consists most of the weight. Differing structures in the range of 4:1 to 64:1 gave way to
the design of different waveguide feed networks (commercial full-wave electromagnetic
solver) and models (CAD program for mechanical design). The weights of waveguide com-
biners were calculated according to aluminum alloy 6068 used in die-cast machines. Conse-
quently, it was found that the required weight condition could only be reached for equal to 8:1
or smaller combiner structures. For instance, a 16:1 waveguide combiner (in which the ele-
ments in the subarray are 16) weighs 4.3 kg. Hence, the constraint on weight is replaced with
ðns þmsÞ > 5. At a minimum of 32 elements is required in x-direction to obtain 3° HPBW in
azimuth because a sum of 256 elements (n + m = 8) is utilized in the full array. Hence, m and n
are set to 3 and 5, respectively (8 and 32 elements). It is now possible to have a solution for the
optimization issue for subarray dimensions ðns,msÞ. Constrained nonlinear optimization was
utilized to find ðns,msÞ as (3, 2), and the optimal solution was found to have total loss of 2.16
dB. Since waveguide and microstrip T-junctions were overestimated, the realized loss will
probably be lower than the calculated value.

The size of the subarray is set to 4 × 8 (32 elements total) and the subarrays are combined as 8:1
in the waveguide. We also observed that if we were able to use an alternative material such as
electro-form-plated dielectric material, it was possible to reduce weight, which would enable a
larger combiner that had less total loss.

5. Realization of the Ku band antenna and measurement results

The previous sections have led to the conclusion that the 256-element array antenna would
consist of 8 rows and 32 columns. Further analysis on losses in the feed network components
has shown that four row, eight column (32 elements) subarrays, where antenna elements are
combined by microstrip feedline networks would give optimal performance and have an
acceptable loss. Eight subarrays will then be combined by a reduced height waveguide com-
biner. This section will conclude with the design of each component and build both the vertical
and horizontal polarization arrays.

5.1. Design of 4 × 8 (32-element) arrays

The Ku band array antenna is divided into eight subarrays for each polarization. Within
each subarray, corporate feed network is used. Although corporate feed network has more
loss than parallel feed network, it has much wider impedance bandwidth when tapered
microstrip lines and tapered T-junctions are used. Each antenna input was defined as a 50
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Ω port and S-parameters of 33-port network (32 for antennas and 1 for output port) were
optimized for match, uniform power distribution, bandwidth, and minimum port-to-port
coupling. Following that, as terminating loads in the feed network, simulated input
impedance values of 32 antenna elements were placed. Finally, the layout was driven for
the best match at the combined output. Vertical and horizontal subarrays for a fixed 20°
elevation tilt are shown in Figure 14. Antiphase feeding between upper and lower parts of
the vertical polarization subarray is used to reduce microstrip line lengths for required
phasing (90°) between the rows of the array. The same technique was not possible to
implement in the horizontal polarization subarray due to perpendicular orientation of
coupling slots underneath feedlines. Element spacing along longer axis (azimuth tilt direc-
tion) and along shorter axis (elevation tilt direction) of the subarray is 0.82λ and 0.73λ,
respectively.

Figures 15–17 show the realized antennas and their measurement results. The results show
that the realized antennas have a minimum of 19 dBi gain throughout the desired band-
width. A good matching lower than -10 dB is also achieved throughout the desired band-
width.

5.2. Design of 8-to-1 waveguide power combiner

The optimum value for the waveguide combiner was calculated to be an 8-to-1 combiner, with
reduced height. Figure 18 shows a sketch drawing of the waveguide combiner.

Most of the losses and the power division take place in the bends and T-junctions. Figure 19
shows a closer view of the waveguide junctions and bends. The parameters in Figure 19 are the
main optimization parameters. Optimizer goals were to minimize losses and have better
impedance match less than -15 dB throughout the desired bandwidth. The most crucial com-
ponent in the design of such divider is the position of the shorting probe. Figure 20 shows the
surface current of optimized combiner section. Optimized results are given in Figure 21.
Figure 21 (bottom graphic) shows the transition characteristic at all ports; simulations estimate
the worst case, a loss of 0.5 dB.

5.3. Complete array realization and measurement results

The prototype antenna with all subarrays is built and the prototype is displayed in
Figure 22. The performance of a dish antenna was taken as a reference for comparison.
A parabolic reflector with corrugated circular feed horn (an existing commercial antenna)
was also modeled for this purpose to be named “the reference antenna.” This reference
antenna exhibits similar performance to that of a 40 cm diameter dish antenna except that
it has a lower profile. The simulation model with a great number of unknowns made it
impossible to simulate full array with waveguide feed network. This resulted in the
separate simulations of the planner array and the waveguide feed network to calculate
both their S-parameters which led to the combination of these two results to get the final
array performance. Measurements and simulations of planar array for input impedance
match and gain at 20° tilt are displayed in Figures 23 and 24. Both the planar array and
reference antenna showed in their gain simulations that they quantify similarly. Whereas
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Figure 14. 32 element subarray configurations for vertical polarization and horizontal polarization.

Figure 15. Realized vertical (top two pictures) and horizontal (bottom two pictures) subarray antennas.
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Figure 15. Realized vertical (top two pictures) and horizontal (bottom two pictures) subarray antennas.
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when comes to measured gain, it was lower than the simulated gain because of the
waveguide-to-coax adapter that was utilized in the measurements and for the nonideal

Figure 16. Input reflection coefficient and gain of 32 element subarrays ( Measured Gain, Simulated
Gain, Measured S11, Simulated S11).
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simulation set-up. However, over entire target frequency band, the measured gain at
desired tilt angle was found to be greater than 28.4 dBi. Planar array gain is 1.2 dB lower
than the expected value from array theory. The radiation patterns of planar array at 20°
tilt angle for azimuth and zenith cuts are shown in Figure 25 and Figure 26. Measured
HPBWθ and HPBWϕ are 8 and 2.5°, respectively. If the antenna was designed for broad-
side reception, its gain would have been definitely higher. The aperture efficiency of the
planar array is between 57 and 67% over the target frequency band (Figures 25–27).

Figure 17. Normalized radiation pattern of 32-element subarray at 11.9 GHz (ϕ = 0°, elevation patterns) (
Measured Gain, Simulated Gain).

Figure 18. 8-to-1 power combiner.
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Figure 19. Waveguide bends and junctions.

Figure 20. Simulation of surface currents on the waveguide combiner.
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The designed array antenna has also been field-tested for signal quality and satellite reception
with an LNB and a receiver. The IF loop output of the receiver was connected to the Rohde &
Schwarz FSH-8 GHz spectrum analyzer. Signal from transponders was observed to have an
average CNR of 9.5 dB. In Figure 28, the measurement results are given. Reception quality
retrieved from the receiver digital outputs was above 65%, which is slightly lower than that of
the reference antenna (71%).

Figure 21. Simulated input reflection coefficient at combiner output (top), simulated transmission coefficients of 8-to-1
power combiner (bottom).
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Figure 22. Prototype of vertical polarization 256-element array (dimensions: 70.73 cm × 18.23 cm × 2.43 cm, the height of
the waveguide adapter is excluded from dimension).

Figure 23. S11 of array antenna. ( Measured, Simulated).
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Figure 24. Gain of array antenna (θ = 20°cut) ( Measured Vertical Polarization, Measured Hori-
zontal Polarization, Simulated 256 Element Array, Simulated Reference).

Figure 25. Radiation pattern of vertical polarized full array in azimuth plane (θ = 20°cut). ( Measured @
11.9 GHz, Simulated @ 11.9 GHz, Measured @ 10.8 GHz, Measured @ 12.8 GHz).
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Figure 26. Radiation pattern of vertically polarized full array in ϕ-plane (ϕ=0° cut) ( Measured @ 11.9 GHz,
Simulated @ 11.9 GHz, Measured @ 10.8 GHz, Measured @ 12.8 GHz).

Figure 27. Radiation pattern of horizontally polarized full array in ϕ-plane (ϕ=0° cut) ( Measured @ 11.9 GHz,
Measured @ 10.8 GHz, Measured @ 12.8 GHz).

Design of a Ku Band Planner Receive Array for DBS Reception Systems
http://dx.doi.org/10.5772/66374

269



Author details

Mustafa Murat Bilgic1* and Korkut Yegin2

*Address all correspondence to: proje@unitest.com.tr

1 Unitest Test and Calibration Services, Istanbul, Turkey

2 Electrical and Electronics Engineering Department, Ege University, Izmir, Turkey

References

[1] Watanabe T., Ogawa M., Nishikawa K., Harada T., Teramoto E., Morita M. Mobile
antenna system for direct broadcasting satellite. In: Antennas and Propagation Society
International Symposium; 21–26 July 1996; Baltimore, MD, USA. IEEE; 1996. pp. 70–73,
vol.1. DOI: 10.1109/APS.1996.549544

[2] Vaccaro S., Tiezzi F., Rúa M., De Oro C. Ku-band low-profile Rx-only and Tx-Rx antennas
for mobile satellite communications. In: 2010 IEEE International Symposium on Phased
Array Systems and Technology (Array); 12–15 Oct. 2010; Waltham, MA. IEEE; 2010. pp.
536–542. DOI: 10.1109/ARRAY.2010.5613316

Figure 28. Spectrum analyser measurement of DBS signal.

Microwave Systems and Applications270



Author details

Mustafa Murat Bilgic1* and Korkut Yegin2

*Address all correspondence to: proje@unitest.com.tr

1 Unitest Test and Calibration Services, Istanbul, Turkey

2 Electrical and Electronics Engineering Department, Ege University, Izmir, Turkey

References

[1] Watanabe T., Ogawa M., Nishikawa K., Harada T., Teramoto E., Morita M. Mobile
antenna system for direct broadcasting satellite. In: Antennas and Propagation Society
International Symposium; 21–26 July 1996; Baltimore, MD, USA. IEEE; 1996. pp. 70–73,
vol.1. DOI: 10.1109/APS.1996.549544

[2] Vaccaro S., Tiezzi F., Rúa M., De Oro C. Ku-band low-profile Rx-only and Tx-Rx antennas
for mobile satellite communications. In: 2010 IEEE International Symposium on Phased
Array Systems and Technology (Array); 12–15 Oct. 2010; Waltham, MA. IEEE; 2010. pp.
536–542. DOI: 10.1109/ARRAY.2010.5613316

Figure 28. Spectrum analyser measurement of DBS signal.

Microwave Systems and Applications270

[3] Xiang H., Jiang X., Li S. Design of a high gain low sidelobe microstrip antenna array at
Ku-band. In: CMC ‘09 WRI International Conference on Communications and Mobile
Computing; 6–8 Jan. 2009; Yunnan. IEEE; 2009. pp. 29–32. DOI: 10.1109/CMC.2009.204

[4] Azdegan R. A Ku-band planar antenna array for mobile satellite TV reception with linear
polarization. IEEE Transactions on Antennas and Propagation. 2010; 58 (6):2097–2101.
DOI: 10.1109/TAP.2010.2046836

[5] Shahabadi M., Busuioc D., Borji A., Safavi-Naeini S. Low-cost, high-efficiency quasi-
planar array of waveguide-fed circularly polarized microstrip antennas. IEEE Transac-
tions on Antennas and Propagation. 2005; 53(6):2036–2043. DOI: 10.1109/
TAP.2005.848510

[6] Kraus J. D., Marhefka R. J. Antennas. 3rd ed. Chapter 2-Basic Antenna Concepts Singa-
pore: McGraw-Hill Education; 2001. 938 p.

[7] McLean J. A re-examination of the fundamental limits on the radiation Q of electrically
small antennas. IEEE Transactions on Antennas and Propagation. May 1996; 44(5). DOI:
10.1109/8.496253

[8] Yaghjian A., Best S. Impedance, bandwidth and Q of antennas. IEEE Transactions on
Antennas and Propagation. 2005; 53(4):1298–1324. DOI: 10.1109/TAP.2005.844443

[9] Pozar D. Microstrip antenna aperture-coupled to a microstripline. Electronics Letters.
1985; 21(2):49–50. DOI: 10.1049/el:19850034

[10] Kumar G., Ray K. P. Broadband microstrip patch antennas. Chapter 4-Multilayer Broad-
band MSAs, Artech House; London,United Kindom, 2003. 424 p.

[11] James J. R., Hall P. S. Handbook of Microstrip Antennas: IET; London, United Kindom,
1989. 1312 p.

[12] Targonski S., Waterhouse R., Pozar D. Wideband aperture coupled stacked patch antenna
using thick substrates. Electronics Letters. 1996;32(21):1941–1942. DOI: 10.1049/
el:19961306

[13] Pozar D., Targonski S. Improved coupling for aperture coupled microstrip antennas.
Electronics Letters. 1991; 27(13):1129–1131. DOI: 10.1049/el:19910705

[14] Serra A., Nepa P., Manara G., Tribellini G., Cioci S. A wide-band dual-polarized stacked
patch antenna. IEEE Antennas and Wireless Propagation Letters. 2007; 6:141–143. DOI:
10.1109/LAWP.2007.893101

[15] Rostan F., Gottwald G., Heidrich E. Wideband aperture-coupled microstrip patch array
for satellite TV reception. In: Eighth International Conference on Antennas and Propaga-
tion; 1993; Edinburgh. IET; pp. 190–193, vol. 1.

[16] Jackson D. R., Alexopoulos N. G. Simple approximate formulas for input resistance,
bandwidth, and efficiency of a resonant rectangular patch. IEEE Transactions on Anten-
nas and Propagation. 1991; 39(3):407–410. DOI: 10.1109/8.76341

Design of a Ku Band Planner Receive Array for DBS Reception Systems
http://dx.doi.org/10.5772/66374

271



[17] Gera A. The radiation resistance of a microstrip element. IEEE Transactions on Antennas
and Propagation. 1990; 38(4):568–570. DOI: 10.1109/8.52277

[18] Pues H., Van de Capelle A. Accurate transmission-line model for the rectangular
microstrip antenna. IEE Proceedings in Microwaves, Optics and Antennas. December
1984; 131(6):334–340. DOI: 10.1049/ip-h-1.1984.0071

[19] Das B., Joshi K. Impedance of a radiating slot in the ground plane of a microstripline.
IEEE Transactions on Antennas and Propagation. 1985; 30(5):922–926. DOI: 10.1109/
TAP.1982.1142922

[20] Edimo M., Mahdjoubi K., Sharaiha A., Terret T. Simple circuit model for coax-fed stacked
rectangular microstrip patch antenna. IEE Proceedings—Microwaves, Antennas and
Propagation. 1998; 145(3):268–272. DOI: 10.1049/ip-map:19981853

[21] Choi W., Cho Y. H., Pyo C., Choi J. A high-gain microstrip patch array antenna using a
superstrate layer. ETRI Journal. 2003; 25(5):407–411.

[22] Pirhadi A., Bahrami H., Nasri J. Wideband high directive aperture coupled microstrip
antenna design by using a FSS superstrate layer. IEEE Transactions on Antennas and
Propagation. 2012; 60(4):2101–2106. DOI: 10.1109/TAP.2012.2186230

[23] Choi W., Kim J. M., Bae J. H., Pyo C. High gain and broadband microstrip array antenna
using combined structure of corporate and series feeding. In: Antennas and Propagation
Society International Symposium; 20–25 June 2004; IEEE; 2004. pp. 2484–2487, vol. 3.
DOI: 10.1109/APS.2004.1331877

[24] Lee J., Ahn C., Chang K. Broadband circularly polarized aperture-coupled microstrip
antenna with dual-offset feedlines. In: IEEE International Symposium on Antennas and
Propagation (APSURSI); 3–8 July 2011; Spokane, WA. IEEE; 2011. pp. 1127–1130. DOI:
10.1109/APS.2011.5996481

[25] Mousavi P., et al. A Low-cost ultra low profile phased array system for mobile satellite
reception using zero-knowledge beam forming algorithm. IEEE Transactions on Anten-
nas and Propagation. 2008; 56 (12):3667–3679. DOI: 10.1109/TAP.2008.2005928

Microwave Systems and Applications272



[17] Gera A. The radiation resistance of a microstrip element. IEEE Transactions on Antennas
and Propagation. 1990; 38(4):568–570. DOI: 10.1109/8.52277

[18] Pues H., Van de Capelle A. Accurate transmission-line model for the rectangular
microstrip antenna. IEE Proceedings in Microwaves, Optics and Antennas. December
1984; 131(6):334–340. DOI: 10.1049/ip-h-1.1984.0071

[19] Das B., Joshi K. Impedance of a radiating slot in the ground plane of a microstripline.
IEEE Transactions on Antennas and Propagation. 1985; 30(5):922–926. DOI: 10.1109/
TAP.1982.1142922

[20] Edimo M., Mahdjoubi K., Sharaiha A., Terret T. Simple circuit model for coax-fed stacked
rectangular microstrip patch antenna. IEE Proceedings—Microwaves, Antennas and
Propagation. 1998; 145(3):268–272. DOI: 10.1049/ip-map:19981853

[21] Choi W., Cho Y. H., Pyo C., Choi J. A high-gain microstrip patch array antenna using a
superstrate layer. ETRI Journal. 2003; 25(5):407–411.

[22] Pirhadi A., Bahrami H., Nasri J. Wideband high directive aperture coupled microstrip
antenna design by using a FSS superstrate layer. IEEE Transactions on Antennas and
Propagation. 2012; 60(4):2101–2106. DOI: 10.1109/TAP.2012.2186230

[23] Choi W., Kim J. M., Bae J. H., Pyo C. High gain and broadband microstrip array antenna
using combined structure of corporate and series feeding. In: Antennas and Propagation
Society International Symposium; 20–25 June 2004; IEEE; 2004. pp. 2484–2487, vol. 3.
DOI: 10.1109/APS.2004.1331877

[24] Lee J., Ahn C., Chang K. Broadband circularly polarized aperture-coupled microstrip
antenna with dual-offset feedlines. In: IEEE International Symposium on Antennas and
Propagation (APSURSI); 3–8 July 2011; Spokane, WA. IEEE; 2011. pp. 1127–1130. DOI:
10.1109/APS.2011.5996481

[25] Mousavi P., et al. A Low-cost ultra low profile phased array system for mobile satellite
reception using zero-knowledge beam forming algorithm. IEEE Transactions on Anten-
nas and Propagation. 2008; 56 (12):3667–3679. DOI: 10.1109/TAP.2008.2005928

Microwave Systems and Applications272

Section 4

Applications of Microwave Systems





Chapter 12

Noninvasive Electromagnetic Biological Microwave

Testing

Dalia M.N. Elsheakh, Esmat A. Abdallah and

Hala A. Elsadek

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/64773

Provisional chapter

Noninvasive Electromagnetic Biological Microwave

Testing

Dalia M.N. Elsheakh, Esmat A. Abdallah and

Hala A. Elsadek

Additional information is available at the end of the chapter

Abstract

Blood glucose monitoring is a primary tool for the care of diabetic patients. At present,
there is no noninvasive monitoring technique of blood glucose concentration that is
widely accepted in the medical industry. New noninvasive measurement techniques are
being investigated. This work focuses on the possibility of a monitor that noninvasively
measures blood glucose levels using electromagnetic waves. The technique is based on
relating a monitoring antenna’s resonant frequency to the permittivity, and conductivity
of skin, which in turn, is related to the glucose levels. This becomes a hot researched
field in recent years. Different types of antennas (wideband and narrowband) have been
designed, constructed, and tested in free space. An analytical model for the antenna has
been developed, which has been validated with simulations. Microstrip antenna is one
of the most common planar antenna structures used. Extensive research development
aimed at exploiting its advantages such as lightweight, low cost, conformal configura‐
tions, and compatibility with integrated circuits have been carried out. Rectangular and
circular patches are the basic shapes that are the most commonly used in microstrip
antennas. Ideally, the dielectric constant εr, however, and other performance require‐
ments may dictate the use of substrate whose dielectric constant can be greater. As in
our prototype blood sensor, the miniaturized size is one of the main challenges.

Keywords: microstrip patch antenna (MPA), microstrip cavity resonator biosensor
(MCRB), blood glucose monitoring (BGM), diabetic patients (DP), specific absorption
rate (SAR), Federal Communications Commission (FCC), radio frequency (RF), Feder‐
al Drug Association ( FDA), ground penetrating radar (GPR)
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1. Introduction

Electromagnetic radiation consists of waves of electric and magnetic energy moving together
(i.e., radiating) through space at the speed of light. Biological hazardous effects can results from
the exposure to electromagnetic (radio frequency, RF). The main effect is the thermal effects that
raise the temperature of the tissues exposed to the electromagnetic waves radiation. The
electromagnetic energy effect could be harmful in normal routines. FCC’s policies and rules
regulate the exposure and absorption of RF energy by certain healthy thresholds. The SAR
(specific absorption rate) is the federal standard term used to determine safety limits for usage
of wireless handheld devices as mobile phones. The standard FCC limit for such devices is 1.6
W/kg of tissues (average over one gram of tissue). The FCC does not normally investigate
problems of transmitting/receiving interference with medical devices such as in hospitals.
However, the FDA’s center for devices and radiological health has primary check for medical
usage regulations.

The used blood glucose monitors nowadays require an amount of blood (its volume about 2–
10 μL) and can be taken from fingertips or any other site in the human body. It is a painful
measurement. Although blood glucose measurements fluctuate much more than HbA1c
measurements (where HbA1c = mmol/mol), there is a strong correlation between HbA1c
measurements and average glucose measurements taken over the same time period. While it
has been shown that continuous monitoring systems are more effective in adjusting blood
glucose to recommended levels, adolescents and young adults often have difficulty adhering
to this intensive invasive treatment. For this reason, noninvasive monitoring systems would
be preferred. GMS can cost several thousand dollars, and while blood monitors are relatively
inexpensive, the disposable electrodes become costly over time. The noninvasive glucose
monitoring techniques have been divided into the following categories: interstitial fluid
chemical analysis, breath chemical analysis, infrared spectroscopy, optical coherence tomog‐
raphy, temperature‐modulated localized reflectance, Raman spectroscopy, polarity changes,
ultrasound, fluorescence, thermal spectroscopy, ocular spectroscopy, and impedance spectro‐
scopy. Currently, monitoring blood glucose concentration is the most frequently measured
through invasive techniques. The most popular noninvasive method are interstitial fluid
chemical analysis, breath chemical analysis, fluorescence, ocular spectroscopy, and RF
transmission.

Each type of wave has a different wavelength and corresponds to a different frequency range
in the electromagnetic spectrum. This means that these wavelengths are between 1 mm and 1
m. Because of these longer wavelengths range, microwaves are more capable of penetrating
through various materials [when the electric field passes through the dielectric medium, the
medium has an effect on the electric field called permittivity (ε)]. Different tissues in the human
body have different contents of water and hence have different permittivities since permittivity
depends on water molecules, which is due to the polarization of water molecules when it
exposed to an electromagnetic field. When the frequency increased the water molecules line
up very slowly, which causing energy storing in the tissues.
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of wireless handheld devices as mobile phones. The standard FCC limit for such devices is 1.6
W/kg of tissues (average over one gram of tissue). The FCC does not normally investigate
problems of transmitting/receiving interference with medical devices such as in hospitals.
However, the FDA’s center for devices and radiological health has primary check for medical
usage regulations.

The used blood glucose monitors nowadays require an amount of blood (its volume about 2–
10 μL) and can be taken from fingertips or any other site in the human body. It is a painful
measurement. Although blood glucose measurements fluctuate much more than HbA1c
measurements (where HbA1c = mmol/mol), there is a strong correlation between HbA1c
measurements and average glucose measurements taken over the same time period. While it
has been shown that continuous monitoring systems are more effective in adjusting blood
glucose to recommended levels, adolescents and young adults often have difficulty adhering
to this intensive invasive treatment. For this reason, noninvasive monitoring systems would
be preferred. GMS can cost several thousand dollars, and while blood monitors are relatively
inexpensive, the disposable electrodes become costly over time. The noninvasive glucose
monitoring techniques have been divided into the following categories: interstitial fluid
chemical analysis, breath chemical analysis, infrared spectroscopy, optical coherence tomog‐
raphy, temperature‐modulated localized reflectance, Raman spectroscopy, polarity changes,
ultrasound, fluorescence, thermal spectroscopy, ocular spectroscopy, and impedance spectro‐
scopy. Currently, monitoring blood glucose concentration is the most frequently measured
through invasive techniques. The most popular noninvasive method are interstitial fluid
chemical analysis, breath chemical analysis, fluorescence, ocular spectroscopy, and RF
transmission.

Each type of wave has a different wavelength and corresponds to a different frequency range
in the electromagnetic spectrum. This means that these wavelengths are between 1 mm and 1
m. Because of these longer wavelengths range, microwaves are more capable of penetrating
through various materials [when the electric field passes through the dielectric medium, the
medium has an effect on the electric field called permittivity (ε)]. Different tissues in the human
body have different contents of water and hence have different permittivities since permittivity
depends on water molecules, which is due to the polarization of water molecules when it
exposed to an electromagnetic field. When the frequency increased the water molecules line
up very slowly, which causing energy storing in the tissues.
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The real part of the material complex permittivity indicates the energy storage of that material,
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the real part of relative permittivity drops off in distinct steps as the frequency increases;
therefore, it experiences something called dispersion. Each dispersion region occurs at
different frequency ranges and presents different effects of electromagnetic waves on the body.
The interaction of the blood glucose and any dielectric material surrounding the antenna will
cause a change in the antenna characteristics. This is due to the fact that all bodies have complex
relative permittivities which will interact with the antenna. As one parameters of the antenna
performance is the resonance frequency which can be correlated to be blood glucose concen‐
tration. It should be noted that the range of changing the glucose level is narrow in the
nondiabetic as compared to the range of changing the glucose level in diabetic patients.

An antenna is a structure, usually made from a good conducing material that has been
designed to have a shape and size such that it will act as an electromagnetic sensor that radiates/
receives power in an efficient manner. It is a well‐established fact that time‐varying currents
will radiate electromagnetic waves. Thus, an antenna is a structure on which time‐varying
currents can be excited with relatively large amplitude when the antenna is connected to a
suitable source, usually by means of a transmission line or waveguide. There is an endless
variety of structural shapes that can be used for an antenna. However, from a practical point
of view, those structures that are simple and economical to fabricate are the most commonly
used.

For many applications, the advantages of microstrip antennas outweigh their limitations.
Initially, microstrip antennas found widespread applications in military systems such as
missiles, rockets, aircrafts, and satellites. Currently, these antennas are being increasingly used
in the commercial sector at different applications due to the reduced cost of the dielectric
substrate material and mature fabrication technologies. With continued research and devel‐
opment and increased usage, microstrip antennas are ultimately expected to replace conven‐
tional antennas for most applications such as mobile and satellite applications, radar antennas,
Wi‐Fi applications, and biomedical application.

There are many researches done on how the electrical properties of the human blood and cells
that human body composed of are various due to biological effects. Microwaves are appearing
in biomedical engineering applications with ever‐increasing frequency. They are being used
for different applications as brain imaging, breast cancer detection, and blood virus detection.
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A good understanding of the electromagnetic characteristics in biological materials is required
to have effective models.

One of these researches for noninvasive test is to design a micro‐immunosensing diagnostic
assay called “microstrip cavity resonator biosensor (MCRB),” which was used for the diagnosis
of enterovirus; however, the technology can then be modified for rapid, sensitive diagnosis of
other viral diseases. The diagnostic method is based on the classical antigen antibody reaction;
the complex antigen antibody can be diagnosed through the use of reflection coefficient, input
impedance, and resonance frequency of the microstrip cavity resonator biosensor. The values
of these parameters change according to changing of the electrical properties of the tested
samples, such as dielectric constant, electrical conductivity, and resistivity, from case of normal
sample layer to infected sample layer with antigen/antibodies embedded. Software can be
developed for automatic reading, classifying, and determining the sample infection. The use
of microwave biosensor for rapid detection of the viruses limits the need for sophisticated
laboratory diagnostic methods that needs long time and expert scientist to perform the test.
Clearly, these blood or any clinical samples diagnostic systems are required to be developed
to reach small, lightweight, robust, unobtrusive design that can be mobilized in any place. It
should maintain high performance in terms of reliability and efficiency. The printed antenna
presents a significant miniaturization solution for such mobile systems. The antenna acts as
microstrip cavity resonator biosensor (MCRB) with performance that is directly related to the
biological material super imposed layer’s physical properties. The antenna design for such
measurement system has a tradeoff between design parameters as efficiency, bandwidth, and
radiation characteristics from one side and the accuracy and sensitivity of the measurements
from the other side. It is widely accepted that antenna performance is significantly affected by
close proximity to the human body. One can conclude that there is a lot of nondestructive
testing concerning the noninvasive electromagnetic biological testing. What have been
introduced are just two examples of using nondestructive testing in biology.

Ground penetrating radar (GPR) is used for searching on the biological material underground
as mummies, excavations, and water. Ground penetrating radar (GPR) is a noninvasive or
nondestructive, sub‐surface imaging method that has showed a lot of success in a wide range
of fields regarding geological, geotechnical, hydrological, environmental, and archaeological
applications. As aforementioned, GPR technique uses an antenna pair to send EM energy into
the ground and then record the returning signals. Therefore, this antenna pair has a crucial
importance in affecting the overall system performance. Ground penetrating radar systems
need antennas that radiate efficiently over a broad range of frequencies.

This chapter is organized as follows: Section 1 introduces nondestructive tests and it includes
three examples, namely noninvasive glucose monitoring technique, the microwave biosensor
for rapid detection of the viruses, and the ground penetrating radar. Section 2 introduces a
background about the invasive glucose monitoring techniques and some statics about the
number of diabetic people all over the world and also some economic view. It also gives a
glance about the noninvasive glucose monitoring techniques that have been heavily researched
over the past several decades. The problem definition is presented in Section 3 and differen‐
tiating between Type 1 and Type 2 diabetics. Section 4 introduces the methodology which the
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relation between the permittivity and biological modeling, some measurements on simulating
sugar water as well as the design of wide band and narrow band antenna analysis. Section 5
gives a study about the microstrip cavity resonator biosensor (MCRB), and it gives a clear idea
about the mobile virus diagnosis system. The ground penetrating radar system is given in
Section 6 together with the design and simulation of two antennas that are used with GPR,
namely the quasi‐Yagi antenna and the miniaturized log‐periodic dipole antenna. Simulation
and measurements are given in this section. Conclusions are given in Section 7, followed by
acknowledgments.

2. Background

Diabetes mellitus often refer to as diabetes is a group of metabolic diseases in which a person
has high blood sugar. This high blood sugar will often cause symptoms of frequent urination,
increased hunger, and increased thirst. The two types that affect the general population are
known as Type 1 and Type 2 diabetes. Blood glucose concentration represents the amount of
sugar in the blood of the human being, and it is measured in mg/dl. Diabetic patients suffer
from the body inability to control insulin production and hence have danger sugar level. This
will cause danger health problems on the future of the patient. There are two types of blood
sugar level, namely hypoglycemic (concentration less than 72 mg/dl) and hyperglycemic
(concentration greater than 200 mg/dl) [1, 2]. The diabetic patient should measure the glucose
level in blood every day.

Once on at least from economic view in 2003, the cost of treating diabetes was estimated to be
$132 billion. By 2020, it is estimated that the number of people diagnosed with diabetes could
rise to over 17 million, costing an estimated $192 billion [3]. While there is no cure for diabetes,
symptoms are controlled through the regulation of blood glucose levels. There are several
types of measurements that can be used to monitor glucose regulation. Once in the blood
stream, glucose combines with hemoglobin found in red blood cells (erythrocytes) to create
glycated hemoglobin. The hemoglobin will remain glycated for the life of the erythrocyte,
typically 90–120 days [4]. This makes concentration measurement the best indication of
average blood glucose concentration. While measurements are the best method of long‐term
control, self‐monitoring of blood glucose levels is fundamental to diabetes care. Frequent
monitoring avoids hypoglycemia, and aids in determining dietary choices, physical activity,
and insulin doses. Nowadays blood glucose measurements require an amount of blood
ranging from 2 to 10 μL from fingertips or any place in the patient body, and this is considered
a painful measurements. While current blood glucose monitors require small amounts of blood
(2–10 μL) and can be used at sites other than the fingertips, it is still a painful and tedious
measurement. Although blood glucose measurements fluctuate much more than HbA1c
measurements (where HbA1c = mmols/mol), there is a strong correlation between HbA1c
measurements and average glucose measurements taken over the same time period [5]. In
order to reduce the blood glucose level of a patient to the recommended level, continuous
monitoring system should be done. This intensive treatment is very difficult to patient, which
is the reason for searching about a noninvasive monitoring technique. On the other hand, the
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mummy’s container (cartonnage, coffin, or sarcophagus) or on linen wrappings and included
papyrus scrolls in sometimes contain biological bodies.

2.1. Invasive glucose monitoring techniques

Current glucose monitoring devices are extremely similar to the devices originally created in
the 1960s. Aside from the miniaturization, ease of use, and the ability to log data, the meas‐
urements fundamentally are the same as the first laboratory sensors. There are several
downsides to the current offerings of glucose meters. The blood meters require a blood sample,
which is a painful procedure. CGMS can cost several thousand dollars, and while blood
monitors are relatively inexpensive, the electrodes are disposable and become costly over time.
A single‐use blood electrode strip costs about 2$, and a CGMS 3–7 day sensor can cost 30–35$
as shown in Figures 1 and 2.

Figure 1. Typical blood glucose control system and simplified glucose measurement method.

Figure 2. Life scan OneTouch Ultra glucose meter (left), and Medtronics CGMS (right).
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2.2. Noninvasive glucose monitoring techniques

Noninvasive glucose monitoring techniques have been heavily researched over the past
several decades. They have been divided into the following categories: interstitial fluid
chemical analysis, breath chemical analysis, infrared spectroscopy, optical coherence tomog‐
raphy, temperature‐modulated localized reflectance, Raman spectroscopy, polarity changes,
ultrasound, fluorescence, thermal spectroscopy, ocular spectroscopy, and impedance spectro‐
scopy. Currently, monitoring blood glucose concentration is the most frequently measured
through invasive techniques. Noninvasive blood glucose monitors offer a solution to measure
proper blood glucose levels without puncturing the skin.

The following have been noninvasive; non‐RF techniques have been tried [5–8]:

2.2.1. Interstitial fluid chemical analysis [9]

This technique is similar to the traditional monitoring methods since it needs the patient to
switch out disposal pads for each measurement. It depends on the interaction between the
enzyme and the fluids excreted from the skin. A product appeared in the market in the form
of a watch using the interstitial fluid chemical analysis.

2.2.2. Breath chemical analysis [10]

It measures the level of acetone from a breath. Higher levels of acetone have been correlated
to higher levels of blood glucose concentration. This method is, however, not as accurate as
traditional blood glucose meters.

2.2.3. Fluorescence [11]

It is radiating from the skin and can track the level of blood glucose. The skin tissue is excited
using an ultraviolet laser, and fluorescence is emitted at 380 nm. The intensity of the fluores‐
cence can be correlated to a glucose level.

2.2.4. Ocular spectroscopy [12]

The contact lens interacts with the tears from an eye as the contact lens is illuminated by a light
source; the color of the reflected light can be correlated with a blood glucose concentration. It
shows promising returns.

2.2.5. RF transmission [13]

It uses two antennas to monitor blood glucose concentration noninvasively. Two matched
antennas transmit and receive in a two port measurement. The transmission occurs between
5.3–5.5 GHz. The test was performed on a water‐glucose solution to mimic testing on a hu‐
man.
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3. Problem definition

Healthcare expenditures whether by the health system or the patents reached 11% of the total
healthcare in the word in 2011 (141 billion US$). Most of the countries spend between 5% and
18% of their total healthcare expenditures on diabetes. As regard Egypt, the mean healthcare
expenditures was 175 US $/diabetic patient. Because of the seriousness and variability of the
disease, regular testing for diabetics is required where number of tests per person vary from
one to four times each day. Test strips used in daily testing are relatively expensive, costing
around $1.00 per strip [4]. Over a year of testing at average twice per day, the patient will spend
$730 on test strips alone and in 2020 an estimated 17.4 million people will be diagnosed with
costs near $192 billion [4]. Due to the increase in the population with diabetes and the increase
in the costs in treating diabetes, it is fast becoming necessary to develop new ways to test
diabetes that are noninvasive, less expensive, and easy to use at home. Diabetes mellitus, more
commonly known only as diabetes, is “a disease in which the body does not produce or
properly use insulin” [5]. About 90–95% of the diabetes patients are of Type2 diabetes. This is
characterized from the hyperglycemia which is due to impaired insulin utilization together
with the body’s inability to compensate increased insulin production. About 5–10% of diabetes
patients are of Type 1 diabetes, which is the most dangerous type. It occurs during childhood
and adolescence. It happens due to a severe deficiency of insulin secretion resolution resulting
from atrophy of the islets of langerhans [5–6].

Developments for noninvasive techniques to measure blood glucose level come from the
fact that Type 1 diabetics should test two times daily, and even four to six times may be
required for proper monitoring in order not to result in life threatening due to misusage to
insulin.

All invasive blood glucose monitors require the user to prick a finger, palm, or forearm with
a lancet so that a small droplet of blood can be collected. These devices use electrochemistry
of the testing strip to determine glucose levels. Each strip contains 10 layers of spacers and
chemicals, including glucose oxidase and microcrystalline potassium ferricyanide. The ranges
vary between meters, and the readings are not linear over the entire range; therefore, readings
that are either very high or very low are open for interpretation and need to be confirmed by
repeated measurements or measurements taken by a different meter [14]. According to the
FDA, the goal of all future self‐monitoring blood glucose systems should be able to achieve a
variability of 10% at glucose concentrations of 30–400 mg/dL 100% of the time. With current
systems, measurements should be within 15% of a minimally invasive method which is one
that does not use subcutaneous sampling or sensors in fatty tissue to collect blood. Instead it
uses percutaneous needles or sensors in the dermal layer where there are less nerve endings
at sites other than the fingers to collect or react with interstitial fluid or blood. However, there
are no FDA approved minimally invasive devices with sensors or sampling probes for
continuous monitoring [15]. Noninvasive methods require no puncturing of the skin for testing
purposes.
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4. Approach and methodology

Microwaves occupy the frequencies in the electromagnetic spectrum ranging from 300 MHz
to 300 GHz, which represents different types of waves. Some of the most common types of
waves encountered are radio waves, UHF waves, microwaves, infrared rays, visible light, and
X‐rays. Each type of wave has a different wavelength and corresponds to a different frequency
range in the electromagnetic spectrum [15]. The wavelengths of microwaves can be determined
by the equation.

C
f

l = (1)

where C is the light velocity in free space = 3 × 108 m/s.

This means these wavelengths are between 1 mm and 1 m length. Because of these longer
wavelengths, microwaves are more capable of penetrating through various materials. Most
measurement tools used today tend to only be able to measure wavelengths up to 50 GHz.

4.1. Material’s parameters

All materials molecules have charged particles when applications of electric or magnetic field
on the material, secondary field are produced which results in conduction, polarization, or
magnetization of the particles. Polarization of particles results in the material acting as a
dielectric which can be characterized by dielectric constant. The material relative permittivity
is the ratio between the material permittivity and the permittivity of the free space. It is
experimentally measurable parameters.
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When an electric field is applied across a conducting medium, an equation for complex
permittivity has to be used.

je e e¢ ¢¢= - (3)

The real part of the complex permittivity is the dielectric constant (relative permittivity) of a
material, or the energy storage of that material. The imaginary part is the loss factor, or the
amount electric field energy lost when passing through a material [16]. Most biological
materials have permeability close to that of free space, so permeability is not a concern during
tests involving blood glucose levels, allowing the tests to focus on the frequency variations of
the relative permittivity [17, 18]. Measuring the dielectric properties of a material can indirectly
measure other properties that have a correlation to the molecular structure of the material [19].
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Because the dielectric properties of a material are dependent upon its molecular structure, a
change in the molecular structure will cause the dielectric properties of the material to change.
Measuring the dielectric properties of a material can indirectly measure other properties that
have a correlation to the molecular structure of the material. This can be important when the
property of interest is difficult to measure directly. Most measurements involving microwaves
and permittivity are taken using a vector network analyzer, or VNA. A VNA is a device that
is used to measure the S‐parameters of a microwave circuit over a specified frequency range
and is pictured in Figure 3.

Figure 3. Vector network analyzer.

When an electric field is applied along conducting medium, the complex permittivity equation
has to be used. Where the real part is indicates the material permittivity. In biological field, as
mentioned earlier, permeability is near free space which means that the dielectric constant
would be the parameter that has direct effect on frequency variation hence material properties
that could be important for biological analysis.

S-Parameters: well known as scattering parameters that are used to describe completely
reflection and transmission properties of a traveling wave that is scattered or reflected when
a network under test is inserted into a transmission line with certain characteristic impedance.

DAK: dielectric assistive kit that is used to measure the dielectric properties of material,
conductivity, permittivity, and loss tangent with high precision. Figure 4 shows the dielectric
problem designed for fast precise and nondestructive measurements of solids liquids and
semisolids properties over wide frequency range, and the probe can be moved to the media
under test to directly measure the dielectric parameters, thus eliminating phase distributions
due to cable movements.

This open‐ended coaxial probe uses advanced algorithms and novel hardware to measure the
dielectric properties of liquids, solids, and semi‐solids over a broad range of parameters. The
measurement method is fast and nondestructive to the material under test.

Microwaves in medical applications have been making large steps in recent years since
microwave technology, such as ultrasounds, allows doctors to see inside of the body without
the ionizing radiation found in x‐rays. To better understand how microwaves can be used in
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medical applications, it is important to understand how microwaves affect and interact with
the body.

Figure 4. DAK.

4.2. Permittivity and biological modeling

The effects of RF on biological tissues depend on the exposed field strength or the power
deposited on the unit mass of these tissues. Figure 5 shows the change in the permittivity of
the human tissues due to change in the applied frequency. This effect is clear on water
molecules (which are the most abundant molecules in the human body) as shown in Figure
5, hence, the applying field cause the water molecules to be stored in the tissues.

Figure 5. Dielectric constant versus frequency for different biological tissues.

Thus, the tissues do not allow energy to pass through and permittivity decrease with frequency
increase.

The real part of relative permittivity drops off in distinct steps as the frequency increases;
therefore, it experiences something called dispersion, which is reflected in Figure 6 [19]. Each
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dispersion region occurs at different frequencies and represents different effects of electro‐
magnetic waves on the body.

( )ˆ Δ
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Since biological tissues are complex in both structure and composition, and distribution
parameters have to be taken into account. As a result, the second‐order Debye equation is
formed [11].
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where ∞, 𝀵𝀵, τ are the optical permittivity, pole amplitude, and the relaxation time, respec‐

tively.

The interaction between antenna and any biological material effects on the antenna electrical
properties; this effect occurs due to the complex permittivity of the biological material
surround the antenna; blood is biological dielectric that subject to complex permittivity
equation that depends on operating frequency range.
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constant in the test region; hence, we target to monitor the changes in blood permittivity due
to glucose level changes.

Certain regions of dielectrics are subject to Debye and more refined Cole‐Cole models. The
Debye is often used for dispersions because it can contain multiple terms to describe the
differing sections of the model [12], Eqs. (5) and (6).
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In [13], it has been determined that Cole‐Cole analysis model is the best that describes the
complex permittivity change of blood with frequency range. Proper curve fitting technique
can be added to the Cole‐Cole model to illustrate the relation between change of the blood
sample permittivity with frequency and glucose level in it by [12], and the glucose factor was
added by researchers [13]. An inverse relationship between dielectric permittivity and blood
glucose concentration has been determined [14] as shown in Figure 7. The investigation was
completed used an aqueous glucose solution and measured a changing glucose level and
changing permittivity level over time. The change in blood glucose concentration is narrow
because the patient is nondiabetic and does not experience the range of blood glucose levels
that a diabetic patient experiences. It is a well–established fact that time‐varying currents will
radiate electromagnetic waves. Thus, an antenna is a structure on which time‐varying currents
can be excited with relatively large amplitude when the antenna is connected to a suitable
source, usually by means of a transmission line or waveguide. There is an endless variety of
structural shapes that can be used for an antenna. However, from a practical point of view,
those structures that are simple and economical to fabricate are the most commonly used. In
order to make antenna work adequately efficiently, the minimum size of the antenna must be
comparable to wavelength [15].

Microstrip antenna is one of the most common planar antenna structures used. It has advan‐
tages such as lightweight, low cost, conformal configurations, and compatibility with inte‐
grated circuits. For many applications, the advantages of microstrip antennas outweigh their
limitations. Initially, microstrip antennas found widespread applications in military systems
such as missiles, rockets, aircrafts, and satellites. Currently, these antennas are being increas‐
ingly used in the commercial sector at different applications due to the reduced cost of the
dielectric substrate material and mature fabrication technologies. With continued research and
development and increased usage, microstrip antennas are ultimately expected to replace
conventional antennas for most applications such as mobile and satellite communications,
radar antennas, Wi‐Fi applications, and biomedical application [20, 21].
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Figure 7. (a) Changes in dielectric versus (b) changes in blood glucose concentration.

This research will represent a revolution in the field of designing tests for the screening of
substances of human origin with three main achievements over the available methods:

a. The instant results of screening tests on time.

b. No need for well‐trained personnel or sophisticated laboratory equipment.

c. The test can be done anywhere as the device will be a portable system.

As discussed earlier, when a biological material is introduced into a resonant cavity, the cav‐
ity field distribution changes; hence, consequently, the input impedance and resonant fre‐
quencies are changed. This may depend also on the properties of electromagnetic wave
input signal to the cavity as amplitude, shape, and phase. Dielectric material interacts only
with electric field in the cavity. According to the theory of cavity perturbation, the complex
frequency shift is as follows [3]:
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In the above equations (Eqs. (8) and (9)), ε’r is the real part of the relative complex permittivity
associated with the dielectric loss of the material. Vs and Vc are corresponding volumes of the
sample and the cavity resonator, respectively. The conductivity can be related to the imaginary
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part of the complex dielectric constant by separating real and imaginary parts results in Eqs.
(10) and (11).
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where fo, Qo, and ε”r are operating frequency, and quality factor Qo are corresponding to val‐
ues at empty sample holder, while fs and Qs are same values but with filled sample holder
and imaginary parts of the relative complex permittivity. The low profile, lightweight, and
low manufacturing cost of microstrip patch antennas (MPA) have made them attractive can‐
didate for this application.

4.3. Measurements on a glucose simulating sugar water

Early testing and analysis focused on looking for a shift in resonant frequency of the antenna.
Modeling the shift of blood glucose concentration in the human body model using Computer
simulation technology (CST) or high‐frequency structure simulation (HFSS) simulators
showed that the resonant frequency of the antenna would shift. Modeling the blood permit‐
tivity change with the change in its glucose level can easily lead to the change in the antenna
resonance frequency. The simulation in Figure 8 shows how the resonant frequency of the
dipole antenna changes with increasing the concentration of glucoses in blood sample. As the
glucose concentration increases, the antenna input impedance (real and imaginary) parts
shifts. However, the real part maximum point does not lay with the imaginary part zero value;
that is, these two points should lie together according to ideal theory. In such case, the
resonance frequency is considered as the frequency at which the input impedance imaginary
part equals zero. Figure 9 presents how the resonance frequency increases with the increase
in blood glucose concentration. On the other hand, same Figure 9 shows that the magnitude
of the antenna return loss does not show a correlation between the resonant frequency and the
glucose concentration level.
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Figure 8. Simulated real and imaginary input impedance of antenna versus frequency for different glucose levels.

Figure 9. Resonate frequency of antenna versus glucose concentration of aqueous solution and return loss of antenna
versus frequency for different glucose levels.

4.4. Design of a wideband antenna

Our proposed method would involve an antenna which would change resonant frequency
based on the dielectric properties of the tissues present in its fringing fields (Figure 10). A
similar method has been used previously by this research group to effectively characterize
tissue dielectric properties [12–14]. Figure 11 shows the measured resonant frequency of
antenna vs. blood glucose levels. Modified UWB antenna return loss for varying glucose
concentrations is shown in Figure 12. Where g is blood glucose from 70 to 150 mg/dL, and the
model is defined by Table 1.
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Figure 10. (a) Conceptual blood glucose measurement form factor and (b) detection of tissue properties through anten‐
na fringing field.

Figure 11. Measured resonant frequency of antenna vs. blood glucose levels.

Figure 12. Tissue layers used for simplified human body model and modified UWB antenna return loss for varying
glucose concentrations.
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Tissue type Original blood model [32] Modified blood modelε∞ 4 2.8ε1 56 56.5ε2 5200 5500𝀵𝀵3 0 0𝀵𝀵4 0 0τ1 8.377e−12 8.377e−12τ2 132.629e−9 132.629e−9τ3 – –τ4 – –α1 0.1 0.057α2 0.1 0.1α3 – –α4 – –σ 0.7 0.5

Table 1. Parameters of original and modified blood Cole‐Cole models.

4.5. Analytical model of narrowband antenna

A method to determine a lumped element equivalent circuit has been applied successfully for
dipole antennas [22]. This method has been applied to this planar antenna, with some minor
additions (Figure 13). The feed network can be modeled as a transmission line between the
radiator and the port. Figure 14 shows the real and imaginary impedance of the simulated
antenna and the equivalent circuit model. Good agreement can be seen between the model and
the simulated data. The values of this model that match the free space resonance at 1.8 GHz
can be found in Table 2.

Figure 13. Analytical model accounting for antenna orientation used to validate model.
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The presence of tissue near the antenna will act as an additional capacitor Cp2 present in the
parallel resonant RLC network that is a function of the tissue dielectric properties and position
(Figure 15). The Cp2 capacitor values have then been determined in the equivalent circuit to
match the antenna reactance from the HFSS simulations. The various Cp2 values determined
are plotted in Figure 16 as a function of the dielectric permittivity and distance from the
antenna. It can be seen that for all distances, the changes in Cp2 are nearly a linear function of
permittivity, which would be expected for a capacitor behavior.

Figure 14. HFSS simulation and analytical model.

ES1 LS1 (nH) Cs1 (pF) Rs1 (Ω) Lp1 (nH) Rp1 (Ω) Cp1 (nF)

50 Ω transition line 230 degree delay at 1.8 GHz 1.5 2.25 29 1.32 36.5 3.5

Table 2. Lumped element values of analytical model.

Figure 15. Analytical model accounting for tissue layers and antenna orientation used to validate model.
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Figure 16. Capacitance of Cp2 for various dielectrics.

5. Microstrip cavity resonator biosensor (MCRB)

Microwave applications have assumed considerable importance in medicine because they
are effective in the reduction on the mental and physical burden borne by patients with non‐
invasive way. Such applications are of three types [23]:

a. Thermal treatments which use microwave energy as a source of heat. Antennas used to
elevate the temperature of cancer tissues are located inside or outside of the patient’s body,
and the shapes of the antennas used depend on their locations.

b. Diagnosis and information gathering inside the human body (e. g., by computerized
tomography and magnetic resonance imaging) and noninvasive temperature measure‐
ment inside the human body. Telecommunications illustrates the importance of functions
of implantable medical devices which need to transmit diagnostic information.

c. Gathering of medical information on the human body from outside the body (bio‐sensors),
techniques in this category are considered to be an exertion of communication technolo‐
gies.
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The challenges may be summarized as follows:

1. Application–driven challenges

*Data fusion (aggregate and filter)

*Support of multiple data rates

*Robustness, zero maintenance

*Security and privacy at low energy cost

2. Technology challenges

*Low complexity/low–power designs

*Smart personal networks and sensors

*Integration of heterogeneous networks considering BWCS.

Antennas and propagation are the most basic points for integrating wireless body area network
(WBANs), wireless sensor network (WSNs), and personal area network (WPANs) into future
wireless heterogeneous networks which is a necessary step to shape the 4G landscape. Body–
centric communications is a research topic combining WBANs, WSNs, and WPANs. These
communication techniques are built basically on biosensors that antenna are acting as the vital
component in their structures [23].

An antenna is a structure, usually made from a good conducing material that has been
designed to have a shape and size such that it will act as an electromagnetic sensor that radiates/
receives power in an efficient manner. It is a well‐established fact that time‐varying currents
will radiate electromagnetic waves. Thus, an antenna is a structure on which time‐varying
currents can be excited with relatively large amplitude when the antenna is connected to a
suitable source, usually by means of a transmission line or waveguide. There is an endless
variety of structural shapes that can be used for an antenna. However, from a practical point
of view, those structures that are simple and economical to fabricate are the most commonly
used. In order to make antenna work adequately efficiently, the minimum size of the antenna
must be comparable to wavelength.

5.1. Microstrip patch antenna

Microstrip antenna is one of the most common planar antenna structures used. Extensive
research development aimed at exploiting its advantages such as lightweight, low cost,
conformal configurations, and compatibility with integrated circuits have been carried out.
For many applications, the advantages of microstrip antennas outweigh their limitations.
Initially, microstrip antennas found widespread applications in military systems such as
missiles, rockets, aircrafts, and satellites. Currently, these antennas are being increasingly used
in the commercial sector at different applications due to the reduced cost of the dielectric
substrate material and mature fabrication technologies. With continued research and devel‐
opment and increased usage, microstrip antennas are ultimately expected to replace conven‐
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tional antennas for most applications such as mobile and satellite applications, radar antennas
Wi‐Fi applications, biomedical application [24–26].

One of the most important requirements in wireless biosensors is the mobility of the device;
its size can be reducing with keeping same performance. As shown in Figure 17, the simplest
configuration of microstrip antenna path is dielectric substrates with metal patch forms one
side and ground plane on the other side. Regular patch shapes are always preferred for easy
analysis and performance predications. Rectangular and circular patches are the basic shapes
that most commonly used in microstrip antennas. Ideally, the dielectric constant εr, of the
substrate should be low (εr < 2.5), to enhance the fringing fields that account for radiation.
However, other performance requirements may dictate the use of substrate whose dielectric
constant can be greater. As in our prototype blood sensor, the miniaturized size is one of the
main challenges; hence, higher dielectric constants are desired (εr < 10.2).

Figure 17. Proximity‐coupled feed microstrip patch antenna.

Recently, a big attention is devoted towards compact microstrip antenna design with multi‐
function as multi‐frequency bands, dual polarization, broadband, and high gain. Several open
literatures introduce inherent solution for narrow bandwidth of the microstrip antenna as
proximity‐coupled feed, capacitive‐coupled feed, and 3D transmission line feed.

In our prototype system, proximity‐coupled feed antenna is used as shown in Figure 17 to
ensure continuous clear surface of the antenna patch metal; hence, it acts as the blood sample
holder [25].

One of the most famous blood diagnosis methods is the surface plasmon resonance (SPR) in
thin metal layers. It is one of the most sensitive label‐free methods for the measurement of the
reaction dynamic of biological molecules on gold surfaces. The application of modern powerful
CCD cameras provides the possibility of SPR Imaging. In this case, the incident laser light is
fixed at an angle which is slightly shifted away from the minimum of the SPR resonance curve
to the middle of one wing. Variations of the intensity of the reflected laser light are proportional
to the shift of the resonance minimum caused by surface reactions. This enables simultaneous
monitoring of many reactions at identical conditions. However, providing high throughput,
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the imaging methods usually possess a degraded detection power compared with single‐spot
measurements wireless communication that can be used. The cost and time consuming of such
systems create the need of other fact, cheap, and mobile diagnostic systems.

5.2. Resonator biosensor

A typical application of the field of biosensors is the detection of biological substances by
measuring changes in electrical properties of the materials. Biosensors are now being em‐
ployed in medicine, biotechnology, and environmental monitoring. The use of biosensor for
rapid detection of the enteroviruses will limit the need for sophisticated laboratory diagnostic
methods that needs long time and expert scientists to perform the test. Usually, it takes at least
12 h of laboratory work to make sure that a clinical sample is safe. The physician in the field
normally do fast and simple tests like physical examination of the clinical sample, performing
some preliminary tests, and then gives a fast decision regarded as potentially safe or not.

All these tools are available today; however, until now there exists no fast and sensitive method
to know whether the clinical sample is infected with enteroviruses or not. Thus, the risk is still
very high that the physician comes to a wrong decision on the health status of the clinical tested
sample. If the clinical sample is infected, it means that there is a great possibility for the
enteroviruses outbreaks which initiates danger risk.

Nowadays used methods for diagnostic screening have reached a high degree of accuracy,
sensitivity, and reliability. Most methods achieve an accuracy of more than 99.9%. The draw‐
back of these methods is that they are time consuming. The accuracy is mainly based on
very complicated enzymatic activity (ELISA) or radioimmunoassay (RIA) or nucleic acid‐
based reactions (PCR, hybridization) that lead to visual changes that can be measured. The
accuracy of these biological methods depends on highly sophisticated reactions that need to
be done in well‐equipped laboratories with well‐trained personnel. Within the project, a fast
and sensitive testing method for biological sample will be developed. This method has the
potential to detect the existence of pathogens. The transducer principle is based on micro‐
wave cavities resonator biosensor (MCRB), which is known to be a sensitive label‐free meth‐
od that allows detecting receptor‐legend binding. Using homogenous distributed spots
allows reaching high accuracy compared to the state of the art. Therefore, we meet the re‐
quest for “new screening techniques,” which are “sensitive enough to avoid false negatives.” The
MCRB system is also capable to detect multiple pathogens simultaneously if antibodies of
all these pathogens are immobilized on the transducer chips. Only true/false indicator will
be detected. Figure 18 shows some of our antenna simulation results of reflected scattering
parameters change due to the immobilization of sample layer upon the microstrip antenna
surface. Figure 18 illustrates that there is a detectable shift in resonating frequency and re‐
flection coefficient due to the change in the tested sample characteristics, hence verifying the
proposed research idea, that depends on measuring this change due to the presence of en‐
terovirus infection in the tested sample as will be described later in next section. This allows
a very rapid testing for pathogens in one single procedure. Thus, this method is fast and
cheap, and therefore, meets the requirements for “development of more cost-effective ap-
proaches.” The developed system will finally by clinically show its abilities in detecting
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pathogens in any biological sample. To be able to carry out statistically relevant tests, nu‐
merous test runs will be necessary per pathogen [26, 27].

Figure 18. Simulation results of proximity‐coupling microstrip antenna reflection coefficients with changing character‐
istics of sample deposited layer on antenna surface. Effect of changing (a) layer thickness, (b) layer conductor loss, and
(c) layer dielectric constant.

The effect of sample characteristics is shown in Figure 18 that shows in part (a) the effect of
deposited sample layer thickness on antenna reflection coefficient. Part (b) shows the effect of
sample layer deposition on the measured conductor loss, while part (c) shows same effect on
changing the dielectric constant. These simulations are done using electromagnetic readymade
software package of (high‐frequency structure simulation, HFSS) for proximity coupling fed
microstrip antenna at operating frequency of 10 GHz. The results of Figure 18 verify our
proposed idea of MCRB. Many studies have been devoted to the absorption of proteins onto
solid surfaces and the immunological reaction between antibody and antigen.

The proposing of a micro‐immunosensing diagnostic assay is based on the very specific
immune reaction between antigen and antibody. The assay can be manufactured by first
absorbing a layer of antibodies that has multiple specificities to enteroviruses and then
immobilized on an‐active gold‐coated dielectric slide (low‐profile microstrip antenna surface),
which forms one wall of a thin flow‐cell, while the other interacting in an aqueous buffer
solution that is induced to flow across this surface.

When the biological sample, containing the antigen the antibodies are directed, is brought in
contact with the coated solid phase, the specific immune reaction occurs and the marker
antigen will bind to the antibody. This binding, resulting in a layer growth that can be detected,
for example, when electromagnetic wave is incident on the antenna surface coated with gold,
reflection coefficient S11, and input impedance (real and imaginary) can be measured by (vector
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network analyzers) VNA. The reflection coefficient amplitude in dB, input impedance in ohms,
and frequency resonance value in GHz are expected to be changed from case of normal clinical
sample layer to infected clinical sample layer or to infected sample layer with antigen/
antibodies embedded. Recording this change and classifying it, after reading of large number
of samples, one can detect in fast way the infection of enteroviruses in clinical sample. Software
code is developed for automatic reading, classifying, and determining the sample infection
afterwards. This procedure depends on small miniaturized size of microstirp antenna to act
as sample plate. Coating the antenna surface with gold will be used to isolate its surface from
outside environment and exclude any unwanted surrounding parameters that may effect on
the accuracy or sensitivity of readings. Proper thickness of sample layer deposited on antenna
surface would be determined through simulations first and then through pre‐experimental
tests. The expected frequency range of operation will be in C‐band (2–3 GHz), Bluetooth, and
ISM band (industrial, scientific, and medical) and/or in X band (from 8 to 12 GHz). This will
be decided according to the system sub‐components purchase availability in local market or
abroad [28].

Also, the system size allows for mobile applications. No need for connection to host computer
as in SPR system. The whole test will be done in the field with no need to return or connect to
the laboratory since a comparison with the calibration levels will be done automatically
through the developed control software. The other advantages are the low cost of electromag‐
netic system and the reduced hazardous effects than other sources as lasers, IR, etc.

First, clean sample layer will be deposited with normal buffer electrical properties. The output
signal level and frequency will be measured accurately to determine the standard references.

Second, the same measurements will be done for the samples collected from tested area layered
onto the chip; various samples showing different stages of different titer of viruses will be used
to standardize the test. The antenna chip prototype is as shown in Figure 19. It consists of a
planner antenna with metal surface, coated with gold (to prevent oxidation), a measuring
facility for power level and frequency, electromagnetic source, mechanical micro‐pump, etc.
The whole system hardware block diagram is as shown in Figure 20. Third, a thin‐film sample
under test will be deposited on the surface with micro‐fluid injection procedure.

Figure 19. Microwave cavity resonator bio‐electromagnetic sensor system verification idea.
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Figure 20. Block diagram of mobile virus diagnosis system.

The output signal level which depends on the electrical properties of the deposited layer will
be measured accurately. Comparison with calibration table will be done automatically. From
the signal level reading, a decision of infection existence will be automatically taken. The
knowledge of the used antigen gives information about viruses that need to be detected. The
frequency of operation is in the range of 2–3 GHz in C‐band and/or 8–12 GHz in X‐band; so
the antenna chip size will be in the range of few square mms. The novelty in this idea, as
mentioned earlier, is the measurement of the change of the electrical properties which makes
the idea free from the molecular size limitation that exists in other systems as optical biosen‐
sors. Same idea but with different experimental procedures, as microwave waveguide
resonator or microwave probe insertion, is verified in the literature [24–29].

Improving the screening tests in terms of speed and costs for biological samples will cut the
costs and will thus give a direct economic value. Better screening methods decrease the risk of
infection, and most importantly will provide a perfect tool to screen more enteroviruses.
Nowadays, screenings include a limited number of pathogens due to cost and/or scientific
reasons. The conceived system consists mainly of (MCRB) cavity resonator chips. The instru‐
ment is primarily designed for detecting multiple pathogens in sample. Due to the limited
resources of this project, we concentrate on the relevant enteroviruses. Otherwise, the need of
resources for performing relevant tests would by far exceed the budget. But it has to be
emphasized that this system has the potential to detect more than one pathogen, simultane‐
ously if the corresponding receptors are immobilized on the transducer chip [29].

The MCRB system could become a standard system for screening donor blood. Depending on
the application, the system can be designed for different levels of complexity. The result of the
screening can give quantitative figures for each pathogen. The high specificity, accuracy, and
sensitivity of the new method help to reach the goal of avoiding false positives as well as false
negatives. Despite the accuracy of the method, it is very rapid and can give results in few
minutes. This ability together with the potential to screen for numerous pathogens makes the
MCRB system well suited for screening donors prior to organ transplantations.

A low‐profile microstrip disc antenna with micorstrip line proximity coupling feed is proposed
in order to keep the antenna surface clean for imposing the blood sample layer. The patch is
placed alongside a small rectangular ground plane co‐planar to it as shown in Figure 21a.
Antenna prototype is designed to operate at 2.4 GHz. Figure 21 illustrates the fabricated
antenna. The resonating antenna with deposited layer of normal blood serum is considered
the reference of the measurements from which the changes due to the viral layer deposition
are measured. The Agilent E8719A vector network analyzer is used for preliminary prototype
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measurements. This is replaced by portable transceiver Ettus N210 with open source control
software in the final prototype design.

Figure 21. (a) Geometry antenna configuration and (b) proposed microstrip antenna with gold platted surface.

Figure 22 illustrates the results for different concentrations of attenuated G1P(8) Rota virus.
The scattering parameter |S11| for antenna in installation steps of the chamber/housing over
antenna shifts the resonating frequency down to 1.88 GHz with |S11| = −15 dB as in Figure
22a. This can be attributed due to resistive loading effects of glass chamber and rubber gasket.
Starting viral immobilization on the sensor surface shifts the cavity resonating frequency down
to 1.865 GHz with |S11| equal to −13 dB at the fourth viral concentration of 1 × 106 virus particles.
These preliminary results verify the sensor idea practically; however, more investigations are
still running.

Figure 22. Measurements of reflection coefficients |S11| at 2.4 GHz of micro‐immunosensor for different installation
steps in part (a) and for different viral concentrations in part (b).

The antenna was simulated using 3D full‐wave electromagnetic simulator, high‐frequency
structure simulator (HFSS) version 13. The dielectric constant change was measured using
blank buffer solution used to dilute Rota virus stock solution using DAK (dielectric assistive
kit). The system measures liquids, solids, and semi‐solids dielectric constant over a broad range
of frequency from 10 MHz to 20 GHz. The measurement method is fast and nondestructive
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for the material under test. Figure 23 shows the changes due to different concentrations of
Polio virus.

Figure 23. The effect of type A antenna S11 change due to insertion of different virus concentrations: (a) Polio and (b)
Rota.

6. Ground penetrating radar (GPR)

For searching on underground mummies or any biological bodies as well as water the ground
penetrating radar (GPR) is used. GPR is a nondestructive technique. To enhance the perform‐
ance parameters of the GPR antennas, different parameters should be considered. As men‐
tioned earlier, when the transmitting and/or the receiving antennas are placed close to the
ground, they suffer from significant changes in their input impedance. This change is a function
of the antenna elevation angle and the soil type. Different techniques have been proposed to
maintain the input impedance matching conditions. It has been shown in [30] that the input
impedance of a bow‐tie antenna changes with the flare angle variation, giving the possibility
of adaptive antenna matching. In bowtie antenna, the input impedance is affected by the
ground plane; however, one can modify it by adjusting the design flare angle to keep the
reflections in the minimum level at the antenna terminals.

Other techniques have also been reported regarding the implementation of impedance
matching networks for different antenna systems to achieve maximum matching condition,
such as, radio frequency‐microelectromechanical systems (RF‐MEMS)‐based matching
module for adaptive antennas where RF‐MEMS devices are used for the implementation of
variable capacitors at the antenna input for better transfer of power to the antenna, or the use
of a pi‐network matching circuit adaptively controls by two varactors, reducing the refection
between the matching circuit and the RF front end of a transceiver.

Another critical parameter for the GPR antenna system is system directivity. High directive
antennas for GPR systems are needed to avoid the loss of power. Recently, several antennas
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have been reported where the use of electromagnetic bandgap (EBG) and frequency selective
surface (FSS) shows highly directional radiation properties. Another technique to increase the
antenna system directivity is to use an antenna array rather than one single radiating element.
To keep the system low profile, planar antennas are recommended for such application. On
the other hand, mutual coupling between the different radiating elements might take place.
Some structures have been proposed to reduce the mutual coupling between the radiating
elements of microstrip antenna arrays such as cavity backed and substrate removal microstrip
antennas. The other approach is using metamaterials insulator between the antenna arrays
elements to reduce the mutual coupling. These metamaterials are designed to operate at certain
frequency band gap or insulating region where the effective permittivity and permeability
have opposite signs. However, this insulating/band gap frequency range is usually narrow
bandwidth which resembles the main limitation with this approach.

GPR technique uses transmitting and receiving antennas separated by a small fixed distance,
to send electromagnetic (EM) energy into the ground and then record the returning signals.
Depending on the application, different antennas are used where low‐frequency antennas
provide greater penetration, but lower resolution and high‐frequency antennas have limited
penetration but higher resolution as shown in Figure 24.

Figure 24. EM wave sent into the ground by TX antenna and the reflected EM wave received by RX antenna received
wave discontinuity should be at the top and bottom of a buried object.

As mentioned earlier, ground penetrating radar consists of a transmitting antenna which is
used to transmit a signal to the ground. Depending on the received signal scattered from the
buried body in the ground, identification of the underground target may take place. This is
based on the fact that the velocity of propagation of electromagnetic (EM) waves, given by v
(m/s), depends on the complex dielectric permittivity of the medium of propagation, where
the complex dielectric permittivity of the medium is given by ε*(f) = ε’(f)–jε”(f). It should be
noted that the imaginary part of the complex dielectric permittivity ε”(f) expresses the energy
dissipated in the medium, while the real part ε’(f) is associated with the capability to store
energy when an alternating electric field is applied.

An important parameter that should be considered in GPR operation is that the complex
dielectric permittivity of the soil under test varies considerably with the frequency of the
applied electromagnetic signal. This frequency dependence of permittivity is a function of the
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polarization arising from the orientation with the imposed electric field of molecules that have
permanent dipole moments. The mathematical formulation of Debye describes this process
for pure polar material by [31]:
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where ε∞ represents the permittivity at frequencies so high that molecular orientation does not
have time to contribute to the polarization, εs represents the static permittivity (i.e., the value
at zero frequency) and frel (Hz) is the relaxation frequency, defined at which the permittivity
equals (εs + ε∞)/2. The separation of Eq. (13) into real and imaginary parts is shown in Figure
25, for a material of εs = 20, ε∞ = 15 and frel = 108.47 Hz (300 MHz). Figure 25 shows the real part
and imaginary part values analyzed by Debye model. From the figure, the permittivity has
constant values with zero losses at low and high frequencies, while losses appear at inter‐
mediate frequency.

Figure 25. Example of the Debye model for the real part (solid line) and imaginary part (dashed line) of the permittivi‐
ty.

The Debye parameters of water are εs = 80.1, ε∞ = 4.2, and frel = 1010.2 Hz (17.1 GHz) at 25°C. In
sandy soils, most water is effectively in its free liquid state. In the case of GPR measurements,
ε″(f) is often small compared with ε’(f). The real part of the permittivity of water within the
megahertz to gigahertz bandwidth is given by Table 3:

Temperature (°K) 279 297 303 337
Relative dielectric 86 79 75 66

Table 3. Dielectric permittivity measurement of drinkable water [18].

For reliable measurements, the multi‐offset reflection method will be used where multiple
measurements with different antennas separations (radar transmitting and receiving anten‐
nas) are performed. More precisely, the wide angle reflection and refraction (WARR) config‐
uration will be adopted in the design architecture and measurement setup [32]. As shown in
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Figure 26 (a), the WARR setup consists of a transmitting antenna at a fixed location, while the
distance between the receiving antennas is increased stepwise.

Figure 26. (a) Wide angle reflection and refraction (WARR) acquisition, (b) common‐midpoint (CMP) measurement
made with a 100 MHz antenna at the Cambridge Research Station, University of Guelph, ON, Canada.

To collect the reflected data, only one antenna will be used. This antenna will be displaced
continuously along the survey line with a fine spatial interval between two receiving positions
and continuous‐wave radar (CW) modulation scheme will be adopted. Continuous bottom
layers with different soil water content or more generally with sufficient permittivity contrast
can be easily identified as this result in consistent reflected waves data that can fit the following
condition (see illustrative examples of Figure 26 (b))
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where trw(x) is the zero time corrected arrival times of the reflected waves, a is the antenna
separations, d is the depth of the reflecting layer, and vsoil is the root mean square (RMS) velocity
down to the bottom of that layer. The RMS velocity and the depth d can be calculated by solving
Eq. (14) for different antenna separations [33]. Naturally, the soil beneath the surface till the
water level (within the penetration range allowed by the GPR) consists of multiple horizontal
layers (reflectors). Eq. (15) is used together with the Dix formula [34] in order to estimate the
dielectric constant of each layer as formulated by Eq. (16).
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where vsoil,n and vsoil,n‐1 are the average interval velocities from the surface down to the bottom
of layers n and n−1, respectively. trw,n and trw,n−1 are the two‐way travel time down to the bottom
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of layers n and n−1, respectively, the upper layer of the soil being denoted by n = 1. The thickness
of layer n is thus given by Eq. (16) as follows:

( ), , , 1
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Upon determining the velocity profiles with the depths of the corresponding layers, the
corresponding permittivity profile curves can be extracted using the relationship between the
interval velocity vi and the dielectric constant. The imaginary part of the water permittivity
becomes negligible with respect to the real part and the former relationship simplifies to the
following:
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Upon determining the measured water permittivity, water content‐permittivity relationships
can be used to estimate the volumetric water content. Different relationships can be then used
as reported in [33–36].

6.1. Quasi-Yagi antenna with size reduction for water detection

Figure 27 shows the geometric structure of planar Yagi‐uda antenna printed on commercial
FR4 substrate with thickness of 9.5 mm. The antenna shape consists of T‐shaped dipole driver
and two parasitic meander shapes. The feeding system is printed on the bottom layer of the
substrate with length Lf and SD. The circular resonator is used to match the input impedance
of the antenna to a 50 Ω feeding line. The dimension of the substrate width and the length is
72 × 70 cm2. A /4 slot line ended with a circular slot of diameter LD is used for matching the
antenna [37, 38].

Figure 27. The quasi‐Yagi antenna configuration.
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Figure 28 shows the Yagi antenna reflection coefficient at frequency range from 50 to 150 MHz
with negligible change in the bandwidth due to coupling effect between the antenna driver
and director. The coupling effect can be controlled by adjusting the distance between driver
and director. Figure 29 illustrates the reflection coefficient as a function of the balun diameter
and its distance from the feeding.

Figure 28. Effect of the length (a) T1 and (b) Ton the simulated reflection coefficient.

Figure 29. Effect of the length (a) D and (b) SD on the simulated reflection coefficient.

6.1.1. Ground penetrating radar antenna system

Ground penetrating radar system is used for underground water detection. The operating
frequency band extends from 50 to 150 MHz for frequency‐modulated continuous‐wave
(FMCW) radar. The electrical properties of the sand and fresh water layers are investigated
using laboratory measurement and EM simulation. The simulated parameters are obtained
from Debye dispersive model in the high‐frequency structure simulator (HFSS). The radar
system as shown in Figure 30 (a) requires a high antenna gain to achieve an acceptable
scanning resolution. Figure 30b illustrates the values of scattering parameters S11 due to
projection on the ground surface where the distance between the radiating surface and the
ground changes from 0 to 100 cm. The sand layer volume is 300 × 200 × 200 cm3 as shown
in Figure 30a. The proposed antenna performance is investigated with and without sand
layer as shown in Figure 30. The sufficient distance that keeps the antenna reflection coeffi‐
cient near from free space is almost about 50 cm as shown in Figure 31a.
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Figure 30. (a) The GPR antenna system for water detection and (b) the effect of K on proposed antenna reflection coeffi‐
cient.

Figure 31. |S11| of the receiver antenna in different cases at K = 50 cm.

6.1.2. Measured results and discussion

The antenna was fabricated as shown in Figure 32a using a standard photolithographic etching
technology on FR4 substrate with a 100 micrometers copper thickness. Figure 32b shows the
comparison of the |S11| between measured and simulated results of the optimized antenna
which are in fairly good agreement. The antenna measured bandwidth is from 56 to 140 MHz
for −6dB threshold in reflection coefficient which covers the required application requirements.
The slight difference between the measured and simulated reflection coefficient could be
attributed to a misalignment between curved microstrip‐line and the circular slot of the balun
and effect of the SMA connector.
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Figure 32. |S11| comparison between measured and simulated reflection coefficient of the proposed antenna.

6.2. Miniaturized log-periodic dipole antenna

The printed log‐periodic dipole antenna has many advantages such as lightweight, low costs,
and simple to manufacture. Figure 33 shows the miniaturized printed log periodic antenna
(PLPA) which is first order fractal shape. This approach decreases the antenna size with
approximately no effect on its bandwidth performance. The proposed antenna printed on thin
commercial substrate FR4, 1.6 mm thickness with dielectric constant 4.7 and loss tangent 0.02.
The proposed antenna dimensions are shown in Table 4. There are seven pairs of array element
with scaling factor Ω equal to 0.75 and spacing factor Ψ equal to 0.6. Figure 34 shows the
reflection coefficient response for both conventional, modified LPDA, and FLPDA. The
optimized full antenna dimensions are shown in Table 4.

Figure 33. Proposed GPR antenna with first fractal geometry.
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LSUB WSUB L1 L2 L7 WF

110 75 32 23.2 7.2 0.32

W1 W2 W7   
19.8 12.7 6.5 21.2 14.2 6.8

Table 4. The antenna dimensions in (cm).

Figure 34. The| S11| design procedures of the proposed antenna.

6.2.1. Ground penetrating radar antenna system

Usually, GPR antennas are placed either on the ground or in a location near the ground with
respect to the operating wavelength; hence, each single antenna must satisfy the requirements
of radiation and coupling effects. The electrical properties of the sand and fresh water layers
are investigated using laboratory measurement and EM simulator. The measurement is done
using DAK (coaxial sensor probe and R&S®ZVA vector network analyzers (10 MHz–14 GHz),
while the simulated parameters are obtained using Debye dispersive model in the high‐
frequency structure simulator (HFSS). Both results are very quiet similar as shown in Figure
35(a, b). Debye model is a lossy dielectric dispersive model with a lower frequency near DC,
use the loss model material input dialog box to specify the material’s conductivity at DC or,
its HFSS simulator which has a material specify box in which the conductivity and loss tangent
of the material should be defined at DC and low frequency, respectively.
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where τ = the relaxation time, εrstatic = the static permittivity, and εroptical = the high‐frequency/
optical permittivity. Debye’s model is valid for most microwave applications.
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Figure 35. Comparison between measured and simulated electrical properties of sand and sand with water.

In radar system, SAR techniques require high antenna gain to achieve acceptable measurement
resolutions. This necessitates that a sufficient large aperture at the lowest frequency to be
transmitted. Figure 36 shows the effect of antenna height on the ground surface (S). It is clear
that as distance S increases, the reflection coefficient becomes closer to the case of free space.
The ground volume is 300 × 200 × 200 cm3, and it can be seen that the width of the 3‐dB footprint
increases considerably as the source is raised from the ground.

Figure 36. The effect of S on proposed antenna reflection coefficient.
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To determine the sufficient distance between both antennas, Snell’s law is applied as shown in
Figure 37a

i rq q= (19)

2Stan i
q H

q »
+ (20)

where θi and θr are the incident and reflected angles.

The proposed antenna performance is investigated with and without sand layer. It shows that
the antenna directivity is highly increased by about 2dBi as shown in Table 5. However, the
resonant frequency reduced by about 5% as shown in Figure 37c.

Figure 37. (a) The GPR system for water detection, (b) the| S21| mutual coupling between Tx and Rx, and (c) the receiv‐
er antenna in different cases.

Freq (MHz) Free space Sand layer Sand and water layer
Average efficiency% 87 88 86

Average direction (dBi) 3 5 4.8

Average BW (%) 440 400 150

Average beamwidth (degrees) 150 100 100

Average (F/B) (ratio) 1.5 2 1.95

Table 5. The antenna parameters.
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To determine the sufficient distance between both antennas, Snell’s law is applied as shown in
Figure 37a

i rq q= (19)

2Stan i
q H

q »
+ (20)

where θi and θr are the incident and reflected angles.

The proposed antenna performance is investigated with and without sand layer. It shows that
the antenna directivity is highly increased by about 2dBi as shown in Table 5. However, the
resonant frequency reduced by about 5% as shown in Figure 37c.
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er antenna in different cases.
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Table 5. The antenna parameters.
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6.2.2. Experimental results and discussion

To verify the simulated results, the proposed fractal log‐periodic dipole antenna was fabricated
using photolithographic techniques and measured using m network analyzer. Figure 38 (a)
shows a photograph of the fabricated antenna, and Figure 38b shows the comparison between
measured and simulated reflection coefficient against frequency. It can be observed that
measured results reasonably agree with the simulated ones for the proposed antenna and the
bandwidth is about 225% (50–500 MHz) centered at 150 MHz. These frequencies are chosen at
lower and higher frequencies in the pass band of this antenna, that is, at 50 and 500 MHz.

Figure 38. (a) Photograph of the fabricated antenna and (b) comparison between measured and simulated, reflection
coefficient.

7. Conclusion

Three examples are given for nondestructive tests, namely noninvasive glucose monitory
techniques for dielectrics, microwave bio‐sensor for rapid detection of the viruses in biological,
and the ground penetrating radar. The first example focuses on the possibilities of a monitor
that noninvasively measures blood glucose levels using electromagnetic waves. The technique
is based on relating a monitory antenna’s resonant frequency to the permittivity and conduc‐
tivity of skin which in turn is related to the glucose levels. The second applications is the use
of biosensor for rapid detection of the enteroviruses which limits the need for sophisticated
laboratory diagnostic methods that needs long time and expert scientists to perform the best.
The physician in the field normally does fast and simple tests and then gives a fast decision
regarded as potentially safe or not. The proposing micro‐immunosensing diagnostic assay is
based on the very specific immune reflection between antigen and its antibody. The third
application is using the ground penetrating radar as a nondestructive test for identifying the
underground targets. It consists of a transmitting antenna, which is used to transmit a signal
to the ground depending on the received signal scattered from the buried body in the ground,
identification of the underground target may take place. In our case, this technique was used
for detecting underground water, which is very vital application for many countries nowadays.
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Abstract

Monolithic low-temperature co-fired ceramic (LTCC) SiP modules have been presented
for microwave applications. In order to integrate almost passive circuits of a radio
system into the LTCC substrate, key technologies such as suppressing parasitic resonant
modes, low-loss transitions and compact passive devices have been investigated. Well
analyzed mechanisms on the parasitic resonant modes and their suppressing methods
have been applied to high-isolation SiP structures. A strip line (SL) to CPW vertical
transition using a stepped via structure embedding air cavities has been devised and
has been used to design a SL BPF. A surface mount technology (SMT) pad transition
has been developed by utilizing a modified coaxial line. A LPF composed of vertical
plate capacitors and helical inductors and a 2 × 2 array antenna have been developed.
A  61  GHz  heterodyne  transmitter  LTCC  SiP  module  has  been  implemented  by
monolithically embedding all passive circuits such as a SL BPF, 2 × 2 array antenna, SMT
pads and feeding lines into it. A 60 GHz amplitude shift-keying (ASK) transceiver LTCC
SiP module has been implemented as small as 17.8 × 17.9 × 0.6 mm3 by integrating a
high-isolation via fence and a LPF. They have been characterized in terms of an output
power, spectrum and link test.

Keywords: LTCC, SiP, transition, BPF, antenna

1. Introduction

In general, the final stage for implementation of microwave systems is system integration. It
could be either integrated circuit (IC) die-level integration or package level one. And also, how
to integrate microwave systems should be considered at the first stage of its development.
Roughly, there are two categories for an integration technology of microwave systems: on-chip
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technology and in-package one.  The progress in these integration technologies has been
formidable over the past decade for microwave applications. In these technologies, the main
key issue is antenna integration on the chip or in the package, because its integration can
provide several advantages such as low cost, compact size, high reliability and high reprodu-
cibility.

In the case of on-chip integration technologies based on complementary metal-oxide-semi-
conductor (CMOS), bipolar CMOS (BiCMOS) and silicon germanium (SiGe) BiCMOS, various
researches have been explored up to recently. However, due to high permittivity (~11.7) and
low resistivity (~10 Ω cm) [1, 2] of the Si-based substrate, integrated antennas have been
suffered from low radiation efficiency and matching bandwidth. In order to modify properties
of the substrate, although several novel techniques such as air cavity [3], artificial magnetic
conductor [4], suspended membrane [5], ion implantation [6] and meta-surface [7] have been
investigated; high-gain and broadband requirements are still below expectations, compared
to those of package-based integration technologies [1, 8, 9].

In the package-based integration technologies, aside from highly integrated radio dies, almost
passive components such as antenna, BPF and others are monolithically realized in the package
substrate, thanks to three-dimensional (3D) stacking capability using via, multilayer and
cavity. Very compact and high-performance microwave modules have been recently presented
by using multilayer ceramic or printed circuit board (PCB) [10] technologies. Low-temperature
co-fired ceramic (LTCC) [11–13] is a representative multilayer ceramic technology. For the past
two decades, several LTCC modules involving antennas and other passive circuits with
microwave radio chips have been developed and also it is possible to integrate high-gain
antennas because of its properties of low-loss substrate and metallization (Ag).

In this chapter, highly integrated monolithic SiP modules have been presented for microwave
system applications. In order to integrate radio systems in the single LTCC package module,
key technologies such as suppressing parasitic resonant modes, low-loss transitions and
compact and high-performance passive devices have been investigated after definition of
monolithic SiP module. Finally, a 61 GHz transmitter (Tx) LTCC SiP module and a 60 GHz
ASK transceiver one have been implemented in a size of 36 × 12 × 0.9 and 17.8 × 17.9 × 0.6
mm3, respectively and they have been characterized in terms of an output power, spectrum
and link test.

2. Monolithic SiP module

Figure 1 shows a three-dimensional (3D) schematic concept of the monolithic LTCC SiP
module integrating a whole radio system consisting of active ICs and passive components in
the single LTCC substrate. The filter and antenna are monolithically integrated in the LTCC
dielectric and on its top layer, respectively. Active ICs are also mounted on the top of the LTCC
multilayers. For miniaturization of the SiP module, passive circuits such as filters, antenna,
surface mounted technology (SMT) pads, DC bias feedings and transmission lines are
vertically or horizontally deployed by using vertical via interconnections, internal ground
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plane (I-GND) and signal line transitions in the substrate. Several transmission lines such as a
strip line (SL), conductor-backed coplanar waveguide (CB-CPW), or microstrip line (MSL) are
utilized within the LTCC block or on its top layer. By considering device and interconnection
structures to be integrated in the SiP module, suitable transmission line is designed.

Figure 1. Three-dimensional (3D) schematic concept of a monolithic SiP module.

However, because various integrated transmission lines, passive devices and transitions are
compactly integrated in the small area of the monolithic LTCC SiP module, they can make
parasitic propagating structures and lead to unwanted cross talk issue. So, suppression of the
parasitic resonant modes is one of the key issues in the design of SiP module. In addition,
attenuation in interconnections between different signal lines or inter layers should be
minimized for power efficiency and noise performance of the SiP module. And also, high-
performance and compact passive devices should be designed.

3. Suppression of parasitic resonant modes

A CB-CPW and SL are in general used as signal lines of a SiP module because of their low
dispersion and radiation. The CB-CPW consists of a lower and upper ground plane, embedded
vias and a signal line (W) and the SL as shown in Figure 2A. However, these ground planes
and vias can make parasitic resonant circuits such as rectangular waveguide (R-W/G), a
parallel-plate waveguide and a patch antenna [14, 15] and they cause undesired resonant
modes. An input signal is coupled by the gap of the CB-CPW, propagates through the parallel
plate and finally radiates due to a parasitic patch resonator. In the case of the SL as shown in
Figure 2B, it is basically a buried device and its structure is also composed of a lower and upper
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ground plane, vias and a strip. The ground planes and vias generate the parasitic R-W/G, which
is analogous to that of the CB-CPW.

Figure 2. Structure of a CB-CPW (A) and SL (B) involving parasitic resonant circuits.

The resonant frequency (fWG) due to the R-W/G is given by Pozar [16],

(1)

where D is the spacing between vias and it is the same as a horizontal dimension of a rectan-
gular waveguide, εo is the permittivity of free space, μo is the permeability of free space and εr

is the relative dielectric constant of the substrate.

The resonant frequency (fpr) due to the surface ground planes is similar to that of the simple
patch antenna [14, 15],
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where Wg is a width of a rectangular patch and c is the speed of light.

Figure 3 shows measured insertion loss characteristics of a 50 Ω CB-CPW line (A) and a SL
BPF (B) fabricated in the LTCC substrate. Unwanted resonant modes are distinctly observed
in the CB-CPW and SL BPF. In the case of the CB-CPW as shown in Figure 3A, its width, gap
and length are 300, 150 and 3260 μm, respectively and its substrate height is 400 μm. Vias in
order to short the lower and upper ground planes are placed at the both sides with a distance
(D) of 1620 μm. The parasitic R-W/G is generated in the CB-CPW due to the ground planes
and vias. In these dimensions of the CB-CPW, a propagation mode of the parasitic R-W/G is
generated at 34 GHz. Resonances at 19.5 and 39 GHz are due to a parasitic patch antenna mode
and its harmonic, respectively. Some input signal in the CB-CPW propagates to the parasitic
R-W/G by coupling through its gap, passes through a parallel-plate W/G and finally radiates
from the parasitic patch antenna. Figure 3B presents tested insertion losses of the 40 GHz SL
BPF. The BPF was realized with six-stacked LTCC layers. Among the six-stacked layers, the SL
filter was placed on the third layer and the CPW pads are on the top layer for on-wafer probing.
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where Wg is a width of a rectangular patch and c is the speed of light.
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and length are 300, 150 and 3260 μm, respectively and its substrate height is 400 μm. Vias in
order to short the lower and upper ground planes are placed at the both sides with a distance
(D) of 1620 μm. The parasitic R-W/G is generated in the CB-CPW due to the ground planes
and vias. In these dimensions of the CB-CPW, a propagation mode of the parasitic R-W/G is
generated at 34 GHz. Resonances at 19.5 and 39 GHz are due to a parasitic patch antenna mode
and its harmonic, respectively. Some input signal in the CB-CPW propagates to the parasitic
R-W/G by coupling through its gap, passes through a parallel-plate W/G and finally radiates
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BPF. The BPF was realized with six-stacked LTCC layers. Among the six-stacked layers, the SL
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Both top and bottom ground planes were connected to each other through ground vias to
equalize the electric potential. The inset of Figure 3B shows the critical two dimensions (DCPW

and DSL), which cause resonant phenomena. DCPW of 1.15 mm is the distance between embed-
ded vias. The lower and upper ground planes of the SL are shorted by using via blocks. The
distance of DSL is 2.32 mm. Two parasitic R-W/Gs with the lengths of DCPW and DSL are created
in this SL BPF. Therefore, its performances are degraded due to spurious responses at 36 and
47.6 GHz, which are the parasitic R-W/G modes of TE20 generated by DSL of 2.32 mm and DCPW

of 1.15 mm, respectively.

Figure 3. Unwanted resonance modes due to parasitic structures in the fabricated CB-CPW (A) [an inset: the top view
of the CB-CPW] and the fabricated SL BPF (B) [the inset: the layout of the BPF].

Figure 4. Resonance-free CB-CPW (the inset: the top view of the CB-CPW) (A) and SL BPF (the inset: X-ray photo of
the fabricated SL BPF) (B).

The parasitic R-W/G modes (fWG) in operating frequency band can be successfully suppressed
by placing the vias within shorter distance than the calculated value from Eq. (1), because
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parasitic propagating modes are generated in the higher frequency than that of an interesting
band. By using this method, the CB-CPW and SL BPF were modified and fabricated. Their
measured characteristics are indicated in Figure 4. The modified via placement for the CB-
CPW and the SL BPF is presented in each inset of Figure 4A and B, respectively. The parasitic
resonant modes are clearly suppressed in the operation frequency region [17]. In the CB-CPW,
the distance (D) of 1620 μm is shortened to 700 μm and its layout and measured results are
shown in Figure 4A. For the SL BPF, DCPW of 1.15 mm is modified to 760 μm, which corresponds
to the parasitic rectangular WG mode of TE10 at 76 GHz. One of the two GND-via blocks facing
each other is deleted in order not to make the parasitic R-W/G in the SL structure. The X-ray
photo of the fabricated SL BPF and the measured loss characteristics are presented in Figure 4B.

4. Low-loss transitions for 3D integration

For the 3D integration of microwave radio systems, several vertical transitions such as CPW-
to-SL transition [18, 19], MSL-to-SL transition [20, 21], CPW-to-CPW transition [18, 22] and
coaxial-like surface mount technology (SMT) pad transition [23] have been developed. These
transitions allow the integration of passive and active circuits to be placed in inner layers or
mounted on the top layer. The main issue for 3D interconnection using transitions is to reduce
attenuation and discontinuity. In particular, radiation due to structural discontinuity causes
cross talk issue. Therefore, several attempts have been tried in order to remedy problems due
to discontinuities. In order to improve impedance matching or compensate parasitics, the
coaxial-like transition and intermediate ground planes have been utilized [18–23].

4.1. Strip line (SL)-to-CPW vertical via transition

In the vertical via transitions, the total physical height of the directly stacked vias has a decisive
effect on their RF performance besides capacitive or inductive effects in the transition region.
In the case of its height over one tenth of the wavelength (>0.1 λ) in the mm-wave frequencies,
input signals can be significantly radiated or reflected.

Figure 5 shows proposed SL-to-CPW transition and its simulated performances [24]. A cross-
sectional structure of the proposed SL-to-CPW via transition is shown in Figure 5A. Each LTCC
layer is 100 μm high. The CPW on the top layer is connected with the embedded SL on the 4th
layer (L4) by using vertical vias, which are subdivided into three-stepped one. Because of the
proposed three-stepped via structure, the critical dimension, which mainly causes the physical
discontinuity, is decreased from 300 to 100 μm. The wavelength (λ) on the LTCC CPW with
relative dielectric constant of 7.0 is 2.56 mm at 60 GH. Its rate of the critical dimension to λ is
decreased from 11 to 3.9%, respectively. However, it leads to the increase in the shunt capaci-
tance between the vias and SL ground planes. For reduction in the increased shunt capacitance,
the embedded air cavities are inserted below the stepped vias. In order to evaluate the
proposed vertical via transition, the SL-to-CPW vertical transition is designed in back-to-back
type as shown in Figure 5B. The ground planes of the CPWs and SL are connected by shielding
vias. In order to design the 50 Ω CPW and SL, the CPW with the width of 250 μm and gap of
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99 μm is designed and the width of the SL is 135 μm. For comparison purposes, the conven-
tional transition using the directly stacked vias is also designed. For the conventional transi-
tion, two 526 μm-long CPW lines are connected with the 2650 μm-long SL. In the proposed
one, two 526 μm-long CPW lines and 2050 μm-long SL are used. The air cavities are embedded
through the 2nd to 5th layer below the 7th layer via and through the 2nd to 3rd layer below
the 5th layer via. By using a 3-D finite integration technique (FIT) simulator [25], all transitions
have been designed and analyzed. Calculated results of the proposed transition in comparison
with the conventional one are presented in Figure 5C and D. The proposed transition shows
better performance in terms of return and insertion loss than that of the conventional one
because of reduced via discontinuities. For quantitative analysis of improved performance,
radiation losses (1-|S11|2-|S21|2) of the SL-to-CPW vertical transitions are calculated by using
the simulated insertion and return loss and are illustrated in Figure 5D. At 60 GHz, radiation
of the proposed transition is reduced by 23 and 62% by using the three-stepped via structure
and embedded air cavities, respectively, compared to the conventional one.

Figure 5. Proposed SL-to-CPW via transition and its simulated performances [(A): its cross-sectional view (Lx: the
number of LTCC layers), (B): its layout in a back-to-back structure, (C): return and insertion loss characteristics and
(D): radiation loss ones].

The designed transitions in the back-to-back structure were fabricated using seven-layered
LTCC substrate and the fabricated ones were characterized by using a probing method as
shown in Figure 6. For the proposed transition, embedded air cavities are clearly formed below
the 5th and 7th layer via as shown in an inset of Figure 6B and also its S11 and S21 characteristics
are improved compared to the conventional one. The measured S11 and S21 of the CPW-SL-
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CPW are less than −10 dB and −2.0 dB, respectively, from 50 to 65 GHz. In particular, its low
S21 of −1.6 dB is achieved at 60 GHz. These values represent all losses along the three-segment
transmission lines and the two vertical via transitions. Considering the total loss of transmis-
sion lines with −0.19 dB, which is calculated by using a conventional line calculator, the
transition loss per a ST transition is 0.7 dB at 60 GHz.

Figure 6. Measured return losses (A) and insertion ones (B) of the fabricated vertical via transitions in the back-to-back
type using the proposed transition and the conventional one (an inset: cross-sectional views of the fabricated proposed
one).

4.2. SMT pad using a coaxial-line transition

In general, LTCC SiP modules have been developed in type of SMT package because of low
cost and easy assembly. In order to mount LTCC SiP modules on the main board, the low-loss
transition between the signal port and SMT pad is required. In addition, the excitation of
package modes [26] should be investigated for millimeter-wave applications. Typical transi-
tions from I/O (input and output) port to the SMT pad in the SiP module have been designed
by using vertical via structures [18–24]. In the case of long transition with several stacked vias
over seven layers (>0.7 mm), it is difficult to control discontinuities and radiation. Therefore,
by using a coaxial-line structure, the SMT pad has been implemented for the SMT LTCC SiP
applications.

In order to suppress radiation in the long transition with several stacked vias, a SMT pad
transition using a coaxial-line structure is proposed. By using a commercial tool [25], a CPW-
to-coaxial line-to-SMT pad transition in a nine-layer LTCC substrate has been designed and
its structure and designed results are presented in Figure 7A, B and C, respectively. The relative
dielectric constant of the LTCC substrate is 7.8 at 20 GHz. Each layer is 100 μm thick. The total
height of the vertical vias in the transition region is 700 μm. Because of a bulky structure of a
50 Ω coaxial line, an inner and outer diameter is optimized in terms of its transition loss and
size. Considering losses in the transition, the impedance of the coaxial line of 37 Ω is deter-
mined. The diameter of the inner conductor (via) is fixed in 135 μm. The diameter and width
of the outer conductor are 695 and 235 μm, respectively. The CPW line is designed in the cavity
on L7 for interconnection with other devices or measurement. An embedded CPW (ECPW)
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between the coaxial line and CPW is designed on the same layer for their interconnection. The
CPW line is with a 144 μm wide strip and a gap of 83 μm. The width and gap of the ECPW are
90 and 95 μm, respectively. Because of the overlapped part between the outer conductors of
the coaxial line and the CPW line on the PCB board, E-fields are concentrated and consequently,
a significant amount of reflection can be generated. The overlapped part, which is coaxial-line
outer conductor to the left of the SMT pad, is cut off. In addition, in order to suppress the
radiation at the bending part of interconnection between the coaxial line and CPW, a semicir-
cular cap on the 9th layer (L9) of the LTCC substrate is designed. It radius is 928 μm. The
modified SMT pad transition is shown in Figure 7A. Its E-field distribution at its cross section
and its designed characteristics, comparing the effect of the cap are illustrated in Figure 7B
and C, respectively. E-fields of the pad transition with a cap (WC) are confined between the
cap and coaxial cable in the LTCC substrate in Figure 7B. From 8 to 20 GHz, the return losses
(S11 and S22) and insertion losses (S21 and S12) of the pad transition with the cap (WC) are clearly
improved compared with the pad transition without the cap (WOC).

Figure 7. Perspective view (A) of the SMT pad transition using a modified coaxial-line structure, E-field distribution at
its cross section (B) and its designed characteristics, comparing the effect of the cap on the top layer (C).

Figure 8. Measured results of the fabricated SMT pad transition, compared to the simulated ones (the inset: the fabri-
cated SMT pad transition on the PCB board, M: measurement and S: simulation).
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The modified SMT pad transition was fabricated by using LTCC standard fabrication process.
Its measured characteristics are presented in Figure 8, compared with simulated ones. Poles
of both return (S11 and S22) and insertion loss (S21) make a difference between the simulated and
measured results. This difference comes from parasitic components due to soldering works.
The measured insertion loss of 0.9 dB is achieved at 15 GHz. The return losses of S11 and S22

are below −14 dB at the same frequency. This SMT pad can be used for X- or Ku-band appli-
cations or LO-frequency ports for millimeter-wave SiP applications.

5. Compact LTCC passive devices—SL BPF, LPF and 2 × 2 array antenna

For compact radio system SiP module applications, the key components are the band-pass
filter (BPF) and antenna, because they cover significant space and are difficult to be integrated
in the RF ICs by using semiconductor technology. In general, they have been implemented in
types of planar structures. However, planar structured circuits are usually bulky and are prone
to unwanted radiation. Therefore, compact size, shielded electromagnetic cross talk and
low-loss 3D interconnection have been considered as the most important issues for passive
device integration in the RF system SiP module.

5.1. A dual-mode four-pole 60 GHz LTCC SL BPF

A SL structured BPF using a dual-mode patch resonator can satisfy key issues for filter
integration such as miniaturization and suppressed cross talk, because the dual-mode patch
resonator offers a very compact structure [27] and radiation of the SL structure buried between
upper and lower ground planes is negligible. However, in order to interconnect it with other
circuits on the surface, the low-loss vertical via transition is required.

Figure 9A, B and C shows a fully embedded SL dual-mode BPF, its perspective view and a
layout of two CPW-to-CPW planar transitions, respectively. The BPF is designed on seven-
layer LTCC substrate with a relative dielectric constant of 7.0. The dual mode can be generated
by adding a perturbation (cut) at a point that is 45° from the axes of coupling to the patch
resonator (P-R). Two resonators are used on the 3rd and 5th layer for wide bandwidth
characteristics and two P-R blocks are 684 μm away. The feed lines, external coupling between
the resonators on the 3rd and 5th layers and internal coupling between their two blocks are on
the 4th layer. Its center frequency (fc) and bandwidth (BW) are 61 GHz and 4.5%, respectively.
The side length of the resonator is about half a wavelength (613 μm). The widths of the feed
lines are 135 μm. By changing the depth of the cut, the coupling coefficients can be controlled
and the calculated optimum cut length is 150 μm. The external coupling distances on the 4th
layer are 140 μm and the internal coupling is realized by an overlap of 40 μm between two
resonators on the 3rd and 5th layer. By using the low-loss CPW-to-SL transitions described in
Section 4.1, the 600 μm-thick SL BPF is interconnected with 100 μm-thick RFICs mounted in
the SiP module. However, the steep height difference between their GND planes can cause
radiation problems. Therefore, by using CPW planar transition, GND planes are gradually
transited from the 1st layer to the 3rd and 5th layers as shown in Figure 9B. This CPW planar
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transition consists of three CPW lines and two transitions (TR1 and TR2). Their width and the
gap for 50 Ω impedance CPW lines are designed. The width of a CPW1 (=CPW2) and CPW3
is 244 and 100 μm, respectively. Its corresponding gap is 90, 140 and 90 μm, respectively. The
transition length of TR1 and TR2 is 40 and 144 μm, respectively. LCPW1, LCPW2 and LCPW3
for each CPW length are 500, 430 and 500 μm, respectively.

Figure 9. Perspective view (A) of a 60 GHz SL LTCC BPF involving CPW-to-SL stepped via transitions embedding air
cavities, its cross-sectional view (B) and CPW-to-CPW planar transitions (C) [P-R: a patch resonator, f_o: an input and
output feed line, f_i: an inter coupling feed line, I-GND: an internal ground plane].

The SL 60 GHz BPF fabricated in seven LTCC dielectric layers and its measured results are
presented in Figure 10. Its total size including the entire transitions is 3.2 × 6.5 × 0.7 mm3. By
using the on-wafer probing method, the implemented BPF was tested. The comparison of the
simulated and measured results is presented. While the measurement shows a lower center
frequency and narrower BW than the simulation results, two results coincide rather well in
the pass band from 60.075 to 61.925 GHz. The misalignment among feed lines and resonators
results in different coupling coefficients, compared to the designed ones. Therefore, its
frequency characteristics are a little different from the simulated results. The measured fc and
fractional BW are 60.8 GHz and 4.1%, respectively. The return loss is less than −10.0 dB at the
pass band. Its insertion loss including two vertical and four planar transitions is 4.98 dB.
Considering the insertion loss of the transitions, its insertion loss is 3.74 dB.

5.2. A 5th order low-pass filter (LPF)

In order to eliminate harmonics or analog components among output signals, in general, a LPF
has been used. The LPF based on the Chebyshev LPF prototype [16] as shown in Figure 11 is
designed in order to fully embed in this LTCC SiP module [28]. It has a cutoff frequency of 1.5
GHz, ripple of 0.05 dB and order of 5. In order to improve its return loss characteristics, values
of capacitance (C1–C3) and inductance (L1, L2) in the designed basic LPF circuit are optimized.
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Figure 10. Measured performance of the fabricated SL BPF, compared to the simulated one (the inset: the photo of the
fabricated BPF, S: simulation and M: measurement).

Figure 11. A prototype circuit of the 5th order Chebyshev LPF.

These capacitors and inductors are vertically designed within the six-layered LTCC dielectric
whose permittivity is 7.2 at 2 GHz. In the case of the capacitor, three parallel-plate capacitors
are interconnected in parallel by using vertical vias. Its capacitance value (C1 and C2) is
controlled by an overlapped area among plates. The overlapped area of the C1 (=C3) and C2
is 400 × 500 and 600 × 1100 μm2, respectively. In the case of the inductor, a 10,175 um-long line
is coiled in the six-layer LTCC dielectric. The number of turn is 4.5. Its width of a metal strip
is 170 μm. The number of turn and inner opening area of the helical inductor is 4.5 and 600 ×
330 μm2, respectively. The 5th order LPF is designed by integrating these elements in the size
of 4.0 × 3.2 × 0.68 mm3. It was fabricated using a LTCC commercial foundry. In Figure 12A, B
and C, 3D structures of the LPF elements (C1, C2 and L1), the designed LPF and measured
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results of the fabricated LPF are presented. The measured insertion loss (S21) and return losses
(S11, S22) are less than −0.46 and −11 dB, respectively. They are similar to simulated results.

Figure 12. Perspective views of the elements (A) and LPF integrating them (B) and measured results compared to the
simulated ones (C) [the inset: the fabricated LPF].

5.3. A compact 2 × 2 array patch antenna

The 2 × 2 patch array antenna is designed with a LTCC MSL structure. Figure 13A and B shows
the 3-D structure of the LTCC antenna and an embedded MSL (EMSL) power divider,
respectively. Three layers from L6 to L8 are for the antenna and additional layers from L1 to
L5 are used for internal and outer ground planes. The radiating patches are placed on the 8th
layer (L8) and their size is the same as 645 × 1299 μm2. The EMSL structured feeding network
is designed on the 7th layer (L7) using a T-divider (power divider). In this structure, 70.7 Ω-
quarter-wavelength (λg/4) transformers are required. However, it is impossible to implement
them because limitation of the line width is 90 μm in the LTCC design rule. Therefore, the
additional λg/4 transformers with low impedance (Z) are designed at the common port as
shown in Figure 16B. The width of high-Z lines is 90 μm and their impedance is 47 Ω. For the
low-Z lines, their width and length are optimized considering overall characteristics. The
optimized width and its impedance are 130 μm and 40 Ω, respectively. The GND plane is on
the 5th layer. The antenna size is as small as 10 × 10 × 0.3 mm3.

Figure 14A and B shows the measured return loss characteristic and beam patterns of the
fabricated antenna, respectively. Its X-ray photo is in the left inset of Figure 14A. In order to
test a return loss and beam patterns, a WR15 waveguide (WG)-to-MSL transition was used as
shown in the right insets of (A). A −10 dB bandwidth is 6.3 GHz from 56.5 to 62.8 GHz. At 61
GHz, the measured E- and H-plane radiation patterns are presented in Figure 14B. A gain of
7 dBi and a 3-dB beam width of 36° in H-plane pattern are obtained. The E-plane pattern is
wider because of spurious generated in the E-plane direction of the feeding network.
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Figure 13. Layer structure of the 2 × 2 array LTCC antenna (A) and its feeding network and radiating patches (B).

Figure 14. Measured return loss characteristic of the fabricated 2 × 2 array LTCC antenna (the left and right inset: its X-
ray photo and the antenna assembled with a WR15 WG-to-MSL transition, respectively) (A) and its measured beam
patterns (B).

6. Compact LTCC SiP modules for V-band applications

In this chapter, a typical heterodyne 61 GHz transmitter (Tx) and a highly integrated 60 GHz
amplitude shift-keying (ASK) transceiver (TRx) SiP module are presented in detail [29–31].
They have been designed and implemented by using the key technologies such as suppression
unwanted resonant modes, low-loss vertical transitions and compact passive devices present-
ed in the previous chapters.

6.1. Monolithic 61 GHz transmitter LTCC SiP module

A block diagram of a typical heterodyne 61 GHz transmitter (Tx) is shown in Figure 15. This
Tx is comprised of a BPF, a antenna, a up-converting mixer, two frequency multipliers (MTLs),
a drive amplifier (DA) and a power amplifier (PA). The local oscillation (LO) signal (59.15 GHz)
of the mixer is supplied by multiplying the external LO source of 14.79 GHz by 4.

The 61 GHz Tx is monolithically integrated into the single SiP module as shown in Figure 16.
This SiP module consists of a nine-layer LTCC dielectric. The BPF, which is implemented in
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the previous subchapter 5.1, is fully embedded through L2 to L7 by using the CPW-to-SL
vertical transition and the CPW-to-CPW planar transition. The BPF is connected with a driver
amplifier and mixer IC. The 2 × 2 array MSL patch antenna is integrated in L6 through L8. In
order to mount the 61 GHz Tx LTCC SiP module on a printed circuit board (PCB), a SMT
package is adopted. Therefore, using SMT pads, all the ports of the module are designed on
its bottom side. In particular, the SMT pad for a LO port is integrated by using the transition
implemented in Section 4.2. Pad dimensions for DC ports, IF ports of 1.85 GHz and LO ports
of 14.79 GHz are 700 × 700, 320 × 550, 560 × 560 μm2, respectively. Five active chips mounted
in the cavity of the L7 are isolated from each other using isolation cavities structure, which
consists of L8 and L9. The DC bias lines and long IF feed lines are shielded using isolating
ground planes and vias.

Figure 15. Block diagram of the 61 GHz heterodyne transmitter.

Figure 16. A cross-sectional view of the monolithic 61 GHz Tx LTCC SiP module integrating a BPF, an antenna, MMICs
and DC bias circuits (ECPW: the embedded CPW, EMSL: the embedded MSL, P_R: the patch resonator and Lx: the
layer number of the LTCC multilayer).

Designed SiP module was implemented in nine-LTCC multilayers using the standard LTCC
process. Figure 17A shows the fabricated monolithic LTCC SiP module of the 61 GHz Tx. The
whole size of the transmitter is as small as 36 × 12 × 0.9 mm3. Figure 17B shows its bottom side
with SMT pads.
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Figure 17. Implemented monolithic 61 GHz Tx LTCC SiP module [36 × 12 × 0.9 mm3, (A) and (B): top and bottom side].

The fabricated LTCC Tx module was mounted on the PCB. At the output port of the power
amplifier of the module, the output power and frequency spectrum were measured using on-
wafer probing. Figure 18A plots the RF output power and the power gain as a function of the
IF input power of 1.85 GHz. A measured output power at a 1-dB gain compression point (P1dB)
and up-conversion gain is 10.2 dBm and 7.3 dB, respectively, at 61 GHz. Output spectrums
such as a LO, RF and spurious signals are shown in Figure 18B. The isolation level between
the LO and RF and the spurious one are less than 26.4 and 22.4 dBc, respectively. The measured
output performance demonstrates that the integrated BPF suppresses effectively the LO and
spurious signal.

Figure 18. Measured output performance of the fabricated module (A) output power and conversion gain and (B) out-
put frequency spectrum.
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6.2. Compact 60 GHz ASK transceiver LTCC SiP module

The amplitude shift-keying (ASK) modulation has been utilized in various microwave
systems [32]. In particular, several millimeter-wave systems have adopted it for high-speed
applications, because of circuit simplicity and high power efficiency. In addition, an analog-
digital converter (ADC) is hard to be implemented and it is easy to demodulate ASK nonco-
herently by using an envelope detector.

In this work, the 60-GHz ASK transceiver (TRx) is designed and implemented. Figure 19A, B
and C shows its block diagram, its layout for a LTCC SiP module and its cross-sectional
structure, respectively. The Rx part consists of a high-gain and low-noise amplifier (LNA)
block, detector, low-pass filter (LPF) and attenuator (ATT), which is inserted for the impedance
buffering in the high-gain budget. The Tx part is composed of an up-converting mixer, two
frequency multipliers (MTLs) and a power amplifier. The LO signal of the Tx is supplied to
the mixer by multiplying the external LO source of 7.78 GHz by eight times. The carrier
frequencies of the Tx and Rx link are 62.24 and 58.75 GHz, respectively. The whole 60-GHz
ASK TRx is integrated into the six-layered LTCC SiP module in the size of 17.8 × 17.9 × 0.6
mm3 as shown Figure 19B. In the conceptual vertical structure in Figure 19C, a LPF, isolation
via fence and DC bias components are embedded. RFICs are mounted on cavities in L6. Each
LTCC layer is 84 μm high. A via diameter is 120 μm before co-firing process. The main signal
line is a 50 Ω CPW line, whose width and gap are 123 and 100 μm, respectively. The five-order
Chebyshev LPF with a cutoff frequency of 1.5 GHz inserted in the ASK de-modulator (Rx part)
in order to eliminate harmonics and analog components at its output. The previously imple-
mented LPF in Section 5.2 was utilized. The ground plane in the bottom side of the Tx and Rx
part is also separated for eliminating return path.

Figure 19. A block diagram of a 60 GHz ASK transceiver (TRx) (A), the layout of the ASK TRx LTCC SiP module (B)
and its conceptual vertical structure (C) embedding a LPF, via fence, RFICs and DC bias components in the 6-layer
LTCC dielectrics [Lx: the number of the LTCC dielectric layer].
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The high-isolation via fence between Tx and Rx part is investigated by using a 3-D electro-
magnetic (EM) tool [25] as shown in Figure 20A. In general, the isolation of over 80 dBc is
required between the ASK modulator and demodulator. In order to confine the EM-fields
within each Tx or Rx area, the via fence is designed between 50 Ω CPW lines, which can be
assumed as the signal path of the Tx (P1–P2) and Rx (P3–P4) part. The spacing between them
is 8 mm, which is the same that between the Tx and Rx port in the diplexer of the main system.
The diameter of vias and spacing between their edges are 120 and 250 μm, respectively. The
E-field distribution of the designed model at 60 GHz is presented in Figure 20A. This result
shows that E-fields inputted from a port 1 (P1) can be effectively confined within one path (Tx)
due to the via fence. Simulated isolation characteristics between two lines from DC to 100 GHz
are presented in Figure 20B. It clearly shows that the isolation better than 80 dBc is obtained.

The designed ASK TRx LTCC SiP module was fabricated using a six-layer LTCC substrate in
the commercial Foundry [33]. The implemented ASK TRx LTCC SiP module is as small as 17.8
× 17.9 × 0.6 mm3 as shown in the inset of Figure 21A and it was assembled into a metal housing
with DC bias boards. Figure 21B and C shows the measured RF and IF spectrum in the Tx and
Rx part, respectively, of the ASK TRx LTCC SiP module. In Figure 21B, the measured output
power (Pout) is 12.8 dBm at the LO of 62.24 GHz and IF frequency swept from 10 MHz to 1.5
GHz. By inserting a 20 dB attenuator between the Tx and Rx parts considering the free space
path loss, the IF spectrum of the Rx part was tested. By changing the IF signal from 10 MHz
to 1.5 GHz at the Tx part with the LO signal of 58.752 GHz, the flat IF output signal less than
−2 dBm is obtained up to 1.25 GHz as shown in Figure 21C. The conversion gain is 38 dB at
the IF output of 1.25 GHz.

Figure 20. An assumed model for evaluation of isolation between the Tx and Rx and its E-field distribution (A) and
simulated results (B).

Figure 21. Fabricated ASK TRx LTCC SiP module (A), its measured spectrum at the output port of the Tx part (B) and
the IF port of the Rx one (C).
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7. Conclusion

In this chapter, highly integrated monolithic LTCC SiP modules have been presented for mi-
crowave applications. Almost passive circuits of the whole radio system have been mono-
lithically embedded in the LTCC multilayer dielectric substrate. The main key technologies
for the monolithic SiP module are suppressing parasitic resonant modes, low-loss transi-
tions and compact and high-performance passive devices. In general, the parasitic rectangu-
lar waveguide consisting of via, upper ground plane and lower one is easily and frequently
formed in the SiP module and also effectively suppressed by reducing its horizontal dimen-
sion, spacing between vias. The low-loss SL-to-CPW vertical via transition using the stepped
via structure and embedded air cavity achieves −0.7 dB transition loss at 60 GHz. By using
the modified coaxial line, the SMT pad transition is developed and demonstrates 0.9 dB loss
at 15 GHz. By using the developed SL-to-CPW transition, the dual-mode four-pole 60 GHz
SL BF is fully embedded in the LTCC substrate in the size of 3.2 × 6.5 × 0.7 mm3 and the in-
sertion loss of 3.74 dB and the BW of 4.1% are obtained. The fully embedded 5th order LPF
composed of vertical plate capacitors and helical inductors is implemented as small as 4.0 ×
3.2 × 0.6 mm3. Its measured insertion and return losses are −0.46 dB and less than −11 dB,
respectively. The 2 × 2 array patch antenna with the gain of 7 dBi and beam width of 36° has
been developed. By utilizing the well analyzed and developed key technologies, 61 GHz
transmitter and 60 GHz ASK transceiver LTCC SiP modules have been implemented. The 61
GHz Tx LTCC SiP module achieves an output power of 10.2 dBm at 61 GHz and the conver-
sion gain of 7.3 dB. Because of the integrated SL BPF, the LO and spurious signals are sup-
pressed below 26.4 dBc and 22.4 dBc, respectively. Using the off-shelf receiver, the wireless
link is verified. In the case of the 60 GHz ASK LTCC SiP module, in order to achieve 80 dBc
isolation between the Tx and Rx part, the high isolated substrate using the via fence is pro-
posed and used in the SiP design. The 60 GHz ASK TRx LTCC SiP module is fabricated as
small as 17.8 × 17.9 × 0.6 mm3 and it achieves the output power of 12.8 dBm at LO of 62.24
GHz and the flat IF output signal less than −2 dBm up to 1.25 GHz.
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Abstract

This chapter reviews the application and characterization of material that uses the
microwave waveguide systems. For macroscopic characterization, three properties of
the material are often tested: complex permittivity, complex permeability and conduc-
tivity. Based on the experimental setup and sub-principle of measurements, microwave
measurement techniques can be categorized into either resonant technique or nonresonant
technique. In this chapter, calibration procedures for non-resonant technique are
described. The aperture of open-ended coaxial waveguide has been calibrated using
Open-Short-Load procedures. On the other hand, the apertures of rectangular waveguides
have been calibrated by using Short-Offset-Offset Short procedures and Through-Reflect-
Line calibration kits. Besides, the extraction process of complex permittivity and complex
permeability of the material which use the waveguide systems is discussed. For one-port
measurement, direct and inverse solutions have been utilized to derive complex permit-
tivity and complex permeability from measured reflection coefficient. For two-port mea-
surement, in general, the material filled in the waveguide has been conventional practice to
measure the reflection coefficient and the transmission coefficient by using Nicholson-
Ross-Weir (NRW) routines and convert these measurements to relative permittivity, εr
and relative permeability, μr. In addition, this chapter also presents the calculation of
dielectric properties based on the difference in the phase shifts for the measured transmis-
sion coefficients between the air and the material.

Keywords: microwave waveguides, relative permittivity, relative permeability, con-
ductivity, resonant methods, nonresonant methods, materials characterization

1. Introduction

For macroscopic material characteristic investigations, three properties of the material are
often measured: relative permittivity εr, relative permeability μr and conductivity σ. Normally,
many microwave measurements only focus on the properties of relative permittivity, εr rather
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than the permeability μr and the conductivity σ. Recently, there has been an increased interest
in the determination of dielectric properties of materials at microwave frequencies range. This
is because those properties were played the important roles in the construction of high-fre-
quency electronic components, the superconducting material properties, the quality of printed
circuit board (PCB) substrate, the efficiency of microwave absorption materials, metamaterial
characterizations and the performance of dielectric antenna design. Based on the setup and
sub-principle of measurements, measurement techniques can be categorized into either reso-
nant methods or nonresonant methods. In practice, the prime considerations in measuring the
dielectric properties of the materials are the thickness required of the material, the size of the
waveguide, limitations of the operating frequency and the accuracy of the measurements.

For material characterizing using resonant methods, a resonator is filled with a material or
sample as shown in Figure 1 [1, 2]. This produces a resonance frequency shift and also a
broadening of the resonance curve compared to the resonator without filled with any sample.
From measurements of shifting resonance frequency, the properties of the sample can then be
characterized. The particular resonance frequency for the resonator without filled with the
sample is depends on its shape and dimensions. The resonance measurement techniques are
good choices for determining low-loss tangent, tanδ values for the low-loss sample, but such
techniques cannot be used for the measurement of swept frequency.

A free-space and transmission/reflection measurement techniques are grouped in the category
of nonresonant methods. The free-space technique is a far-field measurement, and a horn
antenna is used as the radiator as shown in Figure 2 [3–5]. The free-space method is suitable
for the measurement for thin film sample with high temperature because horn radiators do not
come into direct contact with the sample, and thus, the RF circuits of the instrument are safer
from heat damage. However, this method provides a less precise measurement because the
sensing field is highly dispersed. Furthermore, the distance between the sample surface and
the horn aperture is difficult to gauge precisely. The coaxial, circular or rectangular wave-
guides are implemented in transmission/reflection measurement techniques which are directly

Figure 1. The resonator cavity filled with sample under test [1, 2].
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in contact with the sample. Although various measurement techniques are available to be
used, when choosing the appropriate technique, some other factors are required to be consid-
ered in the selection of technique, such as accuracy, cost, samples shape and operating fre-
quency. This chapter is focused only on coaxial and rectangular waveguides.

2. Microwave measurement using coaxial and rectangular waveguides

2.1. Coaxial and rectangular waveguides

There are various sizes of the coaxial probes and rectangular waveguides, which are depen-
dent on the operating frequency and its application. The coaxial probe is a waveguide
consisting of inner and outer conductors, with radii a and b, respectively, as shown in Figure 3.
On the other hand, the rectangular waveguide is a rectangular metal pipe with width, b and
height, a, which guides high-frequency electromagnetic waves from one place to another
without significant loss in intensity. There are several commercial rectangular waveguides,
such as WR510, WR90, WR75 and WR62 waveguides, which covering a broad measurement
range for L-band, X-band and Ku-band, respectively, as shown in Figure 4. Generally, the
material characterization using waveguide discontinuity methods can be categorized into
one-port and two-port measurements. The measurements assume that only the dominant
transverse electric, TE10 mode propagates in the rectangular waveguide. On the other hand,
only transverse electromagnetic mode (TEM) is assumed to be propagated in the coaxial line
waveguide.

Figure 2. Free-space measurement setup for dielectric measurement of the thin sample [3–5].
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2.2. Measurements principles

The one-port measurement is based on the principle that a reflected signal (reflection coeffi-
cient, S11) through the waveguide, which end aperture is contacting firmly with the material
under test (sample), will obtain the desired information about the material as shown in
Figure 5. The main advantage of using one-port reflection technique is that the method is the
simplest, broadband, nondestructive way to measure the dielectric properties of a material.
However, one-port measurement is suitable only for measuring the relative permittivity, εr, of
the dielectric material (nonmagnetic material, μr = 1). This is due to insufficient information to
predict the permeability, μr, if only obtained the measured reflection coefficient, S11 without
transmission coefficient, S21.

For Figure 5a and c measurements, the sample is considered infinite, as long as the sample
thickness d is greater than the radius of the outer conductor b. However, the radiation, or
sensing area, for an aperture rectangular waveguide is much greater than that of a coaxial
probe. For instance, the WR90 waveguide has a radiation distance up to 20 cm in the air from
the aperture waveguide. Hence, the sample under test must be much thicker when the rectan-
gular waveguide is utilized in the measurement. Besides, the coaxial probe and rectangular
waveguide are also capable of testing the thin film sample as shown in Figure 5b and d. The
measurements required that the thin sample is backed by a metallic plate.

Figure 4. (a) WR510 waveguide-to-coaxial adapter and (b) WR 90, WR 75 and WR 62 waveguide-to-coaxial adapters [9].

Figure 3. (a) Keysight dielectric probe kit with inner radius of outer conductor, b = 1.5 mm and radius of inner,
a = 0.33 mm. (b) Customized small coaxial probe with b = 0.33 mm and a = 0.1 mm [6]. (c) RG402 and RG 405 semi-rigid
coaxial probe [7]. (d) SMA stub coaxial probe with b = 2.05 mm and a = 0.65 mm [8]. (e) Customized large coaxial probe
with b = 24 mm and a = 7.5 mm.
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The two-port measurement uses both reflection and transmission methods. Here, the material
under test is placed between waveguide transmission lines or segments of the coaxial line as
shown in Figure 6. The two-port measurement using coaxial or rectangular waveguides
became popular due to the convenient formulations derived by Nicholson and Ross [10] in

Figure 5. Open-port measurements using the (a), (b) coaxial probe and the (c), (d) rectangular waveguide.

Figure 6. Two-port measurements using the (a) rectangular waveguide and the (b) coaxial transmission line.
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1970, who introduced a broadband determination of the complex relative permittivity, εr and
permeability, μr of materials from reflection and transmission coefficients (S11 and S21). For
measurements in Figure 6, the sample must be solid and carefully machined with parallel
interfaces, and must perfectly fill in the whole cross section of the coaxial line or waveguide
transmission line. The main advantage of using two-port Nicholson-Ross-Weir (NRW) tech-
nique [10, 11] is that the both relative permittivity, εr and relative permeability, μr of the sample
can be predicted simultaneously. When using NRW method for thin samples, the thickness of
the sample must be less than λ/4.

2.3. Measurements setup

In this chapter, the dimensions of the used coaxial probe and the rectangular waveguide as
examples of the one-port measurement are shown in Figure 7a and b, respectively. The coaxial
probe is capable of measuring the reflection coefficients covered the frequency range between
0.5 and 7 GHz. On the other hand, the rectangular waveguide adapter covers frequency from
8.2 to 12.4 GHz. For two-port measurement, a 5 cm length of the coaxial and the rectangular
transmission lines is implemented. The experiment setup of the waveguides with an Agilent
E5071C vector network analyzer (VNA) is shown in Figure 8.

Figure 7. Cross-sectional and front views for the dimensions (in millimeter) of the (a) coaxial probe and the (b) rectangu-
lar waveguide.

Figure 8. The experiment setup for the (a) coaxial cavity and the (b) rectangular waveguide cavity.
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3. Waveguide calibrations

3.1. One-port calibrations

3.1.1. Open standard calibration

The reflection coefficient S11a_sample of the sample at the probe aperture (at the BB′ plane)
should be measured as shown in Figure 9b [8]. However, during the measurement process,
only the reflection coefficient S11m_sample at the end of the coaxial line (at the AA′ plane) is
measured. The measured S11m_sample must be calibrated due to the reflection at the AA′ plane,
which is separated from the sample (at the BB′ plane) by a coaxial line. Thus, a de-embedding
process should be done to remove the effects of the coaxial line.

In this subsection, a simple open standard calibration is introduced which requires the probe
aperture open to the air as shown in Figure 9a. Firstly, the S11m_air for the air is measured. Later,
the probe aperture is contacted with the sample under test, and its S11m_sample is measured as
shown in Figure 9b. The relationship between the S11m_air at the plane AA′ and S11a_air at the
probe aperture BB′ is expressed in a bilinear equation as:

S11a_air ¼ S11m_air−e00
e11S11m_air þ e10e01−e00e11

(1)

Similarly, the relationship between measured S11m_sample and S11a_sample is given as:

S11a_sample ¼
S11m_sample−e00

e11S11m_sample þ e10e01−e00e11
(2)

The e00, e11 and e10e01 are the unknown scattering parameters of the error network for the
coaxial line.

Figure 9. Error network and finite coaxial line: (a) terminated by air; (b) terminated by a sample under test.
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The e00 is the directivity error that causes the failure to receive the measured reflection signal
completely from the sample being tested at plane BB′. The e11 is the source matching error
due to the fact that the impedance of the aperture probe at plane BB′ is not exactly the
characteristic impedance (Zo = 50 Ω). The e10e01 is the frequency tracking imperfections (or
phase shift) between plane AA′ and sample test plane BB′. For this calibration, the e00 and e11
terms in Eqs. (1) and (2) are assumed to be vanished (e00 = e11 = 0). By dividing Eq. (2) into
Eq. (1), yields

S11a_sample

S11a_air
¼ S11m_sample

S11m_air
(3)

Once the S11m_air and S11m_sample are obtained, the actual reflection coefficient, S11a_sample, of the
sample at the probe aperture, BB′ can be found as:

S11a_sample ¼ S11a_air
S11m_air

· S11m_sample (4)

The standard values of the reflection coefficient, S11a_air in (4), can be calculated from Eq. (5)
that satisfying conditions: (DC < f < 24) GHz.

S11a_air ¼ 1−jðω=YoÞðCof −1 þ C1 þ C2f þ C3f 2Þ
1þ jðω=YoÞðCof −1 þ C1 þ C2f þ C3f 2Þ

(5)

Symbol ω = 2πf and Yo = [(2π)/ln(b/a)]√(εoεc/μoμr) are the angular frequency (in rad/s) and
characteristic admittance (in siemens), respectively. For instance, the complex values of the
Co, C1, C2 and C3 in (5) for Teflon-filled coaxial probe with 2a = 1.3 mm, 2b = 4.1 mm and εc =
2.06 are given as [12]:

Co ¼ 5:368082994761808 · 10�7þj 2:320071598550666 · 10�7 ðF ·HzÞ

C1 ¼ 3:002820660256831· 10�14�j 2:988971515445163 · 10�16 ðFÞ

C2 ¼ 1:112989441958266 · 10�25þj 7:730261500907114 · 10�26 ðF=HzÞ

C3 ¼ 3:140652268416283 · 10�36�j 6:786433840933426· 10�36 ðF=Hz2Þ

It should be noted that this simple calibration technique will not eliminate the standing wave
effects in the coaxial line.

3.1.2. Open-short-load (OSL) standard calibrations

In this subsection, the three-standard calibration is reviewed in which open, short and load
standards are used in the de-embedding process [13]. Let S11a_a, S11a_s and S11a_w represent the
known reflection coefficients for the open, short and load (water) standards which are termi-
nated at the aperture plane BB′, while S11m_a, S11m_s and S11m_w are the measured reflection
coefficients for open, short and load standards at plane AA′. The S11m_a is measured by leaving
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the open end of the probe in the air as shown in Figure 10a. Later, the measurement is repeated
to obtain the S11m_s by terminating the probe aperture with a metal plate as shown in Figure 10b.
Finally, the S11m_w is obtained by immersing the probe in water as shown in Figure 10c.

Once the complex values of S11a_air, S11a_short, S11a_water, S11m_a, S11m_s and S11m_w are known, the
three unknown complex coefficients (e00, e11, and e10e01) values in Eq. (2) can be found as:

e00 ¼ S11a_sS11a_wS11m_aΔw_s þ S11a_oS11a_sS11m_wΔs_a þ S11a_aS11a_wS11m_sΔa_w

S11a_wS11a_sΔw_s þ S11a_aS11a_sΔs_a þ S11a_wS11a_aΔa_w
(6a)

e11 ¼ −ðS11a_aΔw_s þ S11a_wΔs_a þ S11a_sΔa_wÞ
S11a_wS11a_sΔw_s þ S11a_aS11a_sΔs_a þ S11a_wS11a_aΔa_w

(6b)

e10e01 ¼ ðe00 · e11Þ þ S11a_aS11m_aΔw_s þ S11a_wS11m_wΔs_a þ S11a_sS11m_sΔa_w

S11a_wS11a_sΔw_s þ S11a_aS11a_sΔs_a þ S11a_wS11a_aΔa_w
(6c)

where

Δa_w ¼ S11m_a−S11m_w, Δs_a ¼ S11m_s−S11m_a, and Δw_s ¼ S11m_w−S11m_s

3.1.3. Short-offset-offset short (SOO) standard calibrations

The open-short-load (OSL) technique is rarely used in the one-port rectangular waveguide
calibration due to unavailable commercial open kit for the rectangular waveguide. In this
subsection, the short-offset-offset short (SOO) calibration [14, 15] is introduced for waveguide
calibration by using waveguide adjustable sliding shorts as shown in Figure 11. The calibra-
tion procedures are shown in Figure 12.

Figure 10. Finite coaxial line: (a) terminated by free space; (b) shorted by a metal plate; (c) immersed in water.
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In this calibration method, the measured reflection coefficients for one shorted aperture and
two different lengths, l of offset short are required. Let S11m_1, S11m_2 and S11m_3 represent the
known measured reflection coefficients at plane AA′ for the shorted aperture and the two
offset shorts at location l1 and l2 from the waveguide aperture, respectively. Before calibration,
the selection of the appropriate offset short length, l1 and l2 will be an issue. The lengths of the
offset shorts can be determined by conditions:

1. The three phase shift between the S11m_1, S11m_2 and S11m_3 must not be equal:

∠ðS11m_2Þ−∠ðS11m_1Þ≠∠ðS11m_3Þ−∠ðS11m_1Þ≠∠ðS11m_3Þ−∠ðS11m_2Þ

2. The resolution degree between any three phase shift must be significant large (>100°) as
shown in Figure 13. In this work, the distance l1 and l2 for the offset shorts from the X-
band waveguide aperture are equal to 0.007 m and 0.013 m, respectively.

Figure 11. (a) Ku-band and X-band waveguide adjustable sliding shorter. (b) Connection between sliding short with
waveguide-to-coaxial adapter.

Figure 12. Calibration procedures of the aperture rectangular waveguide using an adjustable shorter. (a) Step 1; (b) Step
2; (c) Step 3
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Once the S11m_1, S11m_2, S11m_3, l1 and l2 are obtained, the three unknown complex coefficients
(e00, e11, and e10e01) values in Eq. (2) can be found as:

e00 ¼
S11m_1S11m_2ðe−2γl1−1Þ−S11m_2S11m_3

�
e2γðl2−l1Þ−1

�
−S11m_1S11m_3

�
e−2γl1−e2γðl2−l1Þ

�

ðe−2γl1−1ÞðS11m_2−S11m_3Þ−
�
e2γðl2−l1Þ−1

�
ðS11m_2−S11m_1Þ

(7a)

e11 ¼ e2γl1 ðS11m_2−e00Þ þ e00−S11m_1

S11m_1−S11m_2
(7b)

e10e01 ¼ ðe00−S11m_1Þð1þ e11Þ (7c)

The complex reflection coefficient, S11a_sample, at the waveguide aperture which is open to the
air was measured. Then, the measured S11a_sample was converted to normalized admittance, Y/
Yo parameter by a formula: Y/Yo = (1 − S11a_sample)/(1 + S11a_sample). The SOO calibration tech-
niques were validated by comparing normalized admittance, Y/Yo with the literature data [15–
22] as shown in Figure 14. The real part, Re(Y/Yo), and the imaginary part, Im(Y/Yo), of
admittance results were found to be in good agreement with literature data over the opera-
tional range of frequencies.

3.2. Two-port calibrations [through-reflect-line (TRL)]

The through-short-line (TRL) calibration model [23] is used for two-port rectangular wave-
guide measurement. The TRL technique requires three standards, which are through, short and
line measurements at the CC′ and DD′ planes so-called reference planes (at the front surface of
the sample under test) as shown in Figure 15.

The error coefficients (e00, e11, e10e01, e33, e22, e32, and e23) in Figure 15 can be obtained by solving
the matrix equation of Eq. (8).

Figure 13. The three phase shift of the measured reflection coefficients for the shorted aperture and two offset shorts with
l1 = 0.7 cm and l2 = 1.3 cm, respectively.
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(8)

where k = e10/e23, Δx = e00e11–e10e01 and Δy = e22e33–e32e23. Once the S11m_sample, S21m_sample,
S12m_sample and S22m_sample at plane AA′ and BB′ for the sample under test are measured, the
calibrated reflection coefficient, S11a_sample at plane CC′ and transmission coefficient, S21a_sample

at plane DD′ can be calculated as:

S11a_sample ¼

S11m_sample−e00
e10e01

� �
1þ S22m_sample−e33

e23e32

� �
e22

� �

−e22
S21m_sample−S21m_Thru

e10e32

� �
S12m_sample−S12m_Thru

e23e01

� �

8>><
>>:

9>>=
>>;

D
(9a)

S21a_sample≅

S21m_sample−S21m_Thru

e10e32

� �

D
(9b)

The denominator, D in (9a) and (9b) is given as:

Figure 14. Comparison of real part, Re(Y/Yo), and imaginary part, Im(Y/Yo), of the normalized admittance for air.
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Figure 15. through-short-line (TRL) calibration procedures and its network errors. (a) Through connection; (b) Reflect
connection; (c) Line connection.
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D ¼
1þ S11m_sample−e00

e10e01

� �
e11
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4. Material parameters extraction

4.1. Reflection measurements (one-port measurements)

There are two methods of determining sample parameters (εr, μr or σ), which are the direct
method and the inverse method. The direct method involves the explicit model to predict the
sample under test based on the measured reflection coefficient, S11a_sample, while the inverse
method is implemented rigorous integral admittance model to estimate the sample parameters
(εr, μr or σ) using optimization procedures. For coaxial probe measurement cases, the explicit
relationship between εr and S11a_sample [8] is tabulated in Table 1. For rectangular waveguide
cases, the measured S11a_sample is transferred to normalized admittance, Ỹa_sample through equa-
tion: Ỹa_sample = (1 − S11a_sample)/(1 + S11a_sample). The predicted value of εr is obtained by mini-
mizing the difference between the measured normalized admittance, Ỹa_sample and the quasi-
static integral model, Ỹ (in Table 2) [9, 17] by referring to particular objective function. The
procedures of direct method are more straightforward than the inverse method. The detail
descriptions of the parameters (Yo, C and γo) and the coefficients (a1, a2 and a3) in Eqs. (10)–(13)
can be found in [8, 9, 17].

4.2. Reflection/transmission measurements (two-port measurements)

Conventionally, the complex εr = ε′r–jεr˝ and the μr = μ′r–jμr˝ of the sample filled in the coaxial or
rectangular waveguide are obtained by converting the calibrated reflection coefficient,
S11a_sample and the transmission coefficient, S21a_sample by using Nicholson-Ross-Weir (NRW)
routines [10, 11]. In this section, another alternative method, namely transmission phase shift
(TPS) method [24], is reviewed. The TPS method is a calibration-independent and material
position-invariant technique, which can reduce the complexity of the de-embedding proce-
dures. The important formulations of the NRWand the TPS methods are tabulated in Table 3.

Sample cases Open-ended coaxial probe

Semi-infinite space sample (Figure 5a)
εr ¼ Yo

jωC

� �
1−S11a_sample

1þ S11a_sample

� �
(10)

Thin sample backed by metal plate (Figure 5b) εr ¼ Yo

jωC

� �
1−S11a_sample

1þ S11a_sample

� �
ða1 þ a2e−d=M þ a3e−2d=MÞ (11)

Table 1. Explicit formulations for open-ended coaxial probe.
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where ko = 2πf/c is the propagation constant of free space (c = 2.99792458 ms−1); b (in meter) are
the width of the aperture of the waveguide, respectively; d(in meter) is the thickness of the
sample. The expressions for parameters Γ and T in Eqs. (14a, b) can be found in [10, 24]. The
φ21_air and φ21_sample in Eqs. (15a, b) are the measured phase shift of the transmission coefficient

Sample cases Open-ended rectangular waveguide

Semi-infinite space
sample (Figure 5c) ~Y ¼ j8b

aγo

ða
0

ðb
0

ða−xÞ D1ðb−yÞ cos πy
b

þD2 sin
πy
b

n o
·

exp ð−jk1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
( )

dxdy

(12)

where D1 ¼ 1
b2

k21
4π −

π
4b2

� �
; D2 ¼ 1

πb
k21
4π þ π

4b2

� �
; and k1 ¼ 2πf

c
ffiffiffiffi
εr

p

Thin sample backed
by metal plate
(Figure 5d)

~Y ¼ j8b
aγo

ða
0

ðb
0
χ
exp ð−jk1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p dxdy

þ j16b
aγo

∑
∞

n¼1

ða
0

ðb
0
χ
exp ð−jk1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ 4n2d2

q
Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2 þ 4n2d2
q dxdy (13)

where χ ¼ ða−xÞ D1ðb−yÞ cos πy
b þD2 sin

πy
b

� �

Table 2. Integral admittance formulations for open-ended rectangular waveguide.

Waveguide factors Explicit equations

NRW method
[10–11]

Coaxial: ζ ¼ 1
εr ¼ jζ

1−Γ
1þ Γ

� �
c

2πf d

� �
ln

1
T

� �
(14a)

μr ¼ j
1
ζ

1þ Γ
1−Γ

� �
c

2πf d
ln

1
T

� �� �
(14b)

Waveguide: ζ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2o−

π
b

� �2q

TPS method [24] Coaxial: ξ ¼ 0 and γo ¼ ko
ε′r ¼ 1

k2o
γo þ

φ21_air−φ21_sample

d

� �2

þ ξ−α2

( )
(15a)

Waveguide:

ξ ¼ π
b

� �2γo ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2o−

π
b

� �2q ε″r ¼ 2α
k2o

γo þ
φ21_air−φ21_sample

d

� �
(15b)

Table 3. Explicit formulations for reflection/transmission measurements.
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in the air (without sample) and the sample, respectively. On the other hand, symbol α (in
nepers/meter) is the dielectric attenuation constant for the sample.

You et al. [24] have been mentioned that the uncertainty of the permittivity measurement is
high for the low-loss thin sample by using TPS method due to the decreasing of the sensitivity
for the transmitted wave through the thin sample, especially for transmitted waves that have
longer wavelengths. However, the literature [24] did not discuss how the thickness of the thin
sample may affect the uncertainty of measurement using TPS technique in quantitative. From
this reasons, the TPS method is reexamined in this section. Various thicknesses of acrylic, FR4
and RT/duroid 5880 substrate samples were placed in the X-band rectangular waveguide and
measured for validation. Figure 16a–c shows the predicted dielectric constant, εr′ of the
samples using Eq. (15a) at 8.494, 10.006 and 11.497 GHz, respectively. Clearly, the TPS method
is capable of providing a stable and accurate measurement for operating frequency in X-band
range when the thicknesses of the samples have exceeded 2 cm [25].

5. Conclusion

The brief background of the microwave waveguide techniques for materials characterization is
reviewed and summarized. Not only that the measurement methods play an important role,
the calibration process is crucial as well. However, most of the literatures have ignored the
description of calibration. Measurement without calibration certainly cannot predict the prop-
erties of materials accurately. Thus, in this chapter, some of the waveguide calibrations are
described in detail.

Figure 16. Variations in relative dielectric constant, εr with the thickness layer of (a) acrylic, (b) RT/duroid 5880 substrate
and (c) FR4, respectively.
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Abstract

In the past decade, metamaterials have attracted a lot of attention because of their
abilities to exhibit unusual electromagnetic properties. These properties are exploited in
designing functional components and devices for many potential applications. In this
chapter, we review the theory and design of metamaterial structures for microwave
near-field imaging/microscopy. The chapter highlights metamaterial microwave compo-
nents to obtain super-resolution and manipulating subwavelength images. Moreover, a
review on surface plasmons manipulation at microwave frequencies is presented as a
technique to enhance the transmission for near-field microscopy. The chapter presents as
well a survey on the near-field imaging instrumentation and its advances mainly for
microwave and THz regimes.

Keywords: metamaterials, microscopy, near-field, microwave, novel electromagnetic
structures, subwavelength imaging, surface plasmons

1. Introduction

The technique of microwave near-field microscopy is used to characterize materials by mea-
suring the microwave electromagnetic response of materials on length scales shorter than the
wavelength of the incident electromagnetic wave. With this technique one can achieve a spatial
resolution at a submicrometer level compared to conventional far-field imaging technique,
which has a resolution limitation [1]. This technique may facilitate new measurements on
systems that cannot be studied directly with scanned probes, such as buried features or single
molecule detection [2] as well as in biomedical applications [3].

New advances in metamaterials research are making unnatural electromagnetic phenomena
become realizable [4]. The purpose of this chapter is to focus on using metamaterial and its
exciting properties for the enhancement of near-field microscopy and imaging.
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This chapter starts with a general overview on the near-field imaging/microscopy and its
applications including a description of the microwave near-field imaging system and its
components. Metamaterial design technique will be discussed as a step to design novel struc-
tures that allow further improvements in spatial resolution.

The chapter concludes with a review on another possibility to enhance microwave near-field
microscopy that is the manipulation of surface plasmons at microwave and millimeter-wave
frequencies. This can enhance the transmission through subwavelength near-field apertures.

2. Overview on microwave near-field imaging/microscopy

2.1. Backgrounds

The conventional far-field optical imaging system suffers from resolution limitations, this is
due to Abbe's theory that restrains the spatial resolution to a diffraction limit [5]. In case of far-
field imaging, forming an image is subjected to the Rayleigh criterion, which is the condition to
resolve the diffraction pattern of two points separated by a distance of Δy. This condition is
given by Δy = 0.61 λ/NA, where λ is the wavelength and (NA) is the numerical aperture of the
microscope [6]. On the contrary, subwavelength spatial resolution imaging can only be
achieved by using near-field technique suggested first by E.A Synge in early 1928 (see the next
section for a survey on near-field technique). The near-field results in the excitation of an
electric dipole moment within a sample, the idea is to probe the dipole radiation in the near-

field region, E
!

rad is the radiated electric field and B
!

rad is the radiated magnetic field of the dipole
radiation which are given by [7]
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where p! is the dipole moment, k
!
is the wave number and r! is the distance between the source

and the observation point. The first part of Eq. (1) is the propagating far field of the dipole
radiation that cannot be used for subwavelength imaging because the diffraction limits the
image resolution. However, the second part is the near field of the dipole radiation and there is
no diffraction problem associated with using it since it has a nonpropagating nature. In this
case the spatial resolution will not be limited by the wavelength if the nonpropagating near
field is used [7, 8].

2.2. Description of a microwave near-field imaging microscope

A schematic diagram of the near-field microwave microscope is shown in Figure 1. The near-
field microscope consists of a microwave source, a transmission line resonator coupled to the
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field microscope consists of a microwave source, a transmission line resonator coupled to the
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microwave generator, a near-field probe connected to the transmission line, a detector to
measure the reflected signal from the resonator and a feedback circuit [9].

The probe is an antenna-like structure operating at the subwavelength, which is used to scan in
close proximity of the sample's surface. As shown in Figure 1(a), the probe can take different
forms for instance it can be an aperture in an opaque screen, an electric wire formed by a
sharpened rod or scanning tunneling microscopy (STM) tip, an atomic force microscopy
(AFM) tip, an electrically open flush end of a transmission line, a magnetic loop, or a variety
of other geometries [10]. The electromagnetic response of the surface is measured as the probe
is scanned over the sample [11]. The probe can be either in contact or at a separation h from the
sample surface, which is usually much less than the probe characteristic length-scale D, this
ensures a good signal level from the sample surface [11, 12]. In the near zone of an antenna, the
structure of electric and magnetic fields is more complicated as their distribution is strongly
dependent on the antenna geometry as well as electrodynamics properties of the surrounding
region [13–15].

The design of near-field probes can be divided into two main categories, aperture-based
probes and apertureless probes [16]. For aperture-based probes, a subwavelength aperture is

Figure 1. The schematic diagram of the near field microscope (a) the structure of the microscope and (b) different near
field probe structures.
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used to limit the illuminating source, or to collect the local near-field response. It can be a
subwavelength hole in a metallic film, a metallic coated pipette, or a tapered optical fiber as
illustrated in Figure 1(b).

By positioning the aperture in the close proximity of the sample, the transmitted wave
through the aperture only represents the local properties of the sample. Thus, in principle,
subwavelength spatial resolution becomes possible by reducing the aperture size and raster
scanning the sample surface [17]. The concept was first experimentally demonstrated by
Ash and Nicholls [26] (see the next section for a survey on near-field technique), who
resolved a λ/60 grating structure by using λ = 3 cm microwave (10 GHz). In optical
frequencies, the spatial resolutions are typically tens of nanometers when using a tapered
single mode optical fiber probe. However, the aperture probes suffer from strong signal
attenuation. For a hole in a metallic film, the electric field transmission is proportional to

ðD=λÞ3, where D is the diameter of the hole [11, 13]. For an optical fiber probe, the image
contrast suffers from a strong decrease when the aperture diameter exceeds a critical value.
So the signal intensity will be far too small to be detected when the aperture size is further
reduced to achieve a better spatial resolution. On the other hand, for the long wavelength of
THz radiation, according to the wavelength dependence, the transmission efficiency is
extremely low and makes the THz aperture near-field imaging impractical.

An alternative approach is to allow a propagating wave to irradiate some large portion of the
sample, but to employ a field-concentrating feature, such as a tip, is to enhance the probe-
sample interaction locally. Figure 2 shows the probing using apertureless near-field probe.

Using a metallic probing tip, the incident wave is scattered by the tip-surface system. Usually,
the scattering wave is modulated by a dithering tip and measured in nonspecular directions
due to reduced background noise. The wave scattering depends on the local surface

Figure 1 (b). Near-field imaging using aperture type probe.
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properties. By measuring the scattering wave when scanning over a sample, the surface
properties can be mapped. In principle, the spatial resolution for an apertureless probe is only
limited by the size of the probing tip. Resolution as small as 10 angstrom has been reported
with this technique at optical frequencies and a subwavelength factor of 10-6 was achieved at
the microwave region [18].

3. Survey on near-field imaging from microwave to terahertz frequencies

The idea of near-field microscopy was first demonstrated theoretically by Synge in 1928 [19].
He used an opaque screen with a small subwavelength diameter hole (10 nm in diameter) at 10
nm above the surface of an optically transparent flat sample. The transmitted light is collected
by raster scanning the surface. Detailed calculations of the near-field distribution of an aper-
ture were conducted later by Bethe [20] and Bouwkamp [21, 22]. A large fraction of high-
spatial frequency evanescent waves is contained in the near field, which can lead to
subwavelength spatial resolution [23, 24].

In the 1960s, when the idea of near-field imaging transferred to practice, ferromagnetic reso-
nance microwave microscopy has been developed to characterize ferromagnetic material thin
films, for example, Soohoo developed a microwave magnetic probe capable of measuring the
spatial variation of the magnetic properties of materials [25] using a cavity made of
superconducting material.

A detection system using quasi-optical hemispherical resonator was used at microwave fre-
quencies by Ash and Nicholls [26]. In this experiment, a small aperture (1.5 mm diameter)
similar to Synge geometry is used. The aperture is scanned over a sample with a microwave

Figure 2. Near-field imaging using apertureless type probe.
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signal at 10 GHz. The sample was harmonically distance modulated at a fixed frequency and
the reflected signal was phase-sensitively detected at this modulation frequency to improve
sensitivity to sample contrast. This microscope demonstrated contrast sensitivity to metal films
on dielectric substrates, as well as bulk dielectrics with dielectric constant differing by only
about 10%.

Nonresonant scanned aperture probes were also developed in the 1960s. In the case of
nonresonant probe, a transmission line (coaxial or waveguide) delivers a microwave signal to
the probe aperture where the fringe electric and magnetic fields from the aperture interact with
the sample. Some part of the signal is stored locally in evanescent and near-zone waves, some
is absorbed by the sample, some is reflected back up the transmission line and some is
scattered away as far-field radiation. By monitoring the scattered or reflected signals as a
function of probe height and position, an image of the sample response can be constructed.
An example of this type of probe was developed by Bryant and Gunn [27]. They measured the
reflected signal from a tapered open-ended coaxial probe with an inner conductor diameter of
1 mm. The probe was used for quantitative measurements of semiconductor resistivities
between 0.1 and 100 Ω cm-1.

The development of near-field optical microscopes using optical waveguides beyond cutoff
[28, 29] affected the development of new microwave microscopes. The first of these micro-
wave systems operating at 2.5 GHz was developed by Fee et al. to measure the reflected
signal from a nonresonant open-ended coaxial probe [30]. A 500-μm in diameter conductor
coaxial probe is used and the central conductor was sharpened to a tip of 30 μm in radius.
An image of copper grid lines showed a spatial resolution of about 30 μm (or λ/4000).
Other waveguide structure microscopes based on a scanned aperture were developed by
Golosovsky et al. [31, 32] and Bae et al. [33–35].

The first THz near-field microscopy was demonstrated in [36]. In this work, a tapered metallic
waveguide was used as the aperture to limit the size of the incident ultrashort THz pulses. The
probe aperture is similar to the tapered optical fiber tips used in most of scanning near-field
optical microscopy. With the aperture diameter ∼λ/3 (100 μm), a spatial resolution better than
λ/4 was demonstrated for a gold pattern on silicon substrate. A collection mode THz scanning
near-field microscopy was developed by Mitrofanov et al. [37–39]. It uses an aperture-type
probe to collect the near field instead to filter the illuminating light. He showed improvements
in sensitivity and resolution by integrating the probe and a photo-conducting antenna THz
detector in the near-field region of the aperture. THz near-field imaging with a dynamic
aperture was demonstrated by Wynne et al. and Chen et al. [40, 41]. In his work, the dynamic
aperture was formed by a transient photo-carrier layer induced by a THz near-field imaging.
In case that the optical pulse arrives earlier than the THz pulse, the THz transmission is
modulated by the induced photo-carrier layer, whose size is determined only by the optical
beam focus. This approach has the potential to improve spatial resolution and image contrast,
while it is limited to semiconductor surface.

Apertureless THz near-field imaging has been also investigated [42, 43]. In their work, van and
Planken used a metallic probing tip with THz waves to image down to 18 μm in size.
Moreover, a scattering type apertureless THz scanning near-field microscope has been
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demonstrated by Wang et al. [44]. THz radiation is scattered and modulated by the dithering
metallic probing tip in the tip-surface system, the THz signal is detected in nonspecular
directions [45].

4. Metamaterial for near-field imaging manipulation

Conventional imaging devices or lenses suffer from diffraction limit which constrain the image
resolution. In addition, conventional imaging cannot propagate the evanescent waves which
carry the subwavelength information due to the exponential decay exhibited in natural mate-
rials. These issues can be overcome using metamaterials. For instance, image focusing, rotation,
lateral shift and image magnification are achievable with subwavelength resolutions using a
two- or three-dimensional metamaterials structures, usually with negative refraction properties,
to achieve resolution beyond the diffraction limit (ideally, infinite resolution). Such behavior is
enabled by the capability of double-negative materials to yield negative phase velocity.

4.1. Metamaterial design by electromagnetic field transformation

Electromagnetic metamaterials are periodic structures than can artificially manipulate the
electromagnetic properties of media. They can be engineered for the radio-frequency (RF) and
microwave range as well as for terahertz and optical frequencies. Metamaterials allow the
possibility of attaining mediums with properties, which have not been considered before, such
as, negative or close to zero refractive index since they are inaccessible in nature. In addition,
they can mix the electric and magnetic response of a material (chirality) [46, 47]. The first step
to design a metamaterial medium is using the electromagnetic transformation to get the new
medium properties (i.e., transformed permittivity and permeability). Transformation electro-
magnetics are based on the invariance of Maxwell's equations with respect to coordinate
transformations; this enables a user-defined coordinate transformation to be translated into
electric and magnetic material parameters. Figure 3 shows the relations between the different
coordinates [48, 49].

Figure 3. Transformation electromagnetic for metamaterial medium.
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Once the transformed permittivity and permeability and their spatial distribution are obtained,
the structure of unit cell (or particle) is designed by optimizing its geometric parameters. The
most common unit cell structure is the split ring resonator (SRR). The unit cell can be a
resonant or nonresonant. In case of the resonant unit cell, the losses are high at the resonance
frequency; however, they have a large dynamic rang. The nonresonant unit cell has the
advantage of small losses but with low dynamic rang [49].

4.2. Metamaterials medium types

The electromagnetic mediums are categorized as isotropic or anisotropic. In the isotropic
electromagnetic medium the permittivity, ε and permeability, μ, of the medium are uniform
in all directions of the medium. The dispersion relation in that medium is k ¼ ω

ffiffiffiffiffiffi
με

p . One
simple example of an isotropic electromagnetic medium is the free space. However, the
medium is called anisotropic when the permittivity, ε and permeability, μ, of a medium
depend upon the directions of field vectors and hence, they are in tensor form. Based on
Maxwell equations in an anisotropic medium the dispersion relation can be obtained by
solving the matrix equation [49, 50]:

det k � ε −1 � kþ k20μ
h i

¼ 0 (3)

where μ, ε and k are all matrices and k20 ¼ ω2μ0ε0 (μ0, ε0 are the permeability and permittivity
of free space, respectively). Metamaterials are composite structures in which the electromag-
netic wave propagation depends on the orientation of structured metallic unit cells. Usually,
these unit cells are designed to have a certain permittivity and permeability responses by
optimizing its geometric parameters. One common example of unit cell structure is the split
ring resonator (SRR) (see Section 4.1) [51]. The anisotropic metamaterial is defined with its
permittivity and permeability tensor as follows

ε ¼
εx 0 0
0 εy 0
0 0 εz

0
@

1
A and μ ¼

μx 0 0
0 μy 0
0 0 μz

0
@

1
A (4)

where the diagonal elements of ε and μ could have positive or negative values. To understand
the propagation properties of a wave in such medium a TE plane wave is considered. Using
Eqs. (3) and (4), one can get the anisotropic dispersion relation of the medium

k2y
εzμx

þ k2x
εzμy

¼ ω2

c2
(5)

where c is the speed of light in free space and k is the wave vector of the propagating wave. For
losses material, the plane wave solution in the anisotropic medium can be either a propagating
wave or evanescent wave depending on the sign of the wave number kx and hence, the
medium can be classified as in Table 1 [49].
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of free space, respectively). Metamaterials are composite structures in which the electromag-
netic wave propagation depends on the orientation of structured metallic unit cells. Usually,
these unit cells are designed to have a certain permittivity and permeability responses by
optimizing its geometric parameters. One common example of unit cell structure is the split
ring resonator (SRR) (see Section 4.1) [51]. The anisotropic metamaterial is defined with its
permittivity and permeability tensor as follows

ε ¼
εx 0 0
0 εy 0
0 0 εz

0
@

1
A and μ ¼

μx 0 0
0 μy 0
0 0 μz

0
@

1
A (4)

where the diagonal elements of ε and μ could have positive or negative values. To understand
the propagation properties of a wave in such medium a TE plane wave is considered. Using
Eqs. (3) and (4), one can get the anisotropic dispersion relation of the medium

k2y
εzμx

þ k2x
εzμy

¼ ω2

c2
(5)

where c is the speed of light in free space and k is the wave vector of the propagating wave. For
losses material, the plane wave solution in the anisotropic medium can be either a propagating
wave or evanescent wave depending on the sign of the wave number kx and hence, the
medium can be classified as in Table 1 [49].
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4.3. Construction of compensated bilayer of anisotropic metamaterials for imaging

Veselago introduced the bilayer compensation to illustrate the ability to focus on the electro-
magnetic wave from a point source by a flat slab of composite material with a negative
refraction. The proposed structure was a bilayer of vacuum and a left-hand material (with
permittivity and permeability equal to –1) where the left-hand material compensates for the
propagation effect associated with an equal length of vacuum. This bilayer structure is called
Veselago lens (or the perfect lens) [52]. The same idea can be implemented using positive and
negative refracting layers of anisotropic metamaterials to implement near-field focusing in the
same way as Veselago lens. Figure 4 shows the bilayer of anisotropic metamaterials in two
dimensions.

Depending on the sign of the permittivity and permeability of the two layers, one can get
different material types for the compensated bilayers. For instance, compensated bilayer can be
made of combination of positive and negative refracting layers of never-cut off medium
(NCM) or anticutoff medium (ACM). Table 2 shows examples of metamaterials that could
make up the compensated bilayer [49].

Medium type Material parameters Wave property Cut off conditions

Cutoff media εzμy > 0,
μy

μx
> 0 Propagating ky < kc

Evanescent ky≥kc

Anti-cutoff media εzμy < 0,
μy

μx
< 0 Evanescent ky < kc

Propagating ky≥kc

Never-cutoff media εzμy > 0,
μy

μx
< 0 Propagating All real ky

Always-cutoff media εzμy < 0,
μy

μx
< 0 Evanescent No real ky

Table 1. Anisotropic media for a z-polarized TE plane wave.

Figure 4. Compensated anisotropic metamaterial medium structure.
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5. Near-field subwavelength image manipulating through compensated
anisotropic metamaterial

5.1. Superlens

As mentioned earlier, the performance limitation of conventional lenses is due to the diffrac-
tion limit. In conventional imaging the field emitting from an object is a superposition of plane
waves with dispersion relation given by [53]

kz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2

c2
−ðk2x þ k2yÞ

r
(6)

In case of energy propagation in the +z-direction, the only real values are the ones allowed
for and hence all the components of kz contains the spectrum of the image which are
transmitted and refocused by an ordinary lens. On the other hand, if kz is imaginary, i.e.,
ω2

c2 < ðk2x þ k2yÞ, the wave is an evanescent wave whose amplitude decays as the wave prop-

agates along the z-axis. This leads to a loss of the high-frequency components of the wave,
which contain information about subwavelength features of the object being imaged. The
super lens with negative-index materials can overcome this problem. Since in such materials
transporting the electromagnetic energy in the +z-direction requires negative wave vector.
This amplifies the evanescent wave and all components of the angular spectrum can be
transmitted without distortion [53].

Super lensing can be achieved with bilayer of anisotropic metamaterial, i.e., (NCM) and
(ACM) bilayers. However, the mechanism of constructing perfect image with subdiffraction
resolution in the case of (NCM) and (ACM) bilayers is different than the mechanism of
super lens with single-negative index layer (Veselago lens). As discussed in the previous
section, the subwavelenght resolution, in case of perfect lens, is achieved thought the
amplification of the evanescent wave which by consequence recovers the subwavelength
features. In the case of NCM or ACM bilayers lens, the evanescent components of the wave
are converted to a propagating mode in the bilayer region and then back to evanescent
component at the back surface of the bilayer which creates and image beyond the

Bilayer type Layer εx εy εz μx μy μz Material

Veselago lens L1 1 1 1 1 1 1 Free space

L2 -1 -1 -1 -1 -1 -1 Left hand material

NCM compensated bilayer L1 -1 1 1 -1 1 1 Positive refractive NCM

L2 1 -1 -1 1 -1 -1 Negative refractive NCM

ACM compensated bilayer L1 1 -1 -1 -1 1 1 Positive refractive ACM

L2 -1 -1 1 1 -1 -1 Negative refractive ACM

Table 2. Compensated bilayer anisotropic metamaterial types.
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diffraction limit. A comparison between the evanescent wave propagation in different bila-
yers is shown in Figure 5 [49, 54].

It is important to mention that the electric or magnetic loss is considered a major problem in
the implementation of metamaterials in the imaging structures. The reason is that these losses
can limit the resolution of the perfect lens. These losses are due to the imaginary part of the
permittivity and permeability tensors. In general, the beamwidth of the electric field is
degraded at the back surface due to losses compared to the source plane. The effect of
degradation is different depending on the type of the bilayer used for the super lens. In case
of the left-hand material lens the electric field degradation is about λ/5 while for NCM or ACM
is λ/10. This indicates that the NCM and ACM lenses are less sensitive to material parameters
losses than the left-hand material lens [49, 55, 56].

Another issue with the bilayer structures is the retardation effect. This effect is due to the
difficulty to realize a completely compensated bilayer in practical cases. As with the losses,
the retardation effect degrades the electric field beamwidth and the NCM or ACM are
less sensitive to that degradation than the left-hand material. This is why anisotropic
metamaterial medium is considered advantageous since it can approximate the ideal situa-
tion [49, 57].

5.2. Bilayer lens using transmission line metamaterial

The bilayer of anisotropic metamaterial for imaging can be realized using L-C transmission
line network. Different types of anisotropic metamaterials such as ACM and NCM can be
constructed by L-C loaded microstrip line grids operating at certain frequency bandwidth.
The planner microstrips are periodically loaded by serial capacitance in z- or y-direction with
or without shunting inductance loaded at the center of the node. The unit cell of the planner
transmission line metamaterial is illustrated in Figure 6 [47, 49, 58].

For z-polarized electromagnetic wave the dispersion relation is dependent on εz, μx and μy as

indicated in Eq. (5). Dispersion relation of a transmission line metamaterial can be obtained
using periodic transmission line theory [59, 60]. For example, under the effective medium
approximation, the dispersion relation of the unit cell, shown in Figure 6(a), is

Figure 5. Different evanescent wave propagation in three types of metamaterial bilayer structures.
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k2y
2β2ð1−2ω0=ωβdÞ

þ k2x
2β2

¼ 1 (7)

where ω0 ¼ 1=2CyZ0, Z0, β and d are the characteristic impedance, the propagation constant
and the length of the transmission line section.

Using these four unit cells in a network, one can construct a 2D compensated bilayer lens
composed of positive NCM/negative NCM or positive ACM/negative ACM. Figure 7 shows

Figure 6. Different unit cells of loaded transmission line grid for implementing different anisotropic metamaterials. (a)
positive refraction NCM (b) positive refraction ACM (d) negative refraction ACM (d) negative refraction NCM.

Figure 7. The schematic diagram of a 2D compensated bilayer using loaded L-C metamaterial transmission line.
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the schematic diagram of the bilayer medium. The loaded capacitances and inductances need
to be chosen to satisfy the requirement of the bilayer medium see Table 2.

The imaging properties of the compensated bilayer structure are investigated experimentally
in the microwave range [61]. The results show that the electromagnetic wave from a point
source has been focused on the image plane with beamwidth of 0.1 λ which is below the
diffraction limit. This focusing result is well below the left-hand material planer lens, which is
0.21 λ [49, 61]. The NCM bilayer lens has better subwavelength resolution because it is less
sensitive to material losses.

6. Plasmonic and field enhancement metamaterials

The structures presented in the previous section such as bilayers and superlens can be inte-
grated in the system of a near-field microwave microscope [62]. This can improve image
measurements by improving spatial resolution, this helps in studying surfaces that cannot be
imaged directly with a scanned probes. Moreover, the technique of manipulation of surface
plasmons for enhancing electromagnetic propagation can be used in imaging system at micro-
wave frequencies. Surface plasmons are known in optical frequency [63]. They can be excited
on a metal by an external plane-wave beam. This can enhance the electric field at the surface
compared with that in the incident beam and it has been suggested that this effect is an
important aspect of surface-enhanced Raman scattering [64]. Surface plasmons have been
investigated for extraordinary optical transmission through subwavelength hole arrays [65].
This overcomes the constraint of low transmittivity of subwavelength apertures. Ebbesen et al.
observed that the maxima the transmission efficiency could exceed unity (when normalized to
the area of the holes), which are orders of magnitude greater than predicted by standard
aperture theory [65]. A review that summarizes the basic principles and achievements in the
field of plasmonic for subwavelength guiding has been presented [66]. This review chapter
discusses as well the potential future developments and applications of nanophotonic devices
and circuits and near-field microscopy with nanoscale resolution [67].

Manipulating surface plasmons at microwave and millimeter-wave frequencies is possible due
to the field of metamaterials [68]. This can be achieved using composite dielectric where the
property of having negative permittivity below the plasma frequency has been investigated
[69]. This investigation showed that thin wires structure reduces the plasma frequency having
longer wavelength to be diffracted and the system can be described by an effective dielectric
constant of the plasma form. This achievement opens new possibilities for microwave struc-
tures to produce enhanced transmission through subwavelength apertures as in the case of
photonic structures.

7. Conclusion

This chapter introduced a review on metamaterial structures for near-field microscopy. A
general overview on the near-field imaging/microscopy instrumentation is first presented
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followed by a survey on the research done on this topic. The metamaterial design based on
transformation electromagnetic as well as a summary on metamaterial media was introduced.
The bilayer metamaterial medium is discussed for super-resolution structures that can manip-
ulate subwavelength images and evanescent waves. Finally, the manipulation of surface
plasmons is presented as a technique to enhance the transmission for near-field microscopy.
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Abstract

The theoretical principles of intersymbol interference (ISI) and channel equalization in
wireless communication systems are addressed. Several conventional and well-known
equalization techniques are discussed and compared such as zero forcing (ZF) and maxi-
mum likelihood (ML). The main section in this chapter is devoted to an abstract concept of
equalization approach, namely, dual channel equalization (DCE). The proposed approach
is flexible and can be employed and integrated with other linear and nonlinear equaliza-
tion approaches. Closed expressions for the achieved signal-to-noise ratio (SNR) and bit
error rate (BER) in the case of ZF-DCE and ML-DCE are derived. According to the
obtained outcomes, the DCE demonstrates promising improvements in the equalization
performance (BER reduction) in comparison with the conventional techniques.

Keywords: channel equalization, intersymbol interference (ISI), zero forcing (ZF)
equalization, maximum likelihood (ML) equalization, bit error rate (BER), dual channel
equalization (DCE)

1. Introduction

All types of microwave wireless communication systems under different digital modulation
schemes and antennas configuration suffer from the channel effects and related problems such
as attenuation, signal amplitude and phase distortions, time-varying fading (Doppler shift),
multipath fading, and intersymbol interference (ISI). A common and well-known wireless
channel modeling method is based on the representation of the channel as a band-limited
digital filter, i.e., linear time-invariant (LTI) filter with specific transfer function (impulse
response). Thus, to alleviate and reduce the channel effects, especially for multipath fading
and ISI, it is possible to design a digital filter with transfer function that is inverse to the
transfer function of the associated wireless channel. This digital filter is called the equalizer
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[1, Chapter 10]. Additionally, the employment of multiple antennas can also help to mitigate
the multipath fading consequences (transmit/receive diversity) and increase the data rate
(spatial multiplexing).

In practice, the wireless transmission system sends a sequence of messages (one-shot transmis-
sion) where these successive transmissions should not interfere even if they are closely spaced
to increase the data rate. This interference between the successive transmissions is referred as
intersymbol interference (ISI) that is able to complicate and reduce the detection performance
[2, Chapter 4]. The simple symbol-by-symbol (SBS) detector (optimal in the case of additive
white Gaussian noise AWGN channel) cannot be the maximum likelihood estimator for a
sequence of message under ISI problem. A receiver for succession messages detection is shown

10 in Figure 1, where the matched filter outputs are processed by the receiver and SBS detector to

generate the estimate X̂k of the input symbol Xk at time k.

12 An equalizer or equalization method can be essentially embedded in the contents of the receiver
13 block presented in Figure 1. Different equalization techniques lead to different receiver struc-
14 tures that are not always optimal for detection, but rather are widely implemented as suboptimal
15 cost-effective solutions that alleviate the ISI. Any equalization approach converts the band-
16 limited channel with ISI into memory less appearing channel (AWGN-like) at the receiver
17 output. The wireless channel equalization forms a major challenge in current and future com-
18 munication networks.

19 In Section 2 of this chapter, the ISI between successive transmissions is modeled to prove that the
20 distortion caused by this overlapping is unacceptable and some corrective actions should be

applied. Some targeted and desired wireless channel responses that exhibit no ISI are discussed
22 in Section 3 with the corresponding Nyquist criterion for the ISI-free channels. In fact, the signal-
23 to-noise ratio (SNR) parameter used to quantify the receiver performance can be consistently
24 considered for equalization techniques evaluation as well. Several conventional and well-known
25 equalization approaches are presented in Section 4 such as zero-forcing equalizer (ZFE), mini-
26 mum mean square error (MMSE) equalizer, and decision feedback equalizer (DFE). In the last
27 section (Section 5), the proposed equalization approach and its performance are discussed and
28 compared to other equalization techniques under the same initial conditions.

29 2. Successive message transmission and ISI

30 The frequency or wireless channel reuse is a common technique to transmit several succession
messages separated by the symbol period (T units in time where 1=T is the symbol rate). For

Figure 1. The band-limited channel with receiver and SBS detector.
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sending one of M possible messages every T time units, the data rate of the communication
system is defined as:

R ¼ log2ðMÞ
T

: (1)

Increasing the data rate R can be achieved by decreasing Twhich reduces or narrows the time
between message transmissions and as a consequence increases ISI on the band-limited chan-
nel. The transmitted signal of K successive transmissions (conveying one of MK possible
messages) is given by

xðtÞ ¼ ∑
K�1

k¼0
xkðt−kTÞ: (2)

The detection of MK messages approach has a complexity that grows exponentially with the
block message length K (especially when K ! ∞). The SBS detection can be considered as an
alternative suboptimal solution that detects independently each of the successive K messages.

10 The ISI problem is the main limitation of the SBS detection approach when the performance
degradation increases as T decreases (or R increases). The ISI can be analyzed by rewriting

12 Eq. (2) using the following form:

xðtÞ ¼ ∑
K�1

k¼0
∑
N

n¼1
xknϕnðt−kTÞ, (3)

13 where the original transmissions xkðtÞ are decomposed using a standard orthogonal basis set
14 {ϕnðtÞ}. For instance, in the case of quadrature amplitude modulation (QAM), the baseband basis:

ϕðtÞ ¼ 1ffiffiffiffi
T

p sinc
t
T

� �
(4)

15 produces orthogonal functions for all integer-multiple of T time translations and the successive
16 transmissions sampled at time instants kT are ISI free. Owing to the channel filtering alter-
17 ations, the filtered basis functions at the channel output are no longer orthogonal and the ISI is
18 introduced.

19 The band-limited noise-free channel output used for successive transmission of data symbol
20 can be presented as

xpðtÞ ¼ ∑
K�1

k¼0
∑
N

n¼1
xknϕnðt−kTÞ � hðtÞ ¼ ∑

K�1

k¼0
∑
N

n¼1
xknpnðt−kTÞ, (5)

where pnðtÞ ¼ ϕnðtÞ∗hðtÞ and when hðtÞ≠δðtÞ, the functions pnðt−kTÞ do not form orthogonal
22 basis (see Figure 2). The equalization techniques try to convert the functions pnðt−kTÞ to an
23 orthogonal set of functions, thus the SBS detection approach can be applied at the equalized
24 channel output.

25 The Nyquist criterion [3, Chapter 1] can specify the conditions for ISI-free channel on which
26 SBS detector is optimal. This criterion helps to construct band-limited functions to reduce the
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ISI negative effects. Another way to explain the ISI problem is to relate it with the channel
frequency response. When consecutive symbols are transmitted using linear modulation over
a wireless channel, the frequency response (impulse response) of the channel makes a trans-
mitted symbol to be spread in the time domain. Thus, the ISI is generated because the
previously transmitted and currently received symbols are overlapped. The Nyquist theorem
could relate the time domain conditions to its equivalent frequency domain ones. Simply,
considering the channel impulse response hðtÞ and the symbol period hðtÞ, the condition of
ISI-free response can be expressed as:

hðnTÞ ¼ 1; n ¼ 0
0; n≠0 for all integers n:

�
(6)

The last condition can be represented in another form as follows (the Nyquist ISI criterion):

1
T

∑
þ∞

k¼−∞
H f −

k
T

� �
¼ 1; ∀f , (7)

where Hðf Þ is the channel frequency response (Fourier transform of hðtÞ). Hence, the sin c
pulse shape allows eliminating the ISI at sampling instants and any filter with excess band-
width and odd-symmetry around Nyquist frequency can satisfy and meet the ISI-free require-
ments such as raised cosine filter (RCF).The raised cosine filter with bandwidth equal to
ð 1
2TÞð1þ αÞ can be presented using the following form [3]:

PRCðtÞ ¼
sin πt

T

� �
πt
T

cos απt
T

� �

1− 2αt
T

� �2 ; 0≤α≤1, (8)

where α is the roll-off factor. The RCF impulse and frequency responses are shown in Figure 3
for different roll-off factor α values.

The eye diagram is a widely used convenient method to observe the effects of ISI and noise
introduced by the channel where the quality of the received signal (the ability to correctly
recover the symbols and timing) can be illustrated (oscilloscope presentation). The interpreta-
tion of the eye diagram gives important information such as:

Figure 2. The band-limited channel equivalent impulse response representation.
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• sensitivity to timing error or jitter (smaller is better);

• wasted power;

• amount of distortion at sampling instants;

• amount of noise tolerance (larger is better);

• best time for sampling;

• the matching degree between the transmitter and receiver filters;

• the presence of ISI; and

• measurement of eye opening is performed to estimate the achievable BER.

Figure 3. RCF impulse and frequency responses.

Figure 4. Raised cosine eye diagram for BPSK-modulated symbols.
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The eye diagram using raised cosine filtering is presented in Figure 4 for binary phase shift
keying (BPSK)-modulated symbols at two roll-off factor values α ¼ 0:5; 1. In general, the ideal
sampling instant is at the point where the vertical eye opening is maximum. Under the
presence of ISI, the vertical eye opening reduces which leads to higher probability of error
(BER). More sensitivity to timing error is presented by smaller horizontal eye opening. From
Figure 4, it can be observed that the horizontal eye opening is smaller at roll-off factor α ¼ 0:5
in comparison with the case when α ¼ 1 owing to that the tails of the RCF are stripped down
faster. It is important to mention here that higher values of roll-off factor require more trans-
mission bandwidth. Smaller values of roll-off factor α lead to larger errors if the best sampling
time (the center of the eye) is not achieved.

3. The equalization main concept

As mentioned before, the equalization technique is the design of a digital filter with inverse or
counter transfer function in accordance with the transfer function of the associated wireless
channel. This concept is shown in Figure 5 where the frequency responses of the wireless
channel and the equalizer are compared.

The equalizer design concept is presented in Figure 6 (a simple block diagram for the channel
effect and the equalizer transfer function). The discrete time model that should be considered
under the equalization technique designing process is presented using the following form:

Figure 5. The wireless channel and equalizer frequency responses.
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Ĉk ¼ ∑
L−1

i¼0
Eiuk, (9)

where Ĉk is the data sequence at the equalizer output, L is the number of symbols, Ei repre-
sents the coefficients of the causal impulse response of the equalizer HEQðf Þ, and uk is the input
of the equalizer given by

uk ¼ ∑
L−1

j¼0
hjCk þ nk, (10)

where Ck is the transmitted data sequence, the coefficients hj represents the equivalent causal
impulse response (transfer function) of the wireless channel, and nk is the discrete time addi-
tive noise. The channel transfer function Hchðf Þ can be presented as:

Hchðf Þ ¼ jHchðf Þj exp ½jθchðf Þ�, (11)

where jHchðf Þj is the amplitude response, and θchðf Þ is the phase response. The bit error rate
(BER) reduction is achieved when the value of the error given by

ek ¼ Ck−Ĉk (12)

is reduced using equalization.

It is useful at this point to demonstrate the effects of the equalization on the detection perfor-
mance or quality at the receiver side by presenting the difference between the received sym-
bols with and without applying equalization. This comparison is given in Figure 7 for the
quadrature phase shift keying (QPSK)-modulated symbols. When the equalization is not
applied, the uncertainty on the received signal constellation is very high (caused by the
channel effect) and as a consequence the detection quality is low (detection performance
degradation). Applying the equalization technique, the uncertainty level is lower and the
detection performance is improved.

As a last word in this section, the ISI can produce a bias in the SNR value at the receiver. The
error ek presented by Eq. (12) is identical to the additive noise nk in the case of unbiased
detection rule. However, in the case of biased receiver, the probability density function (PDF)

Figure 6. The equalizer main design model.
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of the error ek is a scaled and shifted version of the noise nk PDF (the mean value depends on
the actual data symbol Ck). The last condition can be formulated as follows:

E½ĈkjCk� ¼ Ck,Unbiased Receiver (13)

For a given unbiased receiver [4] for a detection decision rule on a general signal constellation
Ck, the maximum unconstrained SNR corresponding to the same receiver under any biased
decision rule is given by

SNRb ¼ SNRu þ 1, (14)

where SNRb and SNRu are the SNR for biased and unbiased receivers, respectively. The
previous apparent discrepancy is more understandable recalling that the error rate is a mono-
tone function of the SNR only. Thus, from Eq. (14), the negative effect of ISI on the SNR at the
receiver is observed.

4. Equalization techniques

In general, the channel equalization techniques are classified to linear and nonlinear algo-
rithms or to blind (without training sequence) and nonblind based on the degree of knowl-
edge. The earliest mentions of digital equalization techniques are made under different design
criterions, for example, zero forcing (ZF) equalization [5], minimum mean square error
(MMSE) equalization [6], maximum likelihood (ML) equalization [7], decision feedback equal-
ization (DFE) [8], and maximum a posteriori (MAP) equalization [9]. In this chapter, a new
nonlinear equalization approach is proposed based on the dual channel equalization (DCE)
idea with the purpose to improve the equalization performance, namely, the BER reduction, in
comparison with the other widely used equalizers under multiple input multiple output
(MIMO) wireless channel. The simulation results demonstrate considerable and promising
performance improvements applying the suggested equalization approach in comparison

Figure 7. QPSK received symbols with and without equalization.
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with the conventional techniques. In order to help the reader to acquire the basics of equaliza-
tion concepts, a few well-known and conventional equalization techniques will be reviewed
and discussed in the next subsections.

4.1. System model

The complex baseband MIMO wireless channel model is considered with number of transmit
antennas equal to N and number of receive antennas equal to M.

The received signal at the input of the receiver (the I/O relation of the MIMO channel) can be
presented in the following form:

y ¼ Hxþ z, (15)

where y∈CM1 is the vector form of the received signal, H∈CMN is the matrix form of the
Rayleigh fading channel with independent and identically distributed (i.i.d) coefficients obey-
ing the circularly symmetric complex Gaussian distribution at zero mean and variance σ2h ¼ 1,

denoted as hijeCNð0, 1Þ for 1≤i≤M, 1≤j≤N, x∈CN1 is the vector form of the transmitted signal,
and z is the circularly symmetric complex white Gaussian noise with zero mean and variance
σ2n, i.e., zeCNð0, σ2nIÞ. It is assumed that the N data substreams have uniform power which

means x∈CN1 has a covariance matrix given by

E½xx�� ¼ σ2xIN , (16)

where E½:� represents the mathematical expectation, ð:Þ� is the conjugate transpose, and IN is
NN identity matrix. The signal-to-noise ratio (SNR) at the receiver input is expressed as:

SNR ¼ σ2x
σ2n

: (17)

The channel matrix H∈CMN is equalized or inverted by the weight matrix (the equalizer
matrix) W∈CMN . Thus, the obtained signal x̂ at the equalizer output is defined as follows:

x̂ ¼ Wy: (18)

4.2. ZF equalization

ZF is a linear equalization that applies the inverse of the wireless channel frequency response
to alleviate the channel effects on the received signal and restore the transmitted symbols. The
name is assigned based on the reduction of ISI down to zero in the noise-free channel case
(forcing the residual ISI to zero). The ZF equalizer can be designed using finite of infinite
impulse response filters (FIR or IIR filters).

Employing ZF equalization technique with matrix WZF, the equalizer directly applies the
inverse of the channel response to the received signal y. Thus, the ZF equalizer satisfies the
following condition:

WZFH ¼ IMN: (19)

The general form of the ZF equalizer matrix WZF is defined as:
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WZF ¼ ðHHHÞ−1HH, (20)

where ð:ÞH represents Hermitian transpose operation. The BER in the case of ZF equalization
technique and BPSK modulation can be defined using the following form [10]:

BERZF ¼ 1
2

1−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SNR

1þ SNR

r !" #M−Nþ1

∑
M−Nþ1

m¼0

 
M−N þm

m

!
1þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

SNR=1þ SNR
p

2

 !
, (21)

where m is the index of the received signal substream. The last equation is derived considering
the Neyman-Pearson (NP) detection criteria. Thus, the SNR of the obtained M decoupled
substreams is defined as [10]:

SNRZF,m ¼ SNR

½ðHHHÞ−1�mm

; 1≤m≤M, (22)

where ½:�mm corresponds to the mth diagonal element. The denominator of the achieved partial
SNR given in Eq. (22) can be presented in terms of the mth column hm of H as follows:

½ðHHHÞ−1�mm ¼ 1

hH
mhm−hH

mHmðHH
mHmÞ−1HH

mhm
: (23)

The ZF equalizer tries to null and cancel out all the interfering terms that are sometimes
accompanied with noise amplification, for this reason, ZF is not optimal under very noisy

10 channels. In the case of FIR filter use (to deal with noncausal components a decision delay is
applied), a complete elimination of ISI problem is not possible owing to the finite filter length.

12 Alternative criterion called peak-distortion criterion can be applied to minimize the maximum
13 possible signal distortion due to ISI at the equalizer output.

14 4.3. MMSE equalization

15 The main objective of MMSE equalizer is to minimize the variance of the error signal ek in
16 Eq. (12). The MMSE equalizer ensures the trade-off between residual ISI and noise enhance-
17 ment (reduce the total noise power). Under conditions more close to practice, MMSE equalizer
18 can achieve lower BER compared to ZF equalizer at low-to-moderate SNRs. Thus, the MMSE
19 equalization is applied to minimize the value of the mean given by

E½ðWMMSEy−xÞðWMMSEy−xÞH�, (24)

20 whereWMMSE is the MMSE equalizer matrix that is presented by the following expression [11]:

WMMSE ¼ HHHþ 1
SNR

I
� �−1

HH: (25)

The MMSE matrix WMMSE is multiplied by the received signal vector y to obtain M decoupled
22 substreams with SNR equal to [11]:
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SNRMMSE,m ¼ SNR

HHHþ 1
SNR I

� �−1h i
mm

�1; 1≤m≤M, (26)

The BER for this equalizer considering the NP criterion and BPSK modulation can be approx-
imated using the following form [11]:

BERMMSE ¼ E½Q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2SNRMMSE,m

p
�, (27)

where QðxÞ ¼ 1ffiffiffiffi
2π

p ∫∞x exp ð−t2=2Þdt is the standard Gaussian Q-function. The output SNRs of the

M decoupled substreams using ZF and MMSE equalizers are related as follows:

SNRMMSE,m ¼ SNRZF,m þ δSNR:m; 1≤m≤M, (28)

where δSNR,m is nondecreasing function of SNR (SNRZF,m and δSNR,m are statistically indepen-
dent). Moreover, the ratio of the output SNR gains for these two equalizers for any full rank
channel realization goes to unity (in dB) [11]:

10log10
SNRMMSE,m

SNRZF,m

� �
¼ 10log10 1þ δSNR,m

SNRZF,m

� �
! 0; as SNR ! ∞ (29)

Again the MMSE equalizer can be implemented with FIR and IIR filters and in both cases the

error signal ek in Eq. (12) depends on the estimated symbols Ĉk. According to the orthogonality
10 principle of MMSE optimization, the error ek and the input of the MMSE equalizer must be

orthogonal. The achieved SNR can be defined based on the error variance σ2e . For instance, in
12 the case of MMSE-IIR equalizer, the SNR is given by

SNRMMSE, IIR ¼ 1−σ2e
σ2e

(30)

13 which is more general form of SNR in comparison with the form in Eq. (26).

14 4.4. ML equalization

15 The ML equalization technique tests all the possible data symbols and chooses the one that has
16 the maximum probability of correctness at the output (optimal in the sense of minimizing the
17 probability of error Pe ¼ Pðx ≠ x̂Þ, where x̂ is the estimated or chosen signal at the equalizer
18 output). The Euclidian distance between the received signal vector and the products of all
19 possible transmitted signal vectors is calculated, and the signal with minimum distance is
20 considered. The ML estimation of x takes the following form [12]:

x̂ML ¼ arg min
x̂∈x

‖y−Hx̂‖2
J|fflfflfflfflffl{zfflfflfflfflffl}

(31)

As follows, the ML-based equalizer selects the data sequence x̂ that yields the smallest distance
22 Jmin between the received signal vector y and the estimated or hypothesized message Hx̂. For
23 NP-based receiver, the obtained SNR at ML equalizer output is related to Jmin and given by
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SNRML ¼ Jmin

4σ2n
: (32)

The achieved BER of ML equalizer is based on Jmin as well as defined as [12]:

BERML ¼ Q

ffiffiffiffiffiffiffiffi
Jmin

4σ2n

s !
: (33)

In Figure 8, a comparison between the ZF, MMSE, and ML equalizer performances in terms of
BER as a function of energy per bit Eb to the noise power spectral density N0 ratio (Eb

N0
) is

presented in the case of BPSK modulation and for MIMO antenna configuration with
N ¼ M ¼ 2 and Rayleigh fading channel. As shown in Figure 8, the ML equalizer has the best
performance and ZF equalizer has the worst one.

4.5. Other equalization techniques

The main linear equalization drawback is that the equalizer filter enhances the noise at the
output (increases the noise variance), and additionally, the noise is colored (especially for
severely distorted channels). Employing noise prediction technique helps to avoid the
described problem. The last short discussion leads to the basic idea about decision feedback
equalization (DFE). The DFE structure consists of two filters: a feed forward-filter whose input
is the channel output signal and a feedback-filter that feeds back the previous decisions for
noise prediction process. This can be achieved by combining linear equalization technique like
ZF or MMSE with noise variance prediction (ZF-DFE and MMSE-DFE). A simple block dia-
gram for DFE is presented in Figure 9.

The maximum a posteriori (MAP) equalizer [13] estimates the transmitted symbol x½n� at
discrete-time index n that maximize the a posteriori probability Pðx½n� ¼ xjyÞ as follows:

Figure 8. ZF, MMSE, and ML equalizer performances comparison.
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x̂½n� ¼ arg max Pðx½n� ¼ xjyÞ: (34)

The MAP equalizer can be used as SBS detector with maximum-likelihood sequence estima-
tion (MLSE) for transmission over rapidly time-varying (TV) wireless channel as shown in
Ref. [13].

When some signal properties are used for the determination of the instantaneous error
which updates the adaptive filter coefficients or weights, the fractionally spaced equaliza-
tion (FSE) is an effective approach under the absence of the training sequences (blind
equalization) [14]. The FSE receives number of input samples equal to NFSE before it pro-
duces one output sample. The adaptive filter weights are updated employing a special
algorithm such as constant modulus algorithm (CMA) which uses the constant modularity
as the desired signal property. Thus, if the output rate is 1=T, the input sample rate is
NFSE=T. Thus, the tap spacing of the FSE is a fraction of the baud spacing or the transmitted
period. The FSE can be modeled as a parallel combination of several baud spaced equalizers
known as multichannel model of FSE where the oversampling factor defines the tap spacing
as follows:

Tap Spacing ¼ T
Oversampling Factor

: (35)

In Ref. [15], a brief discussion about the recent equalization requirements and approaches is
presented along with some important related references.

In optical communication field, a novel and efficient multiplier-less finite impulse response
filter (FIR) based on chromatic dispersion equalization (CDE) is proposed for coherent
receivers [16]. An iterative receiver is designed [17] for joint phase noise estimation, equaliza-
tion, and decoding in a coded communication system with combined belief propagation, mean
field, and expectation propagation (BP-MF-EP). In the frequency domain-based equalization,
many important contributions are made recently, for example, in Ref. [18] and for single carrier
frequency domain equalization (SC-FDE) in broadband wireless communication systems, a
robust design under imperfect channel knowledge is considered based on a statistical channel
estimation model where the equalization coefficients are defined under mean square error
minimization criterion.

Figure 9. Basic DFE structure.
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Another work deals with frequency domain equalization for faster-than-Nyquist (FTN) signal-
ing is presented in Ref. [19] for doubly selective channels (DSCs) based on low complexity
receivers with variational methods implemented in order to handle the interference of fre-
quency domain symbols instead of using MMSE equalizer that involves high complexity in
DSCs.

The frequency domain equalization is also proposed to be employed for broadband power line
communications (PLC) as in Ref. [20]. PLC performance can benefit from frequency domain
equalization techniques in the context of a cyclic-prefix single carrier modulation schemes. The
study in Ref. [20] presents an equalization algorithm based on the properties of complemen-
tary sequences (CSs) to reduce the complexity by performing all the operations in the fre-

10 quency domain without the necessity of noise variance estimator.

5. The new nonlinear equalization approach

12 5.1. Channel equalization with DCE

13 The proposed new nonlinear equalization approach applying dual channel equalization (DCE)
14 is presented in this section. The DCE idea can be implemented and coupled with any standard
15 channel equalizers such as ZF or ML equalizers. Figure 10 shows a simple flow chart for the
16 DCE idea presented as a coupling process between two digital filters. These filters can have the
17 same or different transfer functions and for simplicity of analysis, the similarity case is consid-
18 ered. The topology in Figure 10 is flexible and able to work with various equalization tech-

19 niques. The squaring device block ð:Þ2 and the transfer function of the equalization filter
20 HEQðf Þ are the sources of the nonlinearity in this approach. The band-stop filter HEQðf Þ main

function is to filter out the received signal in order to obtain the reference colored noise ψ at the
22 output of the second equalization filter. In fact, the squaring device and the equalization filter
23 form a familiar preliminary design for square-law demodulation or square-law envelop detec-
24 tor.

25 5.2. ZF equalization with DCE

26 The systemmodel presented in Section 4.1 is valid in the analysis of ZF-DCE. The signal matrix
27 XDCE at the output can be presented using the following form:

Figure 10. The DCE flow chart.
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XDCE ¼ WDCE−ZFy2 þ ψ ¼ X̂2 þ ψ, (36)

where WDCE−ZF is the DCE matrix that takes the following form:

WDCE−ZF ¼ ðHHHÞ−2ðHHÞ2: (37)

Taking into consideration Eq. (37), the given form in Eq. (36) can be rewritten as:

XDCE ¼ X̂2 þ ψ ¼ X̂2 þ ðHHHÞ−2ðHHÞ2ZBS, (38)

where ZBS is the matrix form of the noise at the stopband filter. To derive the closed expres-
sions for the achieved SNR and BER under the use of ZF-DCE, a complete description for the
noise component ψ forming at the output is required (the error performance is strongly related
to the power of ψ). Using the standard complex matrix decomposition (singular value decom-
position SVD), the complex channel matrix ψ can be decomposed as follows:

H ¼ UTVH

HHH ¼ UTTHUH ¼ UΛUH;

�
(39)

where U is MM complex unitary matrix that contains the HHH eigenvectors (UHU ¼ IM,
UH ¼ U−1), V is NN complex unitary matrix that contains the HHH eigenvectors,

10 T ¼ diagðλ1, :::,λNÞ is MN real diagonal matrix of the positive square roots of the
corresponding eigenvalues, and Λ is MM diagonal matrix. The diagonal elements of T and Λ

12 are defined by the following form:

λi ¼ d2
i ; i ¼ 1, 2, :::,minðN,MÞ

0; i ¼ minðN,MÞ þ 1;:::;M

�
(40)

13 where the squared singular values {d2i } are the channel matrix H eigenvalues. The squared
14 Euclidian norm ‖:‖ of the channel matrix H is given by

‖H‖2 ¼ trðΛÞ ¼ ∑
minðN,MÞ

i¼1
λi ¼ ∑

minðN,MÞ

i¼1
d2i , (41)

15 where trð:Þ is the matrix trace. Based on Eqs. (39) and (41), the power of the noise ψ at the ZF-
16 DCE output can be presented using the expression:

‖ψ‖2 ¼ ‖ðHHHÞ−2ðHHÞ2ZBS‖2 ¼ ‖ðVT2VHÞ−2ðVTUHÞ2ZBS‖2

¼ ‖V−2T−4ðVHÞ−2V2T2ðUHÞ2ZBS‖2 ¼ ‖V−2T−2ðUHÞ2ZBS‖2

¼ ‖ðV−1T−1UHÞ2ZBS‖2:

(42)

17 The mathematical expectation of the noise power given by Eq. (42) is defined as follows:

E{‖ψ‖2} ¼ Ef‖ðV−1T−1UHÞ2ZBS‖
2g ¼ Ef‖ðVTUÞ−2ZBS‖

2g (43)

18 The unitary matrix lemma states that the multiplication with a unitary matrix will not change
19 the vector norm. Thus, owing to the fact that is V a unitary matrix, the presented form in
20 Eq. (43) can be simplified:

Nonlinear Channel Equalization Approach for Microwave Communication Systems
http://dx.doi.org/10.5772/65969

391



E{‖ψ‖2} ¼ Ef‖ðVTUÞ−2ZBS‖2g ¼ Ef‖T−2U−2ZBS‖2g
¼ E{tr½ðT−2U−2ÞZBSZH

BSðU2T−2Þ�} ¼ tr½ðT−2U−2ÞE{ZBSZH
BS}ðU2T−2Þ�

¼ tr½σ2zðT−2U−2ÞðU2T−2Þ� ¼ σ2z tr½ðT−2U−2ÞðU2T−2Þ� ¼ σ2z tr½T−4�
¼ σ2n ∑

N

i¼1
λ−2
i :

(44)

where σ2z is the variance of the noise ZBS at the bandstop filter output. The last form is obtained
considering that σ2z ¼ σ2n (in the frequency band of interest, the noise power spectral density is
constant). The SNR at the ZF-DCE output can be defined based on Eq. (44) as follows:

SNRZF−DCE ¼ σ2x

σ2n ∑
N

i¼1
λ−2
i

: (45)

The general form used to determine the BER in the case of ZF equalization technique under
BPSK modulation can be defined as [10]:

BERZF ¼ ∫
∞

0
Qð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2SNRZFx

p
Þ 1
ðM−NÞ!x

M−Ne−xdx (46)

The BER form in Eq. (21) [10] is the solution of the last integral in Eq. (46) and together with
Eq. (45) can present the final BER closed expression of ZF-DCE as follows:

BERZF ¼ 1
2

1−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2x

σ2x þ σ2n ∑
N

i¼1
λ−2
i

vuuut

0
BBB@

1
CCCA

2
6664

3
7775

M−Nþ1

∑
M−Nþ1

m¼0
ðM−N þm

m Þ 1
2
þ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2x

σ2x þ σ2n ∑
N

i¼1
λ−2
i

vuuut

0
BBB@

1
CCCA: (47)

As noticed in Eqs. (45) and (47), the derived forms are based on λi that also considered as the
ith eigenvalue of the sample covariance matrix Ry given by

Ry ¼ 1
Ns

yyH: (48)

where Ns is the number of samples received by each antenna. The direct relation between λi

and y can be illustrated using the following form:

1
2σ2n

∑
Ns−1

k¼0
yðkÞHyðkÞ ¼ Ns

2σ2n
∑
M

i¼1
λi (49)

5.3. ML equalization with DCE

For this case, the DCE flow chart presented in Figure 10 can be considered for ML-DCE design
excluding the squaring device. The corresponding equalizer or channel matrix takes the fol-
lowing format:
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5.3. ML equalization with DCE

For this case, the DCE flow chart presented in Figure 10 can be considered for ML-DCE design
excluding the squaring device. The corresponding equalizer or channel matrix takes the fol-
lowing format:
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WML−DCE ¼ H ¼ ðx̂Hx̂Þ−1x̂Hy (50)

Based on Eq. (31), the ML-DCE estimation is defined as:

x̂ML−DCE ¼ arg min
x̂∈x

‖y−x̂ðx̂Hx̂Þ−1x̂Hy‖2 (51)

The presented form in Eq. (51) can be simplified by the following operations:

x̂ML−DCE ¼ arg min
x̂∈x

½y−x̂ðx̂Hx̂Þ−1x̂Hy�H½y−x̂ðx̂Hx̂Þ−1x̂Hy�
¼ arg min

x̂∈x
½yH−yHx̂ðx̂Hx̂Þ−1x̂H�½y−x̂ðx̂Hx̂Þ−1x̂Hy�

¼ arg min
x̂∈x

½yHy−yHx̂ðx̂Hx̂Þ−1x̂Hy−yHx̂ðx̂Hx̂Þ−1x̂Hyþ yHx̂ðx̂Hx̂Þ−1x̂Hx̂ðx̂Hx̂Þ−1x̂Hy�
¼ arg min

x̂∈x
½yHy−2yHx̂ðx̂Hx̂Þ−1x̂Hyþ yHx̂ðx̂Hx̂Þ−1x̂Hy�

¼ arg min
x̂∈x

½yHy−yHx̂ðx̂Hx̂Þ−1x̂Hy�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

JDCE

:

(52)

It is obvious that to minimize the form in Eq. (52), the term
�
yHx̂ðx̂Hx̂Þ−1x̂Hy

�
should be

maximized as follows:

JML ¼ arg max
x̂∈x

�
yHx̂ðx̂Hx̂Þ−1x̂Hy

�
¼ arg max

x̂∈x
½yHx̂ðx̂Hx̂Þ−1x̂Hx̂ðx̂Hx̂Þ−1x̂Hy�

¼ arg max
x̂∈x

½
�
x̂ðx̂Hx̂Þ−1x̂Hy

�H�
x̂ðx̂Hx̂Þ−1x̂Hy

�
� ¼ arg max

x̂∈x
‖x̂ðx̂Hx̂Þ−1x̂Hy‖2:

(53)

The related SNR at the ML-DCE output is determined using Jmin,DCE as in the presented form
Eq. (32) and the covariance matrix of the reference noise ZBS forming at the bandstop filter
given by

CZBS¼E½ZH
BSZBS�¼σ2z I¼σ2nI (54)

Defining the achieved SNR for ML-DCE, it is possible to calculate the BER using the same form
in Eq. (33). Taking into account the sample covariance matrix Ry in Eq. (48), Eq. (52) can be
represented as:

x̂ML−DCE ¼ arg min
x̂∈x

½NsRy−yHx̂ðx̂Hx̂Þ−1x̂Hy� (55)

The use of two equalization filters and the bandstop filter (the main DCE idea) helps us to
construct new equalization matrices and convert linear equalizers such as ZF equalizer to
nonlinear one. Additionally, the reference noise forming at the second equalizer output contrib-
utes in the definitions of achieved BER and SNR and can be employed to estimate the noise
variance (power) at the equalizer input. In this section, two equalizers are introduced, namely,
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ZF-DCE and ML-DCE. The DCE concept can be implemented with other equalization tech-
niques like MMSE and DFE as well. The proposed DCE performance is evaluated in the follow-
ing subsection.

5.4. Simulation process and results

In this section, NM MIMO channel is considered where the number of transmit antennas N= 2
and the number of receive antennas M= 2 under Rayleigh fading channel and for BPSK
modulation. The overall simulation process for this system employing the conventional and
DCE types of equalization techniques are presented in Figure 11. The evolution and compar-
ison criterion is based on the BER (probability of error) as a function of energy per bit Eb to the
noise power spectral density N0 ratio (Eb

N0
). The relation between Eb

N0
and the SNR can be simply

10 presented as:

SNR ¼ Eb

N0

DR

BW
, (56)

where DR is the data rate and BW is the bandwidth.

12 In Figure 12, a comparison between the conventional ZF equalization technique and the
13 modified ZF using dual channel equalization (DCE) is presented. The ZF-DCE approach
14 demonstrates better performance (lower BER) comparing with the conventional ZF at the same
15 Eb

N0
(or SNR) range. The two equalizers have the same performance under relatively lower SNR

16 (Eb
N0
≤5½dB�).

17 TheML-DCE and the conventional ML equalizer performances are compared in Figure 13 under
18 the same initial conditions but for different SNR (Eb

N0
) range with the purpose of demonstrating the

Figure 11. The simulation and evaluation processes.
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effective and efficient SNR values for DCE employment. Once again the ML-DCE outperforms
the conventional ML in performance and for lower SNR compared with the case of ZF equaliza-
tion where the two equalizers present asymptotic performance for SNR less than 0 dB or Eb

N0
≤0½dB�

(roughly speaking, the ML-DCE performance is slightly better at Eb
N0
≤0½dB�).

6. Conclusion remarks

The discussion of this chapter can be ended by making several remarks. The new equalization
approach (DCE) shows promising outcomes in terms of improving the equalization performance

Figure 12. The comparison between conventional ZF and the ZF-DCE.

Figure 13. The comparison between conventional ML and the ML-DCE.
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by reducing the BER (sequence error probability).The obtained results can be simply generalized
for other equalization techniques and for frequency domain equalization as well. Additionally, it
is easy to prove that the DCE symbol error performance can be better than that of the conven-
tional equalizers. The type of filters used to design the DCE equalizer is not mentioned or
discussed but both FIR and IIR filters are possible and reasonable candidates.

Although the design and implementation complexity issues (the computational cost to design
the equalizer and to equalize the channel, respectively) for the proposed above equalization
structure are not discussed in this chapter, an ostensible comments can be made. The DCE
design relies on other equalization approaches and does not exhibit significant overhead
complexity. Thus, the complexity increases employing DCE but not with overwhelming
degree. Finally, a complete analysis based on practical conditions and for time-invariant (TIV)
and time-varying (TV) channel models under specific scenarios is required before addressing
the feasibility of the presented DCE approach.

Acknowledgements

This work is performed by Radio Physics Research Group (RPRG) at Polytechnic University of
San Luis Potosi (UPSLP), San Luis Potosi, Mexico.

Author details

Modar Shbat1*, Francisco C. Ordaz-Salazar1 and Javier S. González-Salas2

*Address all correspondence to: modar.shbat@upslp.edu.mx

1 Telematics Engineering Department, Polytechnic University of San Luis Potosí, San Luis
Potosí, México

2 Mathematical Department, Polytechnic University of San Luis Potosi, San Luis Potosí,
México

References

[1] Proakis J, Salehi M: Digital Communications. 5th ed: Chapter 10. McGraw-Hill, 2008.

[2] Wong T F, Lok T M: Theory of Digital Communication: Chapter 4. University of Florida,
2004.

[3] Orfanidis S J: Introduction to Signal Processing. Rutgers University, New Jersey, 2010.

Microwave Systems and Applications396



by reducing the BER (sequence error probability).The obtained results can be simply generalized
for other equalization techniques and for frequency domain equalization as well. Additionally, it
is easy to prove that the DCE symbol error performance can be better than that of the conven-
tional equalizers. The type of filters used to design the DCE equalizer is not mentioned or
discussed but both FIR and IIR filters are possible and reasonable candidates.

Although the design and implementation complexity issues (the computational cost to design
the equalizer and to equalize the channel, respectively) for the proposed above equalization
structure are not discussed in this chapter, an ostensible comments can be made. The DCE
design relies on other equalization approaches and does not exhibit significant overhead
complexity. Thus, the complexity increases employing DCE but not with overwhelming
degree. Finally, a complete analysis based on practical conditions and for time-invariant (TIV)
and time-varying (TV) channel models under specific scenarios is required before addressing
the feasibility of the presented DCE approach.

Acknowledgements

This work is performed by Radio Physics Research Group (RPRG) at Polytechnic University of
San Luis Potosi (UPSLP), San Luis Potosi, Mexico.

Author details

Modar Shbat1*, Francisco C. Ordaz-Salazar1 and Javier S. González-Salas2

*Address all correspondence to: modar.shbat@upslp.edu.mx

1 Telematics Engineering Department, Polytechnic University of San Luis Potosí, San Luis
Potosí, México

2 Mathematical Department, Polytechnic University of San Luis Potosi, San Luis Potosí,
México

References

[1] Proakis J, Salehi M: Digital Communications. 5th ed: Chapter 10. McGraw-Hill, 2008.

[2] Wong T F, Lok T M: Theory of Digital Communication: Chapter 4. University of Florida,
2004.

[3] Orfanidis S J: Introduction to Signal Processing. Rutgers University, New Jersey, 2010.

Microwave Systems and Applications396

[4] Rainfield Y: Unbiased MMSE vs. biased MMSE equalizers. Tamkang Journal of Science
and Engineering, 2009; Vol.12, No.1: 45 –56.

[5] Klein A, Kaleh G K, Baier P W: Zero forcing and minimum mean-square-error equaliza-
tion for multiuser detection in code-division multiple-access channels. IEEE Transaction
on Vehicular Technology, 2002; Vol. 45, No. 2: 276–287.

[6] Gersho A: Adaptive equalization in highly dispersive channels for data transmission. Bell
System Technical Journal. 1969; Vol. 48: 55–70.

[7] Bottomley G E: Channel Equalization for Wireless Communications: From Concepts to
Detailed Mathematics: Chapters 5, 6. Wiley-IEEE Press, 2011.

[8] George D, Bowen R, Storey J: An adaptive decision feedback equalizer. IEEE Transactions
on Communication Technology, 1971; Vol. 19, No. 3: 281–293.

[9] Bjerke B A, Proakis J G: Equalization and decoding for multiple-input multiple-output
wireless channels. EURASIP Journal on Applied Signal Processing. 2002; No. 3: 249–266.

[10] Ding Y, et al.: Minimum BER block precoders for zero-forcing equalization. IEEE Trans-
actions on Signal Process. 2003; Vol. 51, No. 9: 2410–2423.

[11] Jiang Y, Varanasi M K, Jian L: Performance analysis of ZF and MMSE equalizers for
MIMO systems: An in-depth study of the high SNR regime. IEEE Transactions on Infor-
mation Theory, 2011; Vol. 57, No. 4: 2008–2026.

[12] Forney G: Maximum likelihood sequence estimation of digital sequences in the presence
of intersymbol interference. IEEE Transactions on Information Theory. 1972; Vol. 18, No.
3: 363–378.

[13] Barhumi I, Moonen M: MLSE and MAP equalization for transmission over doubly selec-
tive channels. IEEE Transactions on Vehicular Technology. 2009; Vol. 58, No. 8: 4120–
4128.

[14] Gitlin R D, Weinstein S B: Fractionally-spaced equalization: an improved digital trans-
versal equalizer. The Bell System Technical Journal. 1981; Vol. 60, No. 2: 275–296.

[15] Ma X, Davidson T, Gershman A, Swami A, Tepedelenlioglu C: Advanced equalization
techniques for wireless communications. EURASIP Journal on Advances in Signal
Processing. 2010; Vol. 2010, Article ID 623540, 2 pages, doi:10.1155/2010/623540.

[16] Martins C, Guiomar F, Amado S, Ferreira R, Ziaie S, Shahpari A, Teixeira A, Pinto A:
Distributive FIR-based chromatic dispersion equalization for coherent receivers. Journal
of Lightwave Technology, 2016; Vol. PP, No. 99: 1–1. [CE2] doi:10.1109/JLT.2016.2604741.

[17] WangW, Wang Z, Zhang C, Guo Q, Sun P, Wang X: A BP–MF–EP based iterative receiver
for joint phase noise estimation, equalization, and decoding. IEEE Signal Processing
Letters. 2016; Vol. 23, No. 10: 1349–1353.

Nonlinear Channel Equalization Approach for Microwave Communication Systems
http://dx.doi.org/10.5772/65969

397



[18] Zhu Y, Zhe P, Zhou H, Huang D: Robust single carrier frequency domain equalization
with imperfect channel knowledge. IEEE Transactions on Wireless Communications.
2016; Vol. 15, No. 9: 6091–6103.

[19] Yuan W, Wu N, Wang H, Kuang J: Variational inference-based frequency-domain equal-
ization for faster-than-Nyquist signaling in doubly selective channels. IEEE Signal
Processing Letters.2016; Vol. 23, No. 9: 1270–1274.

[20] Moya S, Hadad M, Funes M, Danato P, Carrica D: Broadband PLC-channel equalisation
in the frequency domain based on complementary sequences.IET Communications. 2016;
Vol. 10, No. 13: 1605–1613.

Microwave Systems and Applications398



[18] Zhu Y, Zhe P, Zhou H, Huang D: Robust single carrier frequency domain equalization
with imperfect channel knowledge. IEEE Transactions on Wireless Communications.
2016; Vol. 15, No. 9: 6091–6103.

[19] Yuan W, Wu N, Wang H, Kuang J: Variational inference-based frequency-domain equal-
ization for faster-than-Nyquist signaling in doubly selective channels. IEEE Signal
Processing Letters.2016; Vol. 23, No. 9: 1270–1274.

[20] Moya S, Hadad M, Funes M, Danato P, Carrica D: Broadband PLC-channel equalisation
in the frequency domain based on complementary sequences.IET Communications. 2016;
Vol. 10, No. 13: 1605–1613.

Microwave Systems and Applications398

Chapter 17

Multiple Person Localization Based on their Vital Sign

Detection Using UWB Sensor

Dušan Kocur, Daniel Novák and Mária Švecová

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/66361

Provisional chapter

Multiple Person Localization Based on their
Vital Sign Detection Using UWB Sensor

Dušan Kocur, Daniel Novák and

Mária Švecová

Additional information is available at the end of the chapter

Abstract

In the past period, great efforts have been made to develop methods for through an
obstacle detection of human vital signs such as breathing or heart beating. For that
purpose, ultra-wideband (UWB) radars operating in the frequency band DC-5 GHz can
be used as a proper tool. The basic principle of respiratory motion detection consists in
the identification of radar signal components possessing a significant power in the
frequency band 0.2–0.7 Hz (frequency band of human respiratory rate) corresponding
to a constant bistatic range between the target and radar. To tackle the task of detecting
respiratory motion, a variety of methods have been developed. However, the problem of
person localization based on his or her respiratory motion detection has not been
studied deeply. In order to fill this gap, an approach for multiple person localization
based on the detection of their respiratory motion will be introduced in this chapter.

Keywords: emergency events, person localization, respiratory motion, signal
processing, ultra-wideband (UWB) sensor/radar, vital signs detection of persons

1. Introduction

At the beginning of the twenty-first century, the human society faced quite a number of specific
social trends. The increasing density of population of towns and town agglomerations, crimi-
nality growing and political tensions producing terrorism, and growth of the percentage of
elder people can be ranked among them.

A high density of the population at emergency events such as earthquakes or building col-
lapses results in a high number of injured and trapped persons. At these disasters, many
persons can survive the most critical moments. However, they have often limited capability
of the motion or they are unconscious, what makes more difficult to save them. There is,
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however, necessary to emphasize that the capability and rapidity of the victim localization is
the most critical for their lifesaving.

People localization is very important not only for post-disaster rescue but also for military and
security operations [1]. Here, reservoirs, power plants, and other critical infrastructures are
extremely vulnerable to terrorist attack. Therefore, the request for monitoring of the mentioned
critical areas and for the detection of unauthorized intrusion is still needed. The information
about the number of persons and their positions can be very useful for security troops to take
the right decisions. In the case of the mentioned disasters and law enforcement operations,
people to be detected and localized are often situated behind nonmetallic obstacles (e.g. walls).
That is the reason why conventional sensors (e.g. cameras) cannot be applied for person
monitoring for such scenarios.

It is expected that the number of seniors will increase in the future. It will result in dramatic
challenges to the society since elder people need additional care and assistance. It is well
known that many people aged above 65 years fall down in their dwelling every year and
above 3% of them are not able to rise again without external help. They have to stay in their
uncomfortable situation over hours or even days before they get help. As a result, a number of
people are dying in consequence of such accidents [2]. In order to save life of the seniors, they
can be monitored, for example, by conventional cameras. However, this simple solution rep-
resents a serious invasion to their private life, and hence it is not well accepted. On the other
hand, a solution enabling to localize seniors at their home taking into account their privacy and
at the same time detection of emergency events is really very needful. It has been shown in Ref.
[2] that ultra-wide frequency band radars (UWB sensors) can provide solutions of the outlined
problem.

The analyses of the requirements for person localization according to above outlined scenarios
have shown that short-range high-resolution radars emitting electromagnetic waves with
ultra-wide frequency band (UWB radars) using relatively low frequencies can be used with
advantage for such applications. The exploitation of the ultra-wide frequency band provides
the high resolution of the radar. On the other hand, the electromagnetic waves emitted in the
frequency band DC-5GHz can penetrate through standard building materials (e.g. wood,
concrete, bricks, etc.) with acceptable attenuation. Therefore, UWB sensors employing this
frequency band are capable to detect a target situated not only for line-of-sight but also for a
target located behind a nonmetallic obstacle. Moreover, UWB radar systems can be
constructed to be lightweight and small.

UWB radars could be available as handheld sensor systems consisting of antenna system,
radio frequency (RF) block, analog-to-digital (AD) convertors, and digital circuitry including
a computer and software. On the other hand, UWB sensors provide also privacy requested at
people monitoring at their home, and hence they can be implemented as a part of complex
sensor networks applied for senior monitoring in ambient-assisted living (AAL) programs as
well.

The key part of the UWB sensor system software consists in the implementation of UWB radar
signal processing procedure intent on human being detection, localization, and tracking. The
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deeper analyses of person detection using UWB sensors have shown that it is necessary to
distinguish between the detection of moving and static persons. In this context, a person
moving within the monitored area in such a way that their coordinates are changing is referred
to as a moving person. On the other hand, a living person is considered as static person, if he or
she is situated but not moving within the monitored area in such a way that their coordinates
are changing. Then, while a typical form of moving person movement is, for example, his or
her walking or running, typical forms of static person movement are his or her respiration
motions or heart beating, which is commonly referred to as person’s vital signs. As examples of
static persons, unconscious person located beneath the rubble of the building or avalanche,
bound people (prisoners of terrorists) and sleeping persons, and so on can be given.

In this chapter, we focus on UWB radar signal processing procedure for localization of static
persons situated behind a nonmetallic obstacle. First, we state the basic principle of the static
person detection based on the detection of his or her respiratory motions. Then, the the state-
of-the of UWB radar signal processing concerning static person detection and localization will
be presented in Section 3. The core of the chapter will be presented in Section 4. Here, a Welch
periodogram method for multiple static person localization based on their vital sign detection
will be given. As the vital signs, person respiratory motions (breathing) will be considered. The
particular phases of this method will be illustrated by corresponding experimental results.
Finally, some conclusions will be summarized in Section 5.

2. Respiratory motion detection: problem statement and its fundamental
solution

Figure 1 symbolizes the generic measurement arrangement illustrating the basic principle of
respiratory motion detection [2]. A transmitting antenna Tx converts the signal pðt, τÞ into an
electromagnetic wave, which propagates toward the body of the person. There, it will be
partially reflected and travels back to the receiving antenna Rx, which converts the wave back
into signal rðt, τÞ that has to be captured by appropriate radar electronics. Then, the radar
device converts the received signals by a proper pulse compression method into impulse
responses hðt, τÞ of the environment through which the signal emitted by the radar is

Figure 1. Basic measurement arrangement.
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propagated. The variables t and τ, and the set of hðt, τÞ represent fast-time (propagation time),
slow-time (observation time), and raw radar data usually referred to as radargram, respec-
tively.

Let us assume for this moment that the same antenna is used for the signal transmission and
reception, and a static person is located in front of this antenna in the distance d0. Under such
conditions, signal hðt, τÞ can be expressed as follows [2, 3]:

hðt, τÞ ¼ ∑
N

i¼1
Aipðt−tiÞ þ A0p

�
t−tdðτÞ

�
¼ hbðt, τÞ þ h0ðt, τÞ: (1)

In this expression, the constant term Ai stands for the path gain (or loss) of the ith signal path.
The signal components Aipðt−tiÞ for i≠0 represent the reflections of the transmitted signal from
static objects (i.e. not reflections due to static person). Then,

hbðt, τÞ ¼ ∑
N

i¼1
Aipðt−tiÞ (2)

is the component of hðt, τÞ representing static clutter and noise (e.g. noise due to antenna and
other electronic components of radar device, etc.). On the other hand, signal

h0ðt, τÞ ¼ A0p
�
t−tdðτÞ

�
(3)

expresses the component of hðt, τÞ due to static persons. The time delay tdðτÞ (associated with
vital signs) represents the time of arrival (TOA) of the static person. It covers the time signal
required to travel across Tx-target-Rx trajectory. The time delay tdðτÞ varies depending on the
distance of the target from the antenna system. Slight but periodic changes of TOA are caused
by a movement of the target chest due to periodical chest movement caused by breathing
process (with a frequency f b) and heartbeats (with frequency f h) [2, 3]. Then, tdðτÞ can be
approximately expressed as

tdðτÞ ¼ 2dðt0, τÞ=c (4)

where c ¼ 3x108ms−1 is the speed of light and

dðt0, τÞ ¼ d0 þmbðτÞ þmhðτÞ ¼ d0 þmb sin ð2πf bτÞ þmh sin ð2πf hτÞ (5)

mbðτÞ ¼ mb sin ð2πf bτÞ (6)

mhðτÞ ¼ mh sin ð2πf hτÞ (7)

The term d0ðt0, τÞ is a component expressing the reflection from static object situated in
distance d0 from the radar antenna, and mb and mh are the breathing and heart amplitude,
respectively. The peak-to-peak thorax motion due to breathing of an adult person ranges from
4 to 12 mm, while the peak-to-peak motion due to the heartbeat is about 0.5 mm.
Then,mb >> mh and the signals dðt0, τÞ and tdðτÞ can be expressed as
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static objects (i.e. not reflections due to static person). Then,

hbðt, τÞ ¼ ∑
N

i¼1
Aipðt−tiÞ (2)

is the component of hðt, τÞ representing static clutter and noise (e.g. noise due to antenna and
other electronic components of radar device, etc.). On the other hand, signal

h0ðt, τÞ ¼ A0p
�
t−tdðτÞ

�
(3)

expresses the component of hðt, τÞ due to static persons. The time delay tdðτÞ (associated with
vital signs) represents the time of arrival (TOA) of the static person. It covers the time signal
required to travel across Tx-target-Rx trajectory. The time delay tdðτÞ varies depending on the
distance of the target from the antenna system. Slight but periodic changes of TOA are caused
by a movement of the target chest due to periodical chest movement caused by breathing
process (with a frequency f b) and heartbeats (with frequency f h) [2, 3]. Then, tdðτÞ can be
approximately expressed as

tdðτÞ ¼ 2dðt0, τÞ=c (4)

where c ¼ 3x108ms−1 is the speed of light and

dðt0, τÞ ¼ d0 þmbðτÞ þmhðτÞ ¼ d0 þmb sin ð2πf bτÞ þmh sin ð2πf hτÞ (5)

mbðτÞ ¼ mb sin ð2πf bτÞ (6)

mhðτÞ ¼ mh sin ð2πf hτÞ (7)

The term d0ðt0, τÞ is a component expressing the reflection from static object situated in
distance d0 from the radar antenna, and mb and mh are the breathing and heart amplitude,
respectively. The peak-to-peak thorax motion due to breathing of an adult person ranges from
4 to 12 mm, while the peak-to-peak motion due to the heartbeat is about 0.5 mm.
Then,mb >> mh and the signals dðt0, τÞ and tdðτÞ can be expressed as
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dðt0, τÞ≈do þmb sin ð2πf bτÞ (8)

tdðτÞ ¼ 2dðt0Þ=c þ ð2mb=cÞ � sin ð2πf bτÞ: (9)

Within a long-term observation, breathing can be qualified as a periodic process with its own
frequency f b. According to [4], this frequency can take values from 0.2 Hz caused by slow, calm
breathing up to 0.7 Hz caused by fast, stressful breathing. Then, taking this knowledge and
Eqs. (1), (3), and (8) as well into account, it can be concluded that the impulse response hðt, τÞ
consists of the clutter and noise Eq. (2) and a periodical signal h0ðt, τÞ. The signal h0ðt, τÞ due to
the respiratory motion of a person has a DC component (depending on d0) and period
Tb ¼ 1=f b. The frequency of its fundamental harmonic component is f b∈B, where
B ¼ 〈0:2Hz, 0:7 Hz〉.

The abovementioned comments summarizing the detailed analyses presented in Refs. [2, 3]
indicate that a static person can be detected based on the detection of a periodical signal
components of the radargram hðt, τÞ corresponding to a periodical motion with frequency
f b∈B with regard to the slow-time variable ðτÞ for a constant fast-time instant ðt0Þ. If such a
component is detected for t ¼ t0, then the bistatic range of the target (i.e. the length of the
trajectory distance Tx-target-Rx) is ct0. And finally, if a proper number of bistatic ranges of the
target for the properly defined positions of Tx and Rx are estimated, then the target coordi-
nates can be estimated, for example, by a trilateration or multilateration method.

As it follows from the previous paragraph, the key element of the static person detection
consists in the detection of the periodical components of the radargram with the frequency
form the interval B ¼ 〈0:2Hz, 0:7 Hz〉. Here, it should be stressed that the target echo to-noise-
and clutter ratio (SNCR) and is usually low. The target detection and then its localization can
be onward complicated by a complex environment where the target is situated (strong atten-
uation due to obstacle, multipath electromagnetic wave propagation, shadowing effect, nar-
rowband interference due to wireless communication systems, etc.). Therefore, there are no
simple solutions to be applied for static person detection and localization. The published
solutions differ in their approach to clutter and noise suppression, to power spectrum estima-
tion, and to target detection methods. Moreover, there are only a few papers dealing not only
with the person detection but also with person localization. The state-of-the art in this field is
shortly outlined in the next section.

3. Static person detection and localization: state-of-the art

During the last decade, a variety of the papers intent on human being detection by UWB
sensors have been published. These contributions were initially focused mainly on UWB
sensor system construction and on basic principle of human being detection (e.g. [5, 6]). Then,
the research in the field of UWB sensor systems was devoted also to the development of UWB
radar signal processing methods to be applied for moving and static person detection and
localization. As we have shown in the previous section, the basic principle of the static person
detection consists in the spectrum analyses of the radargram. This fact allows modifying the
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methods originally designed for static person detection for estimation of the breathing and
heart-beating rate (e.g. [3, 7]). In the next section, we deal with the problem of radar signal
processing for the detection and localization of static person only.

This section briefly highlights the approaches and the outcomes of the research in the detection
and localization of the static persons but also points out their respective deficiencies, which
altogether give ground for motivation of the research presented herein.

Deep analyses of the problem of the human beings detection based on the detection of their
respiratory motions have been provided in Refs. [2, 8]. In these works, a very useful model of
raw radar data has been introduced. It has been shown that the raw radar data can be modeled
as an additive mixture of signal of interest (target echo), stationary and nonstationary clutter,
jamming and random noise. What is important, the components of the target echo along the
slow-time axis are represented by periodical signals with the fundamental harmonic located in
the frequency interval B ¼ 〈0:2Hz, 0:7 Hz〉. The further analyses of the raw radar data have
shown that target echo to-noise and clutter ratio SNCR is usually very small. Therefore, the
process of the static person detection can be decomposed at least into two phases, which
include clutter and noise suppression and spectrum analyses of the radargrams with the
suppressed clutter and noise.

The approach chosen for respiratory motion detection proposed in Refs. [8, 9] is divided into
three stages: stationary-clutter removal (range-profile subtraction, mean subtraction, linear-
trend subtraction), SNCR improvement (filtering in range dimension, slow-time frequency-
domain windowing, and nonstationary-clutter suppression by singular value decomposition
(SVD)), and threshold-based decision- and range-estimation stage (results of SVD decomposi-
tion processing). For the power spectrum estimation, discrete Fourier transform (DFT) is
applied. The proposed approach has been successfully demonstrated for the detection of a
single person located under rubble.

On the other hand, a bit simpler approach for a static person detection has been introduced in
Refs. [2, 5]. In these papers, an exponential averaging and DFT or Welch periodogram has been
proposed for background subtraction and power-spectrum estimation, respectively. The
obtained results have shown that also this alternative approach can be successfully used for
the static person detection under some scenarios.

The analyses of some several other contributions (e.g. [2, 4, 10, 11]) have shown that moving
target indicator method (MTI), SVD, combination of correlation analyses and a Curvelet
transformation, and CLEAN algorithm can be used for the SNCR improvement. Besides
conventional methods of spectrum analyses (e.g. DFT or Welch periodogram), the application
of some new methods for the detection of the periodical components of radargram has been
proposed. The methods such as Hilbert-Huang transformation (e.g. [11, 12]), S-transform (e.g.
[13]), MUSIC algorithm (e.g. [7]) and wavelet transformation and wavelet entropy (e.g. [14])
can be rated among them. The fundamentals of Hilbert-Huang transformation, S-transform,
and MUSIC methods can be found in Refs. [15–17], respectively.

The results of the detection phase are represented usually by two-dimensional (2D) figures
expressing a propagation rate (fast-time) versus a frequency axis (respiration rate), where high-
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level components (so-called “hot spots”) of these figures indicate a presence of the targets. It
means that the output of these methods cannot provide any information about target coordi-
nates. In order to localize the static person, their bistatic range or TOA has to be estimated and
associated and only then the target can be localized using a proper localization method.

The mentioned approach has been applied in Refs. [18, 19]. In this papers, a sensor network of
bistatic UWB radars for multiple person localization was described. The signal processing
procedure described in these studies consists of SNCR improvement (using a simple variant
of MTI), detection (a power-spectrum estimator application), initial screening (it is conducted
via frequency analysis of the detected signals), data association and parameter estimation
(maximum likelihood observation-target association technique) and target localization (includ-
ing determination of number of the target). The sensor network presented in Ref. [18] provides
not only very good localization of a set of static persons for a line-of-sight scenario, but it
provides the estimation of the frequency of their breathing, too.

The present short but comprehensive review of some papers devoted to the static person
detection and localization indicate that there are only a few papers (e.g. [18, 19].) dealing with
the problem of multiple static person localization. In order to fill this gap, an approach for
multiple person localization based on the detection of their respiratory motion and employing
a single UWB sensor only will be introduced in the next section.

4. WP-STAPELOC method

Taking into account the model of raw radar signal hðt, τÞ, the basic principle of static person
detection introduced in Section 2, and the findings summarized in the previous section as well,
the static persons can be localized using the following procedure of UWB sensor signal
processing. The procedure consists of a set of phases of signal processing such as background
subtraction, target echo enhancement, target detection, TOA estimation and TOA association,
and target localization, where each phase is implemented by proper methods of signal
processing. As it will be shown later, the detection of persons’ respiratory motions is the key
phase of the procedure. The input signal of the detectors employed in this phase will be
formed using power spectrum of the radargram components. Because Welch periodogram
will be used for the estimation of the mentioned power spectrum, the signal processing
procedure for static person localization introduced in this section will be referred as WP-
STAPELOC method (a method for STAtic PErson LOCalization based on power-spectrum
estimation using Welch Periodogram).

In the next paragraphs of this section, the importance and implementation of the particular
phases of WP-STAPELOCmethod will be presented. With the intention to provide a bit deeper
insight into the procedure, the importance of its particular phases, the performance of the
signal processing methods applied within these phases and the performance of the WP-
STAPELOC method as a whole will be illustrated using the experimental data obtained by
measurements intent on through-the-wall localization of three static persons using UWB
sensor system (the so-called illustrative scenario). Following the outlined concept of this
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section, the illustrative scenario will be first described, and then the particular phases of WP-
STAPELOC method will be introduced.

4.1. Illustrative scenario

The illustrative scenario was intent on through-the-wall localization of three static persons
using an UWB sensor. The measurement scheme for the illustrative scenario is outlined in
Figure 2. The monitored area was represented by the basement room. The UWB sensor (radar)
was situated behind the structural concrete wall of thickness 0.5 m (Figure 2). Three persons to
be localized stood in the positions P1, P2, and P3. The only observable movements of the
persons to be localized were their respiratory motions.

The raw radar data analyzed in this contribution were acquired by means of M-sequence UWB
radar systems equipped with one transmitting and two receiving horn antennas (Figure 3).
The radar antenna positions are outlined in Figure 2. The distance between Tx and Rxi for
i ¼ 1, 2 was set to 0.45 m. The system clock frequency and operational bandwidth of the
applied UWB sensor were 4.5 GHz and DC-2.25 GHz, respectively. The order of the M-
sequence emitted by the radar was nine, that is, the impulse response covers 511 samples
regularly spread over 114 ns. Then, the unambiguous range of the UWB radar was about 17 m.

Figure 2. Measurement setup.
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The radar measurement rate was approximately 13.5 impulse responses per second. The total
length of the measurement was 74 s, which corresponds to 1000 impulse responses. The total
power transmitted by the particular radar was about 1 mW.

The raw radar data obtained for the illustrative scenario are given in Figures 4 and 5. The
strongest components identified in these figures correspond to the direct waves between Tx
and Rxi (the so-called antenna coupling) and the reflections due to the wall. Unfortunately, the
target-echo levels are too small, and hence no reflections due to persons are visible in Figures 4
and 5. These figures demonstrate very clearly that a further processing of the radargram is
necessary to detect and localize the persons. In the next paragraph of this section, we describe
WP-STAPELOC method, which can be applied for that purpose.

4.2. Phases of WP-STAPELOC method

As has been stated at the beginning of this section, the WP-STAPELOC method is UWB radar
signal processing procedure consisting of the set of the five signal processing phases such as
background subtraction, target-echo enhancement, target detection, TOA estimation and TOA
association, and target localization, where each phase is implemented by proper methods of
signal processing. Now, the particular phases will be presented in the next paragraphs of this
section.

Figure 3. UWB radar system.
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4.2.1. Phase 1: background subtraction

The analysis of raw radar data has shown that it is impossible to directly identify any
static persons in the obtained radargrams. This effect is due to the very small ratio of the

Figure 4. Raw radar data. Receiving channel Rx1.

Figure 5. Raw radar data. Receiving channel Rx2.
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signals reflected by a target (nonstationary components of the radargram) to noise and
clutter (stationary components of radargram mainly due to reflections of electromagnetic
waves from static objects). In order to detect a target, this ratio has to be increased. For
that purpose, background subtraction methods can be used. In Ref. [20], a variety of
methods of the background estimation and subtraction have been described. The men-
tioned methods differ in relation to assumptions concerning the clutter properties, as well
as by their computational complexity and convenience for online signal processing.
Because of a good performance, high robustness, and low computational complexity, the
method of exponential averaging belongs to the most popular and often used methods of

background subtraction [20]. According to this method, the background estimate b̂ðt, τÞ is
obtained by

b̂ðt, τÞ ¼ αb̂ðt, τ−1Þ þ ðα−1Þhðt, τÞ, 0 < α < 1 (10)

where α is a constant weighting factor setting the length of background estimator memory.
Then, the radargram with a subtracted background can be obtained by the expression

hbðt, τÞ ¼ hðt, τÞ−b̂ðt, τÞ (11)

The radargrams with the subtracted background for the illustrative scenario considered
in this chapter are given in Figures 6 and 7, respectively. Three high-level artifacts similar
to lines parallel to the slow-time axis are located in the interval 〈20 ns, 40 ns〉 of fast-time
axis. These high-level signals represent the components of the radargram due to static
persons.

Figure 6. Radargram with subtracted background. Receiving channel Rx1.
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4.2.2. Phase 2: target echo enhancement

SNCR can be improved using not only a background subtraction method but also a proper
method of the target echo enhancement. An interesting approach for the improvement of
SNCR with the special stress for the static person detection has been presented in, for
example [8]. Here, the analyses of the impulse responses obtained at monitoring of a static
person have shown that the target echo is located within frequency band 0.4–1.4 GHz. Then,
filtering in the range dimension (i.e. along fast-time axis) by a proper pass-band filter can be
used for low-level echo enhancement. The filter of that kind is sometimes also referred to as a
range filter.

As we mentioned above, the key part of the WP-STAPELOC method consists in the power-
spectrum estimation of the radargram components hðt, τÞ for the constant values of t (i.e. for
t ¼ tk). This condition expresses the fact that the power spectrum will be estimated only for
those radargram components due to objects that have the same bistatic range with regard to Tx
and Rx (i.e. the distance Tx-target-Rxi). It is well known from the spectrum estimation theory
that in the case of the estimation of spectral components, which we like to detect (in our case,
spectral components from the frequency band B ¼ 〈0:2Hz, 0:7 Hz〉), the spectrum estimator
performance depends usually on useful signal-to-noise ratio. Therefore, it would be helpful to
increase this ratio before the spectrum estimator application. Following this idea, we propose
to filter the signal hðtk, τÞ by a bandpass filter along the slow-time axis. The passband of this
filter should be properly selected taking into account the frequency band B ¼ 〈0:2Hz, 0:7 Hz〉
(signal components due to static persons) and the rate of measurement (i.e. frequency sam-
pling of hðt, τÞ along slow-time axis). In the next, a filter applied for this purpose will be
referred to as a slow-time filter. The response of this filter will be denoted as h2ðt, τÞ.

Figure 7. Radargram with subtracted background. Receiving channel Rx2.
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In the case of the illustrative scenario, the low cutoff frequency of the Tx and Rxi antennas was
750 MHz and the operational bandwidth of UWB sensor was about DC-2.25 GHz. Because the
practical operational bandwidth of UWB sensor system (radar device and antennas) used in
the illustrative scenario was comparable with the frequency band 0.4–1.4 GHz reported in Ref.
[8], no range filtering was applied for low-level echo enhancement. As the slow-time filter, the
Cauer filter of the second order with the cutoff frequencies 0.1 and 0.8 Hz was applied. The
obtained results are presented in Figures 8 and 9. If we compare the radargrams with the
subtracted background and the corresponding slow-time filter outputs h2ðt, τÞ, we can see that
the useful signal components (three high-level artifacts similar to lines parallel to slow-time
axis located in the interval 〈20 ns, 40 ns〉of fast-time axis) were enhanced, while some
unwanted signal components were suppressed [21].

4.2.3. Phase 3: target detection

Detection is the next phase of the radar signal processing procedure, which comes after the
background subtraction and the target echo enhancement. Detection methods analyze the
radargram with the subtracted background processed by range- and slow-time filters to
reach the decision whether a signal scattered by a static person is present or absent in the
analyzed radargram. Let the output of Phase 2 be denoted as h2ðt, τÞ. According to the
conclusion of Section 2, the static person detection can be based on the detection of periodical
components of signal h2ðtk, τÞ (i.e. a constant fast-time instant is considered). For those
components, it is necessary to be located in the frequency band B ¼ 〈0:2Hz, 0:7 Hz〉 and to
have a sufficient level of their power as well. The former condition follows from the fact that
the frequency band B ¼ 〈0:2Hz, 0:7 Hz〉 covers the frequencies of human being respiration,

Figure 8. Slow-time filter output. Receiving channel Rx1.
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while the latter condition is essential to ensure that we can distinguish between the level of
background noise and signal components caused by a static person. Moreover, we have to
consider the fact that a person is the so-called distributed target, that is, not the only one but
usually several reflections can be received by the sensor from the same person. Then taking
into account this knowledge, static persons can be detected by the detector consisting of
power-spectrum estimator employing Welch periodogram [17], order statistic constant false
alarm rate detector (OS-CFAR) [22] and a simple threshold detector (TD). In the next, this
kind of the detector will be referred to as a two-stage detector [23]. Its operation can be
described as follows.

First, the power spectra of the sequences h2ðtk, τÞ for τ∈〈τ1, τ2〉 and for each time instant tk are
estimated using Welch periodogram [17]. Here, we would like to stress that the interval 〈τ1, τ2〉
should be large enough to get a good power-spectrum estimation of the frequency components
covering the frequency interval B ¼ 〈0:2Hz, 0:7 Hz〉. In the next step, the total power of
h2ðtk, τÞ contained in the frequency band B ¼ 〈0:2Hz, 0:7 Hz〉 denoted as X1ðtÞ is computed
by the integration (summation) of the periodogram components located in this frequency
band. Then, the variable X1ðtkÞ expresses a measure of the total power of h2ðtk, τÞ allocated in
the frequency interval B including the power of signals reflected by all objects having the
bistatic range dðtkÞ ¼ ctk (i.e. the distance Tx-object-Rx) with regard to the UWB sensor. As we
stated before, a significant level of X1ðtkÞ indicates that in the bistatic range dðtkÞ ¼ ctk a static
person can be located.

With the intention to decide if the level of X1ðtkÞ is significant to indicate the presence of a static
person, OS-CFAR detector is employed with advantage as the first stage of the two-stage
detector. The description of the OS-CFAR is beyond this paper. A reader interested in this topic

Figure 9. Slow-time filter output. Receiving channel Rx2.
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person can be located.

With the intention to decide if the level of X1ðtkÞ is significant to indicate the presence of a static
person, OS-CFAR detector is employed with advantage as the first stage of the two-stage
detector. The description of the OS-CFAR is beyond this paper. A reader interested in this topic

Figure 9. Slow-time filter output. Receiving channel Rx2.
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can find the detailed description of OS-CFAR detector, for example, in Ref. [22]. The input-
output relation of the OS-CFAR can be described by the expression

h1ðtÞ ¼ 0 if X1ðtÞ≤γ1ðtÞ
1 if X1ðtÞ > γ1ðtÞ

�
(12)

where the level of the threshold γ1ðtÞ is controlled by the OS-CFAR algorithm. The detector
output h1ðtÞ is a binary signal, where “1” (“0”) indicates the presence (absence) of the target in
the bistatic range dðtÞ ¼ ct.

In the case of person detection by a high-resolution radar, the radar-range resolution is much
finer than the size of the target. Then, a human target has to be considered as a distributed
target. It means that several reflections due to the same target can be detected. In order to
avoid a multiple detection of the same target, the second detection stage is applied within the
detection phase. The input signal of this detector denoted as X2ðtÞ is formed by the sequential
summation of X1ðtkÞ over the interval with the length V, where V represents approximately the
maximum number samples of hðt, τÞ containing the reflections from the same target. Then, the
signal X2ðtÞ can be expressed as follows:

X2ðtÞ ¼ ∑
kþV−1

l¼k
h1ðtlÞ (13)

Now, the operation of the second stage of the detector (TD) can be described by the expression

h2ðtÞ ¼ 0 if X2ðtÞ≤γ2
1 if X2ðtÞ > γ2

�
(14)

where γ2 is a constant threshold. The TD output h2ðtÞ is a binary signal, where ”1“ (”0“)
indicates the presence (absence) of a static person in the bistatic range dðtÞ ¼ ct. The signal
h2ðtÞ represents also the output of the detection phase.

Now, the performance of the above-described two-stage detector can be illustrated using the
data obtained at our illustrative scenario. First, the power spectra of slow-time filter outputs are
given in Figures 10 and 11. Here, the frequency components due to the static persons located in
the frequency band B ¼ 〈0:2Hz, 0:7 Hz〉 and within the fast-time interval 〈20 ns, 40 ns〉 can be
identified. The performance of OS-CFAR detector is outlined in Figures 12–15. These figures
indicate that OS-CFAR detector is able to detect the static persons (three target detected in the
fast-time interval 〈20 ns, 40 ns〉). We can observe also in these figures that several isolated
reflections from the same person were detected by OS-CFAR detector. After the application of
TD, the number of the detected targets is decreased. Targets are mostly detected in the fast-time
interval 〈20 ns, 40 ns〉 (Figures 16–19).

As it might be expected, some false alarms can be observed in the OS-CFAR and TD outputs.
The total number of the false alarms produced by TD is smaller than that created by OS-CFAR
detector. Hence, we can see that TD application decreases the total number of false alarms
observed at the output of the detection phase. We will show in the following paragraphs that
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these false alarms will be eliminated by the TD output processing within TOA estimation and
TOA association phase.

Figure 11. Power spectrum of slow-time filter output. Receiving channel Rx2.

Figure 10. Power spectrum of slow-time filter output. Receiving channel Rx1.
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Figure 12. Total power of the signal h2ðtk, τÞ allocated in the frequency band B (X1ðtÞ, blue color) and OS-CFAR detector
threshold (γ1ðtÞ, red color). Receiving channel Rx1.

Figure 13. Total power of the signal h2ðtk, τÞ allocated in the frequency band B (X1ðtÞ, blue color) and OS-CFAR detector
threshold (γ1ðtÞ, red color). Receiving channel Rx2.
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4.2.4. Phase 4: TOA estimation and TOA association

The very efficient algorithm for TOA estimation can be found, for example, in Ref. [24]. This
algorithm referred to as the trace connection method provides not only TOA estimation but

Figure 14. OS-CFAR detector output. Receiving channel Rx1.

Figure 15. OS-CFAR detector output. Receiving channel Rx2.

Microwave Systems and Applications416



4.2.4. Phase 4: TOA estimation and TOA association

The very efficient algorithm for TOA estimation can be found, for example, in Ref. [24]. This
algorithm referred to as the trace connection method provides not only TOA estimation but

Figure 14. OS-CFAR detector output. Receiving channel Rx1.

Figure 15. OS-CFAR detector output. Receiving channel Rx2.

Microwave Systems and Applications416

also the association of the data received from two receiving channels and deghosting operation
essential for multiple target detection. The trace connection method is quite complex, and
hence it is beyond this paper. The details concerning this method can be found, for example,
in Ref. [24]. The output of this phase consists in the pairs of TOA associated with the same
target obtained for the first (Rx1) and second (Rx2) receiving channel of the radar.

Figure 16. TD input. Receiving channel Rx1.

Figure 17. TD input. Receiving channel Rx2.
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4.2.5. Phase 5: target localization

The estimations of the target coordinates represent the output of the target localization phase
and at the same time the final result of WP-STAPELOC method. The results provided by the
trace connection method (Phase 4) and by direct computation method (Phase 5) for the

Figure 18. TD output. Receiving channel Rx1.

Figure 19. TD output. Receiving channel Rx2.
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Figure 19. TD output. Receiving channel Rx2.
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illustrative scenario discussed throughout this paper are given in Figure 20. Here, the true and
estimated positions of the static persons are expressed by green and red marks, respectively.
Moreover, tolerance areas represented by the circles with the center in the true position of the
target and with the diameter 30 cm are also sketched in Figure 20. The tolerance areas are used
to demonstrate that the person is not a pointed but distributed target with a certain non-zero
size. The results depictured in Figure 20 confirm that WP-STAPELOC method performs very
well for the illustrative scenario. In spite of the complex scenario (three-person localization
through the thick concrete wall), all static persons were localized with the good accuracy (all
persons were localized in corresponding tolerance area).

5. Conclusion

In this chapter, we have dealt with a problem of multiple static person localization using a
single M-sequence UWB radar. For that purpose, we have introduced the novel radar signal
processing procedure focused on the static person detection and localization. The key novelty
of this method consists of the application of a two-stage detector based on the combination of
power-spectrum estimator, OS-CFAR detector, and a simple TD. The performance of the
proposed procedure has been evaluated for through-the-wall scenario of localization of three
static persons. The obtained results have confirmed that the procedure described in this paper
can provide a good performance also for challenging scenarios.

Unfortunately, the illustrated good performance of the WP-STAPELOC method does not mean
that this method is able to provide a perfect and robust performance almost for all possible

Figure 20. True (green mark) and estimated (red mark) positions of the static persons.
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scenarios. Nevertheless, the presented approach addresses the core problems of multiple static
person localization and suggests their fundamental solutions. This fact is considered of the
highest importance and benefits of the proposed methods. In order to obtain a really robust
system for the localization of static persons by UWB sensors, a modified version of WP-
STAPELOC method has to be developed. The new modified version based on the presented
principles should take into account shadowing effect, wall effect and its compensation,
multipath electromagnetic wave propagation, a presence of strong reflectors in monitored
area, narrowband interference, and so on. Moreover, the static person localization method
should be optimized with regard to its computational complexity. We believe that the solution
of this challenging and complex task will be available in the near future.
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