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Preface

Raman spectroscopy is a spectroscopic technique based on inelastic scattering of monochro‐
matic light, usually from a laser source. Photons of the laser light are absorbed by the sam‐
ple and then reemitted, and their frequency is shifted either up or down as compared to the
original monochromatic frequency, which is called Raman effect. The frequency shift pro‐
vides useful information about the vibrational, rotational, and other low-frequency transi‐
tions in molecules. This technique has a variety of applications in material science,
nanotechnology, and medicine for structural characterization of the samples. This book
presents the background and implementation of the techniques that have allowed true
imaging and chemical analysis at the atomic scale.

The book is divided mainly into two parts. The first part comprises works that deal with
Raman spectroscopy and its applications in various fields and how to utilize this technique
for analysis of the samples. The second part comprises surface-enhanced Raman spectrosco‐
py (SERS), which is an important part of the Raman spectroscopy. Surface-enhanced Raman
spectroscopy is a Raman spectroscopic technique that provides greatly enhanced Raman sig‐
nals from Raman-active analyte molecules that have been adsorbed onto certain specially
prepared metal surfaces (rough metal surfaces or by the nanostructures).

The chapters are focused on experimental aspects of nanotechnology as well as on theoreti‐
cal explanations. All the contributors are active researchers in their fields of specialization,
and thus this book provides an up-to-date knowledge about the Raman spectroscopy and its
applications. Various topics in this book are developed to a level appropriate for most mod‐
ern materials research using Raman spectroscopy. The content of this book provides the fun‐
damental preparation needed for further study of advanced topics in Raman microscopy.
Moreover, at the end of each chapter, proper references have been included that can lead the
readers to the best sources in the literature and help them to go into more details about
Raman spectroscopy.

I am grateful to all the authors who are experts in their fields for helping me to complete this
project and also to the entire InTech’s publishing team for making this project possible. I am
also thankful to the Publishing Process Manager Ms. Romina Skomersic for her cooperative
attitude during the publishing process. I hope that this book will help the readers in a more
efficient way to characterize their materials using Raman spectroscopy and will provide an
opportunity to strengthen their knowledge and research capabilities in the field of material
science and nanotechnology using Raman spectroscopy.

Dr. Khan Maaz
Pakistan Institute of Nuclear Science and Technology

Nilore, Islamabad
Pakistan
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Raman Microscopy: A Suitable Tool for Characterizing 
Surfaces in Interaction with Plasmas in the Field of 
Nuclear Fusion

Cedric Pardanaud, Celine Martin and Pascale 
Roubin

Additional information is available at the end of the chapter

Abstract

Raman microscopy, which is sensitive to chemical bonds, defects, structure, is a suitable 
tool that can give information on how a material can be modified by interacting with ions. 
We will first give concrete examples on how it can be used to characterize with a micro‐
metric resolution samples extracted from tokamaks. We will then give concrete examples 
on what information can be obtained by doing a study on laboratory synthesized materi‐
als, benchmarking Raman microscopy with quantitative techniques. The first part of the 
chapter is focused on carbon‐based material analysis. We will show how Raman spectra 
are sensitive to the presence of hydrogen, a major safety issue in the field. The second 
part of the chapter will be focused on beryllium‐ and tungsten‐based material analysis. 
We will show that hydrogen can be stored as an hydride after ion implantation and that 
it can be released easily in tungsten oxide.

Keywords: plasma wall interaction, hydrogen isotope implantation, carbon, beryllium, 
tungsten

1. Introduction

Raman microscopy, which is sensitive to chemical bonds, defects, and structure, is a suitable 
tool that can give information on how a material can be modified by interacting with ions. 
We first gave concrete examples on how it can be used to characterize with a micrometric 
resolution samples extracted from tokamaks. We then gave concrete examples on what infor‐
mation can be obtained by doing a study on laboratory‐synthesized materials, comparing 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Raman microscopy with quantitative techniques. The first part of the chapter is focused on 
carbon‐based material analysis. We showed how Raman spectra are sensitive to the presence 
of hydrogen, a major safety issue in the field. The second part of the chapter is focused on 
beryllium‐ and tungsten‐based material analysis. We showed that hydrogen can be stored as 
a hydride after ion implantation and that it can be released easily in tungsten oxide.

1.1. Plasma‐wall interactions in tokamaks

Tokamaks are machines made to study the possibility to make energy from nuclear fusion 
reactions by confining hot plasma (1–100 keV ions) magnetically. The future international 
reactor ITER1 (International Thermonuclear Experimental Reactor), now in construction at 
Cadarache (south of France), is one of them. One of its aims is to produce, with the help of the 
D+T nuclear reaction, 500 MW by injecting 50 MW. The D+T nuclear reaction has been chosen 
because it has the highest cross section in the relevant domain of energy (one to two orders of 
magnitudes higher than the D+D reactions). The D+T reaction will produce 14‐MeV neutrons 
and 3.52‐MeV He nuclei, which will maintain the temperature of the D+T reacting plasma to 
an equilibrium state. Magnetic field lines are however connected to the inner walls of the ITER 
torus, which leads to the existence of cold edge plasma (composed of He, D, T, impurities 
such as oxygen or eroded metals) interacting with them. The heat produced by the hot plasma 
is received mainly on a part of the wall called a divertor. The material that will compose this 
part will have to work with heat loads in the range 10–20 MW/m2.

Then, in tokamaks, understanding and being able to predict the evolution of the plasma‐fac‐
ing components (PFCs) that interact with both heat loads and the cold edge plasma is one of 
the keystones to make nuclear fusion a way of producing energy in the future [2]. The mate‐
rial chosen for the divertor is tungsten as it drives well the heat to the underlying cooling loops 
present in the PFCs, it is difficult to erode, and its melting/fusion temperatures are very high, 
and hence creating bonding with hydrogen isotope is supposed to be difficult. The other parts 
of the PFCs are composed of beryllium [3]. Some tokamaks are already working nowadays in 
an ITER‐like wall (ILW) configuration to prepare the ITER project, such as the Joint European 
Torus/JET tokamak, with some PFCs composed of tungsten‐coated carbon tiles [4–6], car‐
bon tiles, mounted on limiters and/or neutralizers, being used in the ancient carbon area of 
tokamaks, now abandoned, because of tritium retention (tritium being radioactive and being 
easily trapped in carbon) [7, 8]. In that framework, the surface composition and morphology 
modifications under operation will lead to changes in the material properties that can address 
safety issues. These changes will have to be measured and then understood. In more details, 
the migration [9] and/or melting of elements in the machine [10, 11], the production of dust, 
the hydrogen isotope retention [12, 13], the impurity contamination (traces of carbon and/or 
oxygen, nitrogen seeding [14], etc.) leading to formation of new mixed materials/phases (such 
as oxides or alloys) and the complex surface erosion will all influence the lifetime of these 
PFCs and their fuel retention properties. Surface characterization techniques are then neces‐
sary to measure the elemental changes in JET and in ITER PFCs erosion zones and deposits.

1To give an idea of the size of the project and the machine: the tokamak alone will stay in a room which is 60 m high, all 
the site will be sprayed on a surface which is 420,000 m2 and the machine itself weighed 23,000 tons [1].
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1.2. Raman microscopy as a technique to probe the top of deposits

In this field of research, due to their isotope selectivity, ion beam analyses (IBA) play a 
prominent role in this characterization, as discussed in Refs. [15, 16]. Thermal desorption 
spectroscopy (TDS) also plays a key role as it can give access to the characterization of D 
or T trap energies in metals such as Be [17–19] or W [20]. However, even if TDS and IBA 
techniques give quantitative information about hydrogen isotope concentration, they only 
give indirect information about chemical bonding. A direct way to probe that chemical bond‐
ings is to probe them spectroscopically by means of their vibrational spectrum using Raman 
microscopy.

Moreover, the in‐depth resolution reached by IBA is not enough to describe properly the top 
layer of deposits called the hydrogen isotope supersaturated layer, which sizes in the range of 
tens of nanometers, and is composed of few atomic percent to few tens of atomic percent of 
hydrogen isotopes [13]. Depending on the material, Raman microscopy can be a well‐suited 
technique adapted to that depth, as can be seen in Figure 1. In that figure, the transmittance 
coding the effectiveness of a material in transmitting incident light is plotted for λL = 514 nm 
and for Be, W, C (graphite and amorphous form). The depth at which the transmitted energy 
reaches 10% of the initial incident energy is 30, 35, 70 and 310 nm for, respectively, Be, W, 
C\graphite and amorphous carbon. The last value depends on the local organization of the 
amorphous structure, as detailed in Refs. [21–23]. Note that as the Raman measurements are 
generally done in back scattering geometry, one as to take into account an additional factor 2 
in the argument of the exponential, as mentioned in [21, 22].

Figure 1. Transmittance in function of the depth for Be, W, C.

Raman Microscopy: A Suitable Tool for Characterizing Surfaces in Interaction...
http://dx.doi.org/10.5772/65649
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The aim of this chapter is to give concrete examples on how Raman microscopy can be used to 
characterize samples extracted from tokamaks, from the micrometric to the macroscopic scale 
of the machine. We then gave concrete examples on what information can be obtained by 
doing a study on laboratory‐synthesized materials, benchmarking Raman microscopy with 
quantitative techniques such as TDS or IBA. The first part of the chapter is focused on carbon‐
based material analysis as all the previous tokamaks were using this element in the past. We 
showed how Raman spectra are sensitive to the presence of hydrogen, a major safety issue in 
the field. The second part of the chapter is focused on beryllium and tungsten based material 
analysis. We showed that hydrogen can be stored as a hydride after ion implantation, and that 
it can be released easily in tungsten oxide.

2. Carbon materials

2.1. Context

The Tore Supra tokamak had the ability to perform long plasma discharges with actively 
cooled PFC, which was a good opportunity to study fuel retention, a major concern in the 
plasma‐wall interaction community. The study devoted to that was the Deuterium Inventory 
in Tore Supra (DITS) campaign. It was aimed at studying and linking the erosion of carbon 
PFCs and the fuel retention. The in‐vessel D inventory was followed after the D loading cam‐
paign through particle balance [24], a part of the toroidal pump limiter (TPL), which was 
actively cooled during discharges, was dismantled for an extensive postmortem analysis of 
a few tens of carbon fiber composite tiles (CFC). The TPL was situated on top of a part of the 
machine called the neutralizer (NTR), which was also composed of CFC, but which was not 
actively cooled during discharges.

The post‐mortem analyses used techniques devoted to the estimation of the D inventory [25, 
26] and to structural and chemical characterizations [27], Raman microscopy being one of 
them [26, 28, 29]. Due to the different rates of erosion/deposition associated to the plasma 
footprint, the TPL surface exhibited a pattern which combined deposition‐dominated zones 
(labeled thick and thin depending on the amount of matter found) and erosion‐dominated 
zones. The shapes of these patterns were reproduced by simulating plasma wall interactions 
from the micrometric to the metric scale [30, 31].

Temperatures of the TPL were determined (with the help of thermographic measurements 
[24]) to be 500°C for gap surfaces of both thick deposit tiles and eroded tiles, 200°C for top 
surfaces of eroded tiles and 120°C for both gap and top surfaces of CFC tiles situated in the 
so‐called thin deposit region. Temperature was estimated to vary in the range 500–900°C for 
the top surface of thick deposit tiles.

In Figure 6, we display Raman spectroscopic parameters of several samples, but before 
detailing the figure, we need to remember some well‐known facts about the Raman  
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 spectroscopy of disordered and amorphous carbons. They are briefly given below but are 
not detailed.

Raman microscopy is routinely used to characterize rapidly C‐based materials, from nano‐
crystalline graphite (nc‐G) to amorphous carbons, hydrogenated or not (a‐C:H or a‐C). It 
probes the structure [32] and is highly sensitive to bonding properties by interpreting the 
1000–1800 cm−1 region, dominated by the G and D bands due to C(sp2) hybridization of car‐
bon atoms [33]. The G band, close to σG=1600 cm−1, is assigned to the bond stretching of both 
aromatic and aliphatic C‐C pairs, whereas the D band, close to 1350 cm−1 with a 514‐nm laser 
(associated with a D’ band close to 1620 cm−1) is assigned to the breathing mode of aromatic 
rings. The Raman analysis of graphite and nc‐G clearly shows that this D band exists only 
when there is disorder [32]. Implanted graphite also displays this D band [34]. For a‐C and 
a‐C:H, the G bandwidth is related to disorder (sp2 cluster size, cluster size distribution, chemi‐
cal bonding) or stress [35] and presence of C(sp3). For disordered multilayer graphene, the G 
bandwidth evolution can also be related to disorder [36].

Spectra of a‐C and nc‐G are clearly distinct [37] (spectrum 1 from Figure 8(a) belongs to a‐C, 
whereas spectrum 3 belongs to nc‐G, whereas spectrum 2 is in between): for example, G and D 
bands are much broader for a‐C (width ΓG ∼80–200 cm−1) than for nc‐G (width ∼15 to 40 cm−1). 
Moreover, the intensity ratio (D over G band intensity) depends on the amount of disorder. 
Generally, to reproduce experimental nc‐G spectra, bands at ∼1500 cm−1 and at ∼1200 cm−1 are 
very often needed, interpreted as sp3 or out‐of‐plane defects, or as an additional amorphous 
contribution [38–43], see the discussions in Refs. [29, 43]. Raman spectra thus contain informa‐
tion on disorder [35] such as the size clusters, La, [32, 44], the C(sp2)/C(sp3) ratio, the hydrogen 
content [45–47], etc. All these information will help trying to understand the complex thermo/
chemistry story of samples extracted from tokamaks.

2.2. Laboratory experiments

2.2.1. H‐content determination in a‐C:H layers

The Raman parameters generally used to probe the structure are the peak wavenumber and 
the width of the G and D bands, respectively, and the peak height ratio of these two bands, 
HD/HG [48]. An additional spectral feature has to be taken into account: a photoluminescence 
background which is superimposed to the Raman spectrum and is correlated to the H content 
[46]. The slope of this background, m, is calculated between 800 and 2000 cm−1. The higher m, 
the higher is the photoluminescence intensity. Figure 2 displays ultra‐high vacuum heating 
effect on a 220‐nm thick hard amorphous, hydrogenated carbon thin films (a‐C:H) that were 
deposited on a Si [49]. The mass density of such typical hard a‐C:H layers, with H/H+C ∼ 30 
at.% is ∼1.9 g cm−3 are formed [50].

Figure 2 displays the thermal evolution of m/HG and HD/HG compared to the H content 
determined by IBA and the H2 release determined by TPD. σG is not shown here but it 
reaches a plateau for T > 600°C, meaning that the number of C(sp3) neighboring C(sp2) no 
longer changes.
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We see that m/HG increases by ∼40% between room temperature and 300°C, decreasing 
between 300 and 600°C (at that point, m/HG ∼0.05). For T > 600°C, the slope is close to zero. If 
we compare to the H content, between RT and 300°C, it is constant (H/H+C ∼ 30 at.%). Then, 
the increase of the m/HG spectroscopic parameter is due to aromatization (and defect passiv‐
ation) that leads to an increase of the photoluminescence background. As a consequence, m/
HG cannot be related easily to H/H+C in this thermal range. For higher temperatures, the H 
content decreases from 30 down to approximately 2%, without reaching a plateau.

The bottom part of Figure 2 shows that HD/HG and H/H+C evolve in a remarkably sym‐
metrical way. This suggests that the two parameters are correlated and that HD/HG could be 
used to probe the hydrogen content. The relation obtained that works with a 514 nm laser 
is (H/H+C = 0.54−0.53 HD/HG) in the range H/H+C = 2–30 at .%. Such a linear law, with the 
same slope, can be obtained for other wavelengths (407–633 nm has been tested), but with a 
different value at the origin.

Figure 2. TDS, IBA and Raman microscopy measurements of a heated a‐C:H sample.
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2.2.2. Long‐term hydrogen release revealed by in situ Raman spectroscopy

The thermal stability of six 200‐nm‐thick plasma enhanced chemical vapor deposited a‐C, a‐C:H 
and a‐C:D layers ranging from soft to hard layers has been studied. The imaginary part of the 
refractive index at 633 nm and the corresponding H or D contents have been displayed together 
and compared to results from the literature [50], showing a good agreement with what is known: 
when the H content increases, the sample becomes more transparent, because of the diminu‐
tion of aromatic C(sp2) bonds. Figure 3(b) displays the thermal evolution of HD/HG for these 
six samples heated with a linear ramp (3°C min−1) under a 1‐bar argon atmosphere from room 
temperature to 600°C.Without entering into details, that can be found in [23], let us only focus 
on H data. One can see that the more hydrogen there is on the as deposited sample, at a lower 
temperature, the HD/HG ratio starts to increase. Because the evolution of HD/HG for a H‐free 
amorphous carbon is small and because of what was shown in the previous part, most of the 
evolution in that thermal range is due to hydrogen release from C(sp3). This is consistent with 
what is known in the literature about the bad thermal stability of hydrogen‐rich a‐C [51–55].

Figure 3. Thermal evolution of HD/HG for six a‐C samples. (a) Optical constant in function of H content. (b) Comparative 
linear ramp study. Green stars in the top figure are from Ref. [50].
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Figure 4 displays an example of isothermal evolution in function of time. This evolution cannot 
be due to the effect of the laser on the sample, accumulating heat with long times, as we com‐
pared two sets of data: one by switching off the laser between acquisitions and one with a contin‐
uous flux of heat. The position of the G band (not shown) no more evolves after 50 min, meaning 
there is no order increase due to an overestimated heat load by the probe laser. In Ref. [56], we 
studied that we had no power dependence in the range 0.01–1 mW/μm2. Then, this technique 
allows to probe long‐term hydrogen release. We will use it on tokamak samples in Section 2.3.

Then, to resume, we have shown that

• The m/HG parameter, often used to estimate the H content in the literature, should be 
used with care, first because it is sensitive to various photoluminescence‐quenching pro‐
cesses and second because it is not sensitive to H bonded to C(sp2).

• The HD/HG parameter is quasi‐linear in the full range of H content and can thus be used 
to estimate the H content.

• HD/HG can be used in situ to retrieve the H content evolution under heating.

2.2.3. H, D and He implantation in graphite: Starting the amorphization regime

The modification by ion impact of graphite has been studied both theoretically and experimen‐
tally ([57–67] and references therein). Inside the sample, collision cascades are created by ions 
that knock on the surface and penetrate. It creates defects and vacancies, ions being implanted 

Figure 4. Example of in situ measurement isothermal annealing.
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after they slow down [68]. Protusions (height lower than 1 nm), called hillocks, are observed for 
low fluencies (<1014 ions cm−2) [57, 58]. They are due to stress created by the first collision under 
the near surface region. More precisely, interstitial carbon clusters or coalescence of interstitials 
and vacancies are at the origin of these hillocks. At fluencies >1015 ions cm−2 [61, 62] and in the 
400–800 K range, domes with a height one order of magnitude higher were observed.

We have exposed graphite to hydrogen deuterium and helium plasma (from 1016 to 1018 cm−2) 
[43]. The energies were tuned from 40 to 800 eV. The ion incidence was parallel to the basal 
plane for CFC (carbon/carbon composite) and perpendicular for HOPG (highly oriented 
pyrolitic graphite). The changes of the material were studied by means of both Raman and 
atomic force microscopies.

We display the 400 eV/D implantation Raman spectra in Figure 5 as an illustration. The main 
differences or common points between HOPG and CFC are

 ○ Pristine HOPG contains less defects than CFC (D band at 1350 cm−1 is close to zero for 
HOPG, whereas HD/HG is close to 2 for CFC, indicating nanometric crystal size domains)

 ○ Implantation produces an amorphization for both materials (broad bands at 1500–1300 
cm−1 appearing in the spectra, looking like the spectrum 1 in Figure 8(a))

Figure 5. Raman spectra of bombarded HOPG and CFC.
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 ○ The underlying pristine sample is visible can be seen in both cases. This is because the 
ions penetrate only 15–20 nm and the penetration depth of light is few tens of nanometer 
(see Figure 1).

 ○ Both bombarded Raman spectra display two kind of environment: in‐plane defects and 
out of plane defects (see Ref. [43] for details).

 ○ No laser probe polarization effect  of IPD and OPD on the HOPG sample, whereas there 
is one for IPD of the CFC.

When increasing the impinging ion energy, the growth of nanometric domes at the surface 
has been observed by atomic force microscopy (AFM) and the incident kinetic energy has 
been found as the parameter determining their height. The Raman study has also revealed 
that both the defect‐defect distance in the IPD and OPD are typically 1 nm. When the number 
of vacancies created in the material increases, the number of in‐plane defects decreases to the 
benefit of the out‐of‐plane defects.

2.3. Information retrieved from tokamak samples

2.3.1. Raman measurements inside the tokamak Tore Supra

Figure 6 displays the G band position, σG, in function of its width, ΓG, for many samples collected 
in the Tokamak Tore Supra (deposition zones and erosion zones of the TPL, and on the NTR) and 
compared to pristine CFC and to heated laboratory deposited a‐C:H (see Sect. 2.2 of this chapter 
for more information). The data points form a wide range of carbon materials from nc‐G to a‐C, 
all described in more details in [28, 69, 70]. Pristine CFC data points are all situated at ΓGv∼ 25 cm−1 
and σG ∼ 1580 cm−1. NTR deposits form a data point cloud continuously spread either along the 
positive slope straight line (ΓG in the range 20−80 cm−1, σG in the range 1580–1600 cm−1) or along 
the negative slope straight line for the TPL deposited and eroded samples (ΓG in the range 80–180 
cm−1, σG in the range 1600–1520 cm−1). The deposited TPL points are very close to a‐C:H data points, 
at slightly lower frequency. Note that the shift between heated a‐C:H and the TPL deposits can 
be attributed to an isotopic effect as TS samples are deuterated samples, which downshifts the 
G band position. A proof of that can be found in Ref. [23] where both synthetic a‐C:H and a‐C:D 
were heated and compared. The a‐C:H data were heated under vacuum from room temperature 
(right down corner up to 1000°C, left up corner). Then this line from right to left means that the 
carbons locally organize under heating. This is in agreement with the temperature measured in 
situ by thermography. The NTR deposits display lower ΓG values, meaning they are more struc‐
tured. This is in agreement with the fact that the NTR was not actively cooled, being able to reach 
temperatures higher than 1000°C. As it is know that the deuterium is released at these tempera‐
tures (see Section 2.2 of this chapter, below), one can say that the D is mainly trapped in deposits 
found on the TPL and not on the NTR. The eroded TPL samples are less spread than the others, 
meaning the structure of the implanted carbons is more homogeneous and more amorphous. It 
can retain more deuterium, relatively. However, the thickness of that layer was found to be few 
nanometers only [69], which is low compared to the hundreds of microns found for Tore Supra 
deposits, meaning the D is essentially trapped in these deposits or deeper in the porosities of the 
initial prisitine CFC. These points are investigated in a next subpart.
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2.3.2. Micrometric inhomogeneities and long‐term release of H

In Ref. [23], we compared with Raman microscopy the thermal evolution of reference samples 
to samples extracted from the Tore Supra tokamak, as it was shown that a long‐term mecha‐
nism [71] occurred even at low temperature (low means here 120°C, which correspond to the 
thermostat temperature of the PFC cooling loop, staying at this values for days and weeks 
even when the plasma is off) and as we wanted to distinguish the Raman signature of this 
heating. Figure 7 displays the Raman data of the Tore Supra samples. Figure 7(a) and (b) 
is mappings of m/HG and sG, respectively, for an as received sample. One can see that the 
deposit is inhomogeneous, the sample being more organized in the upper right part. The high 
value of m/HG does not mean here that there is more hydrogen there, as mentioned by dis‐
cussing Figure 2. In fact, this is the opposite. The value of HD/HG in the blue and red regions 
(not shown here) give typically values of 28 down to 17%, using the linear relation mentioned 
in Sect. 2.1. The zone where hydrogen has been outgassed displays a higher value of σG which 
is in agreement with what we know about the thermal stability of a‐C:H [23, 49, 56]. The his‐
tograms of a TS deposit heated isothermally at 120°C for three times (120, 300 and 640 h) and 
at 250°C allows to show that the sample still evolve under long time scales (the average value 
of m/HG increases slightly with time). The problem is that we need to average spectra on large 
zones because of large inhomogeneities found at the micrometric scale. However, using the 
mapping mode allows to identify different kind of defects of chemical environments which is 
needed to better characterize the sample. The average value of HD/HG (not shown here) leads 
to a value of H close to 20 %.

Figure 6. Carbon deposits spectroscopic parameters: G band position in function of its full width at half maximum.
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2.3.3. Hydrogen depth concentration and history of Tore Supra deposits

In Ref. [72], lock‐in thermography, scanning electron microscopy and confocal microscopy 
were used to study the erosion and depositions on the TPL of the Tore Supra tokamak. Taking 
into account, all the methods allowed the authors to perform a complete mapping of the mass 
of carbon that has been eroded and deposited. The foundings were 520 g of deposits and 920 
g of eroded carbon. It shows that more than a half of the carbon that is eroded is redeposited 
on the TPL. It was also found that the zones containing the highest deposits were found close 
to erosion zones.

Such things were simulated recently [31]. The gap deposition contribution is estimated at 
23%, mostly from the erosion zones and with a main contribution from the low field side of 
the tile toroidal gap surfaces. This deuterium impoverishment in the deep layer has also been 
investigated more systematically in Ref. [73] where IBA and cross‐section electron micros‐
copy where done on 15 samples. The mean in‐depth hydrogen isotope content is plotted in 
Figure 8(b) and scaled to the 120 μm of the deposit shown. The surface content has been 
divided by 2 in less than 20 μm. In parallel, σG is displayed for three lines of sight. Then on 
top of this deposit, the H content is close to 20%, whereas it decreases close to zero at the 
interface between the deposit and the top of the CFC. The diminution is rapid in the 20 first 
microns. Same trends are seen with the structure probed with Raman spectroscopy: carbon 
close to the surface is less organized (σG close to 1520 cm−1), whereas σG increases (meaning 
an increase of order) and then reaches a plateau 20 μm deep in the deposit, at the value of σG 
= 1580 cm−1. This deuterium impoverishment of the deep layers may be caused by long‐term 
release mechanisms, as discussed in the previous part.

Figure 7. Raman spectroscopy imaging of a unheated Tore Supra (TS) deposit. (a) m/HG mapping of this TS sample. 
(b) σG mapping. (c) Histograms of heated TS samples (120°C during 120, 300 and 630 h, and 250°C).
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3. Beryllium‐ and tungsten‐based materials

3.1. Context

Tritium retention, occurring in a magnetically confined deuterium plus tritium plasma, can 
be obtained by erosion, retention, material modification, dust formation (and more gener‐
ally plasma wall interactions). This is a big safety issue because of tritium radioactivity [7, 74]. 

Figure 8. H‐content impoverishment in deep deposits compared to ordering of the carbon. H content is extracted from 
Ref. [73].
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Hydrogen isotope retention in beryllium can also play a role in the lifetime estimation of the ≈700 
m2 ITER's beryllium inner walls because of erosion [75]. This explains why several studies based 
on ion irradiation of Be samples have been devoted to D behavior to ensure that tritium retention 
will not be a limiting issue in ITER operations. Previous studies found D/Be ratio in the range 
0.1–0.7 using energies in the range 0.6–20 keV/D and fluency in the range 1016–1019 cm−2 [76–82].

At fluencies close to 2 × 1017 cm−2 (in the range 0.6‐1 keV/D), the existence of the D‐content satura‐
tion (D/Be close to 0.25) has been shown [13, 83–84]. For fluencies lower than 0.7 × 1017 cm−2 TDS 
display only one peak at 900 K, whereas for fluencies between 0.7 and 1 × 1017 cm−2, a second 
peak lies at 750 K. For fluencies higher than 1.2 × 1017 cm−2, two extra peak rise close to 500 K. 
These last peaks were explained by structural modification of the sample. Moreover, the role of 
crystal orientation and D diffusion along grain boundaries was investigated in [85]. The exis‐
tence of BeH2 was suggested in [17] but never observed before.

Raman microscopy is a nondestructive, noncontact and local (≈1 μm2 lateral resolution [86]) 
technique that has been proved to be sensitive to Be stretching modes [87], beryllium oxide 
modes [88], bending and stretching tungsten oxide modes [89], BexWy‐mixed samples density 
of states [90], BeCW‐irradiated samples [91] and give information when a pristine material 
is implanted by hydrogen ions [90, 92, 93]. First Raman analyses in ILW‐tokamaks were per‐
formed on some molybdenum JET mirrors [90], showing that the technique is sensitive to 
thin ≈10 nm deposited layer composed of ≈33% Be, ≈33% C and ≈33% O and the underlying 
molybdenum oxidized mirror. C‐O and C=O modes have been detected in that layer and 
defective or beryllium mixed with O and/or C have been found without possibility to iden‐
tify the phases rigorously up to now, because of a poor benchmarking of the technique for 
these materials. Raman microscopy can also be able to give information about the hydrogen 
isotope behavior by combining IBA, Raman microscopy, atomic force microscopy (AFM) and 
with the help of DFT modeling. As an illustration of this complementarity, in Ref. [94], we 
identified on laboratory experiments the growth of BeD2 with dendritic forms appearing sub‐
sequently to 2 keV ion implantation when the Be layer is saturated by implanted D ions. The 
width of the bands recorded by Raman microscopy suggested that this hydride has grown 
in a crystalline form which seems to be close to a body‐centered orthorhombic structure with 
Ibam symmetry as the spectra look like to the ones reported in [95], who determined recently 
the structure by using additionally synchrotron X‐ray diffraction. In [94], we showed that 
these dendrites appear when the amount of deuterium in the material is higher than ≈2 × 1017 
D.cm−2, when the ≈40 nm under surface layer is saturated by D.

3.2. Laboratory experiments

3.2.1. Defect‐induced bands in beryllium

Below, we compare defective Be samples that have been produced by Be deposits in an impu‐
rity atmosphere or by D implantation. In more details, the defective deposit sample has been 
produced by the thermionic vacuum (TVA) method (more details can be found in Ref. [96] and 
references therein). To introduce disorder, a partial pressure of N2 (in the range from 10−2 to 
10−3 Pa partial pressure) has been used during the deposit. The amount of N being ≈5 atomic %. 
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in a crystalline form which seems to be close to a body‐centered orthorhombic structure with 
Ibam symmetry as the spectra look like to the ones reported in [95], who determined recently 
the structure by using additionally synchrotron X‐ray diffraction. In [94], we showed that 
these dendrites appear when the amount of deuterium in the material is higher than ≈2 × 1017 
D.cm−2, when the ≈40 nm under surface layer is saturated by D.

3.2. Laboratory experiments

3.2.1. Defect‐induced bands in beryllium

Below, we compare defective Be samples that have been produced by Be deposits in an impu‐
rity atmosphere or by D implantation. In more details, the defective deposit sample has been 
produced by the thermionic vacuum (TVA) method (more details can be found in Ref. [96] and 
references therein). To introduce disorder, a partial pressure of N2 (in the range from 10−2 to 
10−3 Pa partial pressure) has been used during the deposit. The amount of N being ≈5 atomic %. 
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The D‐implanted Be sample have been prepared with two impinging ion geometries, with 2 
keV/D: normal incidence (90°) and 45° incidence. More details about the implantation of the 90° 
geometry can be found in [94].

Figure 9 displays Raman spectra of a deposited Be sample with a high content of defects for 
four laser wavelengths. Data were acquired with 633, 514, 488 and 325 nm lasers. The band 
associated to the E2G Raman active mode is downshifted for the defective sample, but the shift 
depends on the wavelength. ΓE2G for the reference sample is close to 8 cm−1. For the defective 
sample, it is higher (27 cm−1). The logarithmic scale used here allows to distinguish several 
additional broad bands (413, 544 and 616 cm−1) that were first evidenced in Ref. [90] and called 
defect‐induced bands. These bands are attributed to the phonon density of states (PDOS), as 
can be seen by comparing the Raman spectrum (where the E2G band has been removed) to the 
PDOS of Be measured in the literature. Their intensity reaches values as high as 23% of the 
Raman active E2G mode heights and they are related to the defect content, defect being a term 
which can be impurity, vacancy or other kind of defects.

Figure 9. Normalized Raman spectra of a pristine (a) and defective (b) Be deposited sample, using four laser wavelength. 
(c) The 633 nm spectrum of the defective sample is displayed after removing the E2G Raman active mode and is compared 
to the PDOS measured by INS and by PCEPI [97]. The bands marked by stars are due to other laser electronic transitions.
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Changing the wavelength does not change the qualitative trends: the band related to the E2G 
mode is more downshifted to low frequencies and broader. However, quantitative differences 
can also be seen, with some information. For example, the height of the PDOS diminishes 
monotonically with the decrease of the laser wavelength (from 23% with 633 nm down to 4% 
with 325 nm for the defective sample). σE2G does not display a monotonic evolution with the 
laser wavelength for the defective sample. The reference sample, oppositely, does not dis‐
perse in the range 325−633 nm. Shifts observed may then be due to stress [86] in the deposited 
layer, the nonmonotonic behavior being caused by two effects: stress gradients existing in the 
deposited layers and the penetration depth of the laser that is wavelength dependent.

In Figure 10, we compare 514 nm spectra of a pristine Be, a Be sample containing 2 × 1017 D 
cm−2 in the 90° geometry and 514 nm spectrum of Be sample in the 45° geometry. D implanta‐
tion (Figure 10(b)) and vacancy creation profiles were evaluated for the 90° and 45° geometries 

Figure 10. Varying the in‐depth defects. (a) Normalized Raman spectra of D implanted Be samples. Geometry 
implantation (90° and 45°) are compared with the 514 nm laser wavelength.
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using the stopping and range of ions in matter (SRIM) code2 [68]. If we believe in SRIM calcu‐
lations (which gives trends as many mechanisms and effects are not included), we can then 
estimate that 16% of the implanted deuterium atoms are implanted in the range 0–19 nm, 31% 
in the range 0–28 nm and 37% in the range 0–31 nm. For the corresponding ranges, the total 
amount of vacancies created are, respectively, 37, 59 and 65% of the total vacancies created. 
The lineal density of vacancies is the higher in the range 0–28 nm, being lower by 7.6% in the 
0–19 nm range and by 0.4% in the 0–31 nm range.

We see that the Be implanted by D in the 90° geometry displays a Raman spectrum with a 
E2G mode downshifted by 5 cm−1 and with an additional broadening of 6.5 cm−1 compared to 
the pristine sample. The PDOS is present, with a relative height ratio of HPDOS/HBe=3%. If we 
compare with the Be implanted by D in the 45° geometry, we see that the band corresponding 
to the E2G mode is downshifted by 5 cm−1, with an additional broadening of 30 cm−1 compared 
to the pristine sample. The PDOS is rising, with a relative height ratio HPDOS/HBe of 24%. The 
band position is the same in the two implantation geometries. However, the bandwidth ΓBe 
is increased by a factor 2.7 and the PDOS relative height HPDOS/HBe is increased by a factor 
11 from the 90° to the 45° geometry. How these differences can be interpreted? According to 
SRIMS calculations in the subsurface slab going from 0 down to 31 nm, there are more defects 
(implanted D and vacancy) created in the 45° geometry than in the 90° geometry. Then, it 
explains why HPDOS/HBe and ΓBe are higher in the first case than in the second.

3.2.2. Characterization of Be nanometric hydrides

By using energetic ions, and with the help of nuclear reaction analysis (NRA), AFM, optical 
microscopy and quantum calculations compared to Raman spectroscopy, we were able to evi‐
dence the formation of crystalline BeD2 [94]. The spectra are typically close to the one found 
for BeH2 in Ref. [95] using high pressure to form them. It was shown previously that this latter 
technique is sensitive to the way hydrogen isotopes are bonded and organized in materials 
and thus that it can be relevant for fusion [92] and might be of interest for hydrogen storage 
by forming hydrides [98].

Figure 11 shows Raman imaging in the vicinity of a dendrite. In Figure 11(c), the intensities of 
the band at 1397 cm−1 due to a Be‐D mode are displayed. It is more intense on the dendrite and 
less intense off the dendrite. The corresponding spectra are displayed in Figure 11(d). Details 
on how were obtained the spectra can be obtained in [94]. The bands marked by stars are due 
to Be‐D bonds in BeD2. The fact that their corresponding intensity are higher are more intense 
on dendrite allows to conclude that the dendrites are made of BeD2. If the formation of such 
dendrites occurs in tokamaks, it could become a high fuel reservoir.

Figure 11(d) display the intensity of a mode found close to 1580 cm−1 and due to carbon con‐
tamination of the sample before it was bombarded (D and G bands in Figure 11(e)), and that 
has nothing to do with the experimental conditions.

2This code is widely used to investigate ion‐surface interaction phenomena. It is a free access Monte‐Carlo computer 
program based on the binary collision approximation that do not take into account crystal structure or vacancy diffusion 
(i.e. each single collision event is treated independently between two steps).
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3.2.3. Hydrogen behavior in tungsten oxide

Tungsten alone cannot be seen using standard Raman microscopy because there are no opti‐
cal phonons that can be probed close to the center of the Brillouin zone. However, as oxygen 
is one of the impurities that can be found in tokamaks, and as the inner walls will be at tem‐
peratures ranging from few hundreds to 1000°C because of heat loads, it could be possible 

Figure 11. Beryllium hydride formation under ion implantation. (a) and (b) Optical microscopy. (c) Be‐D bond intensity 
mapping. (d) Position of carbon impurities. (d) Comparison off/on dendrites. (e) Raman spectrum of carbon impurities.
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that some oxide will be formed [99]. Then it would be of interest for the plasma‐wall interac‐
tion community to take care of D and T behavior in tungsten oxides. Without entering into 
details, tungsten oxides can exist in various forms (dioxide, trioxide, in between stoichiom‐
etry), with many phase transitions that can be affected by nanosize effects [100] so that a sys‐
tematic D implantation study could be helpful for the future. Today, only a few studies exist 
on the subject. In [93], we report on the formation of thin tungsten oxide layers that have 
been grown on W surfaces by thermal oxidation (thicknesses up to ∼250 nm) and that have 
been exposed to low energy deuterium plasma (11 eV/D+). Raman microscopy and X‐ray dif‐
fraction show a nanocrystalline WO3 monoclinic structure. We observed that the low‐energy 
deuterium plasma exposure has induced a phase transition, a change in the sample color 
and the formation of tungsten bronze (DxWO3). After exposure under ambient conditions, 
a reversible deuterium retention, due to oxidation of the DxWO3 layer, has been observed. 
Figure 12 displays the effect of D implantation. The spectral range of tungsten trioxides can 
be roughly distributed in two kind of spectral regions: the bending modes region, lower 
than 500 cm−1 and the stretching modes region at higher wavenumbers. Before exposure, 
we can see the characteristic peaks of the monoclinic structure at 703 and 805 cm−1 which 
are attributed to symmetric and antisymmetric (O‐W‐O) stretching modes, respectively (see 
references in Ref. [93]). The wing in the range 920–970 cm−1 is attributed to terminal oxygen 
bonding in case of nanocrystalline structures, but other interpretations can be found in the 
literature that we do not review here. Due to implantation, all the peaks are broadened, the 
bending modes display bands that are more intense than stretching modes, which can be the 
sign of some disorder, and two new bands appeared: one at 950 and the other at 388 cm−1. 
These bands disappeared with time once put in air due to reoxydation.

Figure 12. Raman spectra of bombarded WO3.
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4. Discussion/conclusion

Because of safety issue, it is important to understand how and where tritium will be stored in 
tokamaks due to plasma‐wall interaction. In this chapter, we have demonstrated the ability 
of Rama microscopy to detect and characterize material changes subsequently to interac‐
tion with hydrogen, for both carbon‐based tokamaks and for ITER‐like wall materials (tung‐
sten that is oxidized and beryllium). The comparison between well‐controlled samples and 
sample extracted from tokamak has been used to better characterize some of the tokamaks’ 
properties.

Among other findings, we report that by changing temperature on various carbon samples, 
extracted from tokamak (Tore Supra) or comparative reference laboratory samples (a‐C:H) 
synthesized in controlled conditions, we have shown how Raman spectroscopic parameters 
can be used to characterize structural and H‐content evolution/changes.

We also report that beryllium hydrides that can form high tritium reservoir in tokamaks can 
be formed and detected under ion implantation.

To conclude, next studies will have to use different laser wavelengths as they can be used to 
probe gradients of properties in the beryllium’s depth due to the fact the depth probed is in 
the range of few tens of nanometer. This is the typical depth at which a high content of hydro‐
gen isotope is found in modern tokamak samples like JET. Future studies have to be driven 
with this technique to better characterize the so‐called supersaturated layer.
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Abstract

Efforts to tune optic responses of molecular aggregates often alter the characteristics
and performance of functional materials, revealing that chemical properties largely rely
on molecular stacking and interactions. Although the intrinsic nature of materials is
primarily determined by single-molecule structures, molecular aggregation behavior
that determines material property resembles the architectural style of a building in
which the bricks themselves could be less important. While the establishment of surface-
enhanced Raman spectroscopy (SERS) inspired numerous research interest for trace
analysis up to single-molecule level, Raman spectroscopy is also recognized for its
importance in  solving several  issues relating to  molecule  aggregates  owing to  the
capability of non-destructive detection and spectral fingerprints by which chemical
structures and aggregation states can be identified. Raman spectroscopy is not only
applied to identify chemicals at the gas phase, liquid phase and solid state and to
monitor in-situ reactions of materials at reduced sizes but also to probe gas-to-particle
conversion in aerosols, microcrystal magnetization and phase transition at aggregated
states, which are believed to attract uprising research interest in the near future.

Keywords: molecular aggregates, clusters, Raman spectroscopy, SERS, aggregation-
induced resonance

1. Introduction

Aggregation structures such as those of hydrophobic and hydrophilic surfactant molecules
widely exist in aqueous solutions, micelles, liquid crystals, various membranes, and biological
systems and are important for understanding physical and chemical properties and functions.
Extensive investigations have demonstrated that optic responses of molecular aggregates
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often determine the property and performance of optical functional materials [1–3]. Also
found was that, selective controlling of excitonic states of molecular aggregates profits to
engineer optical properties of promising photonic materials described in terms of the model
of Frenkel excitons [4–6]. In poor solvents, self-assembly of organic molecules in the form of
weakly coupled aggregates display significantly different spectroscopic behavior compared
to their monomers [7]. From UV-vis spectral analysis based on Kasha exciton theory [8–10],
typical aggregation behavior can be determined by checking out a tilt angle of molecular
stacking [11–13]. In addition to UV-vis absorption, fluorescence of aggregates has also been
meticulously  investigated,  where  the  fluorescence  intensity  of  organic  molecules  often
diminishes upon aggregation due to intermolecular interactions [14–18], but allowing for
interesting exceptions such as those demonstrated as aggregation-induced emission enhance-
ment (AIEE), revealing relationships between molecular structures/molecular arrangements
and emission properties [2, 3, 19–21]. While numerous UV-vis and fluorescence investigations
help determine the aggregation behavior, it is important to utilize vibrational spectroscopic
fingerprints  of  molecular  aggregates  to  identify  the  components  and  structures,  phase
transition, likely isomers, and conformation transition of chemicals at reduced sizes [22, 23].

Raman effect arises when light impinges upon a molecule or molecule aggregates and interacts
with the electron cloud and chemical bonds. A fascinating world of Raman spectroscopy
toward both bulk materials and single molecules has been fully demonstrated (i.e., the two
ends), but for molecule aggregates, there are relatively less Raman spectroscopic studies in
reported publications so far. A few Raman investigations have shed light on ionic surfactants
[24–28] and photogenerating reactions [29–31] of organic molecule assemblies; and in-situ
Raman techniques have been utilized to monitor real-time reactions and catalysis [32–36], as
well as photo-induced polymerization and magnetization [37]. Recently, it was reported that
small organic molecules could form uniform assembly with head-to-tail J-aggregation along
the inner walls of the pores of an anodic aluminum oxide (AAO) template, giving rise to an
interesting topic for surface-enhanced Raman spectroscopy [11, 13, 38]. Also, there were a few
surface-enhanced Raman spectroscopy (SERS) investigations endeavoring to determine the
plasmonic property of metal clusters and structural information of molecule aggregates.
Raman spectroscopic studies of atomic/molecular clusters and aggregates are expected to
become a significant solution to identify chemical structures at primary state of nucleation and
growth of materials, gas-to-particle conversion mechanism of aerosols, as well as the aggre-
gation states in liquid crystals, micelles, bilayers/monolayers, and biomembranes. These efforts
also help understand the fundamentals in various fields such as catalysis, optics, magnetism,
and medicine, etc.

2. Raman theory of aggregated molecules

According to the molecular exciton theory developed by Davydov [9] and Kasha [8, 10], the
aggregation of molecules alters their absorption spectrum, reflecting hypsochromic (i.e., blue-
shift) or bathochromic (i.e., red shift) absorption bands, corresponding to H-aggregate (face-
to-face, or side-by-side) or J-aggregate (head-to-tail, or linear herring bone) absorptions,
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respectively. Assuming that different accumulations of molecules have different tilt angles
(defined as the angle between the transition dipole and the molecular axis of the aggregate),
typical H-aggregates bear a tilt angle value greater than 54.7° and exhibit a broader, blue-
shifted absorption band, while J-aggregates bear a tilt angle smaller than 54.7° characterized
by a red-shift in the UV-vis spectrum relative to the monomer [11–13]. From UV-vis spectral
analysis based on Kasha exciton theory [8–10], simply the approximate tilt angle for accumu-
lation of N molecules can be calculated according to the following equation,
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where Δν is the spectral shift from the monomer absorption; h is the Planck’s constant; r is the
separation of centers; α is the tilt angle between the line of center and molecular long axes;
<m2> refers to the transition dipole moment of monomer; ε aims at the molar extinction
coefficient in (moles/L)−1 cm−1; λ is the wavelength; and λ1 and λ2 are the limits of a well-defined
absorption band. This theory has been successfully applied to determine the J-aggregation of
small organic molecules, such as perylene [11], assembled on pipe inner wall of AAO tem-
plates. This is further discussed below.

Further, in light of the molecular exciton theory, Akins [39] reported a study on Raman
scattering enhancement theory for a finite aggregate structure consisting of N molecules,
assuming the formation of molecular vibro-excitonic levels. The quantum mechanical Hamil-
tonian describing the internal system of the N molecules can mutually interact through a
potential term V, which was given by [39],
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where H is the Hamilton operator of kinetic energy; and Vnm refers to the interaction potential
of molecules n and m (m is any of the other molecules taken together with molecule n). Thus
for an individual molecule n, the vibronic wave function can be given by [39],

(4)

here n aims at the position of the probe molecule and j refers to a composite quantum number
corresponding to the number of vibrational quanta of excitation. The character ρ is a composite
spatial coordinate of the electrons, Q is the normal coordinate, and Q0 represents the normal
coordinates for the ground-state equilibrium configuration.The function ϕ refers to a multiple
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electron wave function depending on the coordinates and spins of the electrons, while x
corresponds to the vibrational wave function. Based on Born-Oppenheimer approximation,
the normalized vibro-exciton wave function can be ascertained and thus the allowed energies.
Further, according to the theory by Craig and Thirunamachandra [40], the Raman scattering
intensity in a particular direction can be given by [39],
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where Ñ is the number of scattering centre;   is transition dipole moment vector;   is
microscopic electric field strength vector; and Er0 shows the energy difference between the
upper excited state r and the ground state 0. From first-order perturbation theory, the Raman
scattering of aggregated molecules can be expressed as [39],

(6)

in which hrsα is a coupling term between electronic states r and s for the molecule with
equilibrium ground-state configuration [39]. This theory has been successfully applied to dye
molecules that form ground-state and excited-state aggregation structures, where an intrinsic
enhancement was often gained on the formation of aggregates containing N monomers [39, 41].

3. Plasmon-free Raman scattering of molecule aggregates

Raman scattering of molecule aggregates, held together by dispersion and electrostatic forces,
has been found different from that of non-aggregated monomers and bulk crystals. Moreover,
the Raman bands observed for the aggregates could shift from those of the isolated monomers
depending on the intermolecular interactions (i.e., strong or weak; covalent or non-covalently
coupled interactions). This characteristic enables Raman spectroscopic studies of molecule
aggregates to determine phase transition and photo-assisted polymerization. It is worth noting
that, upon resonant excitation, the excited states often bring forth new Raman bands associated
with lattice motions, e.g., typical motions in the aggregate formation direction. In this section,
we emphasize on a few examples of normal Raman investigations of molecule aggregates.

3.1. To determine phase transition

It has been widely recognized that the assembly of target molecules can result in novel
responses of Raman spectroscopy. For example, when examining Raman spectra of barium
dialkyl phosphates at various chain lengths, Okabayashi et al. [42] found that the PO2

−

Raman Spectroscopy and Applications34



electron wave function depending on the coordinates and spins of the electrons, while x
corresponds to the vibrational wave function. Based on Born-Oppenheimer approximation,
the normalized vibro-exciton wave function can be ascertained and thus the allowed energies.
Further, according to the theory by Craig and Thirunamachandra [40], the Raman scattering
intensity in a particular direction can be given by [39],

( ) ( )( ) ( )( )
2

0 04

2
0 0016

ì ü× × × ×ï ï= +í ý
- +ï ïî þ

¢ å h

r r r r r r r r

h

% mr r mr r
k'

r r r

μ e' μ e μ e μ e'NI
I k

E ck E ck'πε
(5)

where Ñ is the number of scattering centre;   is transition dipole moment vector;   is
microscopic electric field strength vector; and Er0 shows the energy difference between the
upper excited state r and the ground state 0. From first-order perturbation theory, the Raman
scattering of aggregated molecules can be expressed as [39],

(6)

in which hrsα is a coupling term between electronic states r and s for the molecule with
equilibrium ground-state configuration [39]. This theory has been successfully applied to dye
molecules that form ground-state and excited-state aggregation structures, where an intrinsic
enhancement was often gained on the formation of aggregates containing N monomers [39, 41].

3. Plasmon-free Raman scattering of molecule aggregates

Raman scattering of molecule aggregates, held together by dispersion and electrostatic forces,
has been found different from that of non-aggregated monomers and bulk crystals. Moreover,
the Raman bands observed for the aggregates could shift from those of the isolated monomers
depending on the intermolecular interactions (i.e., strong or weak; covalent or non-covalently
coupled interactions). This characteristic enables Raman spectroscopic studies of molecule
aggregates to determine phase transition and photo-assisted polymerization. It is worth noting
that, upon resonant excitation, the excited states often bring forth new Raman bands associated
with lattice motions, e.g., typical motions in the aggregate formation direction. In this section,
we emphasize on a few examples of normal Raman investigations of molecule aggregates.

3.1. To determine phase transition

It has been widely recognized that the assembly of target molecules can result in novel
responses of Raman spectroscopy. For example, when examining Raman spectra of barium
dialkyl phosphates at various chain lengths, Okabayashi et al. [42] found that the PO2

−

Raman Spectroscopy and Applications34

symmetric stretching mode of dipentyl phosphate appears at 1106 cm−1 for the liquid crys-
tal state formed at room temperature, which differs from that in the aqueous solution (ca.
1075 cm−1). Also found was that, the relative intensities of the Raman spectral lines changed
sharply at the phase-transition temperature but were found to be a constant below and
above the transition point. By fully examining the Raman intensities and Raman shifts of
the PO2

− symmetric-stretching modes of dipentyl phosphate (1075 cm−1), diester O-P-O and
dibutyl phosphate (at 1090 and 1068 cm−1), phase transition and the coexistence of two
types of aggregation structures were determined. These Raman investigations illustrated
how cation-phosphate interactions are important to form aggregation structures and affect
the phase transition in liquid crystals of dialkyl phosphates.

3.2. Aggregation-enhanced Raman scattering (AERS)

A few meticulous investigations dealing with relative Raman intensities and selection rules
for aggregates have demonstrated a concept termed “aggregation-enhanced Raman scatter-
ing” (AERS) [43], which was proposed to represent a concept solely for studies of aggregates,
which differs from a mechanism based on SERS, resonance Raman scattering, and Mie
scattering since these Raman effects ignore the impact of aggregation of molecules. The
aggregation of molecules in their ground state may result in enhanced polarizability compared
to monomeric species and hence intensified radiation according to the basic principle for a
dipole moment μ = αE, where α is the polarizability and E is the coupled field. On the other
hand, the aggregates could form molecular excitonic states allowing for a coupling effect
(between excitonic states) which alters the cross-section of Raman scattering, because the
participation of more energetic states readily gives rise to an enhanced response to incident
radiation [43]. In this point, resonance Raman scattering, where the incident exciton overlaps
a small number of exciton bands, is expected to result in further enhancement of vibrational
bands. Akins have conducted numerous investigations relating to AERS [41, 44–54], as partly
included in a recent review article [43].

3.3. Resonance Raman effect from aggregation

Resonant Raman spectroscopy (RRS) has been known as a main enhancement strategy to solve
the sensitivity issue and to derive Raman labels for applications. For example, Zajac et al. [23]
reported an interesting study on aggregation-induced resonance Raman optical activity
(AIRROA) of astaxanthin (3,3′-dihydroxy-β,β-carotene-4,4′-dione, AXT), a chiral xanthophyll
that was known to bear high antioxidant potency beneficial to cardiovascular, inflammatory,
immune and neurodegenerative diseases. Along with striking differences of UV-vis spectra of
the monomer and aggregates, Raman spectra (Figure 1) demonstrated spectral changes (e.g.,
5 cm−1 blue-shift of the C═C stretching mode, and the appearance of a new band at ~280 cm−1)
due to J-aggregation of astaxanthin along with a quenched fluorescence background. Consid-
ering the fact of low sensitivity determined by the main limitation of Raman optical activity
(c.a., approximately one photon in a billion), resonance effect and aggregation enhancement
is important to further advances of AIRROA investigations.
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Figure 1. (A) A schematic representation of the 6T@f-SWNT with bromophenyl groups grafted onto its sidewall, and
description of the encapsulation and chemical functionalization steps to prepare the α-sexithiophene encapsulated in-
side a covalently functionalized SWNT (6T@f-SWNT). (B) Raman spectra at λ = 532 nm excitation of an individual
SWNT, α-sexithiophenes (6T) inside a SWNT (6T@SWNT) and after the covalent functionalization step (6T@f-SWNT).
The polymer monoliths composed Ref. [55].

Recently, Gaufrès et al. [55] reported an interesting study on encapsulated and aggregated dye
molecules inside single-walled carbon nanotubes [55], where giant Raman scattering effect was
discovered. Raman measurements for the rod-like dyes (α-sexithiophene and β-carotene)
assembled in single-walled carbon nanotubes exhibit highly-polarizable J-aggregates, as
shown in Figure 1, giving an enhanced resonant Raman cross-section above that required for
detecting individual aggregates. It was found that the shielding of carbon nanotube enables
fluorescence-free background and photobleaching-free Raman signals, allowing the giant
Raman effect used as functionalized nanoprobe labels for Raman imaging with robust
detection using multispectral analysis. Beside this, there are also a few other interesting
research papers dealing with Raman scattering by encapsulated molecules in carbon nano-
tubes, where the formation of aggregates give rise to well-resolved Raman spectra due to
interaction and charge transfer within the carbon nanotubes [56, 57].

3.4. Magnetic field-trapped Raman scattering

The exploration of magnets and magnetism is associated with human history. Recently, Luo
et al. [37] reported an interesting photo-assisted method to magnetize microcrystal fullerene
C60 at room temperature by exciting C60 molecules to triplet states via proper laser radiation
and then trapping the spin-polarized states under a strong magnetic field (Figure 2). Raman
spectroscopy was found an operative probe due to its fingerprint spectra regarding energy
levels and molecular states, and the crystalline form of C60 molecule aggregates is held together
by van der Waals forces allowing the conversion to polymeric phase under proper laser
radiation [58]. As results, novel changes on Raman scattering of micro-crystal solid C60 were
discovered in the presence and absence of the magnetic field; also found was that the Raman
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spectra exhibited “hysteresis” phenomenon when the external magnetic field was removed.
Together with first-principles calculations which well reproduced the Raman activities of C60

on different states [37], as seen in Figure 2, photo-assisted magnetization (PAM) of the
fullerenes and magnetic-field trapped Raman spectroscopy (MFTRS) were proposed [37]. The
PAM strategy with MFTRS verification opens a new approach and, as a general protocol,
enables the magnetization of common materials that consist of only light elements. The
importance of spin-spin and spin-orbit interactions was also demonstrated in nano-graphene
fragments [59]; Raman spectroscopy also plays an important role in identifying single- and
few-layer graphene [60, 61].

Figure 2. (A) Calculated Raman activity of a singlet-state C60 monomer (a), comparison of a normal FT-Raman spec-
trum of solid C60 (b); (B) calculated Raman spectrum of a quintet-state dimer C60 (a), compared with the 514.5-nm Ram-
an of solid C60 in the presence of a B = 2.5 T magnetic field (b); (C and D) The strongest vibrational modes of a singlet-
state C60 monomer (1466-cm−1) and a quintet-state C60 dimer (1458-cm−1). The displacement vectors are shown with red
arrows.

3.5. Raman probes for aerosols

Raman spectroscopy is useful in characterizing atmospheric aerosols profiting from the
development of portable Raman instrument in recent years [62–77]. For example, Aggarwal et
al. [77] developed a Raman spectrometer using 532-nm continuous wave laser and used for
detecting and identifying chemical aerosols of a low-concentration in atmospheric air. As
results, they demonstrated the successful application of Raman for trace detection and analysis
of iso-vanillin aerosols up to a mass concentration of 1.8 ng/cm3 with the signal-to-noise ratio
at about 19 in 30s for the 1116-cm−1 mode with a decent Raman cross section of 3.3 × 10−28 cm2

at the use of 8-W double-pass laser power. Among others, Batonneau et al. [78] reported an
interesting study on heterogeneous chemistry of aerosol particles utilizing Raman mapping
and spectroscopic method, which was found in agreement with elemental images obtained by
X-ray-mapping. An et al. [79] conducted a systematic study to identify a few typical organic
compounds (isoprene, terpenoids, pinenes etc.) which are known as the main sources of
organic aerosols (OAs) particle matter in air pollution. Raman and IR spectra of isoprene,
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terpenoids, pinenes and their mixtures were examined showing distinguishable vibrational
spectroscopic fingerprints of the three components respectively. It was noted that, in a certain
case such as β-pinene, a dimer model reproduces the experimental results other than single
molecule modeling, indicating nonneglectable intermolecular interactions and aggregation
states for aerosols challenging the present mechanisms based on single molecule theory.
Further, Raman spectra from an ambient sample can be analyzed using a hierarchical cluster-
ing method to check out whether the spectra of aerosols in consistence with relating organic
compounds. In particular, analysis on time-resolved aerosol Raman spectra over the course of
several hours, simply by checking the D-G bands of amorphous carbon plotted vs time (e.g.,
a half-hour intervals), enables to monitor and judge the increase/decrease of related pollution
in atmosphere [78, 80, 81].

Figure 3. (Top) Standard optical tweezers (Biral AOT 100) arrangement. (Inset) Valve system used to initiate exchange
between D2O and H2O. (Bottom) A sketch showing isotopic water diffusion in aerosol by the use of optical tweezers.
Reproduced with permission from Ref. [71].

Recently, Davies and Wilson [71] employed an aerosol optical tweezer technique for contactless
levitation of single droplets (e.g., 3–6 μm in radius) and then for Raman investigations, as
shown in Figure 3. Flexible environmental control system allows for rapid exchange of the
gas-phase humidity source between H2O and D2O (Figure 3) to monitor the progression of the
droplet composition using Raman spectroscopy. Utilizing a model describing diffusion in a
sphere (i.e., solution to Fick’s second law), they analyzed the data by varying diffusion
coefficients (Dw) in viscous media to achieve the best fit to both D2O and H2O data sets. This
droplet-based isotopic tracer method takes a few advantages for measurement of diffusion
coefficients. The resolution of gel formation suggests promising application to identify phase
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behavior that leads to abrupt changes in water mobility (e.g., hydrophobic phase separation,
aerosol formation and rapid growth), enabling to explore the changing role of water diffusion
at chemical transformation thus valuable insights into the oxidative aging behavior in deter-
mining diffusive properties of atmospheric aerosol.

4. SERS systems involving molecule aggregates

Besides normal Raman, abundant SERS investigations have been undertaken by employing
thin films of analytes on functional substrates, such as the extensive investigations of Raman
and SERS from Langmuir-Blodgett (LB) films which are often associated with intermolecular
interactions of aggregates [82–89]. One of the advantages is that the uniform sampling of thin
films allows for better signal-to-noise of the SERS spectra from the analytes [82, 86]. Besides
extensive investigations of such 2D assemblies of “analytes + nanoparticles” into thin films,
previous publications also addressed 1D assemblies of molecular aggregates (analytes) and
metal nanoparticles (signal amplifier).

4.1. Template-based uniform assembly

Considering that Raman/SERS measurements at different positions of the samples could take
on diversity due to molecule orientation and disorder degree, location and/or “hot-spots”
dependence, the uniformity of molecular aggregates or SERS substrate is largely desired in
order to get a better averaged collection of Raman signal. Anodic aluminum oxide (AAO)
membrane is widely utilized as a versatile template to prepare 1D rodding/tubing and 2D
nanoarray ordered structures, [90–95] both of which have found applications to SERS inves-
tigations. On one hand, AAO templates are ideal sublayers to filtrate and support noble metal
nanoparticles hence forming highly SERS-active systems [96–98]. For another, AAO templates
were also utilized to assemble organic molecules (e.g., perylene) for SERS investigations [11],
as shown in Figure 4(left), where highly-ordered arrays of core-shell nano-pillars of Ag-
perylene were fabricated simply by preparing perylene nanotubes utilizing the versatile AAO
template [13], and followed by an electrochemical deposition of Ag [11]. Well-resolved Raman
spectra with very good signal-to-noise background were obtained for the perylene (originally
a large fluorescence yield) at an UV-vis excitation, profiting from the uniform assembly of
perylene molecules. Based on the aforementioned theory and Eqs. (1) and (2), it was estimated
that the molecular tilt angle is less than 54.7° indicating a head-to-tail J-aggregation of the
perylene molecules along the inner walls of the AAO pores [11]. Similarly, high-quality SERS
spectra of fullerene C60/C70 were also obtained from ordered arrays of core-shell nano-pillars
of Au@C60/C70, as shown in Figure 4(right) [99]. These results evidenced that coincident and
uniform assembly of fullerene molecules along the Au nano-rods leads to fluorescence
quenching, and the ordered arrays of nano-pillars generate enhanced LSPR and hence
remarkable SERS effect up to 10 times of signal amplification compared to the usual SERS
results.
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Figure 4. (Left) SERS spectrum of perylene from the standing Ag-perylene core-shell nano-pillars array; (middle) a
sketch of the assembly of perylene molecules loaded with Ag as the core; (right) a sketch map showing the Au@C60/C70

nanopillars.

4.2. Assemblies of “analytes + nanoparticles”

By utilizing porous polymer monoliths functionalized with Ag nanoparticles as media, Liu
et al. [100] showed a SERS system with assembly of the analyte molecules, as shown in
Figure 5. The polymer monoliths composed of porous 3D-structured organic materials
were prepared from monomers with unsaturated vinyl groups [101]. The monoliths could
have μm- to nm- sized tortuous fluidic channel networks which enable the convection flow
for rapid mass transfer while shorten the characteristic diffusion length. Compared to usu-
al colloidal SERS systems, the monolith was demonstrated to concentrate the embedded
metal nanoparticles and present a tremendous amount of surface area and more interaction
between the analyte and Ag nanoparticles [100].

Figure 5. A sketch for the nanoparticle-functionalized porous polymer monolith detection elements for SERS investiga-
tions. Reproduced with permission from Anal. Chem. 2011 [100].

The one-dimensional assembly of “analytes + nanoparticles” may not need any supports or
templates. For example, Z. Luo found that, micro-fiber assembly of organic molecules such as
2,2′-bipyridyl (22BPY) can be formed by directly injecting saturated solution of the target
molecules into ice-cold Ag colloid [22]. This strategy was demonstrated to resemble a repre-
cipitation method (or named as microfluidic technique) which was widely used to prepare
size-controlled organic nanostructures [102]. As shown in Figure 6, the high-quality spectrum
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suggested that the microfiber assemblies of 22BPY combined with Ag nanoparticles are a
highly SERS-active systems differing from SERS of individuals [22].

Figure 6. (a) A SEM image of 22BPY microfibers via reprecipitation method by injecting saturated 22BPY solution into
ice-cold Ag colloid, (b) microscopy bright-field image of a single fiber, and (c) correlative micro-Raman spectrum
measured from this microfiber of 22BPY.

4.3. On-the-specimen method

As a powerful technique for trace analysis and detection due to the extremely high sensitivity
and rich structural information that it can offer, SERS has been extensively investigated not
only on the primal three classes of SERS systems (i.e., metal colloids, electrodes, and island
films), but also non-traditional substrates [103–105]. For example, SERS studies involving
surface coatings of Ag/Au nanoparticles, as named on-the-specimen method, have been largely
applied in identification for art conservation, especially cultural relics and archeology [38,
106]. In general, the colorant components comprised of inorganic salts can be identified using
normal Raman spectroscopic measurements, but strong fluorescence of organic dyes often
precludes Raman measurements. SERS fulfills the requirements of an ideal analytical techni-
que to detect and identify colorants and organic dyes in artworks [107–109]. In a few typical
investigations such as those by Brosseau et al. [110, 111] examination on the samples of actual
historical textiles, pastels, and watercolors, etc. have been conducted revealing the unique
advantages of SERS sensitivity and providing distinguishable information available for long
term preservation. Recently utilizing bubbling gas strategy for laser ablation in liquid (LAL),
Luo et al. [112] prepared chemically-pure gold clusters for a practical use of discrimination
among different surfaces, as demonstrated the identification of various documents from
different printers/copiers and written with different pen-inks, as shown in Figure 7 [112]. These
investigations pertaining to molecule aggregation states give important application of Raman/
SERS spectroscopy within a minimally-invasive manner [112].
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Figure 7. (A) Undistinguishable Raman of a “PSU” document from both a printer and a copier (a); SERS spectrum of
the document from the printer (Xerox Phaser 8560DN PS, Genuine XEROX Solid Ink, black) (b), compared with that
from a copier (RICOH, Aficio, MP 7001) (c). (B) SERS examination of four handwritten samples, by coating the gold
clusters on the ink-area.

Recently, Tian et al. have further pullulated this method in help of shell-isolated nanoparticle-
enhanced Raman scattering (SHINERS) technique [113, 114], as sketched in Figure 8. For a
typical SHINERS system, Au nanoparticles were coated with ultrathin silica shells and sowing
on probed surfaces, where the Au core provides SERS signal enhancement while the silica shell
shields the metal core from direct contact with analyte molecules (i.e., prevents the contami-
nation of the chemical system under study) [115], which differs from general SERS sampling
method, simply by adding analytes onto SERS-active substrates or directly mixing the target
solution with metal colloids [115–118]. The SHIERS ‘smart dust’ on the analyte surfaces was
demonstrated of practical use in a few interdisciplinary research fields, such as inspecting
pesticide residues on food and fruit, examining drug security and environment protection
accurately and rapidly, and characterizing biological structures.

Figure 8. A sketch showing the in-situ probing of biological structures by SHINERS. Reproduced with permission
from Nature 2010. [61, 62]
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5. Raman investigations of cluster systems

5.1. Raman scattering of gas-phase clusters

Raman spectroscopy can also provide essential vibrational information of clusters, although
only a few investigations have been published so far. For this study, coherent anti-Stokes
Raman spectroscopy (CARS) takes advantages of its excellent sensitivity as applied to
investigations of isolated water clusters [119–121], but the nonlinearity of CARS experiments
remains a challenge to the assignment of cluster sizes and structure identification. It is worth
mentioning that Raman activity of gas-phase clusters is associated with free-rotating especially
at high temperature, thus the internal rotational motions could largely differ from that obtained
by matrix-assisted vibrational spectroscopic measurements where the molecule/clusters could
be partially or wholly clamped. Among others, Otto et al. [122] reported a study of cold water
oligomers utilizing spontaneous Raman scattering (SRS) technique and revealed the vibra-
tional dynamics of water molecules, as shown in Figure 9. Analysis of Raman and IR activities
of the hydrogen bond-mediated water clusters seeded in rare-gas expansion molecule beam
provides insights into the excitonic OH oscillator coupling, as well as vivid information of
ultrafast intermolecular energy transfer (which was often suppressed in femtosecond experi-
ments for the condensed phase due to isotopic dilution). Such investigations from gas-phase
chemistry enable to determine weakened or intensified Fermi resonance between OH-
stretching and OH-bending motion of hydroxide radicals.

Figure 9. Raman and IR spectra of mixed D2O/rare gas expansions. Raman spectra were scaled to the same monomer
scattering intensity at the point of measurement in the respective blocks. Lower part: Raman spectra recorded using a
0.5 m monochromator. Basically, the clustering extent increases from bottom to top. Upper part: similar conditions but
recorded using a 1 m monochromator. The clustering extent increases from bottom to top. Reproduced with permis-
sion from Ref. [122].
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5.2. Raman scattering from monolayer-protected clusters

While expanded Raman investigations of gas-phase clusters remain a reasonable challenge,
there are several publications addressing the Raman activities of monolayer-protected clusters
(MPCs). Considering that the mid infrared region of the spectrum mainly reveals information
about the ligand structures (e.g., C─H, N─H, O─H bond etc.) and their interactions with the
metal core [123, 124], Raman spectroscopy actually has its advantages to identify low frequency
vibrational modes such as S-Au-S stretching, wagging, scissoring, rocking, and twisting. These
vibrations are expected to be weak in IR spectrum due to the low polarity (i.e., IR non-active)
but likely prominent in the Raman spectrum (i.e., Raman active) [125, 126]. Figure 10 presents
a typical example of Au38 and Au25 MPCs, where the vibrations of two clusters containing
monomeric (SR-Au-SR) and dimeric (SR-Au-SR-Au-SR) gold-thiolate staples in the metal-
ligand interface are addressed. Raman activities of these clusters at different charge state with
different protection ligands illustrated influences of cluster sizes and composition with respect
to the monomeric and dimeric moieties [127].

Figure 10. (A) Calculated (a) and experimental (b) Raman spectrum of the Au38(SCH3)24 and Au38(2-PET)24 cluster, re-
spectively. The experimental spectrum is cut off at 170 cm–1, the cutoff point of our optical filter. Radial and tangential
Au–S modes of the staples are schematically represented. Radial vibrations of the long staples are responsible for
bands with high intensity. Modes associated with the short staples (symmetric and antisymmetric stretching and tan-
gential vibrations) have lower Raman intensity. (B) RCF-corrected Raman spectra of the low-frequency region of
Au25(CamS)18 (a), Au25(2-PET)18

0 (b), and Au25(2-PET)18
– (c). The clusters were measured coated on a rotating glass slide.

Reproduced with permission from Ref. [127].

In addition to the small number of experimental Raman investigations of clusters, there are
vast theoretical studies relating to cluster systems [128–136]. For example, utilizing time-
dependent density functional theory (DFT) calculations, Chen et al. [137] conducted a detailed
Raman study of pyridine adsorbed on M@Au12 and M@Ag12 (M = Mo, W) clusters. They found
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that, the calculated Raman intensity of pyridine on M@Ag12 at charge transfer (CT) transition
excitations were twice as that for pyridine on M@Au12, as shown in Figure 11, and the energies
used for SERS excitations (in the region of 1.63–2.10 eV) were largely different from each other.
Calculated interactions between the core and shell produced varying and strong CT transitions
from the metal clusters to pyridine, which was demonstrated to be responsible for the altered
optical properties. Also found was that, the complexes of pyridine on silver-caged clusters are
largely tunable with the core compared to gold-caged clusters, providing insights to the silver
and gold clusters even at the same sizes.

Figure 11. Raman spectra with CT excitation of the (A) Mo@Au12-Py complex, (B) W@Au12-Py complex, (C) Mo@Ag12-
Py complex, and (D) W@Ag12-Py complex. Differential cross sections are in units of 10–30 cm2/sr and wavenumbers are
in cm–1. Spectra have been broadened by a Lorentzian having a width of 20 cm–1. Reproduced with permission from
Ref. [137].

Regarding to the interesting CT of silver cluster with small organic molecules, recently Chen
et al. [138] have given a study to the interactions between tetracyanoquinodimethane (TCNQ)
and two typical silver clusters Ag13 and Ag20, as shown in Figure 12. It was found that charge
transfer from silver clusters to TCNQ molecules initiates the Ag─N bond formation at
selective sites giving rise to different isomers of the Ag13-TCNQ and Ag20-TCNQ complexes.
From a spectroscopic analysis for the two CT complexes mainly on Raman and infrared
activities, vivid illustration of electron cloud interactions and the behavior of TCNQ adsorbed
on silver clusters was comprehensively demonstrated, along with frontier molecular orbital
(FMO) and natural bond orbital (NBO) patterns. The calculated Raman activity for a TCNQ
molecule of Ag20 was found consistent with experimental Raman measurement of TCNQ
molecules on single-crystal Ag(1 1 1) surface. Further efforts in this field regarding to clusters
and complex molecular aggregates are expected to clarify the charge-transfer interactions
within building blocks of granular materials [138–140].
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Figure 12. (Left) Raman spectra of TCNQ molecules. Calculated spectra of a free TCNQ molecule (blue, top) and sur-
face-adsorbing Ag13-TCNQ (purple) Ag20-TCNQ (green) complexes; and experimental spectra of TCNQ on Ag(1 1 1)
surface of silver single crystal (red).Interactions of tetracyanoquinodimethane with silver clusters Ag13 and Ag20 are
demonstrated by first-principles calculations and Raman/IR spectroscopy. (Right) Natural bond orbital (NBO) donor-
acceptor (overlap) interactions between N and Ag atoms in Ag (cluster)-TCNQ complexes.

6. Conclusions

In this chapter, Raman spectroscopy is demonstrated of importance in solving scientific issues
relating to molecule aggregates and cluster systems profiting from its spectral fingerprints by
which aggregation states, phase transition and cluster structures can be identified. Raman
theory for aggregated molecules is simply introduced based on molecular exciton theory and
Raman scattering enhancement at the formation of vibro-excitonic levels. Next, we summarize
the research advances toward both plasmon-free Raman and SERS systems, such as aggrega-
tion-enhanced Raman scattering (AERS), resonance Raman (RR) effect from aggregation,
magnetic-field trapped Raman scattering (MFTRS), shell-isolated nanoparticle-enhanced
Raman scattering (SHINERS), and Raman probes for aerosols, etc. With the development of
scientific instrumentation, the importance of Raman spectroscopy toward precise-sized
molecule aggregates and cluster systems will be more clearly embodied, enabling to step
toward interdisciplines of cluster science, molecular science, material science and surface
science.
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Abstract

Raman mapping is a noninvasive, label‐free technique with high chemical specificity
and  high  potential  to  become  a  leading  method  in  biological  and  biomedical
applications. As opposed to Raman spectroscopy, which provides discrete chemical
information  at  distinct  positions  within  the  sample,  Raman  mapping  provides
chemical  information  coupled  with  spatial  information.  The  laser  spot  scans  the
investigated sample area with a preset step size and acquires Raman spectra pixel by
pixel.  The Raman spectra are then discriminated from each other by chemometric
analysis, and the end result is a false color map, an image of the sample that contains
highly  precise  structural  and  chemical  information.  Raman  imaging  has  been
successfully used for label‐free investigations at cellular and subcellular level.  Cell
compartments, cell responses to drugs and different stages of the cell cycle from the
stem cell to the completely differentiated cell were successfully distinguished. This
technique is  also able  to differentiate  between healthy and cancer cells,  indicating
great potential for replacing conventional cancer detection tools with Raman detection
in the future.

Keywords: Raman spectroscopy, Raman mapping, Raman imaging, cells, tissues,
medical diagnosis, plants, algae

1. Introduction

1.1. Basic concept and working principle

Various techniques are being currently used for imaging of cells and tissues. Individually,
each technique is able to address some aspects of the system under study. For example,
optical microscopy is very often used for cell and tissue analysis; it is a cost‐effective method
which gives morphological information, but is unable to provide molecular and structural
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information. Electron microscopy and atomic force microscopy are high spatial resolution
techniques, able to image subcellular compartments; however, they lack chemical specificity.
In most cases, fluorescence microscopy, for example, confocal scanning fluorescence micro‐
scopy, is used for cellular visualization. Fluorescence microscopy requires fluorescent labels
specifically bound to the substrate under study. Subcellular structures can be visualized, but
since each fluorescent label is excited by a different wavelength, the number of structures
that can be visualized is limited. The need to introduce fluorophores and their limited sta‐
bility and photo bleaching are drawbacks of using confocal microscopy. Nonetheless, the
technique is  largely  used for  cell  imaging and imaging of  cellular  uptake of  micro and
nanoparticles. There is great need for techniques that provide chemically specific informa‐
tion coupled to spatial information for the visualization of, for example, cellular uptake and
localization of biologically active molecules, cellular transport pathways, molecular changes
in cancer vs healthy tissues, etc.

Raman mapping (Raman imaging, Raman scanning or Raman micro‐spectroscopy) has recent‐
ly become an emerging imaging technique in biological and biomedical research and applica‐
tions. The Raman effect is based on inelastic scattering of photons when electromagnetic waves
interact with atoms or molecules. The small fraction of incident photons scattered inelastically
have different frequencies compared to the incident photons. The phenomenon is called Ram‐
an scattering, and the difference in frequency between the incident photons and scattered pho‐
tons is the so‐called Raman shift (cm−1). The Raman shift is related to the vibrational levels of
each specific molecule, being used as a fingerprint for molecular identification [1].

In contrast to Raman spectroscopy, which provides discrete chemical information at distinct
positions within the sample, Raman mapping provides chemical information coupled with
spatial information [2]. Raman mapping is a noninvasive, label‐free technique, with high
chemical specificity. In Raman mapping, the laser spot scans the investigated sample area with
a preset step size and acquires Raman spectra at every set point. The Raman spectra are then
discriminated from each other by chemometric analysis, and the end result is an image of the
sample that contains highly precise structural and chemical information. Excitation wave‐
lengths in the visible and near‐infrared range give high spatial resolution (<1 μm), making
Raman spectroscopy combined with microscopy an ideal tool for biological samples imaging,
and especially for cell and tissue imaging. In this latter case, Raman mapping has important
advantages over conventional biological assays: it is a rapid, noninvasive, label‐free technique,
which does not damage the cells if using suitable laser wavelengths and power.

1.2. Instrumentation and data analysis

The most important parameters to ensure the success of a Raman imaging measurement on
biological samples are the wavelength and power of the laser, the resolution of the images, and
the sample preparation and fixation. The intensity of the scattered radiation is proportional to
the wavelength at the power of −4 (~λ− 4), meaning that shorter (blue) wavelengths are scattered
more strongly than longer (red) wavelengths. Thus, shorter wavelengths generate more
photons scattered inelastically, giving thus higher Raman intensities. However, shorter
wavelengths typically lead to stronger auto‐fluorescence from the samples, which can mask
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the Raman signal arising from the molecules of interest. Therefore, a compromise is needed.
Hamada et al. studied the influence of 488, 514.5, 532 and 632.8 nm laser excitation wavelengths
on the Raman signal yield and background signal for the imaging of living cells [3]. The authors
found that the 532 nm excitation is a good compromise between Raman signal intensity and
auto‐fluorescence background because it generates strong Raman scattering signals and
suppresses auto‐fluorescence. Photodamage caused by light absorption of the biological
samples is another important parameter to be considered for choosing the appropriate laser
excitation. Puppels et al. [4] found that a 660 nm laser induces no photodamage to cells and
chromosomes compared to the 514.5 nm (visible) laser. Even though Raman scattering
efficiency decreases with increasing wavelength, recent advances in the design of Raman
spectrometers with high optical throughput and highly sensitive CCD (charge‐coupled device)
detectors allow measuring spectra and obtaining reasonably high signal strength. Notingher
et al. used a 785 nm laser for their measurements on live cells and tissues [5–7]. In one study,
they compared the 488, 514 and 785 nm lasers with respect to photodamage of cells and found
that the 488 and 514 nm lasers induce photodegradation and reduce the number of living cells;
with the 785 laser, cell degradation and auto‐fluorescence were low and the signal intensity
was reasonably high [8]. Even though going higher than 785 nm (e.g., 1064 nm) in the laser
wavelength would decrease the photodamage of the cells, it would also dramatically decrease
the Raman scattering efficiency. The recent literature mentions mostly the use of 785 and 532 
nm lasers for cellular mapping [6, 9]. However, when using near‐infrared (NIR) lasers for
Raman excitation, cooled deep depletion back‐illuminated CCD detectors are preferred [6]
instead of standard back‐illuminated, visible‐optimized CCDs, because of their higher
quantum efficiencies (QE) in the near‐infrared (NIR) spectral region (up to 95% with the new
Low Dark Current Deep‐Depletion (LDC‐DD) Technology.

In some cases, for samples that cannot be detected by regular Raman scattering, signal
enhancement can be induced. In some situations, it is possible to obtain resonance Raman
effects. Such effects take place when the laser excitation wavelength overlaps with the absorp‐
tion band of the molecules due to electronic transitions, and this can lead to increase the Raman
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Consequently, Raman imaging of a resonant molecule can be significantly improved by
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example, cytochrome C absorbs light at around 520 nm and shows a strong resonance Raman
effect when analyzed using a 532 nm laser. This property can be used to image its intracellular
distribution. Other examples of molecules that can benefit from strong Raman resonance
effects are the carotenoids, chlorophylls, vitamin B12 and heme proteins [3, 10].

Another way to obtain signal enhancement in Raman spectroscopy is to use surface‐enhanced
Raman spectroscopy (SERS) or coherent anti‐Stokes Raman scattering (CARS). In SERS, it is
possible to reach high enhancements of the Raman intensity (by a factor of 107 or more) when
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the difference in frequency between the pump and the Stoke lasers is tuned to the exact value
of a vibrational frequency within the sample, strong enhancements of the CARS signal can
occur [1].

The instrumental resolution is very important for cell and tissue mapping, in order to be able
to image cellular and subcellular structures. The lateral resolution is limited by the wavelength
of the laser and the numerical aperture of the objective used for the experiment, while the axial
resolution is given by the instrument aperture (slit or pinhole) and the refractive index of the
immersion medium. Currently available Raman spectrometers can go down to 200 nm for the
lateral resolution and 500 nm for the axial resolution [2].

Cells and tissues could be fixed on specific substrates for usage over longer periods of time.
The most important requirements for a substrate suitable for Raman imaging are as follows:
(a) transparency in the visible and near‐infrared region of the light spectrum; (b) low back‐
ground signal to avoid overlapping with the Raman signals from the sample; and (c) suitability
for cell culture growth or tissue fixation. Calcium and magnesium fluoride (CaF2 and MgF2)
and quartz are the preferred substrates for Raman imaging. Glass and plastic substrates are
not recommended because of high background signals [2, 12]. Zinc selenide (ZnSe) has the
disadvantage of weak cell adherence [12]. A variety of cell fixation methods has been so far
reported can be used: paraformaldehyde, methanol, methanol:acetone, formalin, air‐drying
and cytocentrifugation [2, 6, 13]. For live cell imaging, special instrument setups, in which cells
are confined in a sterile chamber and kept at 37°C and a 5% CO2 atmosphere to ensure viability
[14, 15], have been reported.

After taking the pixel‐by‐pixel Raman spectra, the raw dataset needs to be processed in order
to identify the key molecules in the sample and based on their spectral fingerprint, to generate
the false color Raman images. Since no label is used, the pixel‐to‐pixel spectral variations are
small and multivariate methods of analysis need to be employed to get the Raman images from
the dataset. Several approaches are currently used: principal component analysis (PCA), self‐
modeling curve resolution (SMCR), K‐means cluster analysis (KMCA), hierarchical cluster
analysis (HCA), divisive correlation cluster analysis (DCCA), vertex component analysis
(VCA), fuzzy C‐means cluster analysis (FCCA) and linear discriminant analysis (LDA) [6, 16–
20].

Here we aim to highlight the recent advances of Raman mapping and provide an overview on
its emerging applications, which range from single cell and tissue imaging to medical diag‐
nosis, including cancer detection. Some applications that will be discussed include:

• Stem cell research, especially stem cell differentiation [6, 21–23]

• Single cell and microorganism imaging [2, 18, 24, 25], including evidentiation of subcellular
compartments [23]

• Identification of cell cycle phase [26]

• Monitoring of cell death [27, 28]

• Cellular responses to drugs [9]
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• Imaging of intracellular localization of bioactive molecules and drug carriers such as
colloidal nanostructures, liposomes and polymeric particles [2, 29, 30]

• Imaging of tissue physiology [31, 32]

• Medical diagnosis, including cancer detection based on the capacity of Raman mapping to
detect molecular changes in cells, tissues or biofluids, that are either the cause or the effect
of diseases [7, 33, 34]

• Intraoperative detection of tumor margins [7, 35]

• Cancer detection based on the ability to discriminate between normal and cancer cells [36]

2. Raman mapping for cell imaging

Several Raman peaks are used as fingerprints for the intracellular identification of nucleic
acids, proteins and lipid‐rich structures. In terms of chemical information, the richest part in
a Raman spectrum is the region below 1800 cm−1, also called the fingerprint region. Some
representative Raman bands from the fingerprint region, characteristic for nucleic acids,
proteins and lipids, are given in Table 1 [6, 37, 38]. The region between 1800 and 2800 cm−1 is
the so‐called silent region, since no Raman cellular vibrations arising from functional groups
appear in this region, excepting triple‐bond vibrations. Finally, the high‐frequency region
above 2800 cm−1 is dominated by C–H stretching vibrations (CH, CH2, CH3).

Stem cells are attractive to be studied in the biomedical field because they have the ability to
differentiate into any cell phenotype, and they can proliferate indefinitely [39]. Differentiation
of stem cells could be used in stem cell therapy and tissue engineering. The differentiation
process of stem cells needs identification of specific markers; currently, this involves the use
of immunolabeling or fluorescence. Both methods have the disadvantage of being invasive. In
contrast, using Raman‐specific intrinsic fingerprints would be advantageous, being noninva‐
sive, nonlabeling approach, and able to provide accurate and highly specific information. The
method would be suitable also for cells that lack specific markers for separation by conven‐
tional means [21] such as cardiomyocytes.

The intracellular distribution and concentration of nucleic acids were used by Ghita et al. [6]
to distinguish between undifferentiated and differentiated stem cells, more precisely from
undifferentiated neural stem cells and the glial cells derived from them. They manage to
differentiate with 89.4% sensitivity and 96.4% specificity. The spectral fingerprint of the nu‐
cleic acid backbone was used to detect DNA‐ and RNA‐rich regions. The Raman spectrum
of β‐DNA shows a strong band at 788 cm−1 and a shoulder at 835 cm−1, characteristic to the
symmetric O‐P‐O stretching vibrations of the phosphate groups and to the asymmetric O‐P‐
O vibrations, respectively. In case of RNA, the symmetric O‐P‐O vibrations appear shifted to
813 cm−1, while the shoulder corresponding to the asymmetric O‐P‐O stretching disappears.
Based on the spectral differences between DNA and RNA, it was found that undifferentiat‐
ed neural cells have higher concentration of nucleic acids compared to glial cells. The Ram‐
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an band at 813 cm−1 was the indicator of the differentiation status, and this allowed
distinguishing between the two cell types. Undifferentiated neural stem cells have high con‐
centration of RNA in the cytoplasm (as high as 4 mg/ml), while below the instrument detec‐
tion limit (<1 mg/ml) in the glial cells. Based on Raman mapping, it was possible to image
RNA‐ and DNA‐rich structures in the stem cells. The RNA‐rich structures, representing the
stem cells cytoplasm, were imaged using the 813 cm−1 Raman band, and the DNA‐rich part
related to the stem cells nucleus was imaged using the 788 cm−1 Raman band. Similar results
were reported by the same research group regarding the differentiation status of embryonic
stem cells [22]. The differentiated cells had 75% less RNA, as monitored by the decrease in
intensity of the 813 cm−1 peak. Basically, most prominent Raman peaks of embryonic stem
cells are the ones of proteins (amide I band at 1660 cm−1, amide III at 1200–1300 cm−1, 1005 
cm−1 vibration of phenylalanine and C=C stretching at 938 cm−1) and nucleic acids. Dental
follicle mesenchymal stem cells were also imaged using Raman mapping; several compo‐

Raman peak position (cm−1) Assignments
Nucleic acid bands

684 Guanine ring breathing
729 Adenine ring breathing
751 Thymine ring breathing
782 Uracil ring breathing
785 Cytosine ring breathing
788 Symmetric O‐P‐O stretching in β‐strands DNA
835 Asymmetric O‐P‐O stretching in β‐strands DNA
813 Symmetric O‐P‐O stretching in RNA and α‐strands DNA
1095–1098 O‐P‐O vibrations (DNA, RNA)

Protein bands
938 Backbone C=C stretching
1005 Phenylalanine symmetric ring breathing
1033 Phenylalanine in plane C–H vibrations
1200–1300 Amide III band (CH, NH deformations)
1655–1662 Amide I (C=O stretching)

Lipid bands
980 =C–H bending
1093 C–C stretching
1257 =C–H bending
1450 C–H deformation
1658 C=C stretching

Table 1. Some of the most representative Raman peaks for nucleic acids, proteins and lipids in cells.
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nents, and especially a high concentration of cytoplasmic RNA, were found to be a good
indicator to the undifferentiated status of the cells [40].

Raman mapping was also used inside a bioreactor culture system, where human embryonic
stem cells were grown and differentiated into cardiomyocytes [41]. The purpose was to monitor
the cardiac differentiation of the embryonic bodies. The Raman maps were compared with
immunofluorescence imaging. A positive correlation was found between Raman bands at 1340,
1083, 937, 858, 577 and 482 cm−1 and the expression of the α‐actinin protein in the differentiated
cardiomyocytes. Konorov et al. [26] obtained information on the cell cycle phase of human
embryonic stem cells. The 783 cm−1 DNA band from a large number of cell nuclei was used as
indicator of the cell cycle phase. The results were corrected for the RNA contribution at 811 
cm−1. As such, the authors were able to get information on the state of division of the embryonic
stem cells by quantifying the DNA and RNA peaks from the Raman spectra and obtained
Raman intensities similar to the fluorescence intensities of flow cytometry.

In another study, Pascut et al. [42] obtained 97% specificity and 96% sensitivity in differenti‐
ating the cardiomyocytes derived from human embryonic stem cells. The main spectral
features that allowed the discrimination of cardiomyocytes were attributed to glycogen and
myofibrils. The results were correlated with the immunofluorescence staining, and a good
correlation was observed. The same authors investigated the potential for developing Raman‐
activated cell sorting of individual cells [43]. Hashimoto et al. [44] got information on osteoblast
differentiation and mineralization mechanisms by monitoring fluctuations in the cytochrome
C concentration. The above preliminary studies suggest that Raman spectroscopy has a great
potential to become a leading method for stem cells investigation.

Raman mapping can be used as a tool to obtain molecular fingerprint information from
different subcellular compartments. Based on their distinct chemical features, nucleus and
cytoplasm and also other cellular organelles can be imaged. For example, in their study on
follicle mesenchymal stem cells, Leopold et al. [40] were able to image the cell nucleus based
on the 785 cm−1 band characteristic for the DNA O‐P‐O vibrations. Lipid characteristic peaks,
such as the 1446 cm−1 peak characteristic to CH2 vibrations, made it possible to highlight the
smooth endoplasmic reticulum in the Raman images, which is known to be the source of
intracellular lipid synthesis. Based on characteristic Raman vibrational peaks of lipids, proteins
and nucleic acids, Krafft et al. [45] were able to reconstruct the main cellular components: the
nucleus, the contour of the cell and the organelles. They focused mostly on the 2800–3000 cm
−1 region, where CH2 and CH3 vibrations from proteins, lipids and nucleic acids are present.
In both studies, the cellular organelle identification was carried out based on the score plots
obtained from the principal component analysis. From the score plots, false color Raman maps
were generated, highlighting the subcellular compartments. Raman images of subcellular
organelles were also reported by Krauß et al. [23]. The authors have also correlated well their
results with fluorescence microscopy.

Cytochrome C, protein and lipid‐rich structures were evidenced in different Raman images
on HeLa cells [3] by irradiating the cells with 488, 514, 532 and 633 nm lasers. The HeLa cells
gave Raman spectra with peaks at 1000 cm−1 (breathing of phenylalanine), 1451, 2850, 2885,
2935 cm−1 (CH2 deformation, CH2 and CH3 stretching) and 1660 cm−1 (amide I bands mode of
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peptide bonds). When irradiated with the 532 nm laser, resonant peaks at 753, 1127, 1314 and
1583, characteristic to cytochrome C, were obtained. Raman images highlighting the Cyto‐
chrome C, protein β‐sheets and lipids were created using the 753 cm−1 peak (pyrrole ring of
cytochrome C), the 1686 cm−1 peak (amide I vibration of peptide bond in protein) and the
2852 cm−1 peak (CH2 stretching vibration of hydrocarbon chain of lipids). Since cytochrome C
is essential for the electron transfer in mitochondria, the Raman images of cytochrome C should
also point out the distribution of mitochondria in the cell. In addition, Raman spectra from the
nuclei showed no resonance, being similar for all excitation wavelengths. Matthäus et al. [46]
reported on obtaining Raman maps pointing out the location of different cellular structures in
HeLa cells, with emphasis on mitochondria. They performed hierarchical cluster analysis and
found localization of mitochondria in the perinuclear region, which was supported by
correlation with fluorescence maps.

In some cases, Raman imaging requires the use of tags. This happens when molecules cannot
be detected by regular Raman scattering, either because they are in very low amounts, or
because their Raman signal overlaps with other compounds and cannot be distinguished
clearly. There are two approaches for using tags for Raman imaging: (a) using surface‐
enhanced Raman scattering, which implies binding of tags onto the plasmonic nanoparticles
surface that can be further used for intracellular identification of analytes [47–50], and (b)
taking advantage of the silent region in the Raman spectra of cells between 1800 and 2800 cm
−1. In this region, most of the biologically active molecules show no Raman vibrations, so
functional molecules with Raman fingerprint in this region could be useful as tags for detection
of molecules, which do not give clearly distinguishable Raman peaks in the intracellular
medium. This also has the advantage of avoiding the overlap with any endogeneous molecules.
Tags suitable for the silent region detection are alkynes, azides, deuterium and nitrile.
Palonpon et al. [10] utilized alkyne‐tagged EdU (5‐ethynil‐2‐deoxyuridine), for the detection
of DNA accumulation and synthesis in cells. EdU is rapidly incorporated in the DNA during
the replication process, accumulates in the nucleus and is thus suitable for acquiring informa‐
tion about DNA synthesis in cells.

Silver nanoparticles (AgNPs) prepared by reduction with hydroxylamine according to the
Leopold and Lendl method [51] were used for mapping sub‐membrane hemoglobin in
erythrocytes (red blood cells) [52]. Erythrocytes contain cytosolic and sub‐membrane hemo‐
globin. Although hemoglobin exhibits strong Raman scattering, Raman spectra of erythrocytes
generally have mostly contribution from cytosolic hemoglobin, since the sub‐membrane
hemoglobin is negligible in amount. To trace this sub‐membrane hemoglobin, the authors used
SERS‐active AgNPs that were internalized in the cells and accumulated in the cell membrane.
SERS images showed the erythrocytes that come in contact with the AgNPs. Lee et al. [53] used
SERS to detect different human breast cancer cell lines phenotypes and to quantify the proteins
on the cell surface. For the purpose of SERS enhancement, silica‐encapsulated hollow gold
nanospheres conjugated with specific antibodies were used. The expression of epidermal
growth factor (EGF), ErbB2 and insulin‐like growth factor‐1 (IGF‐1) receptors was determined
in the MDA‐MB‐468, KPL4 and SK‐BR‐3 cell lines by SERS mapping. Different distributions
of growth factors were clearly identified and distinguished from their corresponding SERS
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mapping images. Taking advantage on the characteristic wave number of the carbonyl group
vibration that lies within the silent region of the Raman spectra, Kong et al. [54] developed
osmium carbonyl clusters for cancer cell imaging. The clusters were conjugated with PEG‐
coated AuNPs and further functionalized with antibody for epidermal growth factor receptors
(anti‐EGFR). AuNPs were used for carbon monoxide Raman signal enhancement, while
functionalization with antibody was needed since the EGFR is highly expressed in many cancer
cell lines. Both EGFR‐positive and EGFR‐negative cancer cells were used. The nanoparticle
conjugates were imaged after cellular uptake based on the CO absorption signal at 2030 cm−1,
and the results showed the specificity and efficient targeting of CO‐nanoparticle conjugates to
EGFR‐positive cells.

For toxicology studies, it is important to be able to distinguish between healthy and apoptotic
cells and also to gain information on the molecular changes associated with apoptosis. Zoladek
et al. [28] used Raman imaging for understanding changes associated with apoptosis in the
MDA‐MB‐231 human breast cancer cells. Cells were exposed to the apoptotic drug etoposide,
and Raman spectra were recorded 2, 4 and 6 h after exposure. An 1.5‐fold increase in the DNA
content was observed after 6 h, and the change was assigned to DNA condensation. The most
drastic change was in the lipid profile; a high concentration in membrane phospholipids and
unsaturated non‐membrane lipids was observed in apoptotic cells. The Raman images of the
lipidic areas of the cells were generated based on the 1005 and 1659 cm−1 peaks ratio. The
1005 cm−1 peak with contribution from phenylalanine is not affected by etoposide exposure,
while the 1659 cm−1 C=C stretching vibrations from lipids show strong increase upon etoposide
exposure, indicating an increased degree of unsaturation of lipids for the apoptotic cells. Okada
et al. [55] used resonant Raman scattering for imaging the intracellular distribution of cyto‐
chrome C and observing dynamic changes of its 750 cm−1 band associated with cell apoptosis.

The cellular uptake of nanoparticles and drugs and the cellular responses to drugs are
important aspects to be investigated for molecular biomedical applications. Cellular uptake
and localization of polyethylene glycol‐coated gold nanoparticles in human prostate cancer
cells (LNCaP Pro 5) were visualized based on their photoluminescence peak (180–1800 cm−1).
In the Raman images of LNCaP Pro 5 cells with AuNPs internalized, cell nucleus and nucleoli
are visible, as well as spots generated from the photoluminescence peak of AuNPs. The
nanoparticles are located at different positions inside the cells, depending on the time elapsed
from exposure. Two hours after exposure, the AuNPs are located in the cell membrane, 12 h
after they are located in the cytoplasm, and after 24 h, AuNPs are imaged in the perinuclear
region [29].

3. Raman mapping for tissue imaging and medical diagnosis

There is clear indication that Raman spectroscopy could provide insights into drug targeting
mechanisms and could be used for detection of metabolic interactions of drugs with cancer
cells. In their attempt to detect physiologically relevant cellular responses to drugs, El‐
Mashtoly et al. [9] used Raman imaging to quantify the effect of the epidermal growth factor
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inhibitor panitumumab on colon cancer cells expressing Kirsten‐ras mutations (oncogenic and
wild‐type). It is known that oncogenic K‐ras mutations block the response to anti‐epidermal
growth factor therapy such as panitumumab, while cells expressing wild‐type mutations
respond to the treatment; all these facts were nicely confirmed by the Raman mapping results.
The authors used hierarchical cluster analysis on the 700–1800 cm−1 and 2800–3050 cm−1 regions
for the identification of subcellular components such as cellular membrane, cytoplasm, nucleus
and lipid droplets. They found that the oncogenic mutated K‐ras cells showed no response to
the drug, while the wild‐type mutated cells have strong cellular responses to panitumumab
treatment, as demonstrated by Raman intensity changes and wave number shifts. The
panitumumab‐induced changes are strongest on the lipid droplets, suggesting that lipid
droplets might play a crucial role in anticancer therapy. The results were confirmed by
fluorescence spectroscopy. In another work, El‐Mashtoly et al. [30] were able to image the
spatial distribution of the erlotinib, another inhibitor of the epidermal growth factor receptor,
in colon adenocarcinoma cells upon 12 h of incubating the cells with 100 μM erlotinib solution.
Normally, erlotinib cannot be detected by Raman spectroscopy at 100 μM concentrations,
which basically implies that its intracellular level was higher due to most likely concentration
of the drug in the cell. The authors used the C=C alkyne vibration from the silent region of the
Raman spectrum (2085–2140 cm−1) to image the erlotinib distribution and found that the drug
was mostly concentrated at the cell borders.

Cells, tissues and bio‐fluids can be imaged by Raman micro‐spectroscopy. Based on the
hypothesis that molecular changes associated with different diseases can be quantified by
Raman spectroscopy, the method has been used in medical research and diagnosis during the
last years. On one hand, in vitro and in vivo analysis of tissue is important to be able to
distinguish between healthy and tumor cells, and on the other hand, in the medical diagnostics
field, there is imperative need for research directed toward identifying noninvasive methods
for tumor analysis and toward determining the exact tumor margins. There are several papers
reporting the use of Raman spectroscopy and imaging in these directions. Present research still
requires comparison with conventionally used staining methods used in histopathology. The
gold standard method for tumor pathology and classification is the hematoxylin and eosin
(H&E) staining. As opposed to the H&E which involves tissue staining and fixation, Raman
micro‐spectroscopy is a nondestructive, nonlabeling method. Also, histopathology cannot be
used intraoperatively as it requires long incubation times. NIR and the visible 532 nm laser are
reported for tissue imaging related to cancer research [7, 30].

The major drawback of Raman technique that limits its application in the medical field is the
low efficiency of the inelastic scattering process. Different strategies have been developed to
overcome this difficulty, based on, for example: (a) using nonlinear imaging modes such as
CARS; (b) acquiring selective sampling of the analyzed probe (e.g., tissue auto‐fluorescence
can be used to determine the characteristics of the tissue sample and to further use the
information to prioritize the sampling points for Raman spectroscopy); (c) multimodal
integration of Raman with other techniques such as auto‐fluorescence; (d) use of fiber‐optic
probes for hand held instruments; and (e) use of plasmonic metallic nanoparticles suitable for
surface‐enhanced Raman scattering.
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was mostly concentrated at the cell borders.

Cells, tissues and bio‐fluids can be imaged by Raman micro‐spectroscopy. Based on the
hypothesis that molecular changes associated with different diseases can be quantified by
Raman spectroscopy, the method has been used in medical research and diagnosis during the
last years. On one hand, in vitro and in vivo analysis of tissue is important to be able to
distinguish between healthy and tumor cells, and on the other hand, in the medical diagnostics
field, there is imperative need for research directed toward identifying noninvasive methods
for tumor analysis and toward determining the exact tumor margins. There are several papers
reporting the use of Raman spectroscopy and imaging in these directions. Present research still
requires comparison with conventionally used staining methods used in histopathology. The
gold standard method for tumor pathology and classification is the hematoxylin and eosin
(H&E) staining. As opposed to the H&E which involves tissue staining and fixation, Raman
micro‐spectroscopy is a nondestructive, nonlabeling method. Also, histopathology cannot be
used intraoperatively as it requires long incubation times. NIR and the visible 532 nm laser are
reported for tissue imaging related to cancer research [7, 30].

The major drawback of Raman technique that limits its application in the medical field is the
low efficiency of the inelastic scattering process. Different strategies have been developed to
overcome this difficulty, based on, for example: (a) using nonlinear imaging modes such as
CARS; (b) acquiring selective sampling of the analyzed probe (e.g., tissue auto‐fluorescence
can be used to determine the characteristics of the tissue sample and to further use the
information to prioritize the sampling points for Raman spectroscopy); (c) multimodal
integration of Raman with other techniques such as auto‐fluorescence; (d) use of fiber‐optic
probes for hand held instruments; and (e) use of plasmonic metallic nanoparticles suitable for
surface‐enhanced Raman scattering.
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In vivo and in vitro cancer diagnosis based on Raman imaging was so far focused on brain,
breast, lung, skin, prostate, colorectal, esophagus and bone cancer [33]. The group of Notingher
et al. are pioneers in using Raman imaging for tumor diagnosis, in particular for detecting
tumor margins. Multimodal spectral imaging, combining auto‐fluorescence imaging and
Raman micro‐spectroscopy, was used [34, 35, 56] to distinguish between healthy and cancer
cells in different carcinoma tissues during intraoperative or postoperative evaluations, for the
purpose of accurately detecting the tumor margins. Multimodal spectral imaging is required
to reduce the acquisition times needed for raster scanning. Instead of raster scanning the
sample, selective sampling is achieved based on integrating collagen auto‐fluorescence
imaging with Raman imaging. First auto‐fluorescence images are used to determine the
features of the tissue, and then, the information is used to prioritize and decide the sampling
points for Raman spectroscopy. The tissue areas with auto‐fluorescence are those containing
collagen and are thus identified as healthy dermis and excluded from the Raman measure‐
ments. In this way, a dramatic decrease in the acquisition time is achieved: autofluorescence
Raman typically requires ~100‐fold fewer Raman spectra compared to raster scanning [35].
The high speed of fluorescence imaging relies on the capability to image large tissue area, in
contrast to Raman imaging, which requires a pixel‐by‐pixel readout. For example, an inte‐
grated system based on Raman scattering and auto‐fluorescence imaging was used by Kong
et al. [35] to diagnose basal cell carcinoma tumor margins during tissue‐conserving surgery.
The major challenge in tissue‐conserving surgery is to completely remove the tumor, with
minimal loss of healthy tissue. Auto‐fluorescence images were necessary in order to prioritize
the sampling points for Raman. By using k‐means cluster analysis and comparing the images
obtained from clustering with the histopathology images, it was possible to diagnose the tumor
with 100% sensitivity and 92% specificity. As such, it was possible to assign tissue areas
corresponding to the tumor, epidermis, dermis, fat, inflamed dermis, sebaceous gland and
muscles. The tumor areas show more intense DNA peaks at 788 and 1098 cm−1 compared to
healthy tissue. The spectra of the dermis were characterized by collagen‐specific peaks at 851
and 950 cm−1. It was possible to achieve shorter diagnosis times than those required by
histopathology.

Selective sampling for intraoperative diagnosis during the breast cancer conserving surgery
leads to a diagnosis of mammary ductal carcinoma with 95.6% sensitivity and 96.2% specificity
[56]. As in the study above, discrimination between healthy and tumor areas was based on
increased concentrations of nucleic acids (bands at 788, 1098 cm−1) and decreased levels of
collagen and fats (851 and 950 cm−1 bands) in the tumor regions. Tissues from 60 patients were
deposited on MgF2 plates; 20 μm tissue sections were sampled and analyzed by Raman micro‐
spectroscopy, and adjacent sections of 70 μm were stained with H&E. To reduce acquisition
times needed for raster scanning, selective sampling was achieved based on integrated auto‐
fluorescence imaging and Raman. This procedure is also known as multimodal spectral
histopathology. By comparing the Raman images obtained from the k‐means cluster analysis
with the ones obtained from H&E staining, the tumor vs healthy breast tissue assignment was
successfully carried out. The images from the tumor regions showed large number of cells with
enlarged nuclei. Compared to regular raster scanning Raman that would require 10,000 
spectra/mm2 and 5 h analysis time, the multimodal spectral imaging drastically reduces the
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analysis time by reducing the number of Raman spectra acquired to 20 spectra/mm2, which
needs 17 min for reaching diagnosis. In a recent study [7], the same group reported on face
and neck basal cell carcinoma analysis by selective sampling Raman with 95.3% sensitivity
and 94.6% specificity. The results are promising; the method can significantly decrease the
diagnosis time. However, it requires strong computing power for the calculations needed after
measurement of each Raman spectrum, and this can still be considered a drawback.

Cancer and pre‐cancer cells, erythrocytes and lymphocytes were successfully assigned to colon
cancer tissue sections by combining Raman imaging with histopathology (H&E staining) and
with immunohistochemistry [13]. Hierarchical cluster analysis was used in the spectral region
700–1800 cm−1 and 2600–3100 cm−1. The tumor protein p53 is normally highly expressed in
cancer and pre‐cancer cells because it is a tumor suppresser. The possibility of obtaining Raman
imaging of tumor and pre‐tumor cells by highlighting p53 active areas was confirmed. By
comparing the obtained false color Raman maps with the images given by the anti‐p53
immunohistochemical stained image, it was found that the sample auto‐fluorescence matches
the fluorescence from the anti‐p53 stained tissue, proving that the Raman imaging can be used
for assigning the p53 active areas of the tissues. The p53 active areas represent more specifically
the cancer cell nuclei.

Using SERS‐active nanoparticles for intraoperative detection of tumor margins is another
promising direction of research in Raman imaging. With this purpose in mind, Wang et al.
[48] developed multi‐receptor‐targeted SERS‐active nanoparticles that are topically applied
at the surface of tissues excised during breast cancer lumpectomy and that enable quantita‐
tive molecular phenotyping at the tumor surface for the purpose of diagnosis. The nanopar‐
ticles are tagged with multiple antibodies to achieve as high accuracy as possible and to be
able to eliminate influence of nonspecific binding of the nanoparticles. Bovin serum albumin
(BSA) was also used to limit nonspecific accumulation of nanoparticles within cells. Anti‐
bodies for the epidermal growth factor receptor (EGFR) or the human epidermal growth
factor receptor 2 (HER2) and a negative control antibody were conjugated to the nanoparti‐
cle surface; a fluorophore was also used to conduct flow cytometry for result confirmation.
By targeting the SERS‐active nanoparticles to various tumor biomarkers simultaneously and
recording the SERS spectra, followed by computational demultiplexing to determine the rel‐
ative concentrations of the individual SERS nanoparticles, it is possible to detect residual
tumors at the surgical margins. The results of the study demonstrated the ability to perform
successful Raman imaging on the tissues and to accurately quantify relative tumor biomark‐
er expression levels (high levels of HER2 expression were found, characteristic for breast
tumors), in less than 15 min.

4. Raman mapping in plant and algae research

There is a growing interest in getting a more comprehensive understanding of the chemical
composition of various plant tissues. Investigations on structural aspects of plant cell wall
components, on the chemistry of plant metabolites and relevant plant molecules, are feasible
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using Raman mapping. NIR‐FT Raman is suitable for imaging of large plant structures such
as leaves, seeds and fruits, while the higher resolution visible lasers allow investigation of
smaller plant structures.

For example, using the 633 nm laser, it was possible to image the distribution of cell wall
components such as cellulose and lignin in a 55‐year‐old black spruce wood (Picea mariana)
[57]. Raman images of cellulose and lignin were accurately generated. Cellulose gives three
distinct peaks at 380, 1098 and 2900 cm−1, whereas lignin has two overlapping bands at 1600
and 1650 cm−1. The distribution of lignin was generated using both the 1600 and 1650 cm−1

bands, while the cellulose distribution maps were found to be most reliable when generated
using the 2900 cm−1 band which has contribution from lignin alone, without other chemical
interferences. Lignin‐to‐cellulose ratio was also determined, and it was found to differ in
different areas of the plant cell wall. Because the 1650 cm−1 line had as well contribution from
coniferaldehyde and coniferalcohol, it was possible to also image the coniferaldehyde and
coniferalcohol distribution, which followed that of lignin. Sun et al. [58] have also used Raman
mapping to get information on the lignin and cellulose polymers distribution and composi‐
tion in Eucalyptus globulus and corn stover. They have imaged the lignin and cellulose within
different areas on the plant cell walls, from the epidermis to the pith area. Based on the Raman
spectral fingerprints, significant compositional differences between Eucalyptus globulus and
corn stover were observed, but also between different types of cells within the same plant.
Schmidt et al. [59] acquired sub‐micrometer lateral resolution Raman images of Arabidopsis
thaliana stem cross sections using the visible 532 nm laser and obtained information on the
spatial distributions of cell wall polymers. As such, the distribution of carbohydrates (mainly
cellulose) and lignin was obtained. The spatial distribution of polymers was obtained by
integrating the C–H intensities between 2820–2935 cm−1 for cellulose and 1550–1700 cm−1 for
lignin. Intense cellulose signals were identified within the secondary walls, whereas lignin was
mainly found in the cell corners and in very little amounts in the secondary walls. However,
since lignin distribution was not homogeneous, some secondary walls were strongly lignified
(ensuring waterproofing). Richter et al. [60] took images from different tissues at different
positions within the leaf of Phormium tenax and managed to visualize (using the 532 nm laser
line) pectin and lignin distribution and to determine the cellulose microfibril angle on the cell
walls.

Carotenoids are another promising class of compounds that can be analyzed and imaged
through Raman mapping. They are organic pigments, conjugated double bond chains found
in plants and other photosynthetic organisms, including bacteria and fungi. Carotenoids have
important physiological roles, making them important molecules in plant biology, food science
and pharmacology. In plants and algae, carotenoids protect from photodamage and absorb
energy to be used in photosynthesis, whereas in human body they are potent antioxidants,
and some of them are vitamin A precursors. The human body is unable to synthesize carote‐
noids, so they must be introduced through the diet, from carotenoid‐rich foods (e.g., carrots,
tomato, maize, kiwi, cucumber, spinach, broccoli, etc). Information about carotenoid distri‐
bution in different plants and plant tissues is limited. Brackmann et al. [61] used coherent anti‐
Stokes Raman scattering (CARS) to gain information on β‐carotene distribution in sweet
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potato, carrot and mango. The β‐carotene distribution was probed using the C=C vibrational
peaks at 1520 cm−1, characteristic for β‐carotene. Heterogeneous rod‐shaped bodies with high
carotenoid density were identified in sweet potato and carrot, while in mango carotenoid‐filled
lipid droplets were identified as homogeneous aggregates. Raman imaging would also be
suitable for other types of carotenoids such as lutein and lycopene, since they all have similar
vibrational Raman bands at 1500–1535 cm−1 (C=C stretching), at 1145–1165 cm−1 (C–C stretch‐
ing) and at 1000–1010 cm−1 (C–CH3 deformation) [62, 63]. The Raman bands are similar to all
carotenoids, but shifted in position according to the number of conjugated bonds, the side
groups and to the interaction of carotenoids to other plant constituents. Raman mapping was
proved to be useful in evaluating the individual distribution of 7‐, 8‐ and 9‐double bond
conjugated carotenoids in the intact tissues of Calendula officinalis [63]. The Raman images were
generated based on the peak at round C=C stretching vibration at 1520 cm−1. This band was
shifted at 1536, 1530 and 1524 cm−1 for the 7‐, 8‐ and 9‐conjugated double bond carotenoids,
respectively.

Roots of different carrot cultivars were screened for their individual carotenoid distribution.
The β‐carotene signal at 1520 cm−1 was used for integration. The level of β‐carotene was
heterogeneous across root sections of orange, yellow, red and purple carrots. In the secondary
phloem, the level of β‐carotene increased gradually from periderm toward the core, but
declined fast in cells close to the vascular cambium. Lutein and α‐carotene were deposited in
younger cells, while lycopene in red carrots accumulated throughout the whole secondary
phloem at the same level [64]. Raman mapping was also applied for studies of Pelargonium
hortorum to illustrate the heterogeneous distribution of the individual carotenoids in the
leaves [65].

Plant polyacetylenes are another class of compounds that can be identified based on their C=C
stretching vibration in the 2100–2300 cm−1 range. Using the Raman peaks at 2258 and 2252 cm
−1 characteristic to the most common polyacetylenes falcarinol and falcarindiol, Baranska et
al. [66] showed that polyacetylenes are mainly located in the outer section of the carrot roots.

Algae species are important candidates for industrial lipid and biofuel production. Sharma et
al. [67] used Raman mapping for lipid analysis of microalgae. Characterization of lipid contents
in cells obtained by mutagenesis showed that they managed to obtain mutants with increased
lipid content. They have generated Raman images of the lipid‐rich, carotenoid‐rich and
protein‐rich areas on the Chlamydomonas reinhardtii microalgae based on the characteristic
peaks at 1003 cm−1 (proteins), 1445 cm−1 (lipids) and 1520 cm−1 (carotenoids).

Apart from mutations, the growth media can also induce generation of different metabolites.
Chlorella sorokiniana and Neochloris oleoabundans represent two good candidates for biofuel
production. The species were Raman mapped at 532 nm for identification of carotenoid and
triglyceride production, and in consequence, the maps were generated based on the signal
intensity in the 1505–1535 cm−1 for carotenoids and 2800–3000 cm−1 for triglycerides (CH2

stretching) [68]. Both healthy algae and nitrogen‐starved algae were examined. Only carote‐
noids could be mapped in the healthy cells. The maps showed distinct locations where the
carotenoids are concentrated as they are normally located in the chloroplasts. Triglyceride
production was observed under nitrogen‐starvation conditions, and it was possible to image
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the lipid‐rich regions within the starved algae. He et al. [69] reported similar results of
triglyceride accumulation upon nitrogen starvation of Coccomyxa sp. algae. The triglycerides
were imaged through the Raman lipid characteristic peaks at 1440, 1650 and 2840–2950 cm−1

(alkyl C–H bending, C=C stretching and CH2 stretching, respectively).

Some algae are able to produce large amounts of carotenoids when irradiated with light under
specific conditions (e.g., Hematoccocus pluvialis which produces large amounts of zeaxanthin).
Grudzinski et al. [70] analyzed two algal strains, Chlorella protothecoides and Chlorella vulgaris,
with respect to carotenoid production upon light‐induced yellowing. They found the yellow
coloration to be associated with xanthophyll formation, especially zeaxanthin. Under strong
light exposure conditions, newly formed carotenoids were identified as a cell nucleus. It was
possible to determine that zeaxanthin is the major carotenoid by performing Raman mapping
both at 488 and at 514 nm. Both wavelengths are in resonance with xanthophyll pigments, but
514 nm is in resonance with zeaxanthin only. The cell nuclei give particularly high signal
assigned to carotenoids when imaged under the 514 nm laser and low signal when imaged
under the 488 nm laser, proving that zeaxanthin is the major synthesized carotenoid.

5. Conclusions

Raman mapping is a powerful technique for label‐free, noninvasive investigations of tissues,
cells and microorganisms. The resulted Raman maps contain not only spatial information but
also valuable structural and chemical information on the analyzed samples. Raman imaging
has been successfully used for investigations at cellular and subcellular level, including
identification of nucleus, nucleoli, mitochondria and lipid‐rich structures. Cell responses to
drugs and different stages of the cell cycle from the stem cell to the completely differentiated
cell were as well distinguished. In addition, Raman mapping has a great potential for becoming
a leading method in a wide range of biomedical applications, owing to its high chemical
specificity, good resolution and to the fact that it is a noninvasive to tissues and cells. It is
possible to achieve accurate detection of healthy and cancer tissues. At the moment, for the
purpose of medical diagnosis, the results of Raman imaging need most often to be compared
with currently used diagnosis tools (PCR, histopathology and immunohistopathology). But
since it has already been proved that Raman images are sensitive indicators for cancer
detection, there is strong indication of the possibility to replace the conventional tools with
Raman detection in the future.
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Abstract

Nanowires (NWs) are filamentary crystals with diameters of tens of nanometers and
lengths of few microns. Semiconductor NWs have recently attracted a great interest,
because they are emerging as building blocks for novel nanoscale devices. Since physical
properties are size dependent, NWs display novel properties with respect to their bulk
counterparts. Raman scattering is a nondestructive inelastic light scattering technique
enabling the assessment of fundamental properties of NWs, such as crystal phase,
electronic band structure, composition, and strain field. Here, we summarize the basic
principles of Raman spectroscopy and measurement setup, with focus on the scattering
geometries typically used for NWs. We show that changing experimental conditions,
such as light polarization, excitation energy, and pressure, allows gaining information
on specific NW properties, even in a spatially resolved manner along the NW length.
As examples, we discuss Ge and GaAs NWs to highlight some differences between
Raman spectra of NWs and the bulk, GaAs NWs to show how Raman permits to
establish the crystal phase, and InGaAs/GaAs core/shell nanoneedles to explain how
compositional homogeneity and strain field can be addressed by Raman spectroscopy.
Finally, we discuss resonant Raman experiments on wurtzite InAs NWs that allowed
the determination of their electronic band structure.

Keywords: inelastic light scattering, semiconductor nanowires, crystal phases, compo‐
sitional disorder, strain, resonant Raman spectroscopy

1. Introduction: the world of nanowires

Semiconductor nanowires (NWs) are promising structures in the field of nanoscience. The
name nanowire derives from the filamentary shape of these nanostructures. Indeed, they
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have two dimensions in the range of few to tens of nanometers, while the third dimension
is much longer, in the micrometer range. Typical NWs with a filamentary shape are shown
in Figure 1(a). The gold nanoparticles, which act as catalyzers during the growth, are clearly
visible.

Figure 1. (a) Schematic and SEM image of gold‐catalyzed InAs NWs. Scale bar is 200 nm. Courtesy of Dr. L. Sorba,
NEST (Pisa, Italy). (b) Schematic of a radial heterostructure, with top‐view SEM image of InAs‐GaSb core‐shell NWs
(upper panel) and cross‐sectional TEM image of core‐multishell GaAs/AlGaAs NW heterostructures (lower panel).
Courtesy of Dr. L. Sorba, NEST (Pisa, Italy) and Dr. G. Koblmuller, Walter Schottky Institut and Physik Department
(Munchen, Germany), respectively. (c) Sketch of an axial NW heterostructure, together with a SEM image of an InP‐
InAs‐InSb NW. Scale bar is 200 nm. Reproduced with permission from Ref. [3]. © 2012, American Chemical Society.

In 1991, K. Hiruma et al. accidentally grew InAs nanowires on GaAs substrates [1]. Since the
time, when the word “nanowire” first appeared in a paper, NWs have attracted interest from
a large number of scientists around the world owing to the extraordinary opportunities that
they enable. In fact, NWs are smaller than bulk crystals and larger than nanocrystals, thus
providing a natural bridge between macroscopic and microscopic worlds in both research and
technology fields. Moreover, due to the anisotropic shape of NWs and their high surface‐to‐
volume ratio, finite‐size and surface/interface effects are more important than the (more
known) quantum confinement effects, a circumstance that renders NWs an ideal platform for
the discovery of a variety of novel phenomena.

Semiconductor NWs can exist in many different chemical compositions, structures, and
shapes. Regarding the chemical composition, NWs can be made by elemental semiconductors
like Si and Ge, or by III–V compounds (e.g., GaAs), II–VI compounds (e.g., CdSe), III–V alloys
(e.g., InGaAs), III‐nitrides (e.g., GaN), oxides (e.g., ZnO), etc. Not only homogeneously
composed NWs exist, but also different materials can be mixed together in the same NW to
form heterostructured NWs. Heterostructures are typically prepared in two ways [2]. In radial
structures, one or more materials are grown around a NW, in a so‐called core‐shell or core‐
multishell arrangement. Figure 1(b) shows a schematic of this kind of structures along with a
scanning electron microscope image (SEM) of an InAs‐GaSb core‐shell NW and a cross‐section
transmission electron microscopy (TEM) image of a core‐multishell GaAs/AlGaAs NW. In axial
structures, the NW composition is varied along the NW main axis, as depicted in Figure 1(c),
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whereas an SEM image of an InP/InAs/InSb axial heterostructure is also displayed [3]. In the
NW form, highly mismatched materials can grow on top of each other without misfit dislo‐
cations, due to the NW capability to accommodate strain by a coherent expansion of the lattice
outward.

Regarding the shape, NWs have been grown in many different, sometimes funny, shapes that
could add functionalities to nanoscale devices [4]. For instance, NWs were grown in branched
or flower‐like morphologies [5], where an increased surface area ensures higher power‐
conversion efficiency compared to straight and vertical NWs.

NWs are the nanomaterial system in which pivotal key parameters, such as composition,
structure, morphology, and doping, have been best controlled to date. At the heart of this
control is the development of successful methods for NW growth. In the top‐down technology,
lithographic techniques allow to carve the nanowire structure out of a bulk material. This kind
of approach ensures fine control over the position of the NWs, but the crystal quality of the
NWs is not excellent (due to the surface damage produced by etching processes), and large‐
area production is problematic and expensive. Therefore, bottom‐up NW fabrication is the
most diffused. Since one‐dimensional growth on a substrate is not energetically favored with
respect to a two‐dimensional growth, a change of the initial surface/interface is required to
activate the NW growth. This change can be done by creating holes in the substrate (selective
area growth) or by using metal particles, such as gold, to induce the crystal growth (particle‐
assisted growth) via the so‐called “vapor‐liquid‐solid” (VLS) mechanism that was first invoked
in the 1960s to explain the growth of Si whiskers [6]. In both cases, epitaxial techniques are
employed to fabricate NWs. In Figure 2, the main steps of a typical VLS growth process leading

Figure 2. Main steps of the VLS growth process of III–V nanowire grown by metal‐organic vapor phase epitaxy
(MOVPE). First, a gold particle (with diameter <100 nm) is deposited/formed on a substrate made by III–V crystal.
Then, the particle is heated until it melts. The liquid droplet often consists of a molten eutectic alloy between Au and
the substrate. Afterwards, group‐III and group‐V precursors in the vapor phase are introduced. They do not decom‐
pose on the solid substrate, as typically the temperature used during growth is too low. Decomposition only occurs at
the droplet interface due to the catalytic effect of the metal. The red path represents absorption, diffusion in the liquid
droplet, and precipitation of adatoms at the base of the droplet. The precipitation is due to the continued incorporation
into the liquid droplet leading to a supersaturation. Finally, axial and radial growth of the NW occurs as soon as addi‐
tional material precipitates on the growth interface. The three possible diffusion paths of adatoms before adsorption
are sketched by black arrows.
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to free‐standing III–V NWs are explained, since this is the most widely used technique to grow
high‐quality nanowires. Each gold droplet represents the nucleation site of a NW, so there are
approximately as many NWs as the droplets are. The gold droplets can be directly deposited
on the substrate or result from the annealing of an Au thin film. To achieve a perfect control
on the NW position, an array of gold particles can be even prepared by using lithography
techniques.

Thanks to the high degree of control reached on the NW growth process, nowadays most of
NW properties can be finely tuned, to such an extent that the creation of NWs tailor fit to
specific applications is close to be achieved. Due to the several technological applications
enabled by NWs, the interest of the scientific community on them is rapidly growing, as
testified by the exponentially growing number of papers published on NWs in the last two
decades. The field where the peculiar shape and dimensions of NWs have revealed to have
great potential in enabling new functions and/or simply enhancing performances of existing
devices is very broad, as it includes electronics, photonics, biosensing, energy conversion, and
storage [7]. Therefore, we will pick few examples taken from such a huge variety. For instance,
the capability to controllably dope NWs is routinely exploited in field effect transistors [8]
while the low mass peculiar to NWs renders them ideal to be used in cantilever force sensors
[9] and the NW flexibility makes them easily integrable in devices like flexible displays and
artificial skin [10]. Moreover, the NW diameter, smaller than the light wavelength in the visible
range, allows NWs to confine electromagnetic waves in the radial direction while guiding light
in the axial direction, a property that has been exploited to build NW‐based antennas, lasers,
and light‐emitting diodes (LEDs). An example of a multicolor NW‐based LED is shown in
Figure 3(a) [11]. In the field of energy conversion, we mention that the typically low thermal

Figure 3. Two very recent examples of the technological power of NWs. (a) Schematic of monolithically integrated
multicolor single InGaN/GaN dot‐in‐nanowire LED pixels on a single chip. Light emission wavelength is tuned across
the visible spectrum by varying the nanowire diameter. Reproduced with permission from [11]. Copyright 2016, Amer‐
ican Chemical Society. (b) SEM image showing the deformation of an array of InP NWs in direct contact with the body
of a phytopathogen Xylella fastidiosa cell (colorized in green). The ordered NW array allows to evaluate single cell
adhesion forces and to explore their dependence on organochemical surface compositions. Reproduced with permis‐
sion from Ref. [14]. © 2016, American Chemical Society.
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specific applications is close to be achieved. Due to the several technological applications
enabled by NWs, the interest of the scientific community on them is rapidly growing, as
testified by the exponentially growing number of papers published on NWs in the last two
decades. The field where the peculiar shape and dimensions of NWs have revealed to have
great potential in enabling new functions and/or simply enhancing performances of existing
devices is very broad, as it includes electronics, photonics, biosensing, energy conversion, and
storage [7]. Therefore, we will pick few examples taken from such a huge variety. For instance,
the capability to controllably dope NWs is routinely exploited in field effect transistors [8]
while the low mass peculiar to NWs renders them ideal to be used in cantilever force sensors
[9] and the NW flexibility makes them easily integrable in devices like flexible displays and
artificial skin [10]. Moreover, the NW diameter, smaller than the light wavelength in the visible
range, allows NWs to confine electromagnetic waves in the radial direction while guiding light
in the axial direction, a property that has been exploited to build NW‐based antennas, lasers,
and light‐emitting diodes (LEDs). An example of a multicolor NW‐based LED is shown in
Figure 3(a) [11]. In the field of energy conversion, we mention that the typically low thermal

Figure 3. Two very recent examples of the technological power of NWs. (a) Schematic of monolithically integrated
multicolor single InGaN/GaN dot‐in‐nanowire LED pixels on a single chip. Light emission wavelength is tuned across
the visible spectrum by varying the nanowire diameter. Reproduced with permission from [11]. Copyright 2016, Amer‐
ican Chemical Society. (b) SEM image showing the deformation of an array of InP NWs in direct contact with the body
of a phytopathogen Xylella fastidiosa cell (colorized in green). The ordered NW array allows to evaluate single cell
adhesion forces and to explore their dependence on organochemical surface compositions. Reproduced with permis‐
sion from Ref. [14]. © 2016, American Chemical Society.
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conductivity of NWs makes them ideal building blocks of thermoelectric devices able to
convert wasted heat into electricity [12], while the high surface‐to‐volume ratio of NWs ensures
great light absorption capability, which is currently exploited in the fabrication of high‐
efficiency solar cells [13]. Finally, interfacing NWs with living cells for delivering drugs or
doing sensing activity is a very fascinating field. As an example, in Figure 3(b) we show an
array of NWs acting as force sensors for bacterial cell adhesion [14].

After this brief overview on the NW world, including growth processes and technological
applications, we will describe the properties of NWs that can be addressed by Raman spec‐
troscopy. Indeed, a deep understanding of the NW properties is the starting point to design
powerful devices as well as to perform important fundamental physics studies.

2. Experimental setup for Raman spectroscopy in nanowires

Whenever an electromagnetic radiation heats a sample, the light interacts with the sample. It
may be reflected, absorbed or scattered. Raman spectroscopy relies on inelastic scattering of
the radiation by the sample. It is a versatile and nondestructive technique based on the
interaction between the radiation and the vibrational and/or rotational motions of the ions and
it provides information such as crystal symmetry, composition, strain, lattice dynamics, and
electronic band structure. In a Raman experiment, a monochromatic light is usually sent on
the sample and the scattered light is collected and analyzed. When the frequency of the
scattered radiation is analyzed, there will be not only the incident radiation wavelength (elastic
or Rayleigh scattering component) but also radiation scattered at frequencies lower (Stokes)
or higher (anti‐Stokes) than the elastic one (inelastic scattering or Raman components). The
intensity of the elastic component is much higher than the inelastic ones, thus special tricks
are used to detect the weak Raman signal. Furthermore, the Stokes peak has intensity higher
than the anti‐Stokes peak, and their intensities depend on the temperature. The inelastic peaks
appear at frequencies that differ from the incident one by a quantity called Raman shift,
independent of the excitation frequency. The Raman shift is the most significant information
in a Raman experiment.

In a typical Raman setup, the excitation energy is provided by a monochromatic laser source
emitting in the visible range (488, 514, and 633 nm are the most common wavelengths). The
laser light is filtered by a laser band pass filter and its polarization is cleaned from possible
depolarized contributions with the use of a polarizer. Then, the beam is guided toward the
sample with a set of mirrors and a polarization preserving beam splitter (typically 50:50). If
nanostructures are investigated, like in our case, the laser light is focused via a microscope
objective. A good objective has a high numerical aperture (∼0.9 for 100× magnification), which
results in a diffraction‐limited laser spot able to provide submicrometric resolution. The
nanostructure is positioned on an x–y piezoelectric stage, in such a way that its surface can be
automatically scanned with high precision. The scattered Raman signal is collected by the same
objective in the so‐called backscattering geometry and focused to the entrance slit of a spec‐
trometer equipped with diffraction gratings (typically with 1800 lines/mm). The signal is
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dispersed in the spectrometer and then sent to a Si multichannel charge coupled device (CCD)
detector. When standard, namely single stage spectrometers are used, a notch filter before the
spectrometer is necessary to reject the intense elastic component, and only Raman shift larger
than ∼50 cm−1 can be detected. The best spectrometers existing for Raman spectroscopy are
triple‐stage spectrometers, where no notch is required, because the first two gratings are used
for the rejection of the elastic contribution and of the stray light (in the so‐called “subtractive
mode”), while the third grating disperses the radiation components and determines the
resolution. To provide an idea, a 1800 lines/mm grating mounted on a spectrometer with 0.5
m focal length gives a resolution of ∼0.7 cm−1. After the measurements, an accurate frequency
calibration of the Raman spectra is usually performed exploiting the well‐known energies of
the emission lines of a neon lamp.

Figure 4. Sketch of a typical backscattering geometry used in polarization‐resolved Raman experiments on a single ZB
nanowire whose growth axis is in the crystallographic direction [111], aligned with the z‐axis of the reference system.
(a) The incident light wavevector ki is parallel to the x‐axis and its polarization vector εi varies, forming an angle θ with
z. (b) The scattered light wavevector ks is along ‐x and the components of its polarization vector εs either parallel or
perpendicular to z are selected. (c) Four common scattering configurations are indicated in the Porto notation: ki(εi,
εs)ks.

In Figure 4, a typical geometry for performing polarization‐resolved Raman measurements on
a single NW is sketched. Let us consider a NW with zinc blende (ZB) phase, grown along the
[111] direction and having a hexagonal cross section, with facets of the {110} family. After
transferring the wire on a substrate, the flat facet of the family {110} is perpendicular to the
incident light wavevector (ki) and the NW long symmetry axis is aligned with the z‐axis of our
reference system, as schematized in (a). In the used backscattering geometry, ki is parallel to
the x‐axis and the scattered light wavevector (ks) is opposite to it, see panel (b). As a conse‐
quence, all light polarization vectors lie in the yz plane. During the measurements, the
polarization of the excitation (εi) is rotated by an angle θ with respect to the nanowire growth
axis. The scattered radiation is analyzed by selecting the component of the polarization either
parallel to the NW growth direction (εs,//) or perpendicular to it (εs,┴). In the following, we will
indicate the scattering configuration in the so‐called Porto notation, ki(εi,εs)ks, where the outer
terms, from left to right, refer to the directions of exciting and scattered light, respectively, and
the inner bracket refers to the excitation and detection polarizations. Some examples of the
most common scattering configurations as indicated in Porto notation are given in panel (c).
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From the experimental point of view, εi of the incoming light is rotated by an angle θ with
respect to the z‐axis by using a lambda half plate whose fast axis forms an angle θ/2 with the
z‐axis, while a polarizer before the spectrometer is used to select the scattered radiation with
components of the polarization either parallel or perpendicular to the z‐axis. Since the
efficiency of a spectrometer depends on the polarization of the entering light, a lambda half
plate at the entrance of the spectrometer is used to flip the polarization of the light into the
most efficient direction.

By measuring the dependence of the scattered intensity on the incident and scattered polari‐
zation directions one can deduce the symmetry of the Raman tensors, thus the symmetry of
the corresponding phonon, based on the comparison with the theoretical calculation of the
intensity of the Raman signal for that specific experimental geometry. The intensity of the
scattered light s into a solid angle dΩ is given by [15],

(1)

with i the irradiance of the radiation incident on the sample,  = 2πa2ωs (a = 1/137 and ωs

frequency of the scattered light), and R the Raman scattering tensor, which is defined as = dd0 ∙  , where  is the crystal polarizability, and  the vector displacement of an atom

induced by a phonon. It is usually convenient to transform the Raman tensors in a basis made
by the three main crystallographic axes of the sample and to express the polarization vectors
in that basis. From Eq. (1) one can calculate the selection rules for all modes in specific scattering
geometries.

Once the basic principles of Raman spectroscopy in NWs and measurement setup have been
summarized, the most significant results of Raman spectroscopy applied to NWs can be
described.

3. Size effects in the Raman spectra of semiconductor nanowires

In a 3D‐crystal with N atoms per primitive unit cell, the phonon dispersion (namely, the relation
between the frequency and the wavevector of lattice vibrations) is composed of 3N branches
(three of them are acoustic and the remaining 3N−3 are optical). Along high‐symmetry
directions the phonons are classified as transverse or longitudinal according to whether their
displacements are perpendicular or parallel to the direction of the phonon wavevector q,
respectively. Due to momentum and energy conservation rules, only the optical lattice modes
at q = 0 (Γ point) can be studied by one‐phonon spectroscopic techniques (infrared spectroscopy
for odd parity modes and Raman scattering for both odd and even parity modes). In III–V ZB
crystals and group IV crystals with the diamond structure, such as Si and Ge, there are six‐
phonon branches (because there are two atoms per primitive unit cell): two transverse and one
longitudinal acoustical modes (TA and LA, respectively) and two transverse and one longitu‐
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dinal optical modes (TO and LO, respectively). The TO and LO near Γ are degenerate only in
group IV crystals since the two atoms in the unit cell are identical.

Figure 5. (a) Raman spectra recorded every 100 nm along a Ge NW with diameter of 86 nm. (b) Peak position (open
circles, bottom scale) and FWHM Γ (full triangles, top scale) of the degenerate TO/LO modes as a function of the posi‐
tion. Solid lines are guides to the eyes. (c) Bottom: energy shift Δω from the crystalline Ge Raman peak position (298
cm−1). Top: broadening ΔΓ with respect to the natural FWHM of the crystalline Ge Raman peak (3.4 cm−1). Open circles
are the experimental values; solid lines come from the theoretical model.

In nanostructured materials it is usually observed that the energy of TO and LO modes is very
similar to the bulk case. Differences may arise due to phonon confinement effects when scaling
down the size of the crystal. Indeed, whenever the sizes of the “phonon wave packet” are
comparable to the crystal size, an uncertainty in wavevector is introduced, which results in a
contribution to the Raman peak at frequencies different from that at the Γ point. In other words,
there is a relaxation of the q = 0 momentum conservation rule. As a consequence, the Raman
line shifts (in a direction depending on the phonon dispersion) and broadens. Figure 5(a)
shows Raman spectra taken along a single Ge nanowire consisting of a crystalline Ge core,
whose diameter is inhomogeneous along the NW length, surrounded by an amorphous Ge
layer [16]. The main band, attributed to the degenerate TO/LO phonons of the core, display
variations in intensity and energy along the NW axis. Panel (b) shows the peak energy (open
circles) and the full width at half maximum (FWHM) Γ (full triangles) of the phonon band as
a function of the position (with steps of 100 nm). Since the downshift is mostly accompanied
by a broadening, these effects point to phonon confinement in the core. By using a proper
model and taking the experimental lattice constant of Ge NWs from the literature, an estimate
of the size of the nanocrystal is determined by our experimental downshift (Δω) and broad‐
ening (ΔΓ) of the TO/LO band, as displayed in panel (c). The observed Δω correspond to a
crystal size between 5 and 30 nm, in excellent agreement with the TEM analysis [16], while the
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broadening gives values between 5 and 10 nm. We believe that the broadening data are less
reliable because the inhomogeneity of the core in diameter (definitely probed by a ∼1 µm laser
spot) creates an additional broadening of the phonon band, resulting in crystal sizes smaller
than the real ones.

In the context of size effects in NWs, in addition to phonon confinement also the high surface‐
to‐volume ratio of NWs plays a role and creates differences with the bulk. As a matter of fact,
the surfaces represent a new physical boundary. The crystal symmetry might be affected by
the existence of the edges, which lead to a rearrangement of the lattice and can activate silent
modes. Also, specific modes associated to the surface, such as surface optical (SO) modes or
breathing modes, may appear [17]. The SO phonons are created at the interface between
different materials with different dielectric constants and propagate along the interface. They
are activated by a breaking of the translational symmetry of the surface potential, likely due
to diameter variations along the NW length. Finally, since the surface atoms are “less bound”
than the internal atoms, they “experience” a different local field. The propagation of optical
phonons, where the oscillating dipoles, created by the out of phase oscillation of ions and
cations, interact via a dipole‐dipole interaction, is most affected by this.

Besides the appearance of the SO modes, the peculiar cylindrical shape with nanoscale
dimensions of the NWs gives rise to the so‐called dielectric mismatch effect, as will be discussed
in the following. A representative example of the difference between NWs and the bulk is
presented in Figure 6 for zinc blende GaAs [18, 19]. In panel (a) we show a Raman spectrum
of a ZB NW grown along the [111] direction (blue) and a spectrum of a (111)‐oriented GaAs
wafer (black) tilted by 90°. The spectra were, therefore, collected in the same scattering
geometry, namely,  𝀵𝀵𝀵𝀵 . The spectra are composed of a unique phonon mode, the E1(TO), at
∼267 cm−1, as expected, based on the experimental geometry and the Raman tensors for ZB.
The FWHM of this mode in the NW spectrum is ∼2 cm−1 larger than in the bulk, which indicates
a good crystal quality of the NW, the broadening being likely due to the presence of some twins
in the crystal structure. Panel (b) displays the azimuthal dependence of parallel (full circles)
and perpendicular (open squares) components of the scattered light of this mode for the bulk
(left) and the NW (right). The measurements are performed as described in Figure 4(a) and
(b). In the bulk, the maximum intensity is found almost at the angles (θ ∼ −20° for the parallel
component and θ ∼ 70° for the perpendicular) resulting from calculations based on Eq. (1). A
same result is found in the NW for the parallel component. Instead, the perpendicular
component is much less intense than in the bulk and it has no clear angular dependence. This
difference points to a modification of the selection rules when passing from the bulk to the
NW. This change can be attributed to the one‐dimensional geometry of the NW. Indeed, in
cylindrical‐like crystals whose dielectric constant is larger than the one of the surrounding air,
light absorption/emission is suppressed for light polarization perpendicular to the long
symmetry axis because of image forces arising at the interface between the cylinder and its
surroundings [20]. In NWs, this effect was observed also in photoluminescence measurements
and it is strongly dependent on light wavelength and NW diameter. It exists in all NWs and
in wurtzite NWs it has to be carefully taken into account when dealing with electronic
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selection rules [21]. In Raman spectroscopy, because of this effect the phonon modes are more
efficiently excited for parallel polarization, as we observe.

Figure 6. (a) Raman spectra of a NW grown along the [111] direction (blue) and of a (111)‐oriented GaAs wafer (black)
recorded in the same scattering geometry,  𝀵𝀵𝀵𝀵 . (b) Azimuthal dependence of the TO mode of the bulk GaAs (left)
and of the NW (right). Full circles and open squares represent the components of the Raman signal along the z‐ and y‐
axes, respectively. Solid lines are squared sine fits to the data.

4. Assessment of the crystal phase of nanowires

The crystallization of NWs in a crystalline phase that is not stable in the bulk form is one of
the consequences related to the large surface‐to‐volume ratio of NWs, since the “unusual”
crystal structure formation is favored for certain ranges of the relevant interface energies. For
instance, non‐nitrides III–V materials (such as GaAs, InAs, InP, etc.) that are notoriously stable
in the cubic ZB phase in the bulk form can crystallize in the hexagonal wurtzite (WZ) phase
when grown in the NW form under suitable VLS conditions. The occurrence of WZ in the
lattice of these NWs is one of the most surprising findings in NWs and it provided the
unprecedented opportunity to investigate this poorly known crystal phase. Many studies
indicate that the WZ phase is favored in NWs featuring a high surface‐to‐volume ratio, such
as in small diameters NWs [22], but an exhaustive picture of the reasons why WZ is formed
in NWs is still lacking in the literature. It is worth stressing that the electronic and optical
properties of the NWs strongly depend on their crystal phase [23] and thus engineering the
crystal phase switching leads to the realization of heterostructures with additional degrees of
freedom enabling novel optoelectronic devices [24, 25].

The differences between ZB and WZ properties are given by their different crystal structures.
The ZB crystal is formed by two interpenetrating face‐centered‐cubic Bravais lattices (each of
a different atomic species), whereas WZ is constructed from two interpenetrating hexagonal‐
close‐packed lattices. The differences between ZB and WZ crystals are best understood by
observing their structures in the [111] direction (that is the [0001] direction in WZ, usually
known as the c‐axis), along which both crystals look like stacked hexagonal layers, as shown
in Figure 7(a) for a generic III–V crystal. Clearly, WZ and ZB are made by identical atoms within
each layer, but these layers are alternated according to a different stacking sequence: ABABAB
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in WZ and ABCABC in ZB. The length of the unit cell of the WZ phase along the [0001] direction
is double of the cell of the ZB phase in the [111] direction [26]. Due to these crystallographic
similarities, the principal features of the WZ electronic and phononic band structure can be
understood starting from the ZB band structure and applying folding arguments. We will
discuss in detail the phonon band structure, as it can be probed mainly by the Raman spec‐
troscopy.

Figure 7. (a) Schematic drawing of the atomic arrangement in zinc blende (left) and wurtzite (right) structures of a III–
V semiconductor. Each letter represents a bilayer. (b) Phonon dispersion of a typical III–V semiconductor (GaAs). The
phonon branches of the ZB structure (solid lines) are folded to give rise to the phonon branches of the WZ structure
(dashed lines). (c) Atomic displacements corresponding to the Raman active optical phonon modes in the WZ struc‐
ture.

Figure 7(b) shows how the phonon dispersion of a III–V WZ crystal can be obtained by folding
the one of the ZB structure along the [111] direction, namely from the Γ to the L point. We can
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consider only this high symmetry direction because we will deal with one‐phonon Raman
scattering, which probes only phonons close to the Γ point. As discussed in the previous section
for ZB GaAs crystals, there are six‐phonon branches: 2TA, 1LA, 2TO, and 1LO. We stress that
the dispersion curves of the TA modes are relatively flat near the zone edge and their energies
are much lower than the LA phonon energy due to the covalent nature of bonds in these
crystals. The LO phonon has higher energy than the TO phonons near Γ due to the ionic
character of the bonds and the macroscopic electric field connected with the long wavelength
LO phonon, at variance with group IV crystals where they are degenerate because no extra
charge is carried by the two identical atoms in the unit cell.

In WZ, four new modes appear at the Γ point of the Brillouin zone. The folded modes are
indicated with red dashed lines. Group theory predicts eight‐phonon normal modes at the Γ
point: 2A1 + 2E1 + 2B1 + 2E2. Considering our scattering geometry described in Figure 4 and the
crystallographic axes of a typical WZ NW grown along the [0001] direction, only the A1(LO),
E1(TO), E2

H, and E2
L modes can be experimentally observed. The atomic displacements

associated to these modes are sketched in panel (c). The notation E1 and A1 denote modes
vibrating perpendicular and along the growth axis, respectively. Since A1 and E1 modes are
also found in ZB, the appearance of E2

H and E2
L modes in the Raman spectrum of III–V NW is

the unambiguous signature of a WZ phase.

Polarization‐resolved Raman measurements provide a reliable way to address the crystal
phase of a given NW. To obtain such information it is necessary to calculate the selection rules
for the modes specific to that crystal phase by using Eq. (1) and compare them with the
experimental results. The Raman tensors of all existing crystal structures can be found in [27].
As summarized in table I in [19], in WZ III–V NWs grown along the [0001] direction (parallel
to the z‐axis in Figure 4) in backscattering configuration the A1(TO) is expected to be observed
only in the  𝀵𝀵𝀵𝀵  and  𝀵𝀵𝀵𝀵  configurations, the E2

H and E2
L only in  𝀵𝀵𝀵𝀵 , and E1 (TO) in 𝀵𝀵𝀵𝀵 . Experimentally, the selection rules can be probed by measuring the dependence of the

scattered intensity on the incident and scattered polarizations as done in Figure 6. Figure 8
shows how this was made in GaAs NWs [19]. In panel (a) the Raman spectra obtained under
the four main polarization configurations on the same pure‐phase ZB NW of Figure 6 are
displayed. Only the A1/E1(TO) mode is visible and its intensity is maximum in the  𝀵𝀵𝀵𝀵 
configuration, as clear also in the right panel of Figure 6 (b). The reason for the sizable decrease
in its intensity whenever the incident or scattered light are polarized perpendicular to the NW
is the dielectric constant mismatch that we discussed in Section 3. In panel (b) of Figure 8 we
show the same measurement taken on a region of pure WZ phase in a mixed WZ/ZB NW. The
E2

L is not observed due to its very low energy, the A1(TO) and E1 (TO) are almost degenerate
in GaAs and appear at ∼266 cm−1. In  𝀵𝀵𝀵𝀵  the A1/E1 peak should be mainly E1 and in  𝀵𝀵𝀵𝀵 
and  𝀵𝀵𝀵𝀵  mainly A1. The shoulder at ∼290 cm−1 can be ascribed to the theoretically forbid‐
den A1(LO), here most probably activated by the tilted facets of the hexagonal cross‐section of
the NW that are not perpendicular to ki. Most importantly, we observe the E2

H mode at ∼256
cm−1, with the highest intensity in the  𝀵𝀵𝀵𝀵  configuration, as distinctive of the WZ phase. Its
full azimuthal dependence in (c) for detected polarizations parallel (full circles) and perpen‐
dicular (open squares) to the NW axis nicely confirms this attribution: the maximum intensity
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of both detected polarizations is found when the polarization of incident light is perpendicular
to the NW axis, though for the parallel detected polarization the dependence is less clear due
to the low intensity.

Figure 8. (a) Raman spectra of the ZB GaAs NW collected under the four main polarization configurations. The full
azimuthal dependence is in the right panel of Figure 6(b). (b) Same as (a) for a GaAs NW with WZ structure. (c) Azi‐
muthal dependence of the parallel (full circles) and perpendicular (open squares) components of the E2

H Raman mode
with respect to NW growth axis. The solid red line is a squared sine fit to the data.

5. Assessment of the chemical composition and strain field in nanowires

In order to demonstrate the power of Raman spectroscopy to probe the chemical composition
of NWs, it is worth focusing on alloyed NWs, while to investigate the strain state heterostruc‐
tured NWs (e.g., core‐shell NWs) are ideal. Here, we focus on core‐shell InxGa1‐xAs/GaAs NWs
as they fulfill both requirements. These NWs are called nanoneedles (NNs) because they are
highly tapered. They feature a highly pure WZ phase [28].

The chemical composition x of the InxGa1‐xAs core can be determined by Raman spectroscopy
as displayed in Figure 9. Raman spectra of NNs with different indium composition capped
with 30 nm of GaAs are shown in panel (a). Samples are labeled with the nominal In content
and spectra were taken in the  𝀵𝀵𝀵𝀵  configuration. In agreement with the observations in
Figure 8(b) for WZ GaAs, in  𝀵𝀵𝀵𝀵  both A1 (TO) and E2

H modes are observed (the E2
H peak

here is more intense than the A1), while in the  𝀵𝀵𝀵𝀵  geometry (not shown here) only the A1

(TO) is observed. The shoulder at about 235 cm−1 can be attributed either to a WZ InAs‐like TO
mode or to an interface mode. The Raman shift of all modes as determined by Lorentzian fits
to the data (see for example the green solid lines in (a)) is reported in (c) as full squares (for
data taken in  𝀵𝀵𝀵𝀵 ) and open circles (for  𝀵𝀵𝀵𝀵  data) as a function of the nominal In content.
Solid lines represent the theoretical estimates of the GaAs‐like and InAs‐like modes energies
obtained for ZB InxGa1‐xAs. No theoretical estimate is available for WZ InxGa1‐xAs, and so the
energy of E2

H, present in WZ only, has no theoretical comparison. The effective indium
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compositions as extracted by the comparison between experiment and calculation for the
GaAs‐like TO modes are x = (0.22–0.24) for the sample with nominal x = 0.20, x = (0.17–0.22)
for nominal x = 0.16, and x = (0.12–0.15) for nominal x = 0.12 [28].

Figure 9. (a) Raman spectra (open circles) of InxGa1‐xAs nanoneedles (with the indicated nominal In content, x) capped
with 30 nm of GaAs. Spectra were taken in the  𝀵𝀵𝀵𝀵  scattering geometry and were normalized to the GaAs‐like E2

H

phonon peak, whose energy is indicated by a dashed line in the spectra of the x = 0.12 sample. Red solid lines are
Lorentzian fits to the data. The single contributions to a Lorentzian fit are represented by green solid lines in the x =
0.12 sample as an example. (b) Same as (a) for samples with the indicated GaAs shell thickness t and fixed In content (x
= 0.16). The energy of the GaAs‐like E2

H phonon is indicated by a dashed line in the spectrum of the sample without
shell. (c) Frequency of various optical phonons as a function of indium composition. Symbols represent experimental
data points taken under the  𝀵𝀵𝀵𝀵  (open circles) and  𝀵𝀵𝀵𝀵  (full squares) scattering configurations. Solid lines indi‐
cate theoretical estimations for ZB InxGa1‐xAs and dashed lines are linear fits to the data for the GaAs‐like and InAs‐like
E2

H modes. (d) Energy of phonon modes for an InxGa1‐xAs NN with x = 0.16 a function of shell thickness. Symbols rep‐
resent experimental data points taken under the  𝀵𝀵𝀵𝀵  (full squares) and  𝀵𝀵𝀵𝀵  (open circles) scattering configura‐
tions. Dashed lines indicate the energy of the GaAs‐like A1/E1 (TO) and E2

H modes for InxGa1‐xAs without shell.
Reproduced with permission from Ref. [28]. © 2014, American Chemical Society.

In these NNs, the possible presence of strain was also probed by Raman spectroscopy. In
Figure 9(b), we display spectra recorded in  𝀵𝀵𝀵𝀵  configuration from NNs with different GaAs
shell thickness t and same indium composition (nominal x = 0.16). The peaks’ attribution is the
same as in panel (a). Here, the GaAs LO phonon mode is also observed, but only in the sample
with the thickest shell. Its energy (∼287 cm−1) is downshifted by ∼2 cm−1 with respect to the
bulk, which could be due to tensile strain in the shell. The Raman shift of all modes as
determined by Lorentzian fits to the spectra (the green solid lines in panel (b) are an example)
are reported in panel (d) as full squares for  𝀵𝀵𝀵𝀵  data and open circles for  𝀵𝀵𝀵𝀵  data as a
function of the nominal shell thickness. We do not observe any clear and consistent energy
variation of the phonon modes with increasing shell thickness, neither an increase in their
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FWHM, which allow us to exclude the presence of strain in the core. Possible compositional
or shell thickness variations along the NN length can be also excluded, because Raman
measurements performed on different points of a same NN do not display significant changes
[28].

In this section, it is also worth mentioning that Raman spectroscopy in semiconductor NWs
may be used to monitor the incorporation of dopants. At variance with electrical measure‐
ments, Raman measurements are not affected by spurious effects coming from the fabrication
of contacts. Information on the type and concentration of dopants can be obtained by meas‐
uring, respectively, the energy and the intensity of the local vibrational modes associated with
the impurities. As an example, we mention Reference [29], where p‐type GaAs NWs were
grown with different silicon doping concentrations and, depending on the growth condi‐
tions, the SiAs local mode (indicative of Si incorporation into As lattice) and the mode due to
the formation of neutral SiAs‐SiAs pairs were observed with different relative weights.

6. Resonant Raman scattering in nanowires

In this section, we highlight the power of Resonant Raman scattering (RRS) to investigate the
electronic band structure and the electron‐phonon interaction in semiconductor NWs. This
investigation is possible because the scattering cross section contains the electron‐radiation
and the electron‐phonon interaction Hamiltonians, as well as electronic states for electron‐hole
pair. In standard conditions, it is very difficult to have access to this information, due to
summation over all the intermediate states, but if resonant conditions are achieved, the
excitation energy matches electronic interband transitions and the electronic‐related terms in
the scattering cross section are sizably enhanced. Resonant conditions between excitation
energy and electronic states may be reached by varying either the energy of the excitation
(using a tunable laser) or the energy of the electronic states (for instance by applying an external
pressure at fixed excitation energy). Indeed, the energy gap of semiconductors typically
increases with pressure, thus if the pressure dependence of the energy gap is known, pressure‐
dependent RRS measurements give information on the electronic band structure of the
material. We will discuss both methods focusing on InAs NWs with WZ phase [30], because
in III–V NWs with WZ phase the electronic band structure is poorly known and RRS has proved
to be a necessary tool to shine light on this highly debated topic [31].

Figure 10(a) shows some spectra collected from a single WZ InAs NW with growth axis
aligned with z, as sketched in Figure 4, under two scattering configurations,  𝀵𝀵𝀵𝀵  (solid line)
and  𝀵𝀵𝀵𝀵  (dashed line). Five different excitation energies comprised between 1.91 and 2.71
eV were used. All spectra exhibit an asymmetric peak at about 216 cm−1, in the region of the
TO mode, and an LO mode at ∼238 cm−1, more intense for higher excitation energies. The TO
peak is asymmetric because it results from the convolution of two peaks: the A1/E1 (TO) mode
at ∼218 cm−1, dominant in the  𝀵𝀵𝀵𝀵  configuration (where it is mainly A1), and the E2

H mode
at ∼214 cm−1, dominant for  𝀵𝀵𝀵𝀵 . This is in agreement with the results shown in Figure 8(b)
for WZ GaAs. In the following we will refer to the convoluted A1/E1 and E2

H modes simply as
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TO. The measured Raman scattering cross sections (carefully normalized for the spectral
response of the setup) of the TO (black squares) and LO (red circles) modes for the configura‐
tion  𝀵𝀵𝀵𝀵  (open symbols) and  𝀵𝀵𝀵𝀵  (filled symbols) are shown in panel (b). The intensity of
the TO in  𝀵𝀵𝀵𝀵  configuration, that is mainly the A1 (TO), and of the LO in both configurations,
increases with energy in a monotonic way, while the intensity of the TO in  𝀵𝀵𝀵𝀵  configuration
(where it is mainly given by the E2

H mode), displays a resonance in the 2.41–2.60 eV energy
region, which can be correlated with the WZ band structure since the E2

H mode is peculiar to
WZ phase. Actually, two separate resonances appear, but the number of experimental points
is too limited to point out the exact energy at which the maxima occur.

These RRS data can be interpreted at the light of the following considerations. The three lowest
energy electronic interband transitions in III–V WZ materials, labeled as A, B, and C, involve

Figure 10. Resonant Raman experiments on WZ InAs NWs. (a) Spectra collected on a single NW with five different
excitation energies in the  𝀵𝀵𝀵𝀵  (solid line) and  𝀵𝀵𝀵𝀵  (dashed line) configurations. (b) Raman scattering cross sec‐
tion of the TO as defined in the text (black squares and left scale) and LO (red circles and right scale) modes for the
configuration  𝀵𝀵𝀵𝀵  (open symbols) and  𝀵𝀵𝀵𝀵  (filled symbols). The error bars come from the average of the Ram‐
an scattering cross sections of NWs with four different diameters. Solid lines are guides to the eyes. Reproduced with
permission from [30]. Copyright 2013, American Chemical Society. (c) Spectra of a NW bundle for different applied
pressures from 0 to 8.5 GPa. Excitation energy is fixed at 2.71 eV. (d) Average on the peaks intensities over two different
bundles. The pressure at which the resonance is expected to occur in bulk InAs (based on the known pressure depend‐
ence of the E1 band gap for this excitation energy) is indicated by a dashed line. The solid lines are a guide to the eyes.
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the bottommost conduction band minimum, having a Γ7 symmetry, and the three valence band

maxima, with Γ9, Γ7, + , and Γ7, −  symmetries (in order of increasing hole energy). Due to the

anisotropy of the hexagonal crystal lattice, there are special selection rules for these transitions:
A is allowed only for light polarized perpendicular to the NW growth (like in  𝀵𝀵𝀵𝀵  and 𝀵𝀵𝀵𝀵, 𝀵𝀵𝀵𝀵  configuration), B and C are allowed for both perpendicular and parallel polarized
light (like in  𝀵𝀵𝀵𝀵 ,  𝀵𝀵𝀵𝀵, 𝀵𝀵𝀵𝀵 , and  𝀵𝀵𝀵𝀵  configurations). If we consider now the coupling of
electronic states with the different phonon mode symmetries, the E2

H mode, allowed in 𝀵𝀵𝀵𝀵 , couples with the A transition, while the A1 mode, in  𝀵𝀵𝀵𝀵 , couples with B and C, and
E1, in  𝀵𝀵𝀵𝀵 , couples with A, B, and C [30]. According to theoretical calculations on WZ InAs,

the E1 gap at A point involving the first valence band (the one with Γ9 symmetry at Γ) has an

energy of ∼2.4 eV, the E1(A) gap involving Γ7, +  band has an energy slightly higher than 2.6

eV, and the E1(A) gap involving Γ7, −  band has a much higher energy. Therefore, the resonance

of the TO in  𝀵𝀵𝀵𝀵  (mainly E2
H) at about 2.4 eV can be explained by the coupling between E2

H

and the E1(A) gap involving the first valence band. We stress that the 2.4 eV value of the E1(A)
gap is reduced with respect to the ZB InAs E1 gap, in agreement with band structure calcula‐
tions. The increased intensity with no resonance of the TO in  𝀵𝀵𝀵𝀵  (mainly A1) in the
investigated energy region suggests that the resonance could be shifted to energies higher than
2.71 eV, which can be due to the sum of the contributions from the second and the third valence
bands.

Let us now discuss high‐pressure Raman measurements on the same NWs [30, 32]. Measure‐
ments were performed by exciting bundles of NWs with 2.71 eV. Hydrostatic pressure was
applied by using a screw clamped opposing‐plate diamond Anvil cell (DAC, as the one
sketched in Figure 10(d)). The NWs were loaded together with a ruby microsphere in a sample
chamber located in the center of a stainless steel gasket. A methanol‐ethanol mixture (4:1) was
used as pressure transmitting medium, and the ruby microsphere was used for determining
the pressure through the ruby‐fluorescence technique [33]. Raman spectra were collected in
backscattering geometry without filtering light polarization, since it is not conserved through
the diamond and anyhow the orientation of NWs in the bundle is unknown. Raman spectra
collected from an InAs bundle are shown in Figure 10(c) for increasing applied pressure up to
8.5 GPa. At ambient pressure (0 GPa), the Raman spectrum is similar to the spectra in panel
(a): the broad peak at ∼216 cm−1is due to convolution of the A1/E1 (TO) mode and the E2

H TO
mode (we continue to label the peak as TO), and the peak at ∼238 cm−1 is due to LO mode. We
notice that the frequency of the TO and LO increases with pressure, the FWHM of the TO
decreases with pressure, the intensity of the LO peak decreases after 3 GPa and vanishes for
pressures higher than 6.4 GPa, and the intensity of the TO increases (with a first maximum
around 4 GPa and a second one around 6.5 GPa) and then decreases drastically without
vanishing. The absolute intensities of the TO and LO modes (after averaging between two
different bundles) are plotted in panel (d) as a function of the applied pressure. Red circles
refer to LO, black squares to TO. In bulk ZB InAs, the pressure at which the resonance is
expected to occur (based on the known pressure dependence of the E1 band gap for 2.71 eV
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excitation energy) is ∼3 GPa, as indicated by a dashed line in panel (d). Here, the intensity
increase for the TO mode is observed at a pressure slightly higher than 3 GPa due to a value
of the E1‐gap slightly lower than the 2.71 eV. This finding confirms the results obtained by the
energy‐dependent Raman study. Indeed, assuming for the E1 WZ band gap the same pressure
dependence of the E1 ZB gap and an energy gap at ambient pressure of 2.4 eV as the one
determined from data in Figure 10(b), the resonance is expected at about 4.2 GPa, in good
agreement with the measurements. Moreover, the continuous decrease in intensity of the LO
mode with pressure agrees with what expected from a gap which is already bigger than 2.71
eV at ambient pressure: with increasing pressure, and consequently increasing the relevant
energy gap, the LO mode is going far and far from resonance conditions, leading to a contin‐
uously decreased intensity. This confirms its coupling with the gaps from the second and third
valence bands at the A point. The disappearance of the LO mode at 6.4 GPa could be related
to the structural phase transition that occurs in the ZB material, associated with the metalli‐
zation of the system. We point out that the spectrum could be fully recovered after depressu‐
rizing the DAC, indicating a reversible structural transition.

We have shown that the present method, based on the combination of two RRS techniques,
has proved to be a novel and powerful experimental tool for band structure investigation of
nanoscale semiconductors.

In conclusion, we have provided valuable examples, mostly based on our experimental results,
of how powerful is Raman spectroscopy in investigating all the most important aspects of the
lattice dynamics of semiconductor nanowires.
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Abstract

The stabilization and immobilization of high‐level radioactive wastes in solid forms 
have become one of the most pressing industrial problems. Different crystalline mineral 
phases have been proposed as actinide‐bearing crystalline hosts for waste materials. Self‐
radiation damage from alpha‐decay of the incorporated actinides (such as U, Th) and 
other rare earth elements can lead to metamict state (amorphous state) and can affect the 
durability and long‐term performance of these actinide‐bearing phases. To investigate 
the impact of radiation on the nuclear waste forms and to obtain a better comprehen‐
sion of the damage process and amorphization mechanism are important. The issues 
of interactions between high‐energy particles and solids and radiation‐induced struc‐
tural modifications in crystalline‐to‐amorphous state are, in fact, an important and active 
area of fundamental researches. To study metamict state and metamictization is also 
important for geochemistry as the U‐Pb isotope system is commonly used for age dat‐
ing. Although radiation effect and naturally occurring radiation damage (the process is 
known as metamictization) have been the subject for many research investigations, there 
remain important and fundamental issues which need to be understood, for example, the 
structural changes at the atomic level caused by metamictization, the crystal structure of 
radiation‐induced amorphous phases, solubility and diffusion of radioactive elements 
in damaged host phases, the effect of pressure and temperature on metamictization 
process and interaction of water and fluids with nuclear waste forms. Raman spectros‐
copy is found to be a very powerful tool for study and analysis of the damage effect and 
metamictization. This chapter describes and reviews recent Raman applications in zircon 
and titanite, which are proposed for nuclear waste forms. These applications are focused 
on radiation effect and structural damage process caused by alpha‐decay process as well 
as recrystallization due to thermal annealing.

Keywords: Raman spectroscopy, radiation damage, metamictization, actinide, zircon, 
titanite
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1. Introduction

Today, there are over 430 commercial nuclear power reactors in 31 countries which provide 
over 10% of the world electricity [1]. As a result, huge amounts of highly radioactive nuclear 
wastes are produced each year. One of the critical issues in nuclear energy industry is the safe 
disposal of nuclear wastes, especially high‐level nuclear wastes (HLNW). The below are some 
minerals and synthetic materials proposed or developed as actinide‐bearing crystalline hosts 
for waste materials [2–4]: zircon (ZrSiO4), titanite (CaTiSiO5), baddeleyite (Zr,Hf,…)O2, hafnon 
(HfSiO4), perovskite [(Ca,Gd,…)(Al,Fe,Ti,…)O3], zirconolite [CaZrTi2O7 and CaZrSi2O7], apa‐
tite [Ca10(PO4)6(OH,F,Cl,B)2], pyrochlore [CaZrGd2Ti2O7, Gd2Zr2O7, and La2Zr2O7‐Nd2Zr2O7], 
monazite [(La,Ce,…)PO4], and garnet [(Ca,Fe,Gd,…)3 (Al,Fe,Si,…)5O12]. Among them, zircon 
is one of the most studied and modeled minerals. Currently, pyrochlore has attracted atten‐
tion because of its radiation damage resistance.

Self‐radiation from alpha‐decay of the incorporated actinides can lead to lattice damage 
resulting in structural change and transformation from crystalline state to an amorphous or 
aperiodic state, that is, metamict state (the process is known as metamictization) [5–7].

The effects of radiation damage on the structure of metamict minerals can be seen as system‐
atic changes of its physical properties [8]: an increase in cell parameters and broadening of 
X‐ray diffraction patterns [9–12]; a decrease in Raman and infrared intensities and dramatic 
band broadening [13, 14]; decreases in refractive index and birefringence [9, 15]; absorption of 
hydrous species [16–19]; an increase in fracture toughness [20]; a decrease in density [9, 10]; a 
variation of TEM diffraction patterns [10, 21, 22]; an increase of leach rate [23]; changes in bulk 
modulus and hardness [24]; a change of 29Si NMR features [11, 25]; changes of diffuse X‐ray 
scattering from single crystals [6]; occurrences of Huang type diffuse X‐ray diffraction [26]; a 
change in EXAFS [27]; a variation of Mössbauer spectra [11, 28]; and a variation of positron 
annihilation lifetime [29]. Therefore, the durability and performance of these actinide‐bearing 
phases can be altered by self‐radiation damage from alpha‐decay of the incorporated actinides. 
To gain better comprehension of the effect of radiation on crystal structure at the atomic level, 
the related damage process and damage mechanism are issues of critical importance.

Vibrational spectroscopy (Raman and infrared (IR) spectroscopy) is a very powerful tool in 
the analysis and study of structural variations related to medium‐ and short‐range order [30]. 
Early analysis of alpha‐decay damaged materials by Raman spectroscopy can be traced back to 
about two decades ago [31, 32]. The main advantages of vibrational spectroscopy (Raman and 
infrared spectroscopy) [30] are their fast response time (which can be in the range of ~10‐12 s), 
short correlation length scale (which is in the order of a few unit cells), and good sensitivity to 
hydrous and hydroxyl species (e.g., H2O and OH). In contrast to diffraction methods which are 
generally sensitive to periodicity of lattices and the crystallinity of a specimen, vibrational spec‐
troscopy is mainly associated with the strength and length of interatomic bonds, as well as the 
atomic masses of the sample. Therefore, vibrational spectroscopy can give valuable information 
on phonon energy, bulk structure, chemical composition, and surface for not only crystalline 
materials, but also disordered phases. The method has, in fact, been widely applied in studying 
disordered and amorphous materials such as glasses.
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This chapter illustrates recent applications of Raman spectroscopy in the study of  radiation‐
damaged or metamict zircon and titanite. Being different from simple identification of dam‐
aged phases with Raman techniques, the investigations are focused on important issues such 
as: What happens at the atomic level during radiation damage and recrystallization? What 
are the possible structural modifications during metamictization? And whether decomposi‐
tion into oxides is the final result of radiation damage. The experimental results provide 
a better understanding of the mechanism of radiation damage and the recrystallization 
processes.

2. Effects of alpha‐decay radiation on Raman spectra of zircon and titanite

Zircon (ZrSiO4) is a common accessory mineral in igneous rocks, in metamorphic rocks, 
and as detrital grains in sedimentary rocks. The work [33] has showed that zircon crys‐
tallizes to a tetragonal structure with space group 19

4hD  or I41/amd (with Z = 4), contain‐
ing a chain of alternating, edge‐sharing SiO4 tetrahedra and ZrO8 triangular dodecahedra 
extending parallel to the c‐axis. Actinides such as U, Th and Pu can substitute Zr and 
locate in the Zr site. Because of their uranium and thorium content, some zircons undergo 
metamictization. Group theory predicts twelve Raman‐active normal modes in zircon 
at k = 0: 2A1g + 4B1g + B2g + 5Eg [34]. These Raman modes can be simply classified as inter‐
nal modes and external modes. There are five (2B1g + 3Eg) external modes and seven 
(2A1g + 2B1g + B2g + 2Eg) internal modes. For Raman measurements of natural samples which 
are damaged by radiation of incorporated actinides, it is a good practice to use laser excita‐
tion with different wavelengths to ensure that spectral features recorded are due to phonon 
modes rather than features due to luminescence and impurities‐related color centers (e.g., 
the work [8] used 514, 488, 457 and 632 nm lasers in its Raman measurement). Nine of the 
twelve predicted Raman modes can be seen in the most crystalline natural zircon (Figure 1). 
They are internal modes: 1008 cm-1 (B1g, ν3 stretching of SiO4), 975 cm-1 (A1g, ν1 stretching), 
439 cm-1 (A1g, ν2 bending), and 269 cm-1 (B2g, ν2 bending) and external modes: 393, 355, 225, 
214 and 202 cm–1. The other predicted Raman bands appear too weak to be observed in a 
common experimental arrangement.

The effect of alpha‐decay radiation damage on the structure of zircon is evidenced by a 
decrease in band frequencies, a line broadening of Raman modes and a decrease in Raman 
intensity (Figure 1). Well‐crystallized zircon samples have sharp and well‐resolved Raman 
modes. With increasing alpha‐decay radiation dose (the radiation dose of natural minerals is 
mainly related to sample's rock age and concentration of U and Th, and it can be calculated 
[9, 10]), the stretching modes of SiO4 tetrahedra near 975 and 1008 cm-1 become weaker and 
broader, while the lower frequency modes become gradually weaker and could hardly be 
analyzed for high‐dose cases. The broad Raman feature concurring near 950 cm-1 (the insert 
part in Figure 1) indicates the formation of amorphous phases in high‐dose samples. The 
behavior of the band also suggests that SiO4 tetrahedra remain in highly damaged zircon 
samples. As the 950 cm-1 feature is significantly away from the intense bands near 1008 cm–1 
in terms of wavenumber, its appearance implies a new linkage of SiO4 tetrahedra.
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The dose dependence of the frequency and full width at half maximum of the 1008 cm-1 
stretching band of SiO4 are shown in Figure 2. The data indicate that the Si‐O bond strength 
exhibits a weakness, while the specific volume of the crystal increases, although radiation 
damage does not destroy SiO4 and short‐range ordering associated with the tetrahedral 
framework remains. The observation suggests that the increase in bond distances is prob‐
ably depolarized by a rotation of the SiO4 tetrahedra within the zircon structure. The data 
clearly show that the unit cell swelling in damaged zircon is associated with the SiO4 tetra‐
hedra which formed new linkage and play an important role in the zircon structure rather 
than isolated molecular complexes.

Raman band widths [full width at half maximum (FWHM)] and frequencies (especially those 
of the ν3 band of SiO4 near 1008 cm-1) in zircon have been used for investigating the relation‐
ship between U‐Pb isotopic discordance and metamictization [35–37]. More work is desirable 
to gain a better understanding of the behavior of this band during radiation damage and 
recrystallization, and the potential influence of chemical impurities on the band.

Figure 1. Micro‐Raman spectra (with 488 nm excitation) of metamict zircon between 50 and 1100 cm-1 (Ref. [8], modified). 
The dosage is in the units of 1018 alpha‐events g-1.
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Another good example of Raman study of alpha‐decay radiation damage is the application in 
metamict titanite. Titanite is a calcium titanium nesosilicate mineral, CaTiSiO5. Taylor and 
Brown [38] synthesized pure titanite, and their X‐ray data show that it is monoclinic (space 
group P21/a, Z = 4) with unit‐cell parameters a = 7.057, b = 8.707, c = 6.555 Å, β = 113.81°. The 
crystal structure of P21/a titanite phase contains chains of corner‐sharing TiO6 octahedra par‐
allel along [1 0 0], which are cross‐linked by edge‐sharing CaO7‐polyhedra extending parallel 
to [1 0 1]. On heating, the P21/a phase undergoes a phase transition to an A2/a phase near 500 K 
[38]. The two phases have different optical active representations. For the P21/a phase 

opticΓ  = 24Ag + 24Bg + 23Au + 22Bu (Ag and Bg are Raman‐active, and Au and Bu IR‐active), 

whereas for the A2/a phase opticΓ  = 9Ag + 12Bg + 11Au + 13Bu [39]. Therefore, the P21/a phase is 

expected to have 48 Raman‐active modes, whereas the A2/a phase contains 21 Raman modes. 
Although pure synthetic titanite is in P21/a symmetry, some well‐crystalline natural titanite 
samples were surprisingly reported to be in the A2/a structure [11]. This significant difference 

Figure 2. Phonon frequency and full width at half maximum (FWHM) of the ν3 stretching band (B1g) of SiO4 in radiation‐
damaged zircon as a function of radiation dose (Ref. [8], modified). The lines are visual guides.
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in the total number of the Raman modes for the P21/a and A2/a phases is important and help‐
ful for identifying the presence of the two phases [40].

Natural titanite occurs in igneous and metamorphic rock and incorporates a variety of impu‐
rity ions such as U, Th and other rare earth elements (REE). The structure of natural titanite 
is often metamict, as a result of self‐radiation damage associated with the alpha‐decay of the 
incorporated REEs. Raman spectra of crystalline or undamaged natural titanite (Figure 3) 
show spectral features similar to those of synthetic pure P21/a titanite as reported previously 
[39]. The Raman work [41] suggested that anisotropy is preserved upon metamictization and 
that the structural state of highly metamict titanite should not be considered as quasi‐amor‐
phous. It was reported that the local structure of the amorphized regions contains a high 
degree of short‐range order [42]. The effect of alpha‐decay radiation on Raman spectrum of 
titanite is characterized by a dramatic decrease in intensity and line broadening (Figure 3). 

Figure 3. Raman spectra of fine powders of titanites (CaTiSiO5) with different degrees of radiation damage (Ref. [40], 
modified). The top spectra are from well‐crystallized samples, which show that the space group is the P21/a symmetry 
[40]. Metamictization causes a loss of spectral details and a line broadening in the spectra of titanites. The Ti‐O stretching 
band near 605 cm−1 shifts to a higher frequency, while a extra band near 574 cm−1 (which is due to the A2/a phase) appears 
in partially damage samples. A relatively intense band is recorded near 675 cm−1 with a FWHM of about 80 cm−1 in 
heavily damaged titanite (in the bottom of the plot). The large FWFM indicates that this feature is related to radiation‐
induced disordered or amorphous phase. Crystalline titanites have the bands near 858 and 912 cm−1, which are due to 
stretching vibrations of SiO4 tetrahedra. These bands shift to lower frequencies in intermediately damaged samples and 
appear as a broad feature near 845 cm−1 in heavily damage samples (bottom).
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The intense Ti‐O band near 605 cm−1 shows the largest intensity decrease, indicating radia‐
tion effect on the TiO6 octahedra. This change is consistent with the behavior of the infrared‐
active Ti‐O stretching mode near 670 cm−1, which is mostly affected by radiation damage and 
shifts to 710 cm−1 in heavily damaged titanite [43]. A Raman work on metamict titanite [44] 
proposed that radiation‐induced periodic faults in the crystalline matrix of metamict titanite 
are related to the disturbance of SiO4‐TiO6‐SiO4‐TiO6 rings comprising TiO6 octahedra from 
different chains, whereas the radiation‐induced amorphization is associated with the partial 
change of Ti coordination from octahedral to pyramidal and/or tetrahedral, which in turn vio‐
lates the Ti‐O‐Ti intrachain linkages. In addition to these changes, radiation damage in titanite 
leads to the appearance of extra Raman signals (e.g., 574 cm−1) in intermediately damaged 
samples (Figure 3). This behavior is not seen in metamict zircon. These additional phonon 
modes in these partially metamict titanite samples are, in fact, characteristic Raman bands of 
the A2/a phase [40]. The results indicate that as a result of the radiation, the P21/a titanite first 
transforms to the A2/a structure, and then, with further radiation, the A2/a phase becomes an 
amorphous phase. Beirau et al. [45] reported in situ high‐temperature Raman data of radia‐
tion‐damaged titanite, and they found a structural anomaly near 500 K in partially metamict 
titanite, which was attributed to the P21/a‐A2/a transition. These above findings explained why 
some of natural crystalline titanites were found to appear the A2/a structure [11], rather than 
the P21/a phase. This could be due to the fact that natural titanite crystals commonly experi‐
enced radiation damage, which resulted in an alteration of the P21/a crystal structure [40].

3. Issue of possible decomposition in radiation‐damaged zircon

In the study of radiation effect and metamict state, what happens at the atomic level is an 
unclear and important question. Researchers have focused on issues such as possible changes 
in the coordination number of Zr [27], radiation‐induced disordering rather than amorphiza‐
tion [31], damage‐related distorted and disoriented isolated silica tetrahedra [16], the fraction 
of amorphized phase [14, 46], as well as whether metamictization leads to phase separation or 
damaged minerals decompose into their oxides, and what is the structural state of the decom‐
posed phases [47, 48]. This issue of radiation‐induced decomposition was, in fact, debated 
over decades [30]. Based on infrared data on metamict zircon, a two‐stage damage process 
was proposed [49]. It was suggested that the first stage produces, throughout the lattice, 
highly stressed and expanded zircon with distorted SiO4 tetrahedra, while the second stage 
was suggested to result in the decomposition of ZrSiO4 to ZrO2 and SiO2, probably together 
with some aperiodic ZrSiO4 [49]. However, the decomposition of damaged zircon was often 
reported in zircon samples only annealed experimentally at high temperatures, in which the 
decomposition commonly leads to different polymorphs of ZrO2 and glassy silica. Monoclinic 
ZrO2 was found in heavily damaged samples heated to 1373 K [50]. In a high‐temperature 
study, Vance and Anderson [15] observed cubic and tetragonal ZrO2 at 1073 and 1373 K, 
respectively. It was reported that highly metamict zircon contained randomly orientated ZrO2 
when annealed at 1173 K, and further annealing at 1523 K resulted in monoclinic ZrO2, as well 
as a silica glass phase [51]. Ellsworth et al. [52] suggested that decomposition of metamict 
zircon into ZrO2 and glassy SiO2 could be one possible path for recrystallization. In contrast, 
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a high‐temperature neutron work by [53] suggested that zircon decomposes into crystalline 
β‐cristobalite (rather than silica glass) and tetragonal ZrO2. An X‐ray powder diffraction study 
at high  temperatures reported the appearance of pseudo‐cubic ZrO2 [54]. Meldrum et al. [55] 
observed a decomposition of zircon into tetragonal ZrO2 when irradiating zircon with heavy 
ions at around 950 K. As discussed by different works [56, 57], some of these previous works 
based on X‐ray diffraction measurements might have experienced difficulties in the determi‐
nation of cubic and tetragonal ZrO2.

Vibrational (Raman and infrared) spectroscopy is a good analytical tool for resolving these 
problems related to decomposition of ZrSiO4 into ZrO2 and SiO2, as pointed out by Ref. [30], 
because Raman and infrared spectra of zirconia (ZrO2) have been well studied previously and 
also because vibrational spectroscopy has short length scales. ZrO2 has three common poly‐
morphs at different temperatures. The room‐temperature phase is monoclinic, while the 
tetragonal and cubic phases occur at high temperatures [58]. The theoretical calculations [59, 
60] have given the optical phonon modes (for zero wave vector) for each polymorph of zirco‐
nia ZrO2. The monoclinic ZrO2 has space group 5

2hC /P21/c and Z = 4, and it has eighteen Raman 

modes and fifteen infrared modes [9Ag(R) + 9Bg(R) + 8Au (IR) + 7Bu(IR)] (R indicating Raman‐
active and IR indicating infrared‐active). In tetragonal ZrO2 (with space group 15

4hD /P42/nmc 

and Z = 2), the phase has six Raman modes and three infrared modes [A1g(R) + 2B1g(R) + 3Eg(R) 
+ A2u(IR) + 2Eu(IR)]. For cubic ZrO2 (with space group 5

hO /Fm3m and Z = 1), its vibrational 

spectra have only one Raman and one infrared modes [F2g(R) + F1u(IR)].

The data in Figure 1 indicate that it is apparent that there is a lack of signals of ZrO2 in highly 
damaged zircons. This shows that ZrO2 and SiO2 are not the final products of metamictiza‐
tion in zircon. Results from infrared spectroscopy of radiation‐damaged zircon [14, 47] also 
support this observation. As mentioned early, although decomposed zircons were commonly 
reported in lab‐treated samples, tetragonal ZrO2 was recorded in only one natural sample 
[8], with an unknown thermal history, among a large number of natural zircon samples with 
different degrees of damage analyzed in Refs. [14, 47, 48]. In order to explore and examine 
high‐temperature behavior of damaged zircon and the possible causes for decomposition in 
zircon, systematic works were carried out by different groups [47, 36, 61, 62]. These works 
show that thermal annealing of heavily damaged zircon at high‐temperature experiments 
may lead to the decomposition of metamict zircon into tetragonal ZrO2 and glassy SiO2 at 
1200 K, and upon further heating tetragonal ZrO2 transforms to monoclinic ZrO2 near 1400 K. 
Undamaged and weakly damaged zircons are less likely to show decomposition during 
high‐temperature annealing. It was reported that the decomposition‐induced silica tended to 
evaporate on further heating [61, 63]. As naturally damaged samples might experience high‐
temperature processes, some reported decomposed metamict zircon could be due to natural 
thermal annealing prior to experiments. In contrast to high‐temperature annealing, the pres‐
ence of ZrO2 in some natural zircons might be due to the reaction of fluids with metamict 
zircons, because radiation damage may alternate the chemical stability of zircon. The obser‐
vation of ZrO2 in dissolution experiments was reported in highly damaged zircon samples 
[64]. Raman data of hydrothermally leached metamict zircon [65] showed the formation of 
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monoclinic ZrO2. In general, the decomposition of zircon into ZrO2 and SiO2 is related to 
radiation‐damaged zircons. Their crystal lattice is heavily damaged and has more defects. As 
a result, the durability of these heavily damaged samples is expected to be affected, and they 
are vulnerable to the impact of external physical and chemical conditions (e.g., water, solu‐
tions, high temperature, and even high pressure).

Raman data of metamict titanite (Figure 3) also show there is a lack of formation of oxides 
in highly damaged samples [40]. The findings are supported by X‐ray measurements and 
TEM [11] and infrared data [43]. The observation further shows that phase decomposition 
into oxides is not the final state of alpha‐decay damage in these materials, and the materials 
are safe to be used as nuclear waste forms. It has been found that decomposition of radia‐
tion‐damaged zircon is commonly related to high‐temperature heating (see a below section).

4. Metamict state versus glass state of CaTiSiO5 and ZrSiO4

One of the interesting issues related to radiation damage and metamictization is the similari‐
ties or differences between the amorphous phases produced by alpha‐decay radiation dam‐
age and those produced through thermally quenched glass melts. Previous studies [47] have 
led to unanswered questions and concerns: for example, What is the relationship between 
the structural characteristics of disordered materials and the type of irradiation or physical 
process used to produce them?

As a type of disordered or amorphous materials, metamict minerals were commonly con‐
sidered as “glass‐like” materials in early studies on naturally occurring radiation effect and 
metamictization, and the metamict state was referred as a glassy state, which is somehow 
similar to that obtained by rapid quenching of high‐temperature melts [30]. With experimen‐
tal data gathering, evidences have emerged that indicate their important differences between 
the aperiodic states. The dispersion depends on the physical processes, which produce the 
amorphous states. Vibrational spectroscopy (Raman and infrared) is very useful to study this 
issue because of its sensitivity to local structures.

Raman data of metamict titanite (CaTiSiO5) and its glass analogue (with the same chemical 
compositions) produced by quenching melts show that the two types of materials have dif‐
ferent vibrational features (especially in the Ti‐O and Si‐O stretching regions) (Figure 4) [40], 
although they both are almost amorphous in terms of electron microscopy and X‐ray diffrac‐
tion analysis. The CaTiSiO5 glasses produced from melts show a Si‐O stretching band near 
827 cm−1, while metamict titanite has a relatively weak band in a higher wavenumber, 844 cm−1. 
What is more, the quenched melts of CaTiSiO5 have a relatively strong band peaked near 
709 cm−1, but this feature is almost absent in metamict titanite. The Raman observations are 
supported by the results for the same samples analyzed by infrared reflection and absorption 
spectroscopy [43]. These results suggest structural differences associated with Ti‐O and Si‐O 
bonds in the glasses and metamict phases. Interestingly, the glassy and metamict titanites 
also exhibit some similarities in a couple of band positions in the far infrared region (below 
450 cm−1). For example, they both have bands around 170, 330 and 430 cm−1.
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Zircon has a high melting temperature (above 2700–2800 K), and crystalline ZrO2 and a liq‐
uid of SiO2 may coexist for a composition of ZrSiO4 at a temperature region of ~1960 K and 
~2670 K [66]. It is difficult to quench zircon melts without decomposition into ZrO2 and SiO2; 
however, glass‐like zircon (ZrSiO4) has been recorded with Raman spectroscopy in laser‐
treated zircon in a study with laser melting, near the boundaries between the unmolten and 
molten regions (where a relatively large temperature gradient could exist) [67]. The large tem‐
perature gradient is expected to increase the quench rate and facilitate a “freeze” of the local 
configuration of the ZrSiO4 melts before the decomposition takes place. These experimental 
results indicate that the metamict state is different from the glassy state obtained by quench‐
ing melts. Apparently, the processes and structural states associated with metamictization 
and irradiation amorphization are more complex than those in common thermal glasses. The 
formation of the metamict state involves not only amorphization, but also defect accumula‐
tion caused by alpha‐particle damage and further radiation or irradiation may lead to damage 
as well as recrystallization.

So far, although the issue remains under debates, there have been substantial evidences 
indicating characteristic discrepancies between two types of amorphous states (metamict 
and glass states) [68], for example: (i) the two types of materials commonly have spectral 
and structural discrepancies [40, 43, 69, 70]; (ii) high‐energy heavy ion irradiation may 
lead to  significant modifications in local structures of glasses [71–74]; (iii) upon heating, 
radiation‐damaged minerals tend to recrystallize epitaxially and recover to their original 

Figure 4. CaTiSiO5 glasses produced by quenching titanite melts (thermal glass‐1 and thermal glass‐2 are prepared by 
quenching CaTiSiO5 melts) show overall spectra patterns different from those of metamict titanite, especially in the 
region of 600 and 1100 cm–1 [Ref, [40], modified). This indicates the spectral dispersion related to Si‐O and Ti‐O vibrations 
in the two types of disordered materials. However, the two materials exhibit some local maximums with similar or close 
peak positions (indicated by dash lines) in the far infrared region (100 and 500 cm–1).
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cryptographic  orientations [48, 51, 75], while during high‐temperature treatments, glasses 
commonly undergo a glass transition; and (iv) for common glasses, their glass transition tem‐
peratures are roughly defined, while various responses at different temperatures are seen 
in metamict minerals. For example, radiation‐induced defects in metamict zircon may be 
annealed or healed at temperatures as low as 600 K accompanied by changes in the oxidation 
state of U ions; partial decomposition of ZrSiO4 into SiO2 and SiO2 in heavily damaged zircon 
may take place at 1050 K; diffusion and conversions of hydrogen‐related species together 
with dehydroxylation may occur between 1200 and 1600 K (e.g., [16, 18, 52, 76, 77], see for 
the transition point [6]).

5. Effect of thermal annealing on metamict zircon and titanite

Thermal annealing of metamict minerals at high temperatures is commonly used in studies 
of radiation‐damaged minerals [30]. Its aims are to restore the original crystal structure for 
the purpose of studying recrystallization temperature, activation energy, types of radiation‐
induced local defects and phase identification, and to obtain a good comprehension of the 
recrystallization process and mechanism. Extensive studies were carried out to investigate 
changes at the atomic level in metamict materials during high‐temperature annealing [10, 15, 
36, 40, 44, 47, 48, 50, 52, 54, 55, 65, 75, 78–81]. However, controversies remain regarding the 
recrystallization path and activation energy.

Thermal annealing results in recrystallization of metamict zircon (Figure 5). The effect of 
annealing temperature on the structural recovery of damaged zircon can be clearly seen in the 
frequency and FWHM of the ν3 Si‐O stretching (B1g) as a function of temperature (Figure 6). 
With increasing annealing temperature, the frequency of this mode shows, systematically, a 
large increase in the region between 800 and 1050 K and a weaker increase with temperature 
above 1050 K. This is due to the healing of the defective lattice and the recrystallization of 
remaining crystalline domains. Highly damaged zircon tends to decompose into tetragonal 
ZrO2 and SiO2 near 1100 K, and the transformation of tetragonal ZrO2 into monoclinic ZrO2 is 
reported at higher temperatures [47]. The findings may explain the cause of some previously 
reported ZrO2 and SiO2 in natural zircon, which likely experienced natural heating processes.

Spectroscopic data [47, 48, 61] revealed different recrystallization processes between partially 
and heavily damaged zircons, that is, the recrystallization process depends on the cumula‐
tive radiation dose (Figure 5, 6a and 6b). Being similar to metamict zircon [47], the thermal 
response of the damaged titanite (CaTiSiO5) is affected by their initial degrees of damage, that 
is, at the same treatment conditions, weakly or partially damaged samples are more likely to 
recover to crystalline titanite as compared with highly metamict samples [40]. Intermediately 
and heavily damaged titanite samples show a recovery of Ti‐O and Si‐O bands after annealing 
at 1300–1400 K, and these recovered crystals are consistent with the P21/a symmetry, although 
in terms of band widths, they are far from a fully recovering [40]. Similar results were reported 
by the work of another group [44] who thermally treated a metamict titanite sample, which 
has an accumulated radiation dose of 1.2 × 1018 alpha‐event/g by multistep annealing up to 
1173 K, and found it was insufficient to recover the crystalline structure of the studied sample. 
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The failure of a full recovery from the damage in thermally treated metamict titanite is also 
revealed by infrared spectroscopy [43]; however, the physics behind this remain unclear.

The thermally induced structural recovery and recrystallization of metamict zircon and 
titanite is also characterized a recovery of the anisotropy of the sample, which is restored 

Figure 5. Raman spectra recorded from weakly metamict (dose = 1.8 × 1018 alpha‐events g−1), intermediately metamict 
(dose = 3.5) and highly metamict zircon (dose = 13.1) thermally treated in N2 up to 1700 K and then punched (Ref. [47], 
modified).

Raman Spectroscopy and Applications114



The failure of a full recovery from the damage in thermally treated metamict titanite is also 
revealed by infrared spectroscopy [43]; however, the physics behind this remain unclear.

The thermally induced structural recovery and recrystallization of metamict zircon and 
titanite is also characterized a recovery of the anisotropy of the sample, which is restored 

Figure 5. Raman spectra recorded from weakly metamict (dose = 1.8 × 1018 alpha‐events g−1), intermediately metamict 
(dose = 3.5) and highly metamict zircon (dose = 13.1) thermally treated in N2 up to 1700 K and then punched (Ref. [47], 
modified).

Raman Spectroscopy and Applications114

during annealing, as evidenced by the recovery of orientational dependence of IR (as well as 
Raman) spectra along with the original crystallographic orientations as shown in Figure 7, 
which indicates an epitaxial recrystallization. This behavior indicates that in highly metamict 
zircon and titanite, crystalline nanodomains with original crystallographic orientations might 
still exist.

In conclusion, Raman spectroscopy, as shown above, is a very powerful tool for study of radia‐
tion damage in actinide‐bearing phases and for estimation of their long‐term durability of their 
physical properties and chemical stability. This type of Raman applications can provide a better 
understanding of the mechanism of radiation damage and thermal recrystallization processes. 
It has a wide usage in condensed mater physics, material science, nuclear material sciences, 
mineralogist, and geochemistry. It has also been used analysis other radiation‐damaged min‐
erals, such as fergusonite [82, 83], actinide‐bearing monazite [32], titanoaeschynite (Nd) and 

Figure 6. Phonon frequency and FWHM of the Raman ν3 Si‐O stretching (B1g) in zircon (ZrSiO4) with different degrees of 
damage as a function of annealing temperature (Ref. [47], modified with unpublished data).
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nioboaeschynite (Ce) [84], uranyl titanate mineral davidite‐(La) [85], aeschynite‐(Y) and poly‐
crase‐(Y) [86], and steenstrupine [87], and pyrochlore (Zietlow et al., personal communication).
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Abstract

Raman scattering can explore a material’s structure, composition, and condition. In this
chapter, we demonstrate the application of Raman scattering to monitor the change in
the  physical  properties  and  chemical  composition  of  materials.  We  provide  two
examples: (1) the Raman peak profile and shift reveal the strain in graphene induced by
nanostructure and (2) the appearance and intensity of the Raman peaks indicate the
oxidation corrosion on Zircaloy nuclear fuel  cladding.  The Raman spectroscopy is
capable of providing evident and precise signals for the monitoring tasks. Through this
research, we propose Raman spectroscopy to be a sensitive, accurate, and nondestruc‐
tive tool for monitoring material conditions.

Keywords: Raman scattering, phonon vibration, monitoring, mechanical strain, oxida‐
tion corrosion, graphene, zirconium alloy nuclear claddings, raman peak intensity,
raman shift

1. Introduction

Raman scattering technology is able to reveal phonon/lattice vibrational mechanisms inside
materials [1, 2]. By combining this technique with different optical systems, it is feasible for
Raman spectroscopy to characterize the physical and chemical changes of materials, including
crystal structure deformation and crystal component change [3, 4].  Attributed to its high
sensitivity and noncontact detection, the sensing and monitoring applications of the Raman
scattering technique for different materials have attracted great interest in both science and
engineering fields.
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Graphene is a two‐dimensional (2D) material consisting of a flat monolayer or several layers
of carbon atoms arranged in a honeycomb lattice structure [5, 6]. Because of its special Dirac
cone structure which satisfies a linear dispersion relation, graphene has excellent electrical
properties, and the charge carriers of graphene can transport as massless Dirac fermions with
a mobility up to ~200,000 cm2 V−1 s−1 [7–10]. Combined with good mechanical strength [11],
outstanding thermal conductivity [12], and excellent optical transparency [13], graphene
consequently acts as an attractive candidate for future electronics and photonics applications
[14–16]. Previous studies have found that the electrical and thermal characteristics of graphene
including electrical resistivity [17], carrier mobility [18], band gap [19], and thermal conduc‐
tivity [20] are sensitive to mechanical deformation as it alters the structure of the graphene
band by confining or collimating the electrons and phonon vibration [19–23]. Therefore, the
ability to engineer strain and monitor the mechanical strain condition on graphene is critical
in order to fully utilize the electrical properties of graphene.

Through investigating phonon vibrations, Raman spectroscopy has been proven as an
important, nondestructive tool to discover the properties of graphene [24, 25]. The mechanical
strain can effectively change crystal phonon vibration based on the anharmonicity of the
interatomic potentials of the atoms. In other words, the impact of strain on phonon vibration
of graphene can be correlated with a change in the Raman characteristic peaks. Several studies
using Raman spectroscopy to characterize the phonon vibration of graphene have been carried
out with different strains induced by engineering methods [23, 26–29]. The strain on graphene
can be clearly reflected in the shift of Raman characteristic peak shifts, and the shift rate is
found proportional to the Grüneisen parameter [27, 28].

The management of spent nuclear fuel and other high‐level nuclear wastes has drawn great
attention from many fields [30]. The growth of an oxide corrosion layer on the cladding, such
as zirconium alloy (Zircaloy), is a threat to the nuclear fuel cask storage system, where it may
take years for the cladding to cool down due to the slow dissipation of the decay heat [31].
This oxidation process and its product oxide layer are detrimental to the Zircaloy cladding
and may play a role in low‐temperature creep and delayed hydride cracking [32].

Monitoring of nuclear fuel cladding in dry cask storage can assist with assurance of the
integrity of the fuel within the storage canister and is a necessary path to estimate the health
of the cladding. Several studies have been performed to understand the oxidation process of
Zircaloy [33–36]. More importantly, many detection methods of oxide corrosion have been
developed, including environmental monitoring [37], ultrasonic [38], ion beam radiation [39,
40], and optical spectrum methods [41–43]. Compared to other methods, the use of optical
spectrum for observation and detection of the oxidation promises to be more flexible, eco‐
nomical, effective, and practical.

As one advanced optical method, Raman scattering technology has been employed to study
the properties of zirconium oxide [44–47]. Based on the lattice mechanism, the Raman spectra
can be used to identify zirconium oxide from other oxide materials [48] and provide detail of
the formation of a textured oxide layer on the Zircaloy cladding [49]. The phonon vibration
status of the crystal structure/phase of zirconium oxide (amorphous, tetragonal, and mono‐
clinic polymorphs) can be finely revealed by the Raman characteristic peaks. These previous
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studies have resulted in the foundation for further Raman scattering investigation on Zr‐4
cladding health conditions and characteristics.

In this chapter, we demonstrated the employment of the Raman scattering technology to
monitor the mechanical property changes of graphene and chemical corrosion in zirconium
alloy nuclear fuel claddings. The positions, intensities, and profiles of the Raman characteristic
peaks precisely and directly probe the physical and chemical changes within these materials.
Therefore, Raman spectroscopy is proven to be a nondestructive tool for monitoring material
conditions with high sensitivity and high resolution.

2. Raman scattering monitoring of mechanical strain on graphene

To date, several approaches to creating strain in graphene have been proposed [23, 24, 26, 28].
Although the graphene deformation methods are different, the Raman spectroscopy is always
accepted as the most powerful and efficient tool to reveal the strain condition on graphene. In
this section, we employ Raman scattering technology to observe biaxial strain on monolayer
graphene. The strain was induced by deformation from a substrate with an array of SiO2

nanopillars. The nanopillars (1 cm2 in area, 80 nm in height, and 40 nm in pitch) were fabricated
by employing a self‐assembled block copolymer through simple dry etching and deposition
processes. The graphene sheet was subsequently transferred to the array of SiO2 nanopillars.
The creation of biaxial tensile strain in graphene was validated based on high‐resolution micro‐
Raman spectroscopy, and the strain values were quantitatively calculated through the
Grüneisen parameter. Atomic force microscopy (AFM) and accompanying finite element
simulations were employed to confirm the accuracy and reliability of the Raman spectroscopy
monitoring results.

Figure 1 shows the schematic process to fabricate SiO2 nanopillars patterned by self‐assembled
block copolymer. The fabrication began with forming periodic nanopatterns on 300 nm,
thermally grown SiO2/Si substrate by using a self‐assembled block copolymer as a pattern
template [50, 51]. A block copolymer layer, poly(styrene‐block‐methyl methacrylate) (PS‐b‐
PMMA), on top of a ~5 nm neutral PS brush layer was used to define periodic nanopatterns
(Figure 1(a)–(c)). The PMMA cylinders were selectively removed by exposure to UV irradia‐
tion and rinsing with acetic acid (CH3COOH) to form the cylinder‐shaped nanopattern
template layer. The brush layer in the patterned cylinders was removed by O2 plasma to allow
the following evaporated material to deposit directly to the substrate in the next step.
Figure 2(a) shows the block copolymer nanotemplate with a pitch (center‐to‐center distance
between cylinders) size ~40 nm. A layer of 15 nm thick chromium (Cr) was deposited by e‐
beam evaporation and lifted off (Figure 1(e)–(f)). The array of Cr nanodots was uniformly
created over the entire surface of SiO2/Si substrate (Figure 2(b)). Then, the underlying SiO2

layer was etched by Cr nanodots as a mask in the inductively coupled plasma (ICP) and the
reactive ion etching (RIE) combination system. Finally, an array of SiO2 nanopillars (80 nm in
height and 40 nm in pitch) was formed on Si substrate after removing the Cr nanodots, as
shown in Figure 2(c).

Raman Spectroscopy for Monitoring Strain on Graphene and Oxidation Corrosion on Nuclear Claddings
http://dx.doi.org/10.5772/65111

125



Figure 1. SiO2 nanopillar fabrication process with assistant of self‐assembled block copolymer. (a) original SiO2/Si sub‐
strate, (b) PS coated on substrate, (c) self‐assembled block copolymer coated on PS layer, (d)nanotemplate formed on
substrate, (e) Cr evaporated on sample, (f) Cr nanodot on substrate after lift‐off, (g) SiO2 nanopillar formed after etch‐
ing with Cr nanodot mask, and (h) clean SiO2 nanopillar substrate after removing Cr nanodots.

Figure 2. (a) Self‐assembled block copolymer nanotemplate on SiO2/Si substrate, (b) Cr nanodots after lift‐off on SiO2/Si
substrate, (c) obtained SiO2 nanopillars on SiO2/Si substrate, and (d) CVD grown monolayer graphene on Cu foil sub‐
strate. From Ref. [52].

The monolayer graphene that was transferred onto the array of SiO2 nanopillars was grown
on a 25 μm thick 1″ × 1″ copper (Cu) foil by a chemical vapor deposition (CVD) [53, 54].
Figure 2(d) shows the SEM image of the grown monolayer graphene on Cu foil. A layer release‐
transfer method was employed to transfer the monolayer graphene film onto the pre‐pre‐
pared SiO2 nanopillar substrate as shown in Figure 3.
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Firstly, in order to form a 150 nm thick PMMA supporting layer, the graphene layer on the
back side of Cu foil was removed by oxygen plasma, followed by spin‐coating PMMA on the
top side of the graphene sample and baked at 130°C for 3 min (Figure 3(a)–(c)). Secondly, the
PMMA‐coated sample was dipped into 0.25 mol of Fe3Cl etchant for 4 h to remove the Cu foil
completely, and then the left PMMA/graphene membrane was floated on the solution surface
(Figure 3(d)–(e)). After cleaning the sample in DI water, the floating PMMA/graphene
membrane was scooped on the SiO2 nanopillar substrate, and the PMMA layer was removed
by acetone to only leave the graphene film on a SiO2 nanopillar substrate (Figure 3(f)–(h)). The
graphene/SiO2 nanopillar substrate was dried on a hot plate at 105 °C for 1 min to evaporate
solvent and water from the sample. With the help of water capillary action and van der Waals
forces, the graphene film can be driven to follow the substrate profile. Namely, when the
graphene/PMMA film was transferred to the SiO2 nanopillar substrate, a 150 nm thick PMMA
layer made it remain flat on the SiO2 nanopillars. However, the graphene layer started to sag
as the PMMA layer was removed and the capillary action of the water and the van der Waals
forces between the graphene layer and the nanopillars helped the graphene layer depress and
follow the profile of nanopillars. The schematic illumination for this process is shown in
Figure 4(a). During the SiO2 nanopillar fabrication process, we intentionally left several
unpatterned regions on the substrate to attach the graphene film tightly without strain after
the transfer, which also can be used as unstrained reference regions in the following Raman
spectroscopy study. Figure 4(b) is the 45°‐angled SEM image showing that the deformed
graphene film was supported by numerous and periodic SiO2 nanopillars.

Figure 3. Transfer process of CVD graphene to prepared SiO2 nanopillar substrate. (a) Graphene grown on Cu foil, (b)
sample with back side graphene removed, (c)PMMA coated on graphen, (d) sample sunk in FeCl3 solution to remove
Cu, (e) PMMA/graphene layer in DI water for clean, (f) PMMA/graphene layer picked up by prepared SiO2 nanopiller
substrate, (g)Flat PMMA/graphene on top of SiO2 nanopiller substrate, and (h) deformed graphene on SiO2 nanopiller
after removing PMMA.
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Figure 4. (a) Schematic illumination of graphene deformation process and (b) deformed graphene sheet standing on
top of SiO2 nanopillars.

A Horiba micro‐Raman spectrometer (resolution of 0.045 cm−1) with a 50× objective lens (a spot
size of about 1 μm) and 18.5 mW of He‐Ne (633 nm) was used to investigate the strain on the
transferred monolayer graphene. The graphene on both flat regions and the SiO2 nanopillars
was examined at several different positions. From the Raman spectra as shown in Figure 5(a)
and (b), the intensity of the 2D band is about two times of that of the G band, which is
corresponding to monolayer graphene Raman spectra [25, 54]. The graphene on the flat regions
(no nanopillars) of the substrate without clear deformation was used as reference to study the
strain on graphene. It is clear that there are substantial differences in the Raman spectrum G
and 2D bands between the graphene on SiO2 nanopillars and on the flat region. In Figure 5(a)
and (b), compared to the flat graphene, there are downshifts in the G band (average shift,
7.8 cm−1) and 2D band (average shift, 16.3 cm−1) of graphene on nanopillars in the peak
positions. The downshift of the G band and the 2D band is attributed to the local strain on
graphene induced by SiO2 nanopillars.

Figure 5. Raman spectra of the (a) G peak downshift and (b) 2D peak downshift taken on the flat surface (red) and on
the nanopillars (blue). From Ref. [52].
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In the Raman spectra of graphene, the G band is related to the doubly degenerated E2g at the
center of the Brillouin zone, while the 2D band is related to the momentum conservation of
the scattering of two phonons with opposite waver vectors [26, 27]. The mechanical strain can
influence the phonon variation in the crystal [3, 55]. The center‐zone phonon vibration change
due to the strain is shown in the G band shift, and the change in the double‐resonance condition
due to the strain, which affects the actual corresponding phonon, can be reflected by the 2D
band in the Raman spectrum measurements. The local biaxial tensile strain induced by SiO2

nanopillar can explain the downshift happening to G and 2D bands.

The Raman shifts were qualitatively studied to discover the biaxial strain through the Grü‐
neisen parameter, which describes the vibrational effect on the crystal lattice property, by the
following equation [24, 27, 55]:

0

1

h

dwg
w de

= - (1)

where ω0 is the Raman band frequency without strain, δω is the Raman band shift, γ is the
Grüneisen parameter for the corresponding band, and εh is the hydrostatic strain on the
graphene film. For biaxial strain, εh can be expressed as εh = εt + εl and εt = εl, in which εt and
εl are the transversal and longitudinal components of the strain. From Eq. (1), based on
previously reported Grüneisen parameters and the downshift characteristic bands collected
from the test positions, the biaxial tensile strain εl = εt can be calculated to have an average
value of 0.135 % from the G band and 0.117 % from the 2D band.

Figure 6. (a) Morphology of the transferred graphene film on the SiO2 nanopillar substrate measured by AFM and (b)
deformed graphene on four adjacent nanopillars (unit area). From Ref. [52].

In order to confirm the Raman spectroscopy defection results, the wavy morphology of the
transferred graphene film on the SiO2 nanopillars substrate was carefully measured by the
noncontact‐mode atomic force microscopy (AFM) over a 500 nm× 500 nm area as shown in
Figure 6. It was clearly observed that the surface morphology of the transferred graphene film
followed the SiO2 nanopillar profile. The inserted 2D graphene surface profile in Figure 6(a)
was taken from two adjacent SiO2 nanopillars, which indicates how much the graphene layer
was deformed. The peak‐to‐valley distances are found to have a range of about 0.5–5 nm. A
subtle difference in the arrangement of the nanopillars and graphene sag condition creates a
different degree of deformation on the graphene film. As described in the previous section,
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just after transfer, the graphene/PMMA film was kept flat, and the length of the graphene
between two pillars was L, while once the PMMA was removed, the graphene began to sag to
follow the nanopillar profile, and the length of graphene between two pillars was changed to
L + ΔL (Figure 6(b)). Then, the mechanical strain on graphene can be calculated by the
following equation: strain = ΔL/L [24]. Based on the AFM‐measured morphology of the
graphene on the nanopillars, the local strain in the graphene can be extracted in the range from
about 0.04 to 0.9 % with an average value about 0.17 % measured in a 1 μm2 area.

Figure 7. (a) A schematic illustration of strained graphene on top of a nanopillar. Simulated biaxial tensile strain on
transferred graphene transferred by COMSOL Multiphysics; (b) with 0.5 nm; and (c) with 5 nm deformation toward.
From Ref. [52].

Figure 8. Comparison of the strain extracted from AFM and calculated from Raman band shift.

Furthermore, a strain distribution on graphene based on the deformation values we measured
from the AFM was simulated by COMSOL Multiphysics. As shown in Figure 7(a), we used
the actual dimensions, structure, and material parameters in the simulation model. For
graphene, we used Young’s modulus of 1 TPa [11] and Poisson’s ratio of 0.3 [56]. We took the
two extreme cases, the largest and the smallest deformations which were the 0.5 and 5 nm of
the peak‐to‐valley distances. For the smallest graphene deformation, the maximum strain in
the graphene near the top part of the nanopillar is about 0.3 %, and most of the region shows
an average strain of about 0.07 % as shown in Figure 7(b). On the other hand, for the largest
graphene deformation, the minimum strain in the graphene near the top part of the nanopillar
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Figure 7. (a) A schematic illustration of strained graphene on top of a nanopillar. Simulated biaxial tensile strain on
transferred graphene transferred by COMSOL Multiphysics; (b) with 0.5 nm; and (c) with 5 nm deformation toward.
From Ref. [52].

Figure 8. Comparison of the strain extracted from AFM and calculated from Raman band shift.

Furthermore, a strain distribution on graphene based on the deformation values we measured
from the AFM was simulated by COMSOL Multiphysics. As shown in Figure 7(a), we used
the actual dimensions, structure, and material parameters in the simulation model. For
graphene, we used Young’s modulus of 1 TPa [11] and Poisson’s ratio of 0.3 [56]. We took the
two extreme cases, the largest and the smallest deformations which were the 0.5 and 5 nm of
the peak‐to‐valley distances. For the smallest graphene deformation, the maximum strain in
the graphene near the top part of the nanopillar is about 0.3 %, and most of the region shows
an average strain of about 0.07 % as shown in Figure 7(b). On the other hand, for the largest
graphene deformation, the minimum strain in the graphene near the top part of the nanopillar
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is as high as 3.5 %, and most of the region shows the average strain about 0.8 % as shown in
Figure 7(c). The simulated results confirm the analysis from the AFM measurement.

The Raman shift and strain conditions collected from Raman and AFM are shown in Figure 8.
This biaxial strain value obtained from Raman spectroscopy detection matched to that
obtained from accurate AFM measurement. This result demonstrates the accuracy and
effectiveness for the Raman scattering technology to monitor the strain on graphene, even if
the strain is induced by subtle nanostructures.

3. Raman scattering monitoring oxidation corrosion of nuclear fuel
claddings

Acquiring and understanding the health condition of nuclear fuel cladding are vital for nuclear
energy long‐term fuel storage systems. In this section, we present the use of Raman scattering
technology to monitor oxidation corrosion on nuclear fuel cladding. Systematic Raman scans
were performed to study the relationship between typical Raman spectra and various oxida‐
tion corrosion layer thicknesses. The thicknesses of the oxide layers were confirmed by cross‐
sectional scanning electron microscopy (SEM) examination. The results reveal that each oxide
layer thickness can be directly related to the Raman scattering characteristic peaks and have
proven that Raman scattering technology is an accurate, nondestructive, and sensitive method
to monitor the oxidation corrosion of zirconium‐based cladding.

The tested Zr‐4 cladding samples were cut by saw from 1 mm thick Zr‐4 cladding into
1 cm × 1 cm specimens. The Zr‐4 samples were ground and polished to remove the native
surface oxide layer and provide a smooth sample surface. The morphology of the oxide may
be affected by the cold‐worked nature of the polished surface. The samples were loaded in a
quartz tube with a 5 cm diameter and were oxidized in a Thermo Scientific F79335‐70 furnace
chamber at 500 °C in flowing air. Samples were oxidized for 5, 10, 20, 50, and 100 h, respectively,
to achieve different corrosion layer thicknesses. These oxidation times were chosen such that
the thickness of the oxide layer can be clearly distinguished. After oxidation, the polished side
of each oxidized sample was ready for f Raman scattering investigation.

The Raman scattering spectra of the oxidized samples were measured with a Thermal Scientific
DXR micro‐Raman spectrometer. The excitation laser source is a DXR 532 nm green laser, and
the output power was 10 mW. The spectra were acquired by a 50 μm aperture. The objective
of the microscope was chosen as 10×, providing a laser beam spot size diameter of 2.1 μm.
Raman spectra were collected from the entire 2.1 μm diameter spot. The scans implemented
a 900 lines/mm grating to obtain full‐range spectra and find the interested spectrum range. For
each sample, systematic scans for several spots randomly selected at different regions on the
sample were carried out. Then, the representative spectra which appeared most frequently
were chosen for further analysis.

From the full‐range scanned Raman spectra of bare Zr‐4 as well as samples oxidized for 5, 10,
20, 50, and 100 h, the characteristic Raman scattering peaks appear between wave number of
160 and 800 cm−1. Figure 9 shows the selected representative Raman spectra in this wave
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number range. A baseline has been subtracted from each spectrum, which allowed all the
spectra to be put at the same level to permit selection of the best peaks for measuring the oxide
layer thickness. As the Raman spectra reveal, the characteristic Raman scattering peaks become
more obvious as the sample’s oxidation time increases. In the spectrum from the non‐oxidized
sample, there is only one peak around 480 cm−1 with a very weak intensity. The spectrum from
the 5 h sample exhibits the 480 cm−1 peak, which is similar to the bare sample. Meanwhile, two
weak peaks around 180 and 630 cm−1 appear with a broad peak width. In the spectrum from
the 10 h sample, the peaks at 180, 480, and 630 cm−1 become stronger and wider. In addition,
two peaks at 340 and 380 cm−1 appear. The spectrum from the 20 h sample is similar to that of
the 10 h sample, but the intensity of each peak increases slightly. The peaks at 180 and 630 cm
−1 begin to split into two sub‐peaks at 175 and 187 cm−1 and 613 and 638 cm−1, respectively. In
the spectrum from the 50 h sample, all these peaks still exist at the same positions but with
much stronger intensities. New peaks at 220, 540, and 580 cm−1 also appear within this
spectrum. The spectrum from the 100 h sample contains all the peaks in the 50 h sample’s
spectrum, but each of them displays an increase in intensity. Furthermore, there are two new
peaks at 280 and 300 cm−1 with weak intensities.

Figure 9. The selected representative Raman spectra of the non‐oxidized, 5, 10, 20, 50, and 100 h oxidized Zr‐4 cladding
samples. As the oxidation time increases, there are 12 characteristic peaks appearing in the spectra. From Ref. [58].

As the oxidation time increases, a thicker oxide layer is grown on top of Zr‐4, and in turn, the
Raman spectrum of this sample can show stronger Raman scattering signals. Comparing all
of these Raman spectra in detail, some characteristic peaks are helpful in identifying bare and
oxidized samples. As discussed previously, there are 12 characteristic peaks appearing or
enhanced in the spectra of the tested samples. In the spectra of the bare and 5 h samples, the
differences are only observed for peaks at 180 and 630 cm−1, which do not exist in the bare
sample spectrum. These two peaks exist in all the spectra of the oxidized samples (from 5 to
100 h), and their intensities increase consistently as the oxidation time increases, although there
is splitting happening in these two peaks for samples exposed for longer times. These split
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peaks at 175, 187, 613, and 638 cm−1 correspond to the existence of the zirconium oxide
tetragonal and monoclinic polymorphs in the oxide layer [44, 57]. When an oxide layer grows
thicker, there will be more zirconium oxide in these polymorphs. Oxide layers grown in
environments other than air will likely have a different morphology than those studied here.
Future work is necessary to establish whether the approach used successfully in this study will
apply to oxides grown under other conditions.

After the Raman spectrum measurement, the oxidized Zr‐4 samples were prepared with
phenolic mount for cross section measurement by SEM in order to examine the Raman results.
Because of the different properties of phenolic, zirconium oxide, and Zr‐4, these three materials
can be easily distinguished by the white‐black contrast. Zirconium oxide is a high dielectric
constant material, so compared with Zr‐4, the zirconium oxide layer has a darker gray color
in SEM images, and the boundary between the oxide layer and the Zr‐4 was obvious. Following
this procedure, the zirconium oxide layer thickness can be measured accurately at different
positions of cross section.

Figure 10. The cross‐sectional SEM images of Zircaloy‐4 samples oxidized at 500 °C in ambient air for (a) 5, (b) 10, (c)
20, (d) 50, and (e) 100 h. From Ref. [58].

The cross‐sectional SEM images of the samples are shown in Figure 10(a)–(e). The SEM images
were taken in more than 20 different regions over the whole cross section of each sample, so
they can be representative of the sample oxide layer thickness. The statistical average thickness
and standard deviation of the top oxide layer are shown in Figure 11. The thickness of the
oxide layer increases roughly linearly with oxidation time. For the 5 h sample, there is a very
thin uniform oxide layer on the Zr‐4. As the thickness increases, the top oxide layer becomes
nonuniform, and the interface between zirconium oxide and Zr‐4 becomes rougher. The
average thickness of the oxide layer for the 5 h sample is about 0.55 μm with a deviation of
about 0.066 μm. But for the 100 h sample, the average thickness of the oxide layer is about
10.13 μm with a deviation of about 3.08 μm. This suggests that during oxidation, the growth
rate of the oxide layer varies across the sample, and the oxide layer will have an uneven profile.
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Figure 11. The calculated statistical average thickness and deviation of all oxidized samples as a function of oxidation
time. From Ref. [58].

In order to analyze these two peaks quantitatively, the Gaussian-Lorentzian mode deconvo-
lutions were carried out on two characteristic peaks around 180 and 630 cm−1, which are
candidate signals for detecting the Zr-4 cladding oxide layer thickness. Figure 12 shows the
deconvolution processes of these two characteristic peaks from the selected representative
spectra of the 10 and 100 h samples. After deconvolution, the two sub-peaks can be replaced
by individual peaks at the 175 and 187 cm−1 and 613 and 638 cm−1 positions, respectively. The
intensities of these four peaks from the representative Raman spectra of all oxidized samples
are shown in Figure 12 as a function of the average thickness of the oxide layer. The intensities
of these four deconvoluted peaks increase consistently as the oxide layer becomes thicker. For
the 10 h sample with average oxide layer thickness of 1.30 μm, the intensities of the deconvo-
luted peaks are 44.1, 26.6, 21.3, and 39.5. For the 100 h sample with average oxide layer thickness
of 10.13 μm, the intensities have increased greatly to 645.5, 405.5, 264.9, and 356.5.

The difference in intensities of the peaks at 175, 187, 613, and 638 cm−1 is able to identify each
sample with the corresponding oxide layer thickness with high resolution as shown in
Figure 13. Taking the peak at 175 cm−1 as an example, the peak intensity increases from 0 for
a bare sample to 3.5, 44.1, 63.2, 186.6, and 645.5 for 0.55, 1.30, 2.36, 5.27, and 10.13 μm oxide
layer thicknesses. Because there is no peak at these positions for the bare sample, it is easy to
distinguish it from the oxidized samples, even for the 5 h sample with a 0.55 μm thick oxide
layer. Among the oxidized samples, the average thickness difference between 5 and 10 h
samples is only about 0.75 μm, but the signal intensity of the 10 h sample is almost 10 times
higher than that of the 5 h sample. Another three peaks show similar trends. This result reflects
that during the oxidation process at 500 °C, as oxidation time increases, the components of the
tetragonal and monoclinic polymorph zirconium oxide become more, and consequently, they
show much stronger characteristic peaks in the Raman spectra [44].
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Figure 12. The Gaussian-Lorentzian deconvolution processes of characteristic peaks around 180 and 630 cm−1 from the
selected representative Raman spectra of the 10 (a) (b) and 100 h (c) (d) oxidized samples. From Ref. [58].

Figure 13. The intensities of the deconvoluted peaks at 175, 187, 613, and 638 cm−1 as a function of the average thick-
ness of the oxide layer. From Ref. [58].
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Figure 14 shows the maximum intensity deviation percentages of each characteristic peak from
different test positions for all oxidized samples as a function of the average thickness of the
oxide layer. It is observed that the maximum intensity deviations for these characteristic peaks
are in the range from about 5 % to a little lower than 25 %. This intensity variation comes from
the difference in the thickness of the oxide layer. This result means that the uneven condition
of the oxide layer thickness for the sample can be roughly reflected in intensity variation of the
characteristic peaks. After analysis of these characteristic peaks, they can be confidently
considered as sufficient scattering signals to detect the oxide layer thickness on Zr‐4 cladding
and further employed to finish the task of converting the oxide layer thickness to detectable
optical signals.

Figure 14. The maximum intensity deviation percentages of the characteristic peaks (deconvoluted) as a function of the
average thickness of the oxide layer. From Ref. [58].

4. Conclusion

Raman spectroscopy has been demonstrated to successfully probe the tensile biaxial strain in
monolayer graphene on the surface of SiO2 nanopillars patterned by a self‐assembled block
copolymer. The characteristic Raman peaks of the G band and 2D band shifted due to the strain,
and the Raman shifts accurately expressed the strain value distributed on graphene. The
surface profile of the transferred graphene film on SiO2 nanopillars was carefully investigated
by AFM, and the biaxial tensile strain generated in the graphene was extracted from the
physical deformation. Then, finite element simulations were used to validate the measure‐
ments. Both the AFM experimental investigation and FEM theory modeling matched the strain
results achieved from Raman spectroscopy study and proved the capability of Raman
scattering to monitor the subtle mechanical property change of graphene.
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Raman scattering technology was studied to monitor spent fuel cladding oxidation. The air‐
oxidized Zr‐4 cladding samples were systematically investigated by Raman spectroscopy.
Straightforward Raman spectrum analysis reveals that there are characteristic peaks able to
identify the bare and oxidized cladding samples and samples with different oxide layer
thicknesses. SEM scans were carried out to visually examine oxide layer thicknesses on
cladding. The comparison results confirmed this Raman scattering detection method displays
high resolution in the determination of the oxidation corrosion degrees.

In summary, Raman scattering technology was proposed to monitor mechanical property of
novel 2D carbon material and oxidation film thicknesses on nuclear fuel cladding Zircaloy. The
positions and intensities of the characteristic peaks of the materials under test accurately and
reliably revealed the changes in physical and chemical properties. The work reported in this
chapter on observing materials with Raman spectroscopy extends the application of Raman
scattering technology in monitoring new nanomaterial status and the health of nuclear storage
systems in the research and engineering development.
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Abstract

Vibrational Raman spectroscopy, one of the experimental techniques available, is applied 
for characterization and analysis of molecular samples in different areas such as medical, 
food and environmental analysis. Application of the Raman technique is mostly similar 
to the application of infrared and near-infrared absorption spectroscopy, i.e. only the 
spectral distribution is analysed. The goal of the present chapter is to demonstrate that 
the amount of molecular information (also for solutions and powders) can be increased 
considerably by analysing also the polarization of the Raman and resonance Raman-
scattered light. The goal is achieved through: (1) a discussion of the basic properties of 
Raman scattering with special focus on polarization and polarization dispersion. The 
discussion includes the rotational invariants of Raman tensors, the non-commuting gen-
erator approach to molecular symmetry as a tool for construction of state and Raman 
tensors for single molecules and dimers and higher aggregates and thereby predict the 
polarization; (2) a discussion of two illustrative case studies: Case study 1: Aggregation 
of haemoglobin in red blood cells (RBC); and Case study 2: In vitro polarization resolved 
RRS study of dye-sensitized solar cells.

Keywords: polarization, state tensor, Raman tensor, aggregation, non-commuting 
generators

1. Introduction

Raman spectroscopy is a fast, non-destructive and molecule-specific technique, which 
requires no or very little sample preparation. Raman spectroscopy is therefore attractive as 
an experimental technique for on-site investigations of molecular samples of very different 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



nature. A vibrational Raman spectrum contains the unique and highly resolved vibrational 
signature of the molecule and it is obtained by illuminating the sample with polarized laser 
light with wavenumbers in either the near-infrared (NIR), visible or ultraviolet (UV) regions 
and monitoring the backscattered light as a function of wavenumber. The main challenge of 
Raman spectroscopy has always been the low Raman cross-section, where typically 108 laser 
photons only generate a single Raman photon. The result is that the intensity in Raman spec-
tra is generally low. Another challenge particular in Raman investigations of biomolecules is 
that the excitation of the Raman process is followed by a simultaneous excitation of fluores-
cence. Since the fluorescence cross-section is generally several orders of magnitude higher 
than the Raman cross-section, the Raman signal may be partly or completely hidden behind 
the fluorescence background.

However, because of the technical improvements in Raman instrumentation, the problems 
originating from the low Raman cross-section have largely been overcome so that the poten-
tial of Raman scattering can be utilized, and even though fluorescence may still be a problem 
in some cases and requires advanced signal processing, vibrational Raman spectroscopy is 
now applied as a standard technique in many areas such as medical, food and environmental 
analysis.

In most practical applications, only the positions and intensities of the Raman bands are ana-
lysed, i.e. the Raman technique is applied similarly to infrared (IR) and NIR spectroscopy. 
Although the polarization properties of Raman scattering have been known since the early 
days of Raman theory, see e.g. [1], and although Raman dispersion spectroscopy (including 
polarization) introduced by Mortensen [2] has been applied for many years to explore confor-
mational perturbations in metallo-porphyrins and various proteins, see [3–7] and references 
therein, the advantage of applying polarization resolved Raman scattering is not yet com-
mon knowledge among the increasing group of practically working scientists and laboratory 
technicians representing very different areas, who apply vibrational Raman spectroscopy as 
one out of a large number of experimental techniques available for the characterization of 
molecular samples. Besides, polarization analysis of vibrational Raman data is not a standard 
option in most commercial Raman instruments.

A unique property of the Raman process is that the polarization of the scattered light is gen-
erally different from the polarization of the incident laser light. This holds for molecular sol-
ids, i.e. oriented molecules and (perhaps more surprisingly) also for powders and solutions, 
where the molecules are randomly oriented. In vibrational Raman scattering, the polarization 
change is found to be specific for each vibrational Raman mode and for excitations near an 
UV/Visible absorption in the molecule, i.e. in resonance or near-resonance Raman scattering, 
the change depends in general on the wavenumber difference between the excitation and the 
absorption as well as on the molecular configuration in the electronically excited state.

The goal of this chapter is to demonstrate why, how and when the application of polarized 
resolved Raman spectroscopy may increase the outcome of a Raman experiment. This goal is 
achieved through a discussion of the basic properties of Raman scattering with special focus 
on the polarization followed by a discussion of two illustrative case studies: Case study 1: 
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Aggregation of haemoglobin in red blood cells (RBC); Case study 2: In vitro polarization 
resolved RRS study of dye-sensitized solar cells (DSC).

2. A glimpse of Raman theory

A unified treatment of Raman theory can be found in Ref. [8] together with a long list of refer-
ences to the Raman literature. The symmetry aspects of the polarization properties have been 
discussed by Mortensen and Hassing [9], while the vibronic aspects have been discussed by 
Siebrand and Zgierski [10] and we refer to these references for details.

Raman scattering is a two-photon process in which a primary photon with wavenumber    ̃   ν  p     
and polarization vector up is absorbed and coherently replaced by a scattered photon with wave-
number    ̃   ν  s     and polarization vector us. In a quantum mechanical description of the process in 
which the interaction between the molecule and radiation is used as perturbation, the Raman 
process is of second-order, which has the consequence that the Raman-scattered intensity 
into the solid angle dΩ(IRaman) becomes proportional to the absolute square of the scattering 
(Raman) tensor    |   α   a→b  |     2   which is a tensor of Rank 2. The basic scattering equations are col-
lected in Eq. (1), while the expression for the components of the Raman tensor   α  ϱσ  a→b   is given 
in Eq. (2).

   I  Raman   =   (    dσ _ dΩ   )    I  laser   dΩ and   (    dσ _ dΩ   )    = 4π  α  fsc  2        ̃   ν  s      4    |    ∑  
ρ,σ

    u  sρ    α  ϱσ  a→b   u  pσ   |     
2

   (1)

where    (    dσ _ 
dΩ

   )     is the differential Raman cross-section and αfsc is the fine structure constant. Ilaser is 
the intensity of a collimated laser beam:

   α  ϱσ  a→b  =  ∑  r     
〈b |  ρ |  r〉〈r |  σ |  a〉 

  ____________________   ̃   ν  pa    −   ̃   ν  p    − i  γ  r  
   +   

〈b |  σ |  r〉 〈r |  ρ |  a〉
  ____________________   ̃   ν  rb    +   ̃   ν  p    + i  γ  r  

    (2)

where a, b and r stands for the initial, final and intermediate states of the process.    ̃   ν  ra     is the 
energy difference between state    |  r〉   and    |  a〉   The summation runs over all the (exact) eigenstates 
of the molecule and γr is the damping of the state    |  r〉   responsible for its exponential decay. ρ 
and ρ and σ are a shorthand notation for the Cartesian components of the electronic position 
vector   ∑  i    r  i   =   

  ̂  μ 
 __ e   , where    ̂  μ   and e are the electric dipole operator of the electrons and the electron 

charge, respectively, and the summation runs over all electrons in the molecule. ρ and σ refer 
either to the space-fixed coordinates X, Y,Z or to the molecule-fixed coordinates x, y, z. In 
non-resonance Raman scattering (RS), where the excitation wavenumber is chosen in a region, 
where the molecule does not absorb light, i.e.    ̃   ν  

b
     <    ̃   ν  

p
    ≪   ̃   ν  

ra
      for any state    |  r〉  , the expression for   

α  
ϱσ

  a→b   becomes virtually independent of intermediate states and the polarizability theory first 
developed by Placzek applies [1]. See also the book by Long [11]. In the case of excitation close 
to an absorption energy, i.e.    ̃   ν  

p
    ∼   ̃   ν  

ra
     for some intermediate states, the contribution from these 

states dominates and the Raman signal will be enhanced. The process is termed resonance 
Raman scattering (RRS). The enhancement, which may be a factor of 106, depends on the wave-
number difference between the resonating states    |  r〉   and the wavenumber of the laser    ̃   ν  p     as well 
as on the magnitude of the damping constants γr.
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In polarization resolved Raman scattering two quantities are measured, the parallel and per-
pendicular components of the total scattering cross-section,

    (    dσ ___ dΩ   )    
∥
   = 4π  α  fsc  2        ̃   ν  s      4    |   α  ZZ  a→b  |     

2
   (3)
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⊥
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2
   (4)

  DPR =   
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⊥
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∥
  
   =     
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2
 
 _______ 
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2
 
    (5)

where it is assumed that an oriented molecule is placed in the centre of a space-fixed coor-
dinate system and that the Raman scattering is observed in the backscattering geometry. 
Besides the incoming light is taken to propagate along the X-axis and linearly polarized in 
the Z-direction. The parallel polarized scattered light is then also polarized in the Z-direction, 
while the perpendicular polarized scattered light is polarized in the Y-direction. The polariza-
tion is described by the depolarization ratio (DPR) defined in Eq. (5). The DPR is seen to be 
an absolute quantity.

For ensembles of randomly oriented molecules, i.e. powders and solutions, the parallel and 
perpendicular scattering cross-sections in Eqs. (3) and (4) must be averaged with respect to 
molecular orientation. The spatial average of the scattering components  〈   |   α  

ZZ
  a→b  |     

2
  〉  and  〈   |   α  

YZ
  a→b  |     
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First, it is noted that in RRS all three tensor invariants may be different from zero, while in 
RS the Raman tensor is found to be symmetric so that the scattering is determined by only 
∑0 and ∑2, which has the consequence is that the DPR is limited to:  0 ≤ DPR  ≤   3 __ 4   . However, in 
RRS the DPR may take any number. But more important: the DPR may depend on the laser 
wavenumber, i.e. exhibit polarization dispersion.

We now see why polarized measurements performed on powders and solutions may provide 
extra information in Raman spectroscopy, while this is not the case in IR and NIR absorption. 
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Raman scattering includes in general three independent observables ∑0, ∑1 and ∑2 while IR 
and NIR absorption only includes one observable, namely the spatially average of the elec-
tric dipole transition moment vector, i.e. its length. Polarized measurements in IR and NIR 
absorption may of course give additional information when the molecules can be spatially 
oriented.

2.1. State tensors and Raman tensors

In the discussion of the polarization properties of RRS, it is convenient to define for the state 
   |  r〉   the state tensor    [   S  ϱσ    |  r〉  |    ]    

a→b
   =  〈b|ϱ|r〉〈r|σ|a〉 . The Raman tensor for the Raman transition    |  a〉  →    |  b〉   is 

then given as a sum of state tensors, where each state tensor is weighted by the complex energy 
factor    (    ̃   ν  ra    −   ̃   ν  p    − i  γ  r   )     

−1

  . In the general case where the molecule has no symmetry all components of 
the state tensors    [   S  

ϱσ
   |  r〉  ]    

a→b
    may be different, besides the state tensors    [   S  

ϱσ
   |  r〉  ]    

a→b
    and    [   S  

ϱσ
   |  r〉  ]    

a→b
   associated 

with different states    |  r〉   and    |  s〉   are also different in general. When the molecules have a certain 
amount of symmetry some of the components    [   S  

ϱσ
   |  r〉  ]    

a→b
    vanish and some of the non-vanishing 

components become numerically related. However, the symmetry relations between the state 
tensor components    [   S  ϱσ   |  r〉  ]    

a→b
    and    [   S  

ϱσ
   |  r〉  ]    

a→b
    may still be different, depending on the symmetry relation 

between the states    |  r〉   and    |  s〉  . The result is that a particular tensor component   α  
ϱσ

  a→b   of the Raman 
tensor   α  

 
  a→b   will have contributions from selected states    |  r〉  , while other components   α  

ϱ'σ'
  a→b   will have 

contributions from other states    |  s〉  . The important point is that the distribution of the state tensor 
components that contribute to a given Raman tensor   α   a→b   will manifest itself in the measured 
DPR values. Thus, under-resonance or near-resonance excitations the value of the DPR may or 
may not depend on the excitation wavenumber (polarization dispersion). As already mentioned 
polarization dispersion has been applied in numerous resonance Raman studies of the structure 
and bio-functionality of proteins containing metallo-porphyrins [7, 12]. The ideal symmetry of 
the porphyrin (e.g. the haem group) is D4h, but the real symmetry becomes lower when distor-
tions are induced on the Tetra-pyrrole ring by its surroundings. Depending on the symmetry of 
the distortion the coupling between the doubly degenerate B- and Q-states of the chromophore 
induces changes in the state and Raman tensors, which give rise to a characteristic polarization 
dispersion of each Raman mode. Since the DPR is very sensitive to even small perturbations of 
the molecule, detailed information about intra-molecular interactions can be obtained as shown 
in the papers mentioned above. The challenge in performing Raman dispersion studies is that 
one has to monitor two Raman cross-sections,    (    dσ ___ 

dΩ
   )    

∥
    and    (    dσ ___ 

dΩ
   )    

⊥
    as a function of excitation wave-

number, which requires special laser sources and/or several lasers. The experiments may be 
rather time consuming as such, in particular when the fluorescence background changes with 
the excitation wavenumber. Besides, one has to keep track on the absolute intensity variations 
by the application of internal standards.

In non-resonance, vibrational Raman scattering the different contributions to the Raman tensor 
are ’washed out’ and the Raman tensor becomes symmetric and as well known, the DPR values 
become either  DP  R  asym   =   3 __ 4    for a-symmetric modes or  0 ≤ DP  R  

sym
   <   3 __ 

4
    for totally symmetric modes.

For molecules with a well-defined nuclear configuration, the molecular symmetry can be dis-
cussed in terms of point-groups. As shown by Mortensen and Hassing [9], the general form of 
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the state tensors, determined by symmetry, can be evaluated by applying the method of non-
commuting generators instead of conventional group representation theory [13]. The state 
tensors for almost all point groups have been derived in [9] and they have later been repro-
duced in [8]. Below it is demonstrated how this method can be extended to derive also the 
state tensors for aggregated molecules. Although the dimer is used as an illustrative example 
the method can easily be generalized to larger aggregates.

Finally, most treatments of vibrational Raman scattering are formulated within the adiabatic 
Born-Oppenheimer (ABO) approximation and we shall also do so here, since this will be 
sufficient for the discussion of the polarization. In any case, the results can be generalized to 
go beyond the ABO approximation by the application of perturbation theory. However, all 
results based on symmetry will be exact. Since we are mainly interested in larger molecules, 
i.e. solutions and powders, the rotational motion need not be explicitly considered. All states 
in the state and Raman tensors are therefore given as products of an electronic state and a 
vibrational sub-state, i.e.    |  r〉  =   |  e〉   |   v  

1
  ,  v  

2
  ,  v  

3
  , … ..〉  , where in the harmonic approximation the vibra-

tional sub-states are also factorized.

2.2. State and Raman tensors for aggregated molecules

The non-commuting generator approach to molecular symmetry discussed by Mortensen in 
[13] is illustrated in Figure 1, using the point group D4 as an example. The group is characterized 
by two generators    ̂   C  4     and    ̂   C  2y     and a commutation relation between the generators. The character 
table, used in group representation theory (shown to the right), is replaced by an eigenvalue 
table containing the eigenvalues of the generators (region I). Region II gives the eigenvalues 
under    ̂   C  2y    , but since this operator does not always commute with    ̂   C  4     the transformation matrix 
showing how the two basis states    |   E  x  〉   and    |   E  y  〉   transform into each other is given instead. Notice 
that this is the particular information missing in group representation theory since only the 
characters (i.e. the traces) of the transformation matrices representing the symmetry operators 
are determined. It follows from Figure 1 that the trace for both generators for the degenerate 
E-representation is equal to zero in accordance with the value in the character table.

The main task of symmetry is to calculate matrix elements or rather to point out the particular 
matrix elements that must vanish because of symmetry. The calculation of matrix elements 
and derivation of symmetry relations between matrix elements, using the non-commuting 
generator approach, is summarized in Figure 2.

In Figure 2, the possibility (I) is applied to derive spectroscopic selection rules, while possibil-
ity (II) is the one that can be applied to find numerical relations between matrix elements and 
to derive the general form of the state tensors and the Raman tensors for single molecules. The 
numerical relations between matrix elements are found by combining (I) and (II) and apply-
ing the Wigner Eckart theorem, see Ref. [13].

The state tensors obtained for a molecule with D4h -symmetry, is given in the upper part of 
Figure 4 for the Raman modes blg, b2g and a2g as examples. This applies to the haem, when 
assuming its ideal symmetry to be D4h. The symmetry of the Raman mode is given in front 
of each tensor, while the symmetry inside the tensors is the symmetry of the electronic state, 
i.e.    |   E  

Qx
  〉   or    |   E  

Qy
  〉   responsible for that particular tensor component. The state tensors associated 
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Figure 1. Eigenvalue table and character table for point group D4. Group generators and their commutation relation are given.

Figure 2. Calculation of symmetry based relations between matrix elements through the application of non-commuting 
generator approach [13].
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with the vibrational sub-states are found by taking the direct product of the symmetry of the 
electronic state and the symmetry of the Raman mode. Having calculated the distribution of 
state tensors the Raman tensors and the invariants can be calculated and finally the DPR is 
calculated from Eq. (8). The DPR values are listed behind the state tensors. Notice that due the 
high symmetry no polarization dispersion occurs.

When the configuration of the haem is perturbed so that the symmetry becomes lower than 
D4h the energy of    |   E  

Qx
  〉  ,   |   E  

Qy
  〉   and of the next excited states    |   E  

Bx
  〉  ,   |   E  

By
  〉   (Soret absorption band) 

split up due to coupling induced by the perturbations. As shown by Siebrand and Zgierski 
[10] and Schweitzer Stenner et al. [14] this will give rise to a mixing of the Raman tensors for 
different modes and result in characteristic polarization dispersion curves for most Raman 
modes, from which detailed information about the symmetry lowering perturbations can be 
extracted. We shall not consider these cases further, but refer to the papers just mentioned. 
Instead we consider the construction of state and Raman tensors for molecular aggregates 
using the non-commuting generator approach. The molecular dimer of two coupled haem-
groups is chosen as an illustrative case. For simplicity only the excitonic coupling between the    

|   E  
Qx

  〉  ,   |   E  
Qy

  〉  -states is considered.

The construction of the state tensors for the molecular dimer by the application of the 
non-commuting generator approach consists of three steps, which are summarized in 
Figure 3.

In step 1, the coupling matrix describing the electronic coupling between the Q-states of the 
monomers is defined. Considering, e.g. a H-type dimer the elements in the coupling matrix 
are   h  

xx
   =    h  

yy
   ≡  h  

e
    and   h  

xy
     =    h  

yx
   ≡   h   ′   

e
   .

In step 2, the eigenstates and eigenvalues are determined by diagonalisation of the cou-
pling matrix. Finally, in step 3 the state tensors of the dimer in the basis of the monomers 
are evaluated by inserting the eigenstates and the components of the dipole moment oper-
ator of the dimer and applying the symmetry relations between the tensor elements of the 
monomers.

The state tensors obtained for the H-type dimer for the Raman modes b1g, b2g and b1g, b2g and a2g 
is shown Figure 4(b). From the state tensor patterns the Raman tensors can then be evaluated 
by adopting the Franck-Condon principle for the symmetric modes and the general vibronic 
relation   S  ϱσ   |  e,0〉  =  S  σϱ   |  e,1〉   for the asymmetric modes.

The following should be noticed from Figure 4: (1) only 2 of the 4 basis states termed    |   R  
1
  〉   

and    |   R  
2
  〉   contribute to the scattering. (2) The state tensors contain 4 elements instead of 2 as 

for the monomers. (3) The numerical relations between these tensor elements depend on 
the symmetry of the Raman mode. (4) The energy factors depends linearly on the coupling 
 parameters he and he and    h   ′   e   . Because of the changed state tensor pattern of the dimer as 
compared to the monomers, changes are introduced in the Raman tensors with the conse-
quence that the DPR now exhibit polarization dispersion. A similar calculation can be made 
for J-type dimer as well. The simulated polarization dispersion curves of H-type and J-type 
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dimers of molecules with D4h symmetry shown in Figure 5(b) demonstrate that it is possible 
to determine the kind of dimerization by polarized resolved RRS.

In Ref. [15], a discussion based on a physical and vibronic model of polarization dispersion in 
H-type and J-type dimers is presented and it is concluded that polarization resolved RRS (i.e. 
DPR) appears to be a powerful tool for determining the geometries and coupling strengths for 
molecular dimers and larger aggregates.

2.2.1. Case study 1: aggregation of haemoglobin in red blood cells

Aggregation of biomolecules plays an important role in various biophysical processes, e.g. 
oxygen uptake, processes involving drug uptake by human cells [16, 17]. In nature many 
of these important biophysical processes are dependent upon various minor changes of the 
molecular configurations as well as on various aggregation processes of the biomolecules 
involved. As already mentioned an important class of biomolecules is the metallo-porphy-
rins, where extensive systematic studies applying polarized Raman dispersion spectros-
copy and including vibronic theory as well as experiments, have been performed [4, 6, 7, 
12, 14, 18–22].

Figure 3. Construction of state tensors for excitonic coupled molecules illustrated by an H-type dimer.
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Theoretical quantum computations, e.g. density functional theory (DFT), and normal coordi-
nate structural decomposition (NSD) have also been applied [23–26]. The oxidation state of 
haemoglobin in a single red blood cell (RBC) has been studied in vivo applying RRS with dif-
ferent excitation wavelengths by Wood and McNaughton [27], while Ramser et al. have dem-
onstrated that single RBC’s can be studied by trapping the cell with optical tweezers [28].

In the following the aggregation of haemoglobin molecules in living RBC’s of human blood 
is discussed. First, the polarized resolved Raman study on spatially oriented RBCs performed 
by Wood et al. in Ref. [29] is discussed. The coordinates, which constitutes the laboratory 
frame, are designated ⊥ and ‖ and for the molecular frame these are designated X, Y, Z. The 
erythrocytes were affixed in a horizontal and vertical direction relative to a petri dish surface. 
In the horizontal situation the Petri dish surface is parallel to the ⊥, ‖ –plane, while in the 
vertical situation it is perpendicular to this plane. The polarization of the laser is directed 

Figure 4. Energy level scheme and state tensors for uncoupled monomers and for the H-type dimer. Monomers: the 
symmetry written in the tensor means that the number in that position is due to a state with that symmetry, while the 
signs show the quantitative relation between the tensor elements. Dimer: The numerical relations between the tensor 
elements are indicated with ±1. The Wigner-Eckart theorem has been applied.
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signs show the quantitative relation between the tensor elements. Dimer: The numerical relations between the tensor 
elements are indicated with ±1. The Wigner-Eckart theorem has been applied.
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along ‖-axis and is, besides, identical in the two situations. Subsequently 30 Raman spectra 
were measured in each situation, where in each case both the parallel and perpendicular 
polarization of the scattering were measured. The polarized Raman experiment may now be 
described by the following equations,
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The philosophy behind the polarized Raman experiments performed with the spatially ori-
ented RBC’s in [29] is that if no aggregation between the haemoglobin molecules takes place 
inside the RBCs, then  DP  R  

1
  RBC    ≈  DP  R  

2
  RBC  , whereas if an aggregation takes place  DP  R  

1
  RBC    ≠  DP  

R  
2
  RBC  . The parallel polarized spectra of the horizontally and the vertically oriented RBCs were 

compared by applying a principal component analysis (PCA) to the data. The same analysis 
was performed for the perpendicular polarized spectra. Since the PCA performed on both sets 
of data containing the polarization parameter showed significantly different results, it was 
concluded that a distinct ordering of the haemoglobin took place in the erythrocytes.

Figure 5. Simulated polarization dispersion curves for dimers. (a) Illustrates that non-dispersive modes become 
dispersive due to aggregation. (b) Demonstrates that it is possible to distinguish between J-type and H-type dimerization 
by polarization resolved RRS.
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Figure 6. Left: polarized resolved, fluorescence corrected RRS spectra of a diluted solution of RBCs. Right: DPR values 
obtained for most intense modes.

It is important, when studying the properties of biomolecules and biophysical processes, 
to mimic the natural surrounding conditions. When for example carrying out Raman stud-
ies of the aggregation process of haemoglobin in RBCs, this means that it is preferable to 
 perform the polarization resolved measurements directly on a solution of the RBCs and 
thereby avoiding the consequences of a molecular fixation used by Ramser et al. [28] and by 
Wood et al. [29]. The basis for such an investigation is the results expressed in Eqs. (6)–(8). In 
our measurements the procedure was as follows: First, the polarized resolved RRS spectra 
were measured on a sample containing a number of randomly oriented erythrocytes (i.e. a 
dilute solution where no aggregation between the RBCs occurs). Secondly, the polarized 
resolved RRS spectra were measured of a reference sample containing a number of ran-
domly oriented haemoglobin molecules (i.e. a dilute solution where no aggregation occurs). 
After inspection of the visible absorption spectra of selected haem-proteins, measured in 
[30], the excitation was chosen as 532 nm, which corresponds to resonance with the vibronic 
part of the Q-band. The DPR values obtained from the most intense Raman modes in the 
two cases were then compared. As opposed to the experiments with the oriented/fixed RBCs 
in [29] our results shown in Figure 6, demonstrate that the application of PCA is unneces-
sary when proving the aggregation of haemoglobin, since the changes in the DPR of most 
Raman active modes are large. In particular, the DPR of the inversely polarized a2g modes 
exhibits large changes.
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Figure 7 illustrates a comparison of the experimental results in Figure 6 with simulations of the 
polarization dispersion curves based on the molecular H-type dimer model shown in Figure 4. 
The particular shape of the dispersion curves clearly illustrate that they depend strongly on the 
nature of the Raman modes. It should be noticed the simulations are based on only one adjust-
able parameter. The remaining parameters are estimated from Raman and other experiments.

2.2.1.1. Conclusion of case study 1

The polarized resolved RRS study of the RBC demonstrates that aggregation between the 
haem-protein molecules inside the RBCs can be studied in vivo, which, e.g. opens for the pos-
sibility of monitoring the effects of drugs added to the blood. It should be noticed that the 
method applies to aggregation of symmetric molecules in general.

2.2.2. Case study 2: in vitro, polarization resolved RRS study of dye-sensitized  
solar cells (DSC)

The basis for the polarization resolved RRS study of aggregation illustrated in Case study 1 is the 
observation that the DPR is very sensitive to changes in the structure of the state tensors, i.e. the 
number of components and the numerical relations between these. As demonstrated these changes 
were induced by the excitonic coupling (i.e. weak coupling) between the isolated molecules.

Figure 7. Theoretical interpretation of the experimental results in Figure 6 based on a H-type dimer model.
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In the present case study, it is demonstrated that it is possible to discriminate between very 
similar molecules (i.e. molecules where the unpolarized Raman spectra are almost identi-
cal) by utilizing a combination of the polarization dispersion of Raman modes with a small 
spectral change in the visible absorption spectra. The dye-sensitized solar cells (DSC) is an 
illustrative example, but the method has general applicability. The idea is quite simple; the 
resonance condition for a given molecule depends on the wavenumber difference between the 
electronic absorption and the laser. Due to the spectral shift in the absorption the  dispersion 
curve for a dispersive Raman mode will be displaced so that the excitation will ’hit’ a different 
point on the dispersion curve. The shift in the DPR value measured at the wavenumber of the 
laser will depend on the nature of the dispersion (see, e.g. Figure 5(a) or 7), the magnitude of 
spectral shift in the absorption and of the wavenumber of the laser chosen for the excitation.

When the molecules have low or no symmetry most Raman modes will in general be dispersive. 
When the molecular symmetry is higher the numerical relations between some of tensor ele-
ments will limit the number of dispersive modes, like in the haem-protein case, where the ideal 
symmetry of the chromophore (haem) is D4h. However, as already emphasized the real sym-
metry for most proteins is lowered due to perturbations of the haem-group, with the result that 
several modes exhibit dispersion. Thus in reality, dispersive Raman modes are quite common.

As said, the DSCs will be considered as an example. The discussion is based on the studies 
performed by Hassing et al. in [31, 32], in which the stability of the Ruthenium-based dye 
(N719) and the properties of dye-sensitized solar cells (DSC) based on N719 was studied by 
polarization resolved RRS. Reference to these papers is made for details and for references to 
the special literature on DSCs.

The working efficiency of a DSC depends on essentially of two parameters: The long-term stabil-
ity of the dye itself and on the microscopic structure of the dye-semiconductor interface (N719-
TiO2). Raman spectroscopy is an attractive technique for on-site investigations of DSCs, since 
no sample preparations are required, the measurements can be performed through the cover 
glass of the DSC and Raman spectra have in general a high molecular specificity. The chemical 
structure of N719 and of its main degradation product N719-TBP is shown in Figure 1 in [32]. In 
the investigations of the dye stability one must be able to discriminate between these molecules. 
The unpolarized RRS spectra measured on solutions of N719 and N719-TBP [31] show that the 
spectra are nearly identical with respect to the main spectroscopic features, which might lead to 
the conclusion that N719 has not degraded. The unpolarized RRS spectra obtained from DSC 
samples fabricated with a different relative amount of N719 and N719-TBP gives the same result 
for the prominent and well-defined spectral features. Although certain spectral changes are 
found these are small and only related to the Raman bands with very low intensity [33]. Another 
issue in the RRS investigation of the performance of the DSC is to estimate the relative amount 
of N719 molecules adsorbed to the surface of the TiO2 semiconductor and as compared to those 
which are desorbed, see [34]. The measured unpolarized RRS spectra originate from a mixture 
of adsorbed and desorbed N719 molecules. These spectra cannot be discriminated since both the 
spectra of the adsorbed and desorbed molecules are approximately equally resonance enhanced 
(see Figure 8) and besides similar. The same situation holds for the N719-TBP molecules.
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Figure 8 shows the visible absorption spectra of DSC samples with 100% N719 (DSC100/0), 
100% N719-TBP (DSC0/100) and solutions of N719 and N719-TBP.

The DPR values obtained from the polarization resolved and fluorescence subtracted RRS 
spectra for the solutions of N719 and N719-TBP in methanol and for the DSC-samples DSC100/0 
and DSC0/100 have been collected in Figure 9 for comparison.

It follows from Figure 9 that although the positions of the Raman bands are almost the same 
for the four molecules considered (the shifts in band positions lie between 0 and 2 cm-1) most 
of the DPR values will change when comparing either the values for the solutions of N719 and 
N719-TBP or the values for the DSC-samples DSC100/0 and DSC0/100. The observed shifts in the 
DPR values originate from the combined effect of the spectral shift in the electronic absorp-
tion spectra (e.g. ~13mm for the solutions) and the fact that the modes are dispersive. Since 
the observed changes in most DPR values are significant and also related to the most intense 
Raman bands, the polarized resolved RRS has a larger potential for monitoring the stability 
than the unpolarized RRS, where the conclusions have to rely on small spectral changes in 
bands with low signal-to-noise (S/N) ratio.

However, the most striking result reflected in Figure 9 is the large change in the DPR values 
observed between adsorbed and non-adsorbed N719 molecules and/or between adsorbed 
and non-adsorbed N719-TBP molecules.

Figure 8. Visible absorption spectra of DSC100/0 (solid red), DSC0/100 (solid blue), N719 in methanol (dashed red) and 
N719-TBP in methanol (dashed blue). Laser wavelength for RRS is 532 nm. The spectral shifts between the spectra are 
in the region 13–30 nm.
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The explaination for this is probably that while the non-adsorbed molecules are randomly ori-
ented, the molecules adsorbed to the TiO2 surface are partially oriented. Thus, the scattering 
conditions for the Raman processes in the two situations are very different. From the theoretical 
section it follows that the polarized Raman signals (and the DPR) obtained from an oriented 
molecule are determined by the absolute square of those components of the Raman tensor that 
are selected by the molecular orientation in the coordinate system defined by the laser polar-
ization and the polarization analyzers. For randomly oriented molecules the polarized Raman 
signals (and the DPR) are determined by the rotational invariants of the Raman tensor. The 
change in the DPR values between the adsorbed and non-adsorbed molecules that reflects both 
the molecular orientation and the wavenumber of the absorption spectra are changed. The large 
average increase of the DPR values, observed e.g. for the DSC100/0 relative to the N719 in solu-
tion, is probably due to the partial orientation exhibited by the N719 molecules, when they are 
adsorbed to the TiO2. The similarity between the DPR-graphs for the DSCs and the solutions 
shows that these variations are essentially due to the shifts in the absorption spectra combined 
with the dispersive property of the individual Raman modes. Finally, since we observe very 
small wavenumber shifts (0–2 cm-1) in the Raman spectra for the resonance-enhanced Raman 
modes the nature of these modes must be similar for adsorbed and non-adsorbed molecules.

The average orientation of the adsorbed molecules depends on the physical details of the 
adsorption process and on the spatial structure of the TiO2 substrate. Since for oriented mol-
ecules the DPR is determined essentially by the ratio between the absolute square of those 
components of the Raman tensor, which are selected by the molecular orientation, it seems 

Figure 9. DPR values and estimated uncertainty ±0.025 for the DSC samples: DSC100,0 (solid, red) and DSC0,100 (solid, 
blue), for the solutions of N719 (dashed, red) and N719-TBP (dashed, blue) for the most prominent Raman bands 1–10, 
see Ref. [32] for details.
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that more information about the adsorption process can be extracted from an extended analy-
sis, involving the design of polarization resolved RRS experiments with this in mind.

3. Concluding remarks and challenges

As shown, the reliability as well as the kind and amount of molecular information can be 
improved by extending a Raman analysis to include polarization resolved experiments. For 
example in the studies of DSCs in [33] the spectral distribution of the strongest Raman bands in 
fresh and aged DSCs was found to be practically identical, while significant changes of the DPR 
ratios were observed in [32]. Thus, the conclusions about dye stability become more reliable, 
when the polarization is measured. Furthermore, the possibility for studying the adsorption-
desorption at the Dye-TiO2 interface seems promising. The polarized RBC study demonstrated 
that aggregation between the haem molecules inside the RBCs can be studied in vivo, which, 
e.g. opens for the possibility of monitoring the effects of drugs added to the blood. Recently, 
Jernshøj et al. applied a combination of dynamic light-scattering and polarization resolved RRS 
to study, among other things, the aggregation versus pH of Arenicola Marina extracellular hae-
moglobin (a giant molecule with mass ~3.6 106 Da and 144 oxygen binding sites) [30]. This study 
demonstrates the high applicability of polarized resolved RRS with respect to extracting rather 
detailed information about molecular systems involving very large molecules.

Finally, three challenges that one has to face when applying polarization resolved RRS should 
be mentioned:

(1) Simultaneous measurements of perpendicular and parallel polarized RRS components are 
mandatory.

(2) The determination of the depolarization ratios is sensitive to fluorescence background subtraction.

(3) Deconvolution of ’crowded’ Raman spectra is not trivial.

Since CCD-cameras are applied in Raman microscopes, it is in fact possible through a modi-
fication of the collection optics to monitor the parallel and perpendicular polarized spectra 
simultaneously. This has three important implications: the accuracy of the measured DPR is 
improved, since modifications of the sample induced by the laser appear in both signals, the 
S/N ratio can be increased through averaging a large amount of spectra and most importantly 
it open for performing polarized resolved Raman imaging.
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Abstract

Raman spectroscopy has undergone rapid development over the last few decades. The
ability to acquire a spectrum in only a few tens of milliseconds allows use of Raman
mapping as a routine technique. However, with respect to classical single spectrum
measurement, this technique is not still as widely used as it could be, in particular for
mineralogy and petrography. Here, we explain the advantages of Raman mapping for
obtaining additional information compared to single spot analyses. The principle and
the limits of the technique are first explained in 2D and 3D. Data processing techniques
are then described using different types of rocks and minerals to demonstrate the utility
of Raman mapping for obtaining information about the general composition, identifi‐
cation of small phases, as well as for distinguishing minerals that are spectrally very
close. More “exotic” uses of the collected signal are also described. Finally, a gallery of
images from representative samples is used to illustrate the discussion.

Keywords: Raman mapping, petrography, mineralogy

1. Introduction

The Raman effect was described for the first time by Chandrasekhara Venkata Rāman in 1928.
Raman spectroscopy is  a  very  powerful  technique allowing study of  atomic  bonds  and
identification of crystalline structures. Contrary to energy dispersive X‐ray spectroscopy (EDX)
or the electron microprobe, for example, Raman does not give the elemental composition of the
sample but can identify organic molecules and mineralogical phases. No sample preparation is
required, and the analysis can be made on the sample surface or below the surface, depending
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on sample transparency. For technical reasons, the technique began to be widely used only at
the beginning of the 1980s with the generalisation of lasers. At the end of the 1990s, Raman
spectroscopy underwent a second phase of development with the introduction of Charge Couple
Device (CCD) technology, which has widely improved the sensitivity of spectrometers. These
technical revolutions allow acquisition of a Raman spectrum in only few milliseconds. This
strong decrease in the acquisition time permitted development of new applications, in particular
Raman mapping. This technique consists of scanning the sample with the laser while acquiring
spectra so that spatial distribution can be added to structural information.

Here, we present the principle of the technique and the basis of the associated data processing
followed by an overview of the information that can be extracted from Raman mapping to
improve mineralogical and petrological analyses. In particular, we discuss how it can be used
to study the general composition of rocks, to detect and identify small phases, or to differentiate
minerals whose spectra are very close. More exotic uses of the collected signal are also
presented, e.g., detection of particular phases using luminescence. Finally, we illustrate the
discussion using a number of different types of rocks and minerals.

2. Principle and instrumentation

2.1. Raman spectroscopy

The Raman effect is due to inelastic interaction between photons and atomic bonds. In this
process, the scattered photons lose or gain energy with respect to the incident photons by
vibrating or stabilising the atomic bonds of the sample. This effect leads to a shift in energy
called the Stokes shift if the photons lose energy and the Anti-Stokes shift if the photons gain
energy. At room conditions, the Stokes part of the Raman signal is generally stronger and is,
therefore, generally used in Raman analysis. Due to the quantification of the energy and to the
activated vibrational modes, photons are only scattered for particular energies and thus for
particular wavelengths. Therefore, Raman scattering of a monochromatic light by molecular
entities or an ordered solid will give spectra consisting of sharp spectral lines. Most systems
today use a CCD camera interfaced with the spectrometer. The collected signal is then
represented in a graph showing the number of photons versus wavenumber, i.e., the shift in
cm−1 with respect to the incident beam, the laser wavelength corresponding then to 0 cm−1. The
spectral resolution is limited by the CCD camera resolution and by the grating used to diffract
the light. It also depends on the laser wavelength. Since the Raman effect is sensitive to atomic
bonds, a Raman spectrum is associated with only one compound and its intensity is propor-
tional to its concentration. Polymorphic minerals (similar compositions but different crystal-
line structures) will thus have different spectra. For example, anatase, rutile and brookite have
different Raman spectra despite their similar composition (TiO2). It is important to note that
different parameters may influence the Raman signal, such as instrumental setup, structural
defects, traces elements, internal stresses or temperature [1–3] (Figure 1). Although these
parameters may sometimes complicate interpretation, some of them can also be used to
measure particular properties, for example, the shift related to internal stresses [4].
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Finally, the Raman effect is relatively complex to model, and the identification of a compound
is generally made by comparison with reference spectra found in the literature or in databases.
More information about the Raman effect can be found in this book or others [5–7].

Figure 1. Origins of the parameters and modifications of the Raman spectrum [1].

2.2. Instrumentation

Raman mapping consists of scanning a sample with the laser beam while acquiring spectra.
For the study example, we present here, a WITec Alpha500 RA Raman spectrometer was used.
Other systems from Renishaw, Horiba Jobin Yvon, Thermo Fisher or Bruker, for example, may
use slightly different methods for mapping, but the general principle of scanning remains the
same. The general discussion of this chapter can thus be applied to any other system.

This study was made using a CW green Nd:YAG frequency doubled laser with a wavelength
of λ = 532 nm. The laser beam is focused on the sample using optical microscope objectives
and optical observations of the analysed area are made with a camera. The spectral resolution
of the spectrometer is of 1 and 3 cm−1 using 1800 and 600 g/mm gratings, respectively. Surface
scanning is made by moving the sample below the objective along successive lines using
motorised and/or piezoelectric scan tables. The instrument used is equipped with two
positioning systems: (1) a small-scale system working with piezoelectric ceramics that can
analyse an area of 200 × 200 μm in the horizontal plan and 20 μm in the vertical direction and
(2) a large-scale motorised system that can move the sample over a distance of 15 × 10 cm
horizontally and 2 cm vertically.

Raman mapping systems are generally confocal, i.e. only the signal coming from the near object
focal plane is redirected to the spectrometer. This is done by placing a pin hole in the image
focal plane of the microscope. The volume used for the analysis is then reduced and the in-
plane resolution is slightly increased, depending on the size of the pin hole, the objective and
the laser wavelength. The main interest of the confocality is to permit 3D imaging using a
stacking process by acquiring Raman maps at different depths. It is important to note that the
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depth of analysis depends on the refractive index of the material; there is a difference between
the apparent depth, corresponding to the distance with respect to the sample surface, and the
true depth of analysis (Figure 2).

Figure 2. Apparent depth D0 versus true depth Di of analysis in optical microscopy when analysing (a) a material with
a refractive index equal to n1, (b) a material with a refractive index equal to n2 with n2 > n1 and (c) when analysing
across n different materials of refractive index ni and thickness ei.

The ratio between the true depth Di and the apparent depth D0 is given by the following
equation:
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where i0 and i1 are the maximal angle with respect to the optical axis in the observation medium
(e.g. air, water or oil) and in the analysed material, respectively (see Figure 2a). The famous
Snell-Descartes law and the definition of the numerical aperture NA give:
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where n0 and ni are the refractive index of the observation medium and of the analysed material,
respectively. Using Eq. (2), and noting that:
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This ratio is thus all the more important when the difference in refractive index is high (see
Figure 2b). For example, when analysing quartz (nqz = 1.55) in air (nair = 1) with an objective
having a numerical aperture of NA = 0.9, the true depth of analysis is ~2.9 times deeper than
the apparent depth corresponding to the mechanical vertical displacement.

In the case where several phases are crossed by the laser (see Figure 2c), Eq. (4) can be
generalised into:

2 2

2 2
0 01

n
n i

i
i

D n NAe
D n NA=

-
=

-å (5)

where ei is the thickness of the phase i. For 2D maps, the depth of the measurement and the
volume analysed are thus different for each phase, and for 3D Raman maps, the volume and
the depth of the different phases are associated with different scales in the raw data.

2.3. Raman mapping

As explained above, Raman mapping consists of scanning the sample with the laser beam
while acquiring spectra. The scanned area is then divided into a pixel-assigned array of spectral
elements, sometimes called “spexels” [8], as shown in Figure 3a.

Figure 3. (a) Principles of Raman mapping illustrated using a polished thin section of a metachert from the 3.8 billion
years old Isua Greenstone belt, Greenland. The scanned area of the sample is divided into small squares, or spexels,
each associated with a Raman spectrum. (b) Raman map of the concentration of quartz in the sample, as identified by
the intensity of the main peak at 465 cm−1. (c) Raman map of the composition of the sample obtained by attributing a
colour to the main spectral peak of each mineral (yellow for quartz, grey for cumingtonite, pink for apatite and green
for graphite). Scan size: 500 × 500 μm2.
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Historically, the first Raman maps were constructed manually by making a map point by point.
The sample was then not scanned continuously but was immobile beneath the laser beam
during the acquisition of each spectrum (Figure 4). These first maps were interesting for the
study of homogeneity in materials, but, because of the limited number of spectra associated
with this time-consuming method, imaging was not very efficient. With the recent develop-
ment in fine positioning systems and synchronisation between the positioning system and the
CCD detector, automated scanning is now available. This automation allows high resolution
mapping point by point as well as by continuous scanning.

Figure 4. Principle of Raman mapping. (a) Laser spot size versus area of interest and different ways of scanning, (b)
point by point, (c) continuously and horizontally and (d) continuously and vertically. The spectrum associated to each
pixel corresponds to the average spectrum of the different associated phases. The concentration map is thus darker
where the vermicular structure is analysed. If the spot size is larger than the pixel size (left row), there is oversampling,
and the associated maps are the same whatever the method used. However, if the laser spot size is small in comparison
with the pixel size (right row), there is undersampling and the associated maps depend on the type of the scan.

In all scanning methods of imaging (e.g. Raman mapping as well as atomic force microscopy,
scanning electron microscopy, etc.), the lines are accumulated one by one and the spatial
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resolution is fixed by the ratio of the width and height of the scanned area over the number of
lines and rows, respectively. Then, for a square scan, the time needed to go down a row is very
long compared to the time needed to go along a line (for a horizontal scan). The axis parallel
to the lines is thus called the fast axis, and the axis perpendicular to the lines is called the slow
axis (see Figure 4). This notion must be kept in mind while scanning a small area where thermal
or mechanical drift may induce deformation in the images (shearing) and/or a loss of focus
with the time. During Raman mapping, the spectra are generally accumulated continuously
during the scan. The spectrum associated with each point corresponds thus to the average
spectrum acquired over a line whose length is fixed by the spatial resolution but whose
thickness is equal to the laser spot size. If the spot size is higher than the resolution, the
associated map is then under-sampled since not all the area are scanned; a scan obtained over
the same area rotated by 90° would give a different result (Figure 4). To avoid this effect, the
chosen resolution must be at least equal to the spot size. On the other hand, the Rayleigh
criterion implies that the resolution cannot be physically higher than half of the spot size as
given by the Airy disk equation:

1.22S
NA
l

= (6)

where λ is the laser wavelength, S is the laser spot diameter, and NA is the numerical aperture
of the objective. Using a green laser (λ = 532 nm) and the 100× objective (with a numerical
aperture of 0.9), the spot size is thus S ~ 720 nm in diameter and the maximal physical resolution
is thus ~360 nm/pixel. Using a confocal system, this resolution can be slightly decreased by
~10% [6]. However, even if using a higher resolution does not give more information, over-
sampling could provide a better contrast.

In conclusion, continuous scanning is generally the best choice for imaging due to its rapidity,
but point-by-point mapping may be useful when the sample contains fluorescent phases that
may drown out the Raman signal of the other phases in the average spectra acquired with the
continuous scan method.

3. Data processing

We have chosen a number of different rocks and minerals to illustrate methods of data
processing for improving image quality and for obtaining specific information. Measurements
were made mainly on polished thin sections as well as on polished rock surfaces.

3.1. Classical maps

Raman scans are mostly used to map the composition of a sample over a particular area. The
interest of mapping with respect to single spectrum analysis is that it is possible to observe the
association and spatial distribution of different phases (see Figure 5). These kinds of images
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are obtained by selecting a peak in the spectrum of each phase and by plotting its intensity in
order to obtain an image of its concentration (Figures 3b and 5b), or by associating a colour to
a given peak in order to obtain an image in which each phase is represented by a colour
(Figures 3c and 5d). However, the quality of the images can be improved by more complex
data processing. The use of the peak area instead of the peak intensity leads to slightly better
contrast, in particular if the peak is wide (Figure 5c). A second step involves extracting the
spectrum of each phase and using a correlation process with the global data set to dissociate
phases when there is partial overlap of their peaks (Figure 5d–f). Calculations can be applied
to the data set, such as derivatives to eliminate the background or to use the square or the cube
of the data set to increase the signal/nose ratio. Finally, more advanced tools can be used, such
as principal component analysis, to improve the detection of different phases [9].

Figure 5. Raman mapping of silicified microorganisms from the Gunflint formation and average spectrum of carbona-
ceous matter. (a) Optical microscopy image in transmitted light. Associated Raman images of quartz obtained (b) using
the intensity of the main peak of quartz at 465 cm−1 and (c) the area of the same peak. (d) Raman compositional map
with quartz in orange and carbonaceous matter in green corresponding to the superimposition of the Raman images
obtained using the full spectrum correlation of (e) quartz and (f) carbonaceous matter. Boolean masks (0 in black and 1
in yellow) can be obtained by directly drawing on the image (g) or by using a mathematical threshold filter (h) in order
to obtain a high signal/noise ratio average spectrum of the fossilised filament (i).

Mapping also permits by obtaining high quality spectra of a phase. Indeed, it is possible to
create a mask (i.e. Boolean image) by directly drawing on an image (Figure 5g) or by using
thresholds (Figure 5f) to select the areas of interest, to multiply it to the data set in order to
select only the associated spectra, and finally to average these spectra to obtain the corre-
sponding average spectrum (Figure 5i). Different masks can be applied to the same data set.
For example, it is possible to use a mask corresponding to the area where the signal of the
phase is the highest and a second one corresponding to the areas where the background level
is the lowest. The average spectrum thus obtained can be more representative than that
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obtained in only one point. Of course, the map can also be used to locate the area where the
signal is highest before acquiring a single spot spectrum.

3.2. Detection and identification of small phases

Although the spatial resolution of Raman spectroscopy is the same as that of optical microscopy,
each pixel of an image is not just a colour but corresponds to a spectrum. Raman spectroscopy
may thus permit identification of very small grains that are difficult to identify using classical
optical microscopy (e.g. the pyrite grain shown by the black arrow in Figure 6c or the grain of
SiC in Figure 9d). A mineral phase may also be invisible in optical microscopy, and Raman
mapping is then the only way to detect it, as shown in Figure 6. Finally, at larger scales, mapping
can be a good means to localise phases present in minor or trace amounts in a sample.

Figure 6. Optical and associated Raman maps of (a–c) a polished thin section of a hydrothermal vein from the quarry
of Neuvial, Mazerier, Allier, France and (d–f) a thin section of the ~800 My-old Draken Formation, Svalbard (see [10]
for more information). The Raman map (c) shows the presence of carbonaceous matter (green), orthoclase (blue) and a
pyrite grain (pink and black arrow) in the quartz matrix (orange). The carbonaceous matter and the pyrite grain were
invisible in the optical microscopy image (a), and the orthoclase was too small to be identified by polarised optical mi-
croscopy (b). The optical image (d) shows a fossil planktonic microorganism. The presence of opal (in yellow) and ana-
tase (in red) is highlighted in the composition (e) and opal (f) Raman maps, whereas they are invisible in optical
microscopy. The quartz matrix is in orange in (e). Image size 30 × 30 μm2.

3.3. Identification of spectrally close phases

Not only is the spatial resolution better than mapping but also the spectral resolution. Indeed,
due to the high number of spectra accumulated for each image, very small spectral changes
can be statistically detected. Figure 7 shows the position of the centre of mass of the main peak
of a quartz spectrum during analysis of crushed samples of various grain sizes (see Ref. [1] for
more information). Although the resolution of the Raman spectrometer is ~1 cm−1, the image
highlights peak shifts lower than 0.5 cm−1. Such small variations would not be identifiable using
single spectrum analysis, while they are statistically obvious in this image.
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Figure 7. Raman analysis of quartz powders of four different grain sizes (decreasing grain size from left to right) show-
ing the shift of the main peak at ~465 cm−1 towards the lower values with the decreasing grain size (see Ref. [1] for
more information).

A similar approach can be helpful for mineralogy because it is often difficult to distinguish
minerals having relatively similar Raman spectra, for example, carbonates [11]. However, by
using peak position and the full width of the peaks at half maximum (FWHM) or the back-
ground level, it is possible to distinguish and identify different phases in the images. Figure 8
shows different Raman images obtained from the same data set of carbonate deposits in a
vesicle in basalt from Svalbard (see Refs. [12] and [13] for more information). The different
carbonate phases can be distinguished because of the variation in the ratio Mg/Ca during
deposition, resulting in phases ranging from dolomite to magnesite.

Figure 8. (a) Optical image and Raman maps of (b) the position, (c) the FWHM of the main peak position around 1000
cm−1, (d) and (e) of the second carbonate peak around 320 cm−1 and (f) the background level illustrating different phas-
es in carbonate deposited in a vesicle formed in basalt from Svalbard (see Ref. [13] for more information). The corre-
sponding areas can be selected (g) in order to obtain the associated average spectra (h).

3.4. Exotic uses

As noted above, the collected signal depends on different parameters that can be used to make
images. More complex maps can thus be obtained by applying different calculations to the
images; for instance, the ratio of peak intensity can distinguish changes in crystal orientation,
as shown in Figure 9. The image of background intensity is also a particularly interesting

Raman Spectroscopy and Applications172



Figure 7. Raman analysis of quartz powders of four different grain sizes (decreasing grain size from left to right) show-
ing the shift of the main peak at ~465 cm−1 towards the lower values with the decreasing grain size (see Ref. [1] for
more information).

A similar approach can be helpful for mineralogy because it is often difficult to distinguish
minerals having relatively similar Raman spectra, for example, carbonates [11]. However, by
using peak position and the full width of the peaks at half maximum (FWHM) or the back-
ground level, it is possible to distinguish and identify different phases in the images. Figure 8
shows different Raman images obtained from the same data set of carbonate deposits in a
vesicle in basalt from Svalbard (see Refs. [12] and [13] for more information). The different
carbonate phases can be distinguished because of the variation in the ratio Mg/Ca during
deposition, resulting in phases ranging from dolomite to magnesite.

Figure 8. (a) Optical image and Raman maps of (b) the position, (c) the FWHM of the main peak position around 1000
cm−1, (d) and (e) of the second carbonate peak around 320 cm−1 and (f) the background level illustrating different phas-
es in carbonate deposited in a vesicle formed in basalt from Svalbard (see Ref. [13] for more information). The corre-
sponding areas can be selected (g) in order to obtain the associated average spectra (h).

3.4. Exotic uses

As noted above, the collected signal depends on different parameters that can be used to make
images. More complex maps can thus be obtained by applying different calculations to the
images; for instance, the ratio of peak intensity can distinguish changes in crystal orientation,
as shown in Figure 9. The image of background intensity is also a particularly interesting

Raman Spectroscopy and Applications172

example. We have seen above that it can be used to make masks, but it can also be used to show
variations in composition or to distinguish relatively similar phases (Figure 8). The Raman
signal can also be modified by defects in the sample, such as cracks or fluid inclusions, as
shown in Figure 9. Finally, the signal is also associated with fluorescence and could thus give
some information about the trace element composition of a mineral.

Figure 9. (a) Optical image in polarised/analysed transmitted light microscopy and (b) associated compositional Ram-
an map of a polished thin section of hydrothermal quartz vein (Barberton, South Africa). The image of the intensity
ratio of the peak located at 465 cm−1 over the peak located at 120 cm−1 permits highlighting differences in crystalline
orientation. (c) Optical image and (d) associated compositional Raman map of a polished thin section of a pearl show-
ing aragonite in purple and vaterite in dark blue. The background intensity image is used to show the vaterite (see Ref.
[14] for more information). A small grain of SiC, coming from the polishing process, is also detected (in light blue in d).
(e) Optical image and (f) associated compositional Raman map of a chert sample having undergone atmospheric entry
(analogue meteorite, see Ref. [15] for more information). The quartz is in orange and the carbonaceous matter in green.
The background intensity is displayed in dark blue and highlights cracks in the sample due to stresses related to at-
mospheric entry.

To conclude, various processing methods applied to Raman mapping data set can highlight
particular properties of the mineral phases in a scanned sample. Further examples of such
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processing include making several scans of the same area using different environmental
parameters (different laser wavelengths, external stress, temperature, etc.).

3.5. Statistical treatment

In all the above maps, the increase in information due to the statistics of a great number of
spectra is implemented visually by plotting the appropriate classic spectral parameters. When
the components of the sample are unknown, the reference spectra are not available, and the
spectral sources are not well identified from spectrum to spectrum, or to extract very fine
spectral modification of a single compound, mathematical treatment based on the statistical
structure of the hyperspectral data can be implemented. Nowadays, numerous mathematical
treatments exist and are tested by spectroscopists in various kinds of applications [9, 16, 17].
As an illustration, Figure 10 shows the principal component analysis extraction of spectral
sources of interest in the Raman mapping of a uranium dioxide ceramic and the corresponding

Figure 10. Principal component analysis of a Raman mapping of a uranium dioxide ceramic. At right, the spectral
sources with their percentages and at left, the corresponding maps [9].
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map [9]. The percentages to the right are the percentage of data variance coming from the
corresponding spectral source. The maps show that only the first four sources have any
significance, the fifth being only noise. Analysis of the information given by the spectral sources
is complex. An initial analysis demonstrates the fact that different types of maps highlight
either the grains or the grain borders in the ceramic (see Ref. [9] for more details).

4. Gallery

Figure 11 shows various examples of Raman maps made on polished thin sections of various
rocks. As described below, the mineralogical determination and the interpretation of minerals
in their context are greatly facilitated by Raman mapping.

4.1. Sedimentary samples

The sample in Figure 11a is a sandstone with an oxide matrix coming from the Hettangien
formation (203.6–199.6 My), Chéniers France (see Ref. [18] for more information). This
formation was occasionally exploited for iron and manganese since the Iron Age and also
contains barite mineralisation. The grains consist of quartz and plagioclase (Figure 11a1). The
different phases of iron oxide crystallisation in the holes of the rock, where hematite is altered
to goethite, are highlighted by Raman mapping (Figure 11a2). These minerals are difficult to
distinguish in transmitted light by optical microscopy. A small grain of barite is also visible in
the Raman map.

4.2. Magmatic sample

Magmatic rocks are in most cases relatively easy to study using optical microscopy (the crystals
are large and euhedral). However, Raman mapping can reveal small variations in mineralog-
ical phases or crystal orientation. Figure 11b1 shows an optical view of a granite from Autun,
Saône-et-Loire, France (see Ref. [19] for more information). This rock is composed of large
grains of quartz and labradorite associated with biotite, phlogopite, plagioclase and accessory
minerals (titanite, apatite, rutile and brookite; Figure 11b2).

4.3. Volcanic samples

The sample shown in Figure 11c is a basalt from El Teide volcano, Tenerife, Spain. Basaltic
rocks containing glass and microlitic crystals tend to be rather opaque in thin section, and
identification of the individual minerals using optical microscopy is difficult, as shown in
Figure 11c1. On the other hand, Raman mapping reveals easily all the microlitic paragenesis
(labradorite, augite, analcime, apatite, anatase and hematite; Figure 11c2). Analcime occurs in
vesicles and is a secondary mineral in this basalt. Figure 11c3 shows the crystalline orientation
of the plagioclases phases with polysynthetic twinning obtained from the intensity ratio of the
spectral peaks at 195 and 514 cm−1. With this type of sample, a statistic treatment of the image
could provide information on the orientation of the minerals and, consequently, lava flow
direction.
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Figure 11. Image gallery made on polished thin sections of different samples. (a) Sandstone from the Chéniers mine,
Sacierges-Saint-Martin, Indre, France, (a1) optical view in reflected light, (a2) Raman map. (b) Granite from Autun,
Saône-et-Loire, France (b1) optical view of the rock, (b2) Raman map. (c) Basalt from El Teide volcano, Tenerife, Spain
(c1) optical view in transmitted light, (c2) Raman map and (c3) detail of the orientation in a plagioclase crystal obtained
from the intensity ratio of the spectral peaks at 195 and 514 cm−1. (d) Garnet-kyanite granulite xenoliths in gneiss from
La ferme des Saugères, Allier, France (d1) optical view in transmitted light, (d2) Raman map. (e) Highly deformed mi-
caschist from the Sierra Alhamilla, Alméria, Spain (e1) optical view of a pressure shadow around a garnet in transmit-
ted light, (e2) Raman map. (f) Microfossil from the Draken formation, Svalbard (f1) optical view in transmitted light,
(f2) Raman map. (g) “Calamine” (Zn ore rocks) sample from BeniTajite mine, Haut Atlas, Morocco (g1) optical view,
(g2) Raman map and (g3) detail of two generations of cerussite.
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4.4. Metamorphic samples

Metamorphic rocks are characterised by very different mineral paragenesis, which can be
difficult to identify in optical microscopy but easily resolvable using Raman mapping.

The sample in Figure 11d is a garnet-kyanite granulite from the gneissic upper unit (USG), La
Ferme des Saugères in the Sioule metamorphic series, Allier, France (see Refs. [20] and [21] for
more information). This rock is composed of quartz and granoblastic orthoclase that are readily
visible in the Raman map (Figure 11d2 A particularity of this sample is that it presents a
retromorphosed facies associated with the destabilisation of the garnet and kyanite to phlo-
gopite. Identification of the Al2SiO5 polymorphs (andalousite, sillimanite and kyanite) by
optical microscopy is difficult but not with Raman mapping. The information thus obtained
could be helpful for establishing the conditions of formation of the rock (e.g. in a P-T-t diagram).
Figure 11d2 is a Raman map based on peak parameters that have been modified by changes
in the crystal orientation of kyanite. Note that carbon is present because the sample was coated
for analysis by scanning electron microscopy and electron microprobe.

The second metamorphic sample is a highly deformed micaschist from the Sierra Alhamilla,
Alméria, Spain (see Ref. [22] for more information). Figure 11e1 is an optical micrograph
demonstrating the high degree of deformation of the rock, making identification of the
individual phases difficult. Raman mapping, on the other hand, reveals that the rock contains
chloritoïde relics as well as various accessory minerals such as rutile, anatase, apatite, graphite
and hematite in a small alteration vein. A pressure shadow filled by clinochlore and a new
generation of muscovite can be observed. With its ability to distinguish structural changes in
individual minerals, Raman mapping also highlights the direction of deformation, as indicated
by the quartz and muscovite crystals (Figure 11e2).

4.5. Application for micropaleontology

Figure 11f is a dolomitised conglomerate from the Draken Formation (−800 to −700 My), Svarl-
bard. This conglomerate includes cherty lenses rich in microbial mat/planktonic microfossil
assemblages (Figure 11f1) [23]. Two colourless phases that are not distinguishable in optical
microscopy are revealed by Raman mapping to be opal and hydroxyapatite (Figure 11f2) (see
Ref. [10] for more information). Some small spots of pyrite are also observed.

4.6. Application for metallogeny

Mineral identification in metallogeny is very important for understanding the mineralisa-
tion process. Figure 11g1 shows calamine deposit from the BeniTajite mine, Haut Atlas,
Morocco, developed in a karstic area (see Ref. [24] for more information). The Raman map in
Figure 11g2, 3 shows the presence of cerussite formed by the alteration of galena. The cerussite
has a botryoidal banded texture and forms a crust shielding the galena from oxidation. Some
cerussite recrystallised during evolution of the karst, resulting in two generations of the
mineral, each characterised by very specific textures that are invisible to optical or electronic
microscopy but are readily visible in Raman mapping. Other minerals, such as calcite, cosalite
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(a Pb-Bi-sulphur) and phosophohedyphane (a Pb-phosphate), can also be identified by Raman
mapping.

5. Conclusion

Raman mapping is a powerful technique for mineralogy and petrography. The small spatial
resolution of the laser beam allows detection and identification of very small mineral phases
that are impossible to identify by optical microscopy. The spectral resolution is also consider-
ably improved by the rapid acquisition of several thousands of spectra. Finally, various data
processing methods can be used to characterise particular structural or compositional prop-
erties of individual crystalline phases, thus vastly improving analytical possibilities. In the
near future, mapping is likely to become the standard procedure for Raman analysis.
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Abstract

We theoretically and experimentally investigate an all optical switch based on stimu‐
lated Raman scattering in optical fibers. The experimental setup consists of a Raman 
circuit of two stages connected in series through a bandpass filter. In the first stage, we 
have a saturated amplifier, in this stage the pump pulses are saturated when pump and 
signal are launched to the input or the pump pulses remain without saturation when 
pump only is launched at the input. The second stage works as the Raman amplifier; 
for this stage amplification is directly dependent on the pump power entering from the 
first stage. For the case when pump pulse only is launched at the input pass to the sec‐
ond stage without saturation and amplifies the signal entering in the second stage, very 
intense signal pulses appear at the output of this stage. For the case when both pump 
and signal pulses are launched to the input, the pump pulse is saturated in the first 
stage and the filter rejected the amplified signal, so that only low power pump enters 
the second stage and consequently no signal pulses appear at the output. We show that 
the contrast can be improved when using fibers with normal and anomalous dispersion 
connected in series in the first stage. The best contrast (the ratio of energies) obtained was 
15 dB at 6 W pump peak power.

Keywords: fiber optics, fiber nonlinearities, optical signal processing, stimulated Raman 
scattering, optical switch

1. Introduction

All‐optical signal processing can be applied in the fields of optical communication and com‐
putation for its high speed. As a fundamental and key part for all‐optical signal processing, 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



whose operation relies on nonlinear optical phenomena, has raised great interests in recent 
years as an alternative to electronic switching in optical communication systems [1, 2]. These 
devices have a strong potential and can be very useful for a number of applications in diverse 
areas such as ultrahigh‐speed optical telecommunications, wavelength conversion, pulse 
regeneration, optical monitoring, optical computing, etc. Nonlinear effects will be particularly 
important in the next generation of optical networks, which will rely on all‐optical functions 
for higher speed and greater capacity. Many principles and devices have been reported; of 
them a great part is performed by devices based on the Kerr effect in optical fibers, such as the 
nonlinear optical loop mirror (NOLM) first proposed by Doran and Wood [3], devices based 
on cross‐phase modulation (XPM) proposed by Mamyshev and four‐wave mixing (FWM) 
proposed by Caramella and Stefano [4, 5], logic gates [6], and wavelength conversion [7]. 
First reports were followed by numerous investigations proving high performance of all‐fiber 
devices. The NOLM was investigated for soliton switch [8], wavelength demultiplexing [9], 
mode locking [10], etc. Some interferometric devices such as NOLM present an oscillating 
power transfer function but the ideal characteristic is the step‐like function. The power trans‐
fer function of the FWM‐based devices approaches the step‐like function; nevertheless, for an 
only stage scheme, a flat response is obtained only at spaces, whereas at marks an oscillating 
dependence was measured [11]. A flat response was shown in double stage scheme at both 
spaces and marks [12].

Recently, there has been a lot of interest in stimulated Raman scattering (SRS) and is con‐
sidered one of the most important nonlinear effects in optical fibers. SRS is one of the oldest 
and most well‐studied optical phenomena and can anticipate great advantages for optical 
signal processing circuits because of high amplification of the signal and naturally existing 
possibility for wavelength conversion. In spite of that, SRS has just obtained some attention 
in the context of Raman amplifiers and only a few works were published on the use of SRS 
for designing optical signal processing circuits and optical switches. Furthermore, SRS can 
be hoped to present many advantages due to high amplification of the signal and intrinsi‐
cal compatibility with communications systems using Raman amplification of signals [13]. 
The strong dependence of the Raman amplification on pump power that was considered for 
wavelength conversion with high extinction ratio of the output signal and can be base for the 
design of Raman circuits [14]. In this work, the output signal pulses at Stokes wavelength 
are generated as result of the Raman amplification caused by input signal used as the pump. 
Because of the strong dependence of Raman amplification on pump power, the extinction 
ratio of the output signal can be much higher than that of the input signal. The exploitation 
of pump saturation in presence of the signal was shown in [15]. In this work, the pulses at 
Stokes wavelength are used as input signal, and the pump pulses are considered as an output 
signal. In the absence of the Stokes pulse (spaces), the pump pulse travel in the fiber without 
saturation and has high power at the fiber output (marks), whereas in presence of the Stokes 
signal (marks) the pump pulse is depleted and has a low power at the fiber output (spaces). 
Disadvantage of this approach is the low extinction ration of the output signal. The most 
interesting work was suggested by Belotiskii [16] where authors used a two‐stage setup. In 
this work, we consider experimentally, the Raman circuit using the approach suggested in 
[16] and show that it allows the step‐like power transfer function with high differential gain 
and low input signals.
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2. Theoretical analysis

In this section, we present simple numerical calculations to show the basic principles and poten‐
tial of the approach [17]. Figure 1 presents the diagram of the Raman circuit, it consists of two 
stages. In stage 1, the pump pulses are saturated if the signal is at “ON” or passes through stage 
1 without saturation if the signal is at “OFF,” this means that stage 1 woks as saturated amplifier. 
The amplification in stage 2 depends on the pump power entering from stage 1; that is, stage 2 
works as Raman amplifier. When the pump pulse enters stage 2 without saturation as a result of 
that the input signal is at “OFF,” then this will result in the generation of the high output pulses 
at the Stokes wavelength, this mean that the output signal is at “ON.” For the opposite case 
when the input signal is at “ON,” then the pump pulse is depleted in stage 1, the input signal is 
at “ONs” and therefore the output signal is at “OFF,” so in this way the Raman circuit works as 
an inverter. For this operation of the Raman circuit one should take into account the following 
considerations: (a) the pump power has to be high enough to provide strong amplification of 
the signal and (b) at the same time the pump power has to be lower than the SRS threshold at 
which strong Stokes pulses and pump depletion appears as a result of the amplification of the 
initial spontaneous Stokes waves. The wavelength of the continuous wave (CW) seeding laser 
wave defines the wavelength of the output signal. The walk‐off effect between pump and Stokes 
pulses is inevitable because of the big difference between pump and signal wavelengths. To 
avoid the degradation of the operation of the Raman circuit because of walk‐off effect we pro‐
pose to use the dispersion management using the special fibers, which they are formed by con‐
necting the fibers in which the signal travels faster than pump with the fibers in which the signal 
travels slower than pump. We must consider that if we use the fibers with anomalous, the modu‐
lation instability (MI) effect can be expected, which will complicate circuit operation drastically.

Because of its speed and good results split‐step Fourier method (SSFM) is the most commonly 
used method for numerical analysis of the nonlinear equation of Schrödinger (NLSE), which 
uses the algorithm's finite Fourier transforms. We use this method to evaluate the operation of 
the Raman circuit based on the coupled equations for pump AP, and Stokes AS, pulses:
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Figure 1. Setup of Raman circuit.
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where β2 is the group velocity dispersion (GVD) parameter considered equal for pump and 
Stokes wavelengths; g is the Raman gain coefficient equal to 10‐13 m/W for silica glass at 1550 
nm wavelength; VP and VS are the group velocity of pump and Stokes pulses, respectively. 
Here we do not consider the effects connected to the Kerr effect and widening of the pulses 
due to GVD that is possible if the fiber length is less than the scattering length. The param‐
eters of the fibers used in calculations correspond to the fibers used in experiments. Fiber 
1, Corning SMF‐LS dispersion shifted fiber with normal dispersion; Fiber 2, SMF‐28 fiber 
with anomalous dispersion; and Fiber 3, OFS True Wave fiber with anomalous dispersion. 
Figure 2 shows examples of the pump pulses at the output of Fiber 1 (Figure 2a) and at 
the output of Fiber 2 (Figure 2b). Input pulse is shown by the solid line and the output by 
dashed line.

Figure 2. Input (solid line) and output (dashed line) waveforms of the pump at the end of (a) fiber 1 and (b) fiber 2.
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The parameters used for calculations were as follow: Fiber 1 SMF‐LS with 100 m length, Fiber 
2 SMF‐28 with 25 m length. The pump pulse presents the Gaussian shape of 100 ps and 25 W 
of power. The input Stokes pulse has a super Gaussian shape with 300 ps and a peak power 
of 1 mW and effective area of fibers of 50 μm2. Fiber 1 has normal dispersion, so Stokes pulse 
has high speed and the first half of pulse manifests stronger depletion than the second half of 
pulse. Depletion can be made large when normal dispersion fiber is spliced with a fiber with 
anomalous dispersion, see Figure 2(b), this happens because in fiber with normal dispersion 
the signal travels faster than the pump and the fibers with anomalous dispersion the signal 
travels slower than the pump, therefore pumping depletion becomes stronger in this case [18].

To calculate the depletion of the pump pulse we use as a ratio between the pulse energies at the 
output and the input. Figure 3 shows the dependencies of the depletion of the pump on the input 
Stokes signal peak power. In the figure, the solid line represents the depletion when only the 
SMF‐LS fiber is considered; the fiber length is equals to 100 m (pump power is equals to 30 W). 
For the dashed line we have 100 m of SMF‐LS fiber added with 40 m of SMF‐28 fiber (pump power 
equals to 24 W to have the same total Raman amplification as it was in the first case). Finally, we 
show the depletion for dotted line and for this case we used 100 m of fiber 1 with low GVD so that 
walk‐off length is much longer than the length of the fiber (pump power was 30 W). It can be seen 
that the best results obtained are for the fiber with low dispersion; however, in practice it is not 
easy to fulfill the condition that the walk‐off length is larger than the length of the fiber, a special 
case is when we have low potencies and for this case are required large fiber lengths. However, 
a simple dispersion management technique using fibers with normal and anomalous dispersion 
may provide switching with a contrast (the ratio between the energies of the signals at the second 
stage output) of about 20 dB at input power less than 10‐3 of pump power [17].

Figure 3. Depletion of the pump at first stage. Solid line is for fiber 1, dashed line is for fiber 1 + fiber 2, and dotted line 
is for fiber 1 with low dispersion.
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We calculate the energy of Stokes pulse of the input in the output circuit depending on the 
power input Stokes in the first state. The calculations were made with SSFM with g = 0.6×10−13 
m/W corresponding to the maximum Raman gain for the pump wavelength 1550 nm, the pulse 
duration pump of input is 100 ps with a power of 15 W, and the effective area of the fibers is 
50 μm2. Three types of fibers with different GVD were used: fiber 1 D = −6 ps/(nm‐km); fiber 
2 D = 20 ps/(nm‐km); fiber 3 D = −0.01 ps/(nm‐km). Fiber 1 corresponds to dispersion shifted 
fiber, fiber 2 is the SMF‐28 fiber, and fiber 3 corresponds to the fiber without walk‐off between 
pulses pump and Stokes. Figure 4 shows the results for three different configurations of stage 
1. Stage 1 is only of fiber 1 with 295 m of length (solid line). Stage 1 is comprised of three fibers 
connected in series: 150 m of fiber 1, 45 m of fiber 2, and 100 m of fiber 3 (dashed line). Stage 1 
is also comprised of 295 m of fiber 3 (the dotted line). For the three cases 350 m of fiber 3 was 
used for stage 2. The best result is provided by the fiber with low dispersion.

The characteristics of a circuit of two stages depend on the attenuation between them, and 
two circuits connected in series provide the step‐like dependence. The dependence of two cir‐
cuits for the case when stage 1 is comprised of only fiber 3 and stage 2 is comprised of fiber 3 
is shown in Figure 5(a). The dependence for the case when stage 1 is comprised of three fibers 
connected in series, fiber 1, fiber 2, and fiber 3, and for stage 2 that is comprised of fiber 3 is 
shown in Figure 5(b). As mentioned earlier, the dependence of two circuits depends on the 
attenuation between them, and for Figure 5(a) and (b) the attenuation is different and shows 
the dependence of the circuits connected in series.

Figure 4. Energy of Stokes pulses at the output of the circuit.

Raman Spectroscopy and Applications186



We calculate the energy of Stokes pulse of the input in the output circuit depending on the 
power input Stokes in the first state. The calculations were made with SSFM with g = 0.6×10−13 
m/W corresponding to the maximum Raman gain for the pump wavelength 1550 nm, the pulse 
duration pump of input is 100 ps with a power of 15 W, and the effective area of the fibers is 
50 μm2. Three types of fibers with different GVD were used: fiber 1 D = −6 ps/(nm‐km); fiber 
2 D = 20 ps/(nm‐km); fiber 3 D = −0.01 ps/(nm‐km). Fiber 1 corresponds to dispersion shifted 
fiber, fiber 2 is the SMF‐28 fiber, and fiber 3 corresponds to the fiber without walk‐off between 
pulses pump and Stokes. Figure 4 shows the results for three different configurations of stage 
1. Stage 1 is only of fiber 1 with 295 m of length (solid line). Stage 1 is comprised of three fibers 
connected in series: 150 m of fiber 1, 45 m of fiber 2, and 100 m of fiber 3 (dashed line). Stage 1 
is also comprised of 295 m of fiber 3 (the dotted line). For the three cases 350 m of fiber 3 was 
used for stage 2. The best result is provided by the fiber with low dispersion.

The characteristics of a circuit of two stages depend on the attenuation between them, and 
two circuits connected in series provide the step‐like dependence. The dependence of two cir‐
cuits for the case when stage 1 is comprised of only fiber 3 and stage 2 is comprised of fiber 3 
is shown in Figure 5(a). The dependence for the case when stage 1 is comprised of three fibers 
connected in series, fiber 1, fiber 2, and fiber 3, and for stage 2 that is comprised of fiber 3 is 
shown in Figure 5(b). As mentioned earlier, the dependence of two circuits depends on the 
attenuation between them, and for Figure 5(a) and (b) the attenuation is different and shows 
the dependence of the circuits connected in series.

Figure 4. Energy of Stokes pulses at the output of the circuit.

Raman Spectroscopy and Applications186

A strong dependence of the output signal energy on the input signal power allows for 
improved signal‐to‐noise ratio of the signal. To show it, we put Gaussian noise to input 
Stokes. The Gaussian noise added to input Stokes is shown in Figure 6a) and the result of 
the input Stokes with Gaussian noise is shown in Figure 6(b). We can consider two possibili‐
ties: one possibility, when input signal is “OFF,” Gaussian noise is launched for fiber 1, and 
two possibility when input signal is “ON,” Stokes more Gaussian noise is launched for fiber 
1. We applied random noise and the results are show in Figure 7 for 10 Stokes pulses when 
input signal is “ON” and “OFF.” The parameters of the setup used for calculations were as 
follows: 100 m of fiber 1, 40 m of fiber 2, and 300 m of fiber 3, input pump power of 24 W, 
and the power of the input signal of 1 mW. As we can see, the output Stokes pulses are well 
distinguished [18].

Figure 5. Dependencies of the output Stokes energy on the input power for two circuits connected in series: (a) 
attenuation is 10 times and (b) attenuation is 3 times.
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From the above results, we can say that the setup of Raman circuit allows effective optical 
switching, logic operation, and noise reduction with signal of low power of the pump power. 
As we show above, to improve the operation of the Raman circuit we proposed the connection 
in series of fibers with normal and anomalous dispersion. We must consider that the power 
required for strong Raman amplification is lower than that required for the effects of MI and 

Figure 7. Output Stokes pulses for input pulses “ON” and “OFF.”

Figure 6. The input signal “off” (a) and the input signal “on” (b) in the presence of random noise.
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pulse breakup in fibers with anomalous GVD [19]. The pulse breakup will affect the depletion 
of the pump pulse and amplification of the Stokes pulses. There are few works that are related 
to this problem, especially related to supercontinuum generation and Raman amplification [20].

3. Experimental results

Figure 8 shows the experimental setup, the setup used as a source of pump pulse is a diode 
laser with λ = 1528 nm. This diode laser is directly modulated by the pulse generator to gener‐
ate pulses with duration of 2 ns. The pulses from the diode laser are amplified by an Erbium 
Doped Fiber Amplifier (EDFA) for power of several tens of Watts [21]. The pump pulses are 
introduced to the Coupler 1 (85/15), whose 85% port is spliced with the first stage comprising 
Fiber 1 + Fiber 2. In Fiber 1 we used the Corning SMF‐28 fiber with anomalous GVD equal 
to 20 ps/nm‐km, in the Fiber 2 we used the Corning SMF‐LS dispersion shifted fiber with 
GVD equal to −6 ps/nm‐km (normal dispersion at pump wavelength). The CW radiation with 
wavelength equal to 1620 nm is also introduced using the coupler 3 for two stages, the sig‐
nal power introduced into Fiber 1 was 0.5 mW. The polarization controller inserted after the 
EDFA allows adjusting the polarization of the pump to provide maximum Raman amplifica‐
tion in the fibers because Raman amplification depends on polarization states of the pump 
and Stokes [22, 23]. The SRS in the first stage causes the signal amplification of 1620 nm and 
depletion pump pulse. In the experiment, two filters were used to reject the 1620 nm radiation 
at the end of the first stage. The Fabry‐Perot (FP) filter and a broadband filter were used. For 
the launch the 1528 nm pump pulses and 1620 nm CW signal to the second stage of the experi‐
mental setup was used, Coupler 2 (90/10). The signal power of 1620 nm launched into fiber 3 
was of 0.5 mW. We used 4.5 km of OFS True Wave (RS) fiber as fiber 3. With this configuration, 
we can measure simultaneously the pump pulse at the input of the first stage (pump monitor‐
ing, output 1), the pump output of the first stage (output 3), and pulses Stokes at the output 
of the second stage (output 2). We use the laser at this wavelength because it was what was 
available, but as the displacement of the wavelength between the signal and pumping must be 
very close to the maximum gain Raman (about 110 nm for the band of 1550 nm), thought we 
could use other lasers of around 1550 nm and can get a good operation of the device.

Figure 8. Experimental setup of Raman circuit.
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To measure the Raman gains were launched to test fibers 0.5 mW of power with CW diode 
at 1620 nm. Stokes signal at output 3 of Figure 8 was measured with a monochromator. The 
fiber used was SMF‐28 with 100, 200, 300, 600, and 4500 m of length. The polarization of 
the pump was adjusted with the PC for maximum Raman amplification. The dependencies 
of powers Stokes with pump powers fit well with an exponential dependence, which cor‐
responds to the Raman amplification given by exp (gPbL/Aeff), where g is the coefficient of 
Raman amplification, Pb is the pumping power, Aeff is the effective area of the fiber core, and L 
is fiber length. In the results are also shown the critical power for breaking pulses. From these 
results we can say that the breaking of the pulse always starts with lower power compared to 
the Raman effect threshold. This can affect the efficiency of the switch since the breakup of the 
pulse starts before Raman amplification reaches significant values. The Raman gain average 
experimental value = 0.72 W−1/km and the theoretical value for linearly polarized pump and 
Stokes = 0.72 W−1/km (see Figure 9). Theoretical calculations agree well with the experiment.

The experimental setup is shown in Figure 8. We used the composed fiber, which consists of 
different spans of fiber 1 and fiber 2 for the investigated pump saturation in the first stage. 
Figure 10 presents the results of waveforms of pump pulses at the output of the filter for differ‐
ent pump powers when only fiber 1 was used in the first stage. In the experiment, we used dif‐
ferent span of fiber SMF‐28. Figure 10(a) was obtained with a fiber length of 300 m and the inset 
is for the fiber with a length of 600 m. Strong depletion of the pump pulse was observed for the 
300 m y 600 m of fiber even if the 1620 nm radiation was not applied. In this case, the effect of 

Figure 9. Raman gain.
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the 1620 nm radiation on the pulse depletion was not detected. The maximum power at the FP 
filter output was measured to be equal to 7 W for 300 m y 3 w for 600 m. The pump depletion is 
caused by the pulse breakup process followed by the soliton self‐frequency shift that results in 
broadening of the spectrum and the decrease of the power at the output of the FP filter.

According to previous results, it can be concluded that for fiber lengths long critical power 
required for breaking pulses decays slower compared to the power required for Raman ampli‐
fication. Therefore we assume that the effect of input radiation 1620 nm may be larger for 
larger fiber lengths. The pump saturation for 1 km of fiber SMF‐28 is shown in Figure 10(b), 

Figure 10. Pump pulses at the output of the FP filter when the SMF‐28 fiber was used as the Fiber 1; (a) fiber length is 
equal to 300 m and the inset 600 m; (b) fiber length is equal to 1 km.

Stimulated Raman Scattering for All Optical Switches
http://dx.doi.org/10.5772/66320

191



the dashed line shows the pulse when radiation 1620 nm is off, and the solid line shows when 
we have 0.5 mW of 1620 nm radiation. The delay between pump pulses of 1528 nm and Stokes 
pulse 1620 nm for SMF‐28 fiber is 2 ns for 1 km fiber, for this reason only the second half of the 
pulse is reduced. Depletion of the pump pulse when there was no input signal revealed that 
an effect of breaking pulse appears. The pump power for Figure 10(b) is 26 W.

Figure 11. (a) Saturation of the pump by the input signal with 350 m of SMF‐LS fiber for 20 W and the inset for 33 W 
pump power and (b) for 550 m SMF‐Ls for 17 W and the inset for 30 W pump power.
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Also tested in the experiment is the SMF‐LS fiber, this fiber has normal dispersion for a wave‐
length of 1528 nm and so the effect of MI and breaking pulses are suppressed. The fiber 
shows conventional saturation of the pump and corroborates well with the simulations based 
on Eq. (1). Figure 11 presents the results for a fiber of 350 and 550 m of length. Figure 11(a) 
shows pump power equal to 20 W and the inset of 33 W for 350 m of SMF‐LS; Figure 11(b) 
shows pump power equal to 17 W and the inset of 30 W for 550 m of SMF‐LS. Without input 
signal (solid line), no change in the waveform of the pump pulse is observed for Figure 11(a) 
and (b). However, at 0.5 mW strong depletion of signal input power (dashed line) can be seen 
in Figure 11(a) and (b). At 33 W for 350 m of SMF‐LS and 30 W for 550 m of SMF‐LS pumps 
power the depletion (solid line) is observed even without input signal, see insets of Figure 11.

We use a special fiber, consisting of a span of SMF‐LS fiber spliced with another span of 
SMF‐28 fiber, which was also tested in the experiment. Several tests were done and found that 
if the span of the fiber SMF‐28 was respectively shorter than approximately 300 m, the effect 
of this span of fiber in low powers was negligible and depletion of the pump was determined 
by the fiber SMF‐LS. For the case when we used 600 m of SMF‐28 fiber spliced with 550 m 
fiber SMF‐LS the effect of SMF‐28 fiber was significant (with pump powers of 18 and 23 W). 
From these results, we can conclude that the effect of saturation of the pump by input signal 
was observed if the length of SMF‐LS fiber is at least two times longer than the length of the 
SMF‐28 fiber. For this case, the power required for MI effect is higher than that required for 
effective pump depletion. Figure 12 presents an example of the output pump pulses for the 
first stage and the composed fiber consisted of a 550 m span of SMF‐LS spliced with 300 m 
span of SMF‐28, with pump power of 17 W and the inset for 20 W [17].

Figure 12. Saturation of the pump by the input signal if the first stage comprises a 550 m SMF‐LS fiber connected to a 300 
m SMF‐28; pump power is 17 W and the inset for 20 W.
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We can say that using the broadband filter obtain a considerable improvement in pump satura‐
tion, and with this result, we obtain a considerable improvement to the efficiency of the switch. 
The saturation measured for the composed fibers, which consists of a span of SMF‐28 fiber spliced 
with another span of SMF‐LS fiber, is shown in Figure 13 and it presents the results of saturation 
for these fibers. Figure 13(a) presents results for 350 m SMF‐LS fiber spliced with 300 m SMF‐28 
fiber, and Figure 13(b) presents results for 350 m SMF‐LS fiber spliced with 600 m SMF‐28 fiber. 
These graphs were obtained when using the broadband filter and spectral filter. We can see that 
when connecting the SMF‐LS fiber, SMF‐28 fiber can increase the saturation of the pump.

Figure 13. Saturation of peak power pump for variety of pump powers for two configurations: (a) 350 m SMF‐LS fiber + 
350 m SMF‐28 fiber and (b) 350 m SMF‐LS + 600 m SMF‐28.
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If the pump depletion in the first state of the SMF‐28 fiber is determined by the MI, the deple‐
tion has to be dependent on the bandwidth of the filter inserted between the first and second 
stage. To show this, we use a broadband filter which is made with a spam of SMF‐28 fiber. 
The difference between losses is sufficient to measure the depletion of pump of the broadband 
filter. Figure 14 shows the results of the depletion measured with the broadband filter and the 
inset shows the results of the depletion measured with Fabry‐Perot filter. We can see from the 
figure that with the narrow band filter pump depletion occurs in low power pump (about 5 
W) and for the case with the broadband filter pump depletion occurs in about 30 W of pump 
power. We can conclude that the problem connected with the MI could be overcome using 
wideband filter between the first and the second stage. We can consider, for example, a filter 
based on a liquid filled photonic crystal fiber filter [24].

We investigate the experimental setup of the Raman circuit composed of two stages. In  stage 1, 
we used different combinations of the SMF‐LS fiber and SMF‐28 fiber, and for stage 2, we used 
OFS True Wave (RS) fiber with 4.5 km of length. The results show the waveforms of the signal 

Figure 14. Saturation of pump measured with broadband and narrowband filter.
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pulses at the output 2 of the experimental setup. We used for stage 1: SMF‐LS with different 
length; the composed fibers, which consists of a span of SMF‐LS fiber spliced with another 
span of SMF‐28 fiber. The results of Figure 15(a) were obtained with 350 m of SMF‐LS as the 
first stage at 37 W pump power and the inset is for 550 m of SMF‐LS at 23 W; the results of 
Figure 15(b) were obtained with 550 m of SMF‐LS spliced with 600 m of SMF‐28 used as the 
first stage at 18 W pump power. The inset of Figure 15(b) show magnifications of the output 
signal when input signal is applied.

Figure 15. The waveforms of the output signal at 1620 nm at the output 2 of the experimental setup; dashed line with 
input signal (OFF), solid line without input signal (ON). The first stage consists of the 350 m of the SMF‐LS fiber and the 
inset for 550 m of SMF‐LS fiber (a); the first stage consists or of the 350 m SMF‐LS connected to the 600 m SMF‐28 the 
inset show the magnification of the when input signal is applied (b).
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Finally, we measured the ratio of output energy without input signal (“OFF”) and with input 
signal (“ON”) for different pump powers. Figure 16 shows the dependencies of the contrast on 
the pump power. The dependencies are shown for the first stage consisting of the 350 m SMF‐
LS fiber, Figure 16(a), and for the first stage consisting of the 350‐m SMF‐LS and the 600 m 
SMF‐28 fiber, Figure 16(b). We can see that the best results from our configuration are for 350 
m from the SMF‐LS fiber in the first stage. For this configuration, the contrast OFF/ON came 
up to 27. With 500 m of SMF‐LS in the first stage maximum contrast was equal to 7 and for 
configuration of 600 m of SMF‐28 m spliced with 500 m of SMF‐LS increase the contrast to 13.

Figure 16. Energy of Stokes pulses, (a) for 350 m SMF‐LS in the first stage; (b) for 550 m SMF‐LS + 600 m SMF‐28 in the 
first stage.
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4. Conclusions

We investigate experimentally and theoretically an all‐optical switch based on the SRS and 
demonstrate its viability. The use of SRS to design an all‐optical switch circuit makes it pos‐
sible to use very low powers of signal to control respectively strong pulses. The best con‐
trast (the ratio of signal energy at the output when the input signal is ON/OFF) was 15 
dB in pump peak power of 6 W and input signal only of 0.5 mW. Since there is a big dif‐
ference between the wavelengths of pumping and signal, the walk‐off between pump and 
Stokes is inevitable. We investigate the possibility to avoid degradation of circuit operation 
by the walk‐off effect connecting fibers with normal and anomalous dispersion. We found 
that fibers with anomalous GVD effect of the MI and the breaking pulse appear lower than 
those required for a strong Raman amplification powers. We propose to use the spectral filter 
large bandwidth between states of Raman circuit for reducing problems of breaking pulses. 
We have built a simple configuration of the device with efficient switching and low power 
pump. Therefore, the experimental setup is compact and can be carried to another labora‐
tory, and results are repeatable, i.e., the measurements are not dependent on environmental 
parameters.
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Abstract

In this chapter, we investigate the Raman spectra of proteinogenic amino acid crystals.
Amino acids are fundamental organic molecules that compose polypeptides (a linear
chain of amino acids) and proteins (folded polypeptides with specific functions) found
in all living beings. Surprisingly, the number of these basic molecules is not more than
22 (20 of them commonly known as the standard amino acids, plus pyrrolysine and
selenocysteine). They are defined as a molecule formed by an NH2 group, a COOH
group, a lateral chain (the R group), and a hydrogen atom, all of them connected to a
single carbon, the α-carbon. Interestingly, α-amino acids show chirality, i.e., they present
different distributions of group of atoms around the α-carbon, being defined as l- and
d-form. For amino acids and proteins found in the living beings, the l-form is the
dominant form, although some exceptions have been discovered in the last decades. In
this chapter, we present the Raman spectra of all standard amino acids and discuss the
different kinds of vibrations found, comparing them. As complementary part of the
work, we present results on vibrational properties of some amino acids using Raman
spectroscopy when subjected to specific conditions, with variation in temperature or
pressure. Finally, we present some perspectives as the investigation of purines, a group
of molecules associated with the DNA molecule.

Keywords: amino acid, raman spectroscopy, vibrational property

1. Introduction

Amino acids constitute an impressive and mysterious class of organic molecules, impressive
because they form all proteins of living beings and mysterious because of their simplicity. In
fact, amino acids — in their α form and in the zwitterion charge distribution conformation —are

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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constituted by one carbon, one NH3
+ group, one CO2

− group, and a group denominated as radical.
The radical (R) characterizes the different types of amino acids; for example, R = H for glycine,
R = CH3 for alanine, R = CH2-OH for serine, etc.

As it is well established, every cell of the living being on the Earth uses a set of 20 amino acids
to produce all kinds of proteins [1, 2]. The 20 standard amino acids can be classified as (i)
unpolar (alanine, valine, leucine, isoleucine, methionine, proline, phenylalanine, and trypto-
phan) and (ii) polar (glycine, arginine, asparagine, cysteine, glutamine, lysine, aspartic acid,
glutamic acid, serine, threonine, tyrosine, and histidine). Additionally, some compendia
include selenocysteine and pyrrolysine as belonging to the group of proteinogenic amino acids,
but this is not unanimity yet. In the last years, a series of studies have investigated the
vibrational and structural properties of amino acid crystals [3–42].

One of the main techniques to investigate vibrational properties of materials, whatever it is, is
Raman spectroscopy. The technique consists in the interaction of light from a laser source with
the material and further scattering of the light. The scattered light carries information about
the rotational, vibrational, and, eventually, electronic states of the material. Concerning the
Raman scattering effect, a pivotal concept is the scattering cross-section, σ, which represents a
likelihood of a scattering event to occur [43]. It is defined as the rate at which energy is removed
from the incident photon by the scattering substance, divided by the rate at which energy in
the incident photon crosses a unit area perpendicular to its direction of propagation [43],
expressed as in Eq. (1):

s ptI I(= hw / 2 I ) (1)

In this equation, h represents the Planck constant, ωI represents the angular frequency of the
incident light, 1/τ is the transition rate of the scattering process, and II is the surface power
density, given in units of energy/[time × area]. 1/τ is calculated through time-dependent
perturbation theory from quantum mechanics. Obviously, if we are using quantum theory we
need to define a Hamiltonian representing the system, as well as the states of the system. It is
possible to define a Hamiltonian composed of two parts: (i) one unperturbed (H0), represented
by the contribution of the scattering medium and by the radiation field and (ii) one pertur-
bed (Hp), with contributions from the electron-radiation interaction and electron-phonon
interaction. An eigenstate of H0 is ψi that encompasses information about incident and scattered
photons, phonons, and about the electrons. The process involves the excitation of the medium
due to the incident photon, leading the system to an intermediate state, creating an electron-
hole pair. Such pair is scattered in a different intermediate state; finally, the electron-hole pair
recombines, occurring the emission of a photon. This scattered phonon will have the informa-
tion about the system. Using time-dependent perturbation theory we can show that

(2)
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with the sum performed over all possible eigenstates Ψf. After a crusty work using third-order
perturbation theory, we can present the cross-section for the so-called one-phonon Stokes
process in a relation such as:

(3)

In this expression, the kets |a> and |b> represent intermediate states with small lifetime —
called virtual states — Her represents the electron-radiation interaction, Hep represents the
electron-phonon interaction, EI represents the energy of the incident phonon, Es represents the
energy of the scattered photon, Eq represents the phonon energy, and ξ1 and ξ2 are small
parameters. Other processes are also possible such as those involving two phonons that require
the use of perturbation theory in order higher than third. However, in the present text, the
results are related to one-phonon processes and, consequently, at first, all quantitative analysis
can be achieved with the use of Eq. (3).

In this chapter, we summarize the main studies on Raman spectroscopy applied to proteino-
genic amino acid molecules and crystals and point new perspectives on the subject.

2. Experimental details

In the present work, we have used two experimental set-ups: an instrument using Fourier
transform mechanism and a dispersive (conventional) spectrometer. On the one hand, FT-
Raman spectra were recorded using a Bruker RFS100/S FTR system and a D418-T detector,
with the sample excited by means of the 1064 nm line of a Nd:YAG laser. In these cases, the
spectral resolution was 4 cm−1. On the other hand, the conventional Raman spectra were excited
with the 514.5 nm line of argon ion lasers and the scattered light was analyzed in a Jobin-Yvon
T64000 spectrometer equipped with the nitrogen cooled CCD system. Typically, the spectral
resolution in the conventional Raman experiments was 2 cm−1. Theoretically, the bands
appearing in the Raman spectrum are independent of the excitation energy of the laser,
although the intensity of the scattered light is proportional to λ−4 (λ is the wavelength of the
laser) and, consequently, long-wavenumber excitation will produce a weaker Raman spec-
trum. However, in some cases, the exciting photons—mainly in the visible—are sufficient to
excite the system into the lowest energy electronic states, and further relaxation to the ground
state will appear as a broadband fluorescence in the Raman spectrum. Regarding the samples
of amino acids, we have utilized two kinds: those used to obtain FT-Raman spectra were
commercial reagents, while those where polarized Raman spectra are shown, were crystals
obtained through aqueous solutions at several temperatures.
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3. Nonpolar amino acids

In the discussion, we will separate the discussion according to the polarity of the lateral groups
of the amino acids. We begin with the apolar amino acids. This group is composed of the
following amino acids: glycine, alanine, valine, leucine, isoleucine, phenylalanine, methionine,
tryptophan, and proline.

Glycine is the simplest amino acid, having as the radical a hydrogen atom. Although the
molecular simplicity, glycine can crystallize in three different forms at atmospheric pressure
and room temperature. The α-form shows a P21/n monoclinic structure where hydrogen
bonds appear in double antiparallel layers; the β-form shows a P21 monoclinic structure
and individual parallel layers are linked by hydrogen bonds in a three-dimensional net-
work; the γ-form shows a P31 trigonal structure with zwitterions forming helixes linked in a
three-dimensional network [6]. The problem is that the three forms of glycine generally
crystallize simultaneously from the same solution. In order to obtain crystals of the γ-form,
it is necessary to prepare aqueous solution containing small seeds of the γ-glycine; the
metastable β-form can be obtained by a mixture of water and acetic acid having the β-gly-
cine as a seed, among other possibilities [6]. The three forms were studied under high pres-
sure or under temperature variation. From these studies different results were obtained.
The α-glycine under pressure is stable up to 23 GPa [7]. The β polymorphic form of glycine

Figure 1. Polarized Raman spectra of glycine (α-form) for two scattering geometries in the high wavenumber region of
the spectrum.
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presents a phase transition at 0.76 GPa [8]; the new phase, β' is noted by the jumps and
kinks at the curve of wavenumber vs. pressure as observed in experiment of Raman spec-
troscopy. Although the γ-form is the most stable among the three atmospheric pressure
possibilities, it is possible to observe at ~ 440 K the γ → α phase transition [9]. Also, under
pressure, a phase transition from the γ-form to a new δ-form is verified, starting at ~ 2.7
GPa [10]. Additionally, when the δ-form is decompressed, between 0.95 and 0.2 GPa, a new
polymorph is obtained, the ζ-glycine [11]. In relation to the Raman spectroscopy, as it is
expected, each of the different polymorphs exhibits different spectrum. To give an example,
Figure 1 shows the Raman spectra of the (predominantly) α-form of glycine in the high
wavenumber region for two scattering geometries, Z(YY)Z and Z(XX)Z. In this figure, it is
possible to observe bands associated with symmetric stretching of CH2, νS(CH2), at 2971 cm
−1; antisymmetric stretching of CH2, νA(CH2), at 3006 cm−1, and stretching of NH, ν(NH), at
3145 cm−1. Depending on the kind of polymorph, the stretching of NH, in particular, is ob-
served at different wavenumbers and with different intensities.

Although the chirality itself is a theme of great relevance, in the present chapter we discuss
only the properties of the l-chiral sister of amino acid crystals (those present in the proteins)
and do not furnish further information about the phenomenon. The simplest chiral amino
acid is alanine. It crystallizes in an orthorhombic P212121 space group with four molecules
per unit cell. The Raman spectrum of l-alanine was studied in a series of papers throughout
the years [12–14]. Two studies have furnished the assignment of the normal modes through
the analysis of deuterated analogs [13, 14]. Under temperature variation, l-alanine seems to
be stable in the interval of 20–300 K, as indicated by several studies, including both infrared
spectroscopy [15] and Raman scattering [16] studies. Figure 2 shows the Raman spectrum of
l-alanine recorded at room temperature in the interval of 300–700 cm−1. This spectral range
presents two important vibrations, e.g., the torsion of NH3

+, τ(NH3), and the rocking of CO2
−

unit, r(CO2). The study of the τ(NH3) mode as a function of pressure showed that its wave-
number presents dw/dP < 0, in contrast with other amino acid crystals, such as l-threonine
and taurine. Such fact was interpreted as a consequence of the behavior of hydrogen bonds
that due to the short dimension should move away the N, H, and O atoms (that participate
of a specific hydrogen bond) from a straight line, instead of to approximate the N and O
atoms [17]. The discussion about the effect of pressure on l-alanine crystal is also of rele-
vance. A first work indicated that l-alanine crystal undergoes a phase transition at ~ 2.2 GPa
[18]. Additionally, the same work showed that the bands appearing at 42 and 48 cm−1 change
intensity above the pressure where the supposed phase transition occurs [18] and the varia-
tion of intensity of the two bands was also noted by Tumanov et al. [19]. However, two stud-
ies point that instead of a phase transition, in fact, at 2.2 GPa, only the inversion of the a and
c crystallographic axes occurs [19, 20]. Because at ~2.2 GPa, the two crystallographic axes
had the same dimensions, technically, at this specific pressure, the structure should be tet-
ragonal, but above the critical pressure value, the structure continues with its original ortho-
rhombic structure. Therefore, l-alanine is an interesting example where the union of both
Raman spectroscopy and X-ray diffraction furnished a wide picture about the behavior of
the system.
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Figure 2. Raman spectrum of l-alanine in the spectral range from 300 to 700 cm−1. Some important modes related to
hydrogen bonds are shown, as rocking of CO2

−, r(CO2
−), and torsion of NH3

+, τ(NH3
+).

Figure 3. FT-Raman spectra of l-valine in the spectral range from 20 to 3500 cm−1. The most intense peaks appear in the
high wavenumber region of the spectrum.
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Figure 3 shows the FT-Raman spectrum of L-valine in the range of 20–3500 cm−1. This ali-
phatic amino acid crystallizes in a monoclinic structure with a P21 space group. l-valine is
characterized by the (CH3)2-(CH) groups as radicals [l-leucine and l-isoleucine, which are
discussed below, are characterized by (CH3)2-CH2-CH2]. There are four molecules per unit
cell of l-valine, two of them in the trans conformation and two of them in the gauche I con-
formation. As usual, the modes in the high wavenumber region are associated with the
stretching of CH and CH3; modes related to the bending of CH3, δ(CH3), were assigned for
the bands between 1400 and 1460 cm−1; modes assigned as rocking of CH3, r(CH3), were
observed between 1125 and 1200 cm−1; bands identified as the stretching of CC, ν(CC),
were observed between 900 and 970 cm−1 [21]. The lattice modes were assigned as bands
with wavenumber lower than 177 cm−1 and the torsion of CO2, τ(CO2), was identified with
a band at 185 cm−1. A Raman spectroscopic study showed that the l-valine crystal seems to
undergo a phase transition at ~100 K, as indicated by changes in the lattice mode region of
the spectrum [21]. In fact, unless the crystal is ferroelastic and presents domains, modifica-
tion in the lattice mode spectral region means change in the symmetry of the unit cell. This
behavior differs from the behavior of the l-alanine crystal, for example, that is stable under
cryogenic conditions.

Figure 4. Raman spectra of l-leucine in the spectral range from 700 to 1280 cm−1 for two scattering geometries.

Another amino acid with nonpolar characteristics is l-leucine. This amino acid crystallizes in
a monoclinic structure, space group P21, and Z = 2. The carboxyl and the amino groups are
hydrogen bonded in a double layer, in a similar fashion to l-valine and l-isoleucine [22]. Figure
4 presents the Raman spectra of l-leucine for two scattering geometries in the spectral range
from 700 to 1280 cm−1. The band observed at 777 cm−1 is assigned as bending of CO2

−, δ(CO2
−);
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at 838 cm−1 as out-of-plane vibration of CO2, γ(CO2); 849 cm−1 as rocking of CH2, r(CH2). The
bands between 919 and 1004 cm−1 are assigned as stretching vibration of CC, ν(CC), and the
bands at 1032 and 1083 cm−1 are assigned as stretching of CN, ν(CN), while the band at 1131
cm−1 is assigned as rocking of NH3

+, r(NH3
+) unit [22]. The Raman spectroscopic study showed

a series of modifications at about 353 K in both the internal and lattice modes of l-leucine,
indicating a possible modification of the structure. This was interpreted as a phase transition
from a C2 to a CS structure, even with the appearance of a TO mode at high temperature. l-
leucine was also investigated under high pressure with the scrutiny of Raman spectroscopy
[23]. Anomalous behavior was observed in two ranges, from 0 to 0.46 GPa and from 0.8 to 1.46
GPa. The first anomaly was realized through the observation of the disappearance of a band
in the CH and CH3 stretching region of the spectrum. The second anomaly is verified through
the disappearance of lattice modes and splitting of modes in the high wavenumber region.
Obviously, some of the modifications must involve molecular rearrangements due to changes
of hydrogen bonds. Again, Raman spectroscopy appears as a powerful tool in order to study
the phase transitions.

Figure 5. FT-Raman spectra of l-isoleucine in the spectral range from 20 to 3500 cm−1. The most intense peaks appear in
the high wavenumber region of the spectrum.

Figure 5 presents the FT-Raman spectrum of l-isoleucine in the spectral range from 20 to 3500
cm−1. We observe that the most intense bands is located in the high wavenumber region of the
spectrum, corresponding to bands associated with stretching of CH, CH2, and CH3; in fact, the
spectral range of 2700–3200 cm−1 presents a very complex profile, with at least seven different
bands [24]. On the other hand, the region between about 1700 and 2700 cm−1 does not present
bands, as occurs with most proteinogenic amino acids (exception to cysteine that presents
bands associated with SH stretching vibration at about 2500 cm−1). A series of bands is observed
between 500 and 1650 cm−1, including vibrations associated with stretching of CC, ν(CC), from
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872 to 1018 cm−1, stretching CN, ν(CN), at 1033 and 1091 cm−1, rocking of CH3, rocking of
CO2

−, at 536 cm−1 etc. Several modes associated with bending vibrations are observed in the
300–500 cm−1 spectral range. The vibration associated with torsion of CO2

−, τ(CO2
−), is observed

at ~ 177 cm−1; such vibration is common to most amino acid crystals. Finally, below 170 cm−1

bands are observed that are generically associated with the lattice modes of the crystal. In
relation to the behavior of the crystal under low temperature conditions, Raman spectroscopy
showed that the l-isoleucine crystal does not present any evidence of phase transition,
similarly to l-alanine and l-leucine, but differently from l-valine, which presents a modifica-
tion at about 100 K. Such fact is very curious and future investigations are demanded in order
to shed light in this problem.

Figure 6. FT-Raman spectra of l-phenylalanine, l-methionine, l-proline and l-tryptophan in the spectral range from 20
to 3500 cm−1.

The Raman spectra of l-phenylalanine, l-methionine, l-proline, and l-tryptophan are
shown in Figure 6. It is very difficult to grow crystals of l-phenylalanine and l-tryptophan
in their pure forms. l-proline grows mainly in a hydrated form, while it is relatively easy
to grow l-methionine. As a consequence there are few studies reporting vibrational proper-
ties of l-phenylalanine [25] and l-tryptophan [26], as well l-proline [5], and a little more on
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l-methionine [27]. In relation to the previous amino acid presented in this chapter, phenyl-
alanine and tryptophan show an additional benzene ring. As a consequence, this unit
presents vibrations associated with it: stretching of CH at 2979, 3030, and 3057 cm−1; rock-
ing at ~1260 cm−1; deformation at about 704 cm−1; ring breathing at ~ 1010 cm−1 and wag-
ging at ~ 744 cm−1, for l-tryptophan [25]. The l-phenylalanine shows that vibrations related
to the benzene ring are observed at 848, 912, and 949 cm−1 (out-of-plane bending); 1001 cm−1

(breathing of the ring); 1025 and 1076 cm−1 (in-plane bending); 1600 cm−1 (stretching of CC
in the ring). Some results on l-proline monohydrated were presented in reference [5],
where a high pressure investigation is furnished; the work shows evidence of two phase
transitions, between 0.0 and 1.1 GPa and another between 6.5 and 7.8 GPa. In relation to l-
methionine, a detailed study of the Raman spectra of the crystal under high pressure was
revealed in reference [27]. Although the methionine molecule presents a sulfur atom, dif-
ferently from the cysteine, in the methionine there is a connection linking two carbon
atoms, C–S–C; as a consequence, the very intense band observed at ~ 2500 cm−1 appearing
in the Raman spectrum of cysteine due to the S-H stretching is not observed in the Raman
spectrum of methionine. However, a very characteristic band associated with the C-S
stretching vibration is observed at 659 cm−1 in the spectrum of l-methionine. Following this
band, when the l-methionine crystal was subjected to high pressure into a diamond anvil
cell, it was observed an impressive modification that was associated with a phase transition
undergone by the crystal at about 2.2 GPa [27]. Also interesting is the fact that the phase
transition occurs with a hysteresis of ~ 0.8 GPa, suggesting the transition can be classified
as a first-order one.

4. Neutral, polar amino acids

Among the polar amino acids, serine, cysteine, asparagine, glutamine, threonine, and tyrosine
are neutral. Figure 7 shows the Raman spectra of l-cysteine.HCl, l-serine, l-glutamine, and l-
asparagine.H2O as obtained through a Fourier-transform Raman spectrometer in the spectral
range from 50 to 3500 cm−1. From 1800 to 2800 cm−1 no mode is observed, except in the spectrum
of l-cysteine.HCl, where a stretching vibration of SH appears at ~ 2550 cm−1. In fact, as men-
tioned in the previous paragraph, cysteine is the only proteinogenic amino acid that presents
an S-H bond and, as a consequence, is the only amino acid to present a peak in this region.

It is important to remember that l-cysteine can be found without HCl ions in the unit cell. l-
cysteine can be obtained under ambient conditions in two different crystalline polymorphs,
orthorhombic, and monoclinic. The orthorhombic structure of l-cysteine crystallizes with Z
= 4 and space group P212121. One of the important characteristics among the amino acid
crystals is the fact that l-cysteine presents the S-H…S hydrogen bond, extending along the b
crystallographic direction. As a consequence, l-cysteine constitutes a model to understand
the important sulfur hydrogen bonds involved in some proteins of the human being. In a
polarized Raman spectroscopic study, it was observed that at low temperatures, the S-H…S
hydrogen bonds contribute to form an ordered crystal structure, but upon heating, the thiol-
groups appear slightly disordered [28]. As pointed out in this reference, some of the S-H…S

Raman Spectroscopy and Applications210



l-methionine [27]. In relation to the previous amino acid presented in this chapter, phenyl-
alanine and tryptophan show an additional benzene ring. As a consequence, this unit
presents vibrations associated with it: stretching of CH at 2979, 3030, and 3057 cm−1; rock-
ing at ~1260 cm−1; deformation at about 704 cm−1; ring breathing at ~ 1010 cm−1 and wag-
ging at ~ 744 cm−1, for l-tryptophan [25]. The l-phenylalanine shows that vibrations related
to the benzene ring are observed at 848, 912, and 949 cm−1 (out-of-plane bending); 1001 cm−1

(breathing of the ring); 1025 and 1076 cm−1 (in-plane bending); 1600 cm−1 (stretching of CC
in the ring). Some results on l-proline monohydrated were presented in reference [5],
where a high pressure investigation is furnished; the work shows evidence of two phase
transitions, between 0.0 and 1.1 GPa and another between 6.5 and 7.8 GPa. In relation to l-
methionine, a detailed study of the Raman spectra of the crystal under high pressure was
revealed in reference [27]. Although the methionine molecule presents a sulfur atom, dif-
ferently from the cysteine, in the methionine there is a connection linking two carbon
atoms, C–S–C; as a consequence, the very intense band observed at ~ 2500 cm−1 appearing
in the Raman spectrum of cysteine due to the S-H stretching is not observed in the Raman
spectrum of methionine. However, a very characteristic band associated with the C-S
stretching vibration is observed at 659 cm−1 in the spectrum of l-methionine. Following this
band, when the l-methionine crystal was subjected to high pressure into a diamond anvil
cell, it was observed an impressive modification that was associated with a phase transition
undergone by the crystal at about 2.2 GPa [27]. Also interesting is the fact that the phase
transition occurs with a hysteresis of ~ 0.8 GPa, suggesting the transition can be classified
as a first-order one.

4. Neutral, polar amino acids

Among the polar amino acids, serine, cysteine, asparagine, glutamine, threonine, and tyrosine
are neutral. Figure 7 shows the Raman spectra of l-cysteine.HCl, l-serine, l-glutamine, and l-
asparagine.H2O as obtained through a Fourier-transform Raman spectrometer in the spectral
range from 50 to 3500 cm−1. From 1800 to 2800 cm−1 no mode is observed, except in the spectrum
of l-cysteine.HCl, where a stretching vibration of SH appears at ~ 2550 cm−1. In fact, as men-
tioned in the previous paragraph, cysteine is the only proteinogenic amino acid that presents
an S-H bond and, as a consequence, is the only amino acid to present a peak in this region.

It is important to remember that l-cysteine can be found without HCl ions in the unit cell. l-
cysteine can be obtained under ambient conditions in two different crystalline polymorphs,
orthorhombic, and monoclinic. The orthorhombic structure of l-cysteine crystallizes with Z
= 4 and space group P212121. One of the important characteristics among the amino acid
crystals is the fact that l-cysteine presents the S-H…S hydrogen bond, extending along the b
crystallographic direction. As a consequence, l-cysteine constitutes a model to understand
the important sulfur hydrogen bonds involved in some proteins of the human being. In a
polarized Raman spectroscopic study, it was observed that at low temperatures, the S-H…S
hydrogen bonds contribute to form an ordered crystal structure, but upon heating, the thiol-
groups appear slightly disordered [28]. As pointed out in this reference, some of the S-H…S

Raman Spectroscopy and Applications210

hydrogen bonds are substituted by S-H…O bonds in such a way that at room temperature
the number of the two species of hydrogen bonds is approximately the same. Interestingly
enough is the fact that the change of hydrogen bonds with the substitution of sulfur by oxygen
is not sharp, but occurs through a series of intermediate states [28]. We remember that l-
alanine, when submitted to low temperature conditions, also presents a pathological behavior,
i.e., the c crystallographic parameter decreases in a succession of steps and plateaus. The
jumps on the c parameter were interpreted for l-alanine as attempts to relax some frustration
[29]. Returning to the l-cysteine case, the modification in the thiol group is related to different
orientations of the cysteine zwitterion, which are tuned by the strong N-H…O hydrogen
bonds. Additionally, it was observed that different groups (NH3, SH, CH, and CH2) are
activated in different temperature ranges, similarly with was observed for the NH3 and CH3

groups of l-alanine [30]. Under high pressure, the Raman spectrum of orthorhombic l-
cysteine presents noticeable modifications that can be summarized as follows [31]. Above 0.1
GPa redistribution of intensities of the components of the bands associated with stretching of
SH, ν(SH), suggests a continuous decrease in the number of sulfhydryl groups participating
of S-H…S hydrogen bonds. This tendency remains until the pressure arrive to 1.6–1.9 GPa,
when is observed an impressive change in the Raman spectrum, associated with a phase
transition. One of these changes is the downshift of the wavenumber of ν(SH) by ~ 40 cm−1,
as well as the splitting of this band; such facts suggest both (i) the S-H…S hydrogen bond

Figure 7. FT-Raman spectra of polar (neutral) amino acids l-serine, l-glutamine and compounds l-cysteine.HCl and l-
asparagine.H2O. In the spectrum of l-cysteine.HCl stands out an intense band associated with the S-H stretching,
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bands are observed (see text).
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strengthen and (ii) increasing of disorder of SH group. Above 2.3 GPa, the wavenumber of
ν(SH) presents a upshift of 30 cm−1, indicating the weakening of hydrogen bonds related to
S-H groups. However, the modes are split above this pressure, and we can consider that the
sulfhydryl groups are still disordered.

Obviously, if you change the sulfur atom by an oxygen atom, the hydrogen bonds involving
SH groups cease to exist. As a molecule, serine is a copy of cysteine but with oxygen replacing
the sulfur atom. l-serine crystallizes in an orthorhombic structure with space group P212121,
the same of one of the polymorphs of l-cysteine. A Raman spectroscopic study showed that
l-serine presents changes at ~ 140 K. the changes were interpreted as reorientation of the side
chain CH2OH with respect to the C-C bonds of the skeleton of the molecule [32]. As a conse-
quence, a positional disorder of the O-H...O intermolecular hydrogen bond is verified. Such a
fact was realized through the analysis of the behavior of stretching of OH, ν(OH), allowing to
separate the temperature evolution of O-H...O hydrogen bond among the other formed by
serine molecules in the crystal structure: N-H...O in the head-to-tail chains, N-H...O between
antiparallel chains and N-H...O between ab layers [32]. This constitutes a very beautiful
example of the power of Raman spectroscopy to play light in a so complicated theme as is
hydrogen bond.

Glutamine is the more abundant proteinogenic amino acid in the human blood, occupying a
pivotal position in the nitrogen metabolism. The radical of the amino acid is characterized by
the groups NH2-(C=O)-CH2-CH2. As a consequence, the high spectral region of the Raman
spectrum of l-glutamine presents a rich profile. In the FT-Raman spectrum a very strong band
observed at 2933 cm−1 is associated with the symmetric stretching of CH2, νS(CH2); a doublet
at 2952 and 2962 cm−1 is associated, respectively, with the stretching CH, ν(CH), and the
symmetric stretching of CH2, νS(CH2); a peak observed at 2991 cm−1 is assigned as antisym-
metric stretching of CH2, νA(CH2). Above 3100 cm−1 it is possible to observe bands with low
intensity associated with NH2 and NH3

+ groups: at 3176 cm−1, assigned as symmetric stretching
of NH2; at 3210 cm−1, assigned as symmetric stretching of NH3

+ and at 3403 cm−1, assigned as
antisymmetric stretching of NH2. Such assignment, performed on reference [33] with the use
of deuterated l-glutamine samples will be fundamental to understand the behavior of the
crystal submitted to extreme conditions e.g., high pressure and low temperatures.

The radical NH2-(C=O)-CH2 characterizes the amino acid l-asparagine. Although is possible
to grow small crystals of the pure form, most of the studies on vibrational spectroscopy deals
with the hydrate form, monohydrated l-asparagine (MLA). This crystal was studied in a series
of papers [34, 35]. A Raman spectroscopic study revealed that under low temperature MLA
undergoes a phase transition between 140 and 150 K. The modification is clearly realized
through the observation of splitting of a band assigned as lattice modes, at ~ 130 cm−1 [34].
Under high temperature, MLA also presents a phase transition, as it was shown by Raman
scattering measurements [35]. At about 363 K, the orthorhombic P212121 structure of MLA
change drastically, as it is possible to infer from the impressive modifications of the Raman
spectra above this temperature. Interesting enough, while in the low temperature phase
transition the modifications are observed mainly in the low wavenumber region of the Raman
spectrum, in the high temperature phase transition modifications occur in all spectral range.
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Something that also deserves attention is the behavior of MLA under high pressure. In a recent
work [36] authors have investigated the material up to 30 GPa. This is the highest pressure
value utilized in experiments on the vibrational properties of amino acid crystals up to now
(we remember that l-alanine presents a crystal-amorphous phase transition at 15 GPa, half of
the pressure value reached in the experiment with MLA). In this work, analyzing most of the
Raman bands in the spectral range 30–3600 cm−1, it was possible to note modifications that
were correlated with phase transition undergone by MLA, as well as, with conformational
changes of the molecules in the unit cell of the crystal. The changes observed at approximately
10 GPa were associated with a phase transition and other modifications between 2.1 and 3.1
GPa and between 15.0 and 17.0 GPa were associated with conformational changes. In partic-
ular, the most impressive modifications occur in the high wavenumber region of the spectrum.
Very suggestive is the fact that the wavenumbers of the antisymmetric stretching of NH2,
νA(NH2) and symmetric stretching of H2O, νS(H2O) decrease in the interval at 1 atm and 8.5
GPa, indicating that hydrogen bonds are strengthened in this pressure interval. The explana-
tion for the anomalous behavior is because N-H…O hydrogen bond interaction is stiffened
due the approximation of molecules under compression, weakening the covalent N-H
interaction and, consequently, shifting the wavenumber of the two modes to lower values.
During the transition at 10 GPa, the bands associated with stretching of water molecule show
a positive jump, indicating a new environment for the molecules. However, between 10.6 and
15 GPa and above 17.9 GPa the symmetric stretching of water goes, respectively, to higher and
to lower wavenumbers, signaling different behavior of the hydrogen bonds. As a résumé for
the data on MLA, we can affirm that Raman spectroscopy furnished a precise picture about
the hydrogen bonds allocated in the unit cell of the crystal.

Figure 8. FT-Raman spectrum of l-tyrosine. It is interesting to observe the intense peaks characterizing the low wave-
number of the spectrum. The inset presents a representation of the molecule.

The FT-Raman spectrum of l-tyrosine is shown in Figure 8 (the inset shows a representation
of the molecular formula). As occurs with l-phenylalanine and l-tryptophan, l-tyrosine
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presents a benzene ring in its radical. Consequently, it is expected that vibrations associated
with breathing of the benzene ring and CC stretching related to the atoms of the ring appear
in the Raman spectrum of l-tyrosine with frequencies similar to those of l-phenylalanine and
l-tryptophan. It is also interesting to observe that the low wavenumber bands are the most
intense bands appearing in the Raman spectrum. Because these bands are assigned mainly as
lattice modes, it will be of interest in future studies where one should search for eventual phase
transitions. In the high wavenumber region of the Raman spectrum, it is possible to observe
distinctly five different bands that are associated with the stretching vibrations of CH and
CH2, ν(CH) and ν(CH2), respectively. Up to now, there is no work published in the literature
discussing the vibrational behavior of l-tyrosine subjected to neither low temperature nor high
pressure conditions, among other extreme conditions.

Figure 9. FT-Raman spectrum of l-threonine in the spectral range 20–3500 cm−1 recorded at room temperature. It is
interesting the observation of a very complex profile in the high wavenumber region of the spectrum although threo-
nine is a relatively simple molecule.

Figure 9 shows the FT-Raman spectrum of l-threonine in the spectral range from 20 to 3500
cm−1. Most of the bands appearing in the low wavenumber region are associated with lattice
modes and, as a consequence, their behavior can furnish information about the stability of
the unit cell [37]. l-threonine crystallizes in an orthorhombic structure with space group
P212121. Vibrations associated with CC stretching are observed as bands in the spectral range
907–940 cm−1. Rocking of CO2

−, r(CO2
−) is observed at ~ 568 cm−1. It is interesting in this point

remember that r(CO2
−) vibration is observed at 515 cm−1 in l-serine, 530 cm−1 in l-histidine

hydrochloride monohydrated, 553 cm−1 in l-asparagine monohydrated and in l-cysteine, 545
cm−1 in l-methionine and 541 cm−1 in l-valine. So, this kind of vibration that appears in the
Raman spectrum as a band of relatively high intensity presents a well-specific range where
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it is observed. It is also relevant to point out that the torsion of NH3
+, τ(NH3

+), is observed in
l-threonine at 497 cm−1. A recent Raman scattering study—where a sample of l-threonine was
put into a diamond anvil cell set up—showed an impressive phase transition close to 2 GPa,
another between 8.2 and 9.2 GPa, and a third between 14 and 15.5 GPa. The principal
indication for the occurrence of these pressure-induced phase transitions is the modification
in the bands associated with external modes. Additional changes observed in bands related
to CO2, NH3, and CH3 units of the threonine molecule also corroborate the occurrence of the
three-phase transition [38]. However, although the maximum pressure reached in the
experiment was 27 GPa, no evidence of amorphization was observed. This point is being
analyzed because, on the contrary, l-alanine undergoes a crystal — amorphous phase
transition for pressure of only 15 GPa. Additionally, a comparative study looking for a
correlation between the behavior of NH3 torsional modes of l-alanine, l-threonine, and
taurine with the hydrogen bond dimensions was given in reference [17]. A possible
connection between the hydrogen bond dimensions and the amorphous state of the amino
acid crystal can give interesting insights about the phenomenon.

5. Acidic, polar amino acids

Figure 10 shows the FT-Raman spectra of l-aspartic acid and l-glutamic acid in the spectral
range from 20 to 3500 cm−1. In some aspects, the two spectra are similar, e.g., the lattice modes
appear as very intense bands in the low wavenumber region of the spectrum and the profiles
of the Raman spectra in the high wavenumber region are very similar for the two crystals.
l-glutamic acid crystallizes in two possible polymorphs, called α (like prisms) and β (as
platelets). Both polymorphs crystallize in an orthorhombic structure in a P212121 space group.
In Figure 10, the main contribution for the FT-Raman spectrum of l-glutamic acid is from
the β-form. For this polymorph, there is no intramolecular hydrogen bond, but a strong
hydrogen bond between two carboxylic groups in neighboring molecules is observed; such
a bond form links along the b-direction. In the l-glutamic acid, the symmetric stretching of
NH3

+ appears— as occurs with most of the amino acid crystals—as a weak band, observed
at 3073 cm−1. A very strong band associated with the stretching of CH2 is observed at 2974
and 2938 cm−1. Vibrations associated with rocking of NH3

+ are observed at 1128 and 1149 cm
−1 and the stretching of CC is observed at 970 and 1062 cm−1. At 804 and 866 cm−1 (the last
one as a very strong band) bands are associated with rocking of CH2. Vibrations associated
with the skeleton of the l-glutamic acid are observed in the spectral range of 240–398 cm−1.
Finally, the torsion of CO2

− unit is observed at 199 cm−1 and bands with wavenumber lower
than this value are associated with the lattice vibrations of the crystal. Raman spectroscopy
was used to investigate the vibrational properties of a crystal of l-glutamic acid in its β−form.
From this study, authors have observed modifications that can be considered as evidence that
the crystal undergoes some phase transitions. One modification in the Raman spectrum was
observed between 0.5 and 1.3 GPa. The second modification was noted between 2.6 and 3.1
GPa; the third modification was observed for pressures between 5.4 and 6.4 GPa and the
fourth change in the Raman spectra was observed for pressures between 13.9 and 15.9. Again,
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it is important to inform that at these pressures there is no evidence of amorphization for the
crystal of l-glutamic acid; in fact, even at the highest pressure reached in the experiments
(21.5 GPa), the crystal shows all bands, given no evidence of an amorphous phase [39].

Figure 10. FT-Raman spectra of l-aspartic acid and l-glutamic acid in the spectral range 20–3500 cm-1 recorded at room
temperature.

6. Basic, polar amino acids

l-Lysine, l-arginine and l-histidine are the basic, polar amino acids. Lysine has as character-
istic a radical composed of the following group of atoms CH2–CH2–CH2–CH2–NH2. Almost
no work on Raman spectroscopy of l-lysine was published. However, Hernández et al. [40]
showed the assignment of the main modes of the Raman spectrum of l-lysine. For example,
the stretching of CC is observed at 1012, 1033, 1063, and 1076 cm−1; the antisymmetric rocking
of NH3

+ is observed at 1143 and 1183 cm−1; the antisymmetric bending of NH3
+ appears as

bands at 1615 and 1650 cm−1; the symmetric stretching of CO2
− at 1415 cm−1 and the antisym-

metric stretching of CO2
− at 1598 cm−1. Hernández et al. [40] also presented a tentative

assignment of most bands appearing in the Raman spectrum of l-arginine. The radical
characterizing l-arginine is CH2–CH2–CH2–NH–C–NH–NH2. The Raman spectrum of l-
arginine shows bands at 1011 and 1035 cm−1 which are associated with CC stretching, while
a band at 970 cm−1 is associated with CN stretching. Rocking of NH3

+ is observed at 1164 cm
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−1 and antisymmetric bending of CNH2 is observed at 1176 cm−1. The symmetric stretching of
CO2

− is observed at 1581 cm−1 and the antisymmetric stretching of CO2
− appears at 1581 cm−1

[40].

l-histidine was investigated through Raman spectroscopy in a recent paper that explored the
vibrational behavior of the crystal under cryogenic conditions [41]. l-histidine can crystallize
in two different polymorphs with monoclinic or orthorhombic symmetry. The work of
reference [41] has investigated the orthorhombic form of the crystal that presents a P212121

space group with four molecules per unit cell. It is interesting to note that many of the amino
acids crystallize in a P212121 space group with orthorhombic structure or in a P21 space group
with monoclinic structure; this possibly is related to the packing of molecules in the unit cell,
but this point will not be explored in the present text. Returning to the case of l-histidine, the
Raman scattering study in reference [41] showed a series of discontinuity in the wavenumber
of bands at about 165 K. This was interpreted as consequence of a conformational phase
transition through involving both CO2

− and NH3
+ groups. It is interesting to add the informa-

tion that l-arginine and l-histidine can also easily grow as hydrated and as chloride hydrated
crystals. In Figure 11, the Raman spectra of l-histidine hydrochloride monohydrated crystal
are shown for three different scattering geometries in order to illustrate a case of an amino acid
crystallizing with water and HCl units.

Figure 11. Raman spectra of l-histidine hydrochloride monohydrate in three scattering geometries (adapted from ref-
erence [43]).

Up to now, the Raman scattering investigations have furnished an interesting picture about
the vibrational aspects of diverse amino acids. Some studies have even studied the behavior
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of the crystals under extreme conditions, low temperature or high pressure. However, a
complete understanding involving connections, for example, between the hydrogen bonds
and the physical properties of the crystal is still lacking. Obviously, some preliminary attempts
are already known, such as a possible connection between the dimensions of hydrogen bonds
and the behavior of torsional vibration of NH3

+ under high pressure (for l-alanine, l-threonine,
and taurine [17]). A fundamental question in biochemistry is to realize why the proteins of all
living beings are formed by the l-form of amino acids (the d-form is found only isolated in the
plasma of certain cells). Some glimpses were given by Abdus Salam who speculates the
occurrence of a phase transition explained through BCS theory, gauge field theory, and Higgs
mechanism [44]. There is also suggestion that ultraviolet radiation should be able to select one
of the chiral forms of the amino acid, but, in fact, all these suggestions are suppositions waiting
for confirmation. This problem deserves future investigations. But, is the behavior of d-amino
acid crystals the same of l-amino acids under extreme conditions? At first, the answer to this
question should be positive because both l- and d-forms of the amino acids are equivalent
from an energetic point of view. However, some preliminary results point to different behavior
for the two forms in some special cases, but we do not have space to discuss such intriguing
point in this chapter. Maybe, surprising information is waiting for us in the coming years.

7. Beyond amino acids

The success obtained by the investigation of amino acids has incentivized the study of other
simple organic molecules of living beings. After furnishing a more or less closed picture about
amino acids, the next natural step is the study of peptides, but we will not discuss them in this
chapter. We prefer to analyze another natural choose, molecules involved in the DNA structure.
One example we will explore in this chapter is thymidine, a nucleoside constituted of a
deoxyribose and the pyrimidine base thymine. It is found in the DNA of all living organisms.
The Raman spectrum presents a very intense set of bands in the low wavenumber region that
are associated with the lattice modes (Figure 12). This is very interesting because in future
analysis of the crystal under extreme conditions, the behavior of the lattice modes should be
a pivotal point in order to understand eventual structural modification. A strong band
observed at 1665 cm−1 is assigned as in-plane vibration involving C = O and C = C and a band
at 1690 cm−1 is assigned as stretching C = O, ν(C=O). Bending of CH3, δ(CH3), is identified as
the band at 1438, 1457, and 1480 cm−1. The band observed at 1031 cm−1 is associated with
bending of CNH, δ(CNH), and the band at 1000 cm−1 is associated with bending OCH, δ(OCH).
An out-of-plane vibration involving CH is observed at 972 cm−1 and a pyrimidine ring
breathing is observed at 773 cm−1. Additionally, out-of-plane vibration involving CCH3 group
is observed at 396 and 378 cm−1 and in plane vibration involving the same group is observed
at 276 and 306 cm−1. In the high wavenumber region of the Raman spectrum is possible to
observe a series of bands, among them one observed at 3298 cm−1 that was assigned as
stretching of OH, ν(OH). A series of bands is observed at 2952, 2965, 2973, and 2991 cm−1 and
they are classified as stretching of CH, CH2, and CH3 units. Finally, let us single out an
important point related to the study of thymidine, its behavior as a function of temperature.
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In order to make the presentation of this section more complete, we have performed study of
thymidine crystal under low temperature. Analysis of the Raman spectra of thymidine showed
that the wavenumber of several bands presents jumps at about 160 K, suggesting the occur-
rence of a conformational modification due change of hydrogen bonds. A comparison with
the behavior of amino acid crystals will be welcome, and we hope that in a few time we will
have an overview of the subject.

Figure 12. Raman spectrum of thymidine; in the inset a representation of the molecule.

In résumé, in this chapter, a complete picture about the Raman spectra of the 20 proteinogenic
amino acid crystals was furnished and some aspects related to the modification of these spectra
under extreme conditions were also discussed. As additional information we discussed the
Raman spectrum of thymidine, an organic molecule involved in the formation of DNA.
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Abstract

The  Raman  effect  in  the  X-ray  wavelength  regime  as  applied  to  spectroscopy  is
described in this chapter: The concepts of these X-ray Raman spectroscopies, (nonreso-
nant) X-ray Raman spectroscopy, and resonant X-ray Raman spectroscopy, better known
under the name resonant inelastic X-ray scattering, have been shortly described, and
this chapter further focuses on (why) using these spectroscopic methods by showing
some current applications of these techniques. As well, some possible future applica-
tions are mentioned.

Keywords: X-ray Raman spectroscopy, resonant inelastic X-ray scattering (RIXS), syn-
chrotrons, X-ray free-electron lasers, X-ray absorption spectroscopy, X-ray emission
spectroscopy

1. Introduction

Raman spectroscopy studies are commonly employed in the UV and visible light (UV-VIS)
regime, making use of an easily available monochromatic UV-VIS (laser) incoming beam and
measuring energy losses (or energy gains) related to vibrational and rotational states of the
system of interest. As such, Raman spectroscopy is used in chemistry to provide fingerprints
by which molecules can be identified. The principle of Raman spectroscopy is the Raman effect
of a photon upon interaction with matter: when a photon is scattered from an atom or molecule
(or crystal), a small fraction of the scattered photons are scattered by an excitation, with the
scattered photons having an energy different from that of the incident photons. In most cases,
the scattered energy is lower, which is called Stokes Raman scattering, and in the less common
case, when the scattered energy is increased, it is called anti-Stokes Raman scattering. Thus,
Raman relies on inelastic scattering (Raman scattering) of monochromatic light, usually from a
laser in the visible, near-infrared, or ultraviolet range.
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However, based on the basics of the Raman effect mentioned above, there is no reason why
the Raman effect should not be present in other wavelength regimes, and this chapter deals
with the Raman analogues in the X-ray regime: X-ray Raman spectroscopy (XRS) and resonant
X-ray Raman spectroscopy or the more commonly used term resonant inelastic X-ray scattering
(RIXS). This chapter provides details concerning this X-ray regime Raman spectroscopy being
not only a fingerprint for molecules but even an element-dependent electronic structure
fingerprint. In general, X-ray spectroscopies may supply electronic structure information on
element-specific oxidation and spin states.

As well as for the UV-VIS regime, XRS and RIXS can deal with vibrational or phonon energy
losses and/or gains, which will only be shortly discussed in Section 3. Besides, since X-ray
photons have much higher energy than UV-VIS photons, one may observe much bigger energy
losses, which will be explained in detail in Section 3. Some applications of XRS will be covered
in Section 4. In Section 5, RIXS will be explained and Section 6 shows some applications of
RIXS spectroscopy. But at first we take a step back in Section 2, where some basics on X-ray
spectroscopies in general are covered.

2. Some basics about X-ray spectroscopies – absorption spectroscopy

While moving in the wavelength regime from UV-VIS to X-rays, one must realize that X-ray
photons have substantially more energy than UV-VIS photons. Whereas UV-VIS photons
above certain energy can excite valence electrons into the conduction band, the energy of X-
ray photons can be applied to excite core electrons into the conduction band. In general, the
unit electronvolt (eV) is used in X-ray spectroscopies, which corresponds to 1 eV = 1.60210 ×
10−19 J = 8065.73 cm−1. As for other absorption spectroscopies, X-ray absorption spectroscopy
(XAS) is a matter of measuring the difference between the intensity of the incoming beam and
transmitted beam following the Lambert–Beer’s law:

μy
t 0I I e-= (1)

where t is the sample thickness and μ is the absorption coefficient. It is the transmitted intensity
and I0 is the incoming intensity. For XAS, the absorption coefficient μ gives the probability that
X-rays will be absorbed. At most X-ray energies, the absorption coefficient is a smooth function
of energy, with a value that depends on the sample density ρ, the atomic number Z, atomic
mass A, and the X-ray energy E roughly as:

4

3
ρZμ
AE

» (2)

The strong dependence of μ on both atomic number Z and energy E is a fundamental property
of X-rays. With X-ray spectroscopies, one can gain information about selected elements by
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(XAS) is a matter of measuring the difference between the intensity of the incoming beam and
transmitted beam following the Lambert–Beer’s law:

μy
t 0I I e-= (1)

where t is the sample thickness and μ is the absorption coefficient. It is the transmitted intensity
and I0 is the incoming intensity. For XAS, the absorption coefficient μ gives the probability that
X-rays will be absorbed. At most X-ray energies, the absorption coefficient is a smooth function
of energy, with a value that depends on the sample density ρ, the atomic number Z, atomic
mass A, and the X-ray energy E roughly as:
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The strong dependence of μ on both atomic number Z and energy E is a fundamental property
of X-rays. With X-ray spectroscopies, one can gain information about selected elements by
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choosing the right X-ray energy range; due to the high energy of X-ray photons, these photons
may lead to the excitation of core electrons to unoccupied levels. The energy of these core
electron levels is determined by the type of element. That is, in a nutshell why X-ray absorption-
related spectroscopies are element-specific. As an example the X-ray transmission of cobalt
and iron is shown in Figure 1 for sample thicknesses of 0.2 μ. The energy level of the iron 1s
core level is at about 7112 eV (black dotted line in Figure 1), and the energy level of the next
neighbor in the periodic table cobalt 1s lies at about 7709 eV (red solid line in Figure 1) as can
be seen from the decrease in the transmission of X-rays around this energy. A difference of 600
eV is substantial keeping in mind that 1 eV corresponds to 8065.73 cm−1.

Figure 1. X-ray transmission for iron and cobalt with thicknesses of 0.2 μm as available from CXRO (henke.lbl.gov/
optical_constants/filter2.html).

One prerequisite for XAS (and as well for many other X-ray spectroscopies) is a widely energy-
tunable X-ray source, and in general, synchrotron radiation is required. Table-top tunable X-
ray sources are coming up as well, but the required brilliance for photon-in photon-out
spectroscopies such as XRS and RIXS is only available at synchrotrons and X-ray free-electron
lasers (X-ray FELs). For an overview of available synchrotrons and FELs, see www.lightsour-
ces.org.

Because the core-level energies are so different for different types of atoms, it means that the
absorption of an X-ray photon is element-specific. In addition, many X-ray spectroscopies are
as well able to identify relative oxidation states (see for example Refs. [1, 2]) and spin states
(see for example Refs. [1, 3, 4]). For the heavier elements, there will be more than one core
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level. For example, for the previously mentioned iron, there is the 1s core level (K-edge), and
2s (L1-edge), and 2p levels (L2,3-edge), and the 3s (M1-edge) and 3p levels (M2,3-edge) may also
be considered as core levels. The word “edge” comes historically from the fact that at certain
X-ray energies, there is a steep change in absorption: these sharp rises in X-ray absorption (or
deep decreases in X-ray transmission as seen in Figure 1) are due to reaching the binding
energy of a certain core level. The edges are named after the excited core-level electron as
indicated in between brackets above (K-edge, L-edge, etc.).

From the chemistry perspective, one would like to use the X-ray edge, which is sharpest with
the best energy resolution or in other words with the best chemical resolution. These “best
chemical resolution edges” appear for all elements between 40 and 1000 eV [5], in the so-called
(VUV to) soft X-ray regime.

In general, X-ray energies above 2000 eV are considered to be part of the hard X-ray regime.
The energy region between 1000 and 2000 eV is some intermediate tender X-ray regime, which
is sometimes considered to be a separate part and sometimes part of either the soft X-ray regime
or the hard X-ray regime. The terms hard X-ray and soft X-ray refer to their penetration depth
in air. Soft X-ray photons below 1000 eV do not penetrate far through air (due to absorption
by CO2, O2, and N2), and that is why in the soft X-ray regime, measurements are normally
performed under vacuum. Hard X-rays do penetrate through air, and in this regime, Röntgen
originally discovered X-ray radiation. As hard X-rays do penetrate through air, experiments
with hard X-rays normally are performed with safety lead shields around the experiment in
order to absorb the hard X-rays and protect the surrounding, for example, the spectroscopists/
scientists from exposure to X-rays.

Note that in hospitals, they actually make use of the penetration depth of hard X-rays for X-ray
CT scans: since bones absorb stronger than other parts of the human body, but still a substantial
part of the incident X-ray beam is completely transmitted through the body, this CT scan tells
you something about bone breaking.

As mentioned previously, the best chemical resolution edges are in the soft X-ray regime and
this X-ray regime has limits on the measurement conditions: in general high vacuum operation
conditions (below 10−7 mbar), although there are developments into operation under milder
vacuum conditions, for example, soft X-ray emission on liquids in the 10−3 mbar regime [6] and
X-ray photoelectron and electron yield X-ray absorption spectroscopy on solids in the 1 mbar
[7–9] to 1 bar regime [10].

In the next section, it will become clear how X-ray Raman spectroscopy circumvents the
constraints of the soft X-ray regime, while still leading to spectra that resemble the soft X-ray
edge with the best chemical resolution.

3. X-ray Raman spectroscopy

X-ray Raman Spectroscopy (XRS) or nonresonant inelastic X-ray scattering (NIXS) is a
spectroscopy that makes use of the Raman concept as sketched in Figure 2; there is a mono-
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chromatic incoming X-ray beam with energy E0, and the scattered X-rays are measured as
function of the emitted energy Ef. The incoming and scattered X-rays do not have to directly
correspond to an X-ray edge; however, the Raman energy loss ΔE due to a scattering event
may be related to some core-level excitation (or to phonon excitation like in typical Raman
spectroscopies).

Figure 2. Schematic representation of the X-ray Raman process.

Note that in this scattering process, there are other events which are much more likely, elastic
(Rayleigh) scattering and Compton scattering (see for example the relative intensities in
Figure 1 of Ref. [11]). Initially, the low cross section of XRS made this technique impractical,
but intense new X-ray facilities, third-generation synchrotrons and X-ray free-electron lasers
(FELs), and improvements in X-ray optics helped XRS to become an interesting spectroscopic
tool.

XRS is a technique that retains the experimental advantages of hard X-ray measurements, for
example, deeper probing depth implying more realistic samples, less beam damage due to
lower scattering cross section, experiments in a gas or liquid environment or under higher
pressures, while revealing the information equivalent to the soft X-ray XAS. In particular, for
K-edges of the light-weight elements, which have really low VUV to soft X-ray energies as
their edge, leading to a substantial low penetration depth, XRS can circumvent the problems
related to soft X-rays. The difference between XRS and XAS is the transition operator. In XAS,
the electronic transition can be approximated as a dipole transition, while for XRS also higher-
order transitions (quadrupole) are allowed, depending on the q-vector, related to the angle
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between incident and scattered X-rays. At low values for q, only dipole transitions are allowed,
so far low-q XRS compares well with XAS. For high-q, higher-order transitions are present in
XRS, which will be shortly discussed in the next section.

XRS, RIXS, and nonresonant X-ray emission spectroscopy (XES), where RIXS and XES will be
discussed in more detail later on, are second-order optical processes where the excitation and
de-excitation processes are coherently correlated by the Kramers-Heisenberg formula depicted
here:

(3)

Where ℏω and ℏΩ are the energies of the incident X-ray and emitted/scattered X-ray energy,
respectively. j, i, and g present the final, intermediate, and ground states, respectively. T1 and
T2 represent the radiative transitions by incident and emitted photons, and Γi represents the

spectral broadening due to the core-hole lifetime in the intermediate state. δ is the energy
conservation of the process with difference in the ground state energy plus the X-ray emitted
energy with the final state energy plus the incident X-ray energy. As this formula shows there
is a dependence on the core-hole lifetime, which can be made use of to study core-hole state
dynamics in RIXS spectroscopy (discussed later in Section 6).

In electron spectroscopies, a spectroscopy equivalent to XRS exists, which is called electron
energy-loss spectroscopy (EELS). Both XRS and EELS give information similar to XAS, but
because the transitions in XRS and EELS occur in a different way, the transition operator is
different. However, at low momentum transfer (low q-vector), the transition operator in EELS
and XRS can be approximated as a dipole operator, and in that case, the spectral shape agrees
with XAS.

XRS can be measured in two modes: (A) the direct analogue of common Raman spectroscopy:
a monochromatic X-ray beam is used and the emitted X-ray beam is measured as function of
energy loss (or emission energy). (B) The emitted X-ray energy is fixed and the incoming X-
ray beam is varied, the so-called inverse energy scan technique. Currently, mode B is applied
more often since it is easier to change the incoming monochromatic energy than the settings
of the emission spectrometer for different emission energies; however, with dispersive X-ray
emission spectrometers [12], mode A may become the standard mode, which would be
beneficial for (femtosecond) time-resolved studies with X-ray FELs.

Besides the use of XRS as some correspondence spectroscopy to XAS, one can also measure
low-loss features such as phonons (vibrations for molecules) and plasmons as with traditional
Raman spectroscopy. In this meV energy-loss scale, the technique is actually often called as
NIXS or IXS. The advantage of NIXS compared to traditional (UV-VIS regime) Raman
spectroscopy is that the X-rays penetrate deeper in materials than UV-VIS photons, so the
energy loss obtained related to phonons and plasmons with NIXS might give a more bulk-like
picture of the phonon and plasmon behavior of the system of interest. As well a wider energy
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and momentum space can be probed with synchrotron radiation. This NIXS will not be
discussed further, one is referred to Refs. [13–16].

4. Some applications of X-ray Raman spectroscopy

4.1. In situ X-ray spectra of light elements

XAS of light elements, such as lithium (Li), boron (B) and carbon (C), occurs in the soft X-ray
energy range at about 60, 180, and 280 eV, respectively. In general, XAS can be measured in
transmission, electron, or ion yield or fluorescence yield mode. Due to the path lengths of soft
X-rays, transmission X-ray absorption measurements in this soft X-ray energy range of 50–300
eV are very difficult. The electron yield mode of XAS is an alternative surface-sensitive measure
for the standard transmission XAS mode. Concerning in situ XAS studies, it can as yet only be
performed at the mbar to bar pressure range, for example, as shown in Refs. [7, 9]. Fluorescence
yield XAS probes deeper into the sample, but this probe has very low yield for soft X-ray
energies and may suffer from saturation effects in concentrated systems. At the same time, the
incoming X-ray probe of 60–280 eV does not penetrate deep enough and still mostly surface
is probed with fluorescence yield XAS. With XRS, one is able to measure more bulk-like
properties of light elements [11]. There are a few dedicated XRS setups in the world, where I
would like to mention a setup at the European Synchrotron Radiation Facility (ESRF) [17, 18]
and another setup at the Stanford Synchrotron Radiation Lightsource (SSRL) [19, 20].

As an example, we discuss XRS measurements performed on (nanosized) LiBH4 hydrogen
storage materials [21, 22] at the setup of SSRL [19]. For those experiments, the XRS scans were
performed using the inverse energy scan technique with a fixed analyzer energy of 6462.20 eV
(mode B mentioned in Section 3). The XRS spectra of this example were measured using 25
detector crystals with an average q-vector of 1.3 atomic units, implying essentially pure dipole
transitions, while this dedicated XRS setup had many more detector crystals (at that time 40)
which may allow as well higher-order transitions [19], see next sections, but for these studies
the other detector crystals were covered. The main additional reason besides the issues
mentioned at the beginning of this subchapter for performing XRS experiments on these
hydrogen storage materials was that the samples need to be under humid-free environment,
and with hydrogen release as well as the pressure is rising, measurements with soft X-rays
would be difficult. This example showed that it is possible to study the electronic properties
of Li, B, and C of bulk and LiBH4-carbon nanocomposites (LiBH4-C) during de-hydrogenation
and the first step of re-hydrogenation.

In particular, for nanocomposites, this is important since there are no many techniques, like
XRD used on the bulk samples, able to grasp the electronic structure information on such small
and often amorphous materials. In addition, XRS was used to study the decomposition of
NaBH4–C nanocomposites (shown in the ESI,† Section S10 of Ref [22]). Note that XRS studies
on the lithium edge have as well become relevant for other lithium systems [23] and battery
applications, in situ de- and re-charging [20]. On the other hand, there are other borohydrides
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where the B K-edge XRS (and in addition the Mg L-edge XRS) has recently been measured for
another possible hydrogen storage material, Mg(BH4)2 [24].

4.2. Materials under pressure and in the liquid phase

Although the previously mentioned hydrogen storage materials were only under 1 bar of
nitrogen/hydrogen, XRS is also applied in studies with even higher pressures to study the
effect of it on materials [25], for example, on iron to gain information on the behavior of it in
the inner core of earth [26]. In these higher-pressure studies, phonon scattering is often studied
with XRS [27, 28] (NIXS or IXS mentioned in the previous section) to study pressure-induced
phase transitions and how the phonon spectrum changes. Since XRS is applied in the hard X-
ray regime, it is also easier to get electronic structure measures, similar to direct XAS, on liquid
phase systems [29, 30].

4.3. Higher-order electronic transitions

In Section 3, it was mentioned that XRS and XAS may give similar results, but with XRS one
is as well able to obtain higher-order transitions above the dipole transition. It has been shown
in Ref [31] that octupole transitions can be observed in XRS on rare earth phosphates RePO4

with Re = La, Ce, Pr, and Nd. In this respect, XRS might potentially be used in measuring
otherwise spectroscopically unavailable excited states or “optically dark states.”

4.4. Summary

In summary, XRS has been mostly used for (in situ) electronic structure studies on light
elements as the alternative to XAS, and there is a strong focus on materials under high-pressure
conditions. In general, XRS studies may become important as well for studies on (heteroge-
nous) catalysts under (close to) industrial operation conditions, because of the advantage of
the edge with best chemical resolution without the constraints of the soft X-ray regime
(vacuum). As well, XRS is used to gain understanding of the momentum space of phonons of
materials of interest (which was not covered in this section).

5. RIXS

Resonant X-ray Raman spectroscopy is now more commonly known as RIXS, but other terms
such as resonant X-ray fluorescence spectroscopy (RXFS) and resonant X-ray emission
spectroscopy (RXES) have also been used in the past. With RIXS, the incoming X-ray photon
energy corresponds (or is close) to an X-ray edge in contrast to XRS. The RIXS process is
schematically shown with an one-electron scheme in Figure 3 next to schematically shown
XAS and XES process. The first step of the RIXS process is the same as the XAS process. The
second transition is emission from some state, and here it is shown as emission from an
occupied state. The XES process is similar to that second step. The processes of RIXS are here
only shortly described. For more details on (theory of) RIXS one is referred to Refs. [1, 32–35].
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However, for RIXS, the excited electron can relax back into the core hole (elastic emission) and
in parallel create an additional excitation from the occupied valence into the unoccupied
valence with some energy loss related to this valence excitation as opposed to XES: following
the X-ray excitation, subsequent X-ray emission may take place (side-note: Auger decay is
stronger than emission decay in the soft X-ray regime). There are a few possibilities that the
excited electron decays itself (participator decay channel), which may lead to elastic X-ray
scattering, but the excited electron could also have traveled over some excited potential energy
surface during the core-hole lifetime which may lead to emission to a vibrationally excited
state. Another option for the participator channel is that the excited electron decays itself and
transfers energy to an electron in the valence band which gets excited into some unoccupied
state (e.g., a so-called charge transfer state or a valence-valence excitation). Also an electron
from the valence band (spectator decay channel) may decay instead of the excited electron
(participator channel). This may lead effectively to the same final situation from this one-
electron picture of Figure 3.

Figure 3. Schematic representation of the different core spectroscopies: X-ray absorption spectroscopy (XAS), resonant
inelastic X-ray scattering (RIXS), and (nonresonant) X-ray emission spectroscopy (XES). FE indicated the Fermi level.
Solid horizontal lines indicate unoccupied states within the system, while the dotted line indicates a virtual state for
electrons (“free electrons”). Red lines indicate incident and emitted radiation.

So, Figure 3 showed the XAS, XES, and RIXS processes by single-electron movements.
However, one should think about these processes in total energy terms. The case for the
combination of XAS, RIXS, and XES is shown in Figure 4.

As simplified above, RIXS is a combination of XAS (the absorption of the photon) and XES (the
emission of a photon), and Figure 4 shows that with RIXS it is then possible to reach excited
states of the material. Here it is not stressed what kind of excited states these are, since this can
be any type of excited state. That means that with RIXS (and sufficient resolution in the
emission spectrometer) one can obtain information on electronic excited states (e.g., dd
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excitations in 3d-materials) but as well on vibrationally and magnetically excited states [36].
The figure does not show energy gains (anti-Stokes Raman), but in principle this is possible if
the system before the X-ray excitation is already in an excited state.

Figure 4. Total energy scheme of the processes of X-ray absorption (XAS), X-ray emission (XES) and resonant inelastic
X-ray scattering (RIXS) with X-ray absorption resonances and the continuum as possible excitation channels (inter-
mediate state for RIXS/XES) and final states for RIXS at different energy (energy loss) than the original ground state.

In the earlier days of RIXS, Butorin showed advantages of the RIXS technique, such as clear
band showing allowed dd excitations compared to EELS and UV-VIS absorption spectra where
dd transitions often appear as weak structures [37]. RIXS spectroscopy gained increased
interest with the advances on the brilliance of synchrotrons and X-ray free-electron lasers as
well as advances in more efficient detectors. More information on RIXS and its capabilities can
be found in Refs. [5, 38, 39].

6. Some applications of RIXS

6.1. Soft X-ray RIXS on cuprates

In the early days, soft X-ray RIXS with moderate resolution was performed a lot on standard
compounds such as manganese oxide (MnO) [37, 40], cobalt oxide (CoO) [40], and nickel oxide
(NiO) [40–43]. Interestingly, in the soft X-ray regime when the SAXES spectrometer [44] became
available with a much better energy resolution, and the general improved resolution was
established on MnO [45], CoO [46], and NiO [47], high-energy resolution RIXS was focused
mostly on the Cu L-edge of high-temperature superconductors (HT-SC) and representative
HT-SC model compounds and as well with some measurements at the oxygen K-edge to gain
understanding of superconducting properties related to phonon, magnon, and electronic
structure, for example, Refs [48–52] for Cu L-edge and Refs. [53, 54] for the oxygen K-edge
RIXS of HT-SC (model) compounds.

Raman Spectroscopy and Applications234



excitations in 3d-materials) but as well on vibrationally and magnetically excited states [36].
The figure does not show energy gains (anti-Stokes Raman), but in principle this is possible if
the system before the X-ray excitation is already in an excited state.

Figure 4. Total energy scheme of the processes of X-ray absorption (XAS), X-ray emission (XES) and resonant inelastic
X-ray scattering (RIXS) with X-ray absorption resonances and the continuum as possible excitation channels (inter-
mediate state for RIXS/XES) and final states for RIXS at different energy (energy loss) than the original ground state.

In the earlier days of RIXS, Butorin showed advantages of the RIXS technique, such as clear
band showing allowed dd excitations compared to EELS and UV-VIS absorption spectra where
dd transitions often appear as weak structures [37]. RIXS spectroscopy gained increased
interest with the advances on the brilliance of synchrotrons and X-ray free-electron lasers as
well as advances in more efficient detectors. More information on RIXS and its capabilities can
be found in Refs. [5, 38, 39].

6. Some applications of RIXS

6.1. Soft X-ray RIXS on cuprates

In the early days, soft X-ray RIXS with moderate resolution was performed a lot on standard
compounds such as manganese oxide (MnO) [37, 40], cobalt oxide (CoO) [40], and nickel oxide
(NiO) [40–43]. Interestingly, in the soft X-ray regime when the SAXES spectrometer [44] became
available with a much better energy resolution, and the general improved resolution was
established on MnO [45], CoO [46], and NiO [47], high-energy resolution RIXS was focused
mostly on the Cu L-edge of high-temperature superconductors (HT-SC) and representative
HT-SC model compounds and as well with some measurements at the oxygen K-edge to gain
understanding of superconducting properties related to phonon, magnon, and electronic
structure, for example, Refs [48–52] for Cu L-edge and Refs. [53, 54] for the oxygen K-edge
RIXS of HT-SC (model) compounds.
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Nowadays, with more high-resolution RIXS spectrometers becoming available with even
advanced features [55], high-resolution soft X-ray RIXS studies toward other 3d- (e.g., iron
selenides, manganites, nickelates, or cobalt), 4d-, and 5d-metal (e.g., iridium) materials and to
4f-materials are expected for investigations into solid-state applications like superconductivity
(FeSe-related), multiferroics, topological insulators, etc.

6.2. RIXS on metal organics – hard X-ray RIXS: 1s2p and 1s3p RIXS

In general, organic materials suffer from the X-ray probe, for example, the X-rays create beam
damage. Hard X-rays have a lower cross section with metallic components in metal organics,
such as proteins and homogeneous metal-containing catalysts than soft X-rays. In order to
decrease the chances of beam damage, hard X-ray RIXS is often applied on these biologically/
homogeneous catalysis relevant materials, especially focusing on properties concerning the
active metal center of these systems.

In line with XRS, hard X-ray RIXS can also be used to study the edges with best chemical
resolution indirectly [56, 57]. For example, for iron one can excite the (pre-)K-edge (1s core hole
with excitation into the 3d-shell-related states) and probe the Ka (2p emission) or Kb (3p)
emission. In these cases, the final state of the RIXS process is similar to the normal 2p XAS or
3p XAS (a hole in the 2p/3p and an additional electron in 3d). The emission resembles then the
normal 2p (3p) XAS measured in the soft X-ray regime, but the spectrum measured via 1s2p
(1s3p) RIXS may have additional features [58] due to quadrupole and monopole contributions,
since with RIXS as a two-photon process the dipole selection rule has to be twice taken into
account.

6.3. RIXS on simple semiconductors: electron-phonon coupling, band gap properties

In the hard X-ray regime, RIXS has been applied as well to study electron-phonon interactions
of cuprates by focusing on the phonon progression [59], and in essence, the same technique
can be performed in soft X-ray RIXS with high-energy resolution as long as there are not too
many different phonon modes interfering. In the soft X-ray regime, electron-phonon scattering
properties have been analyzed by measuring both RIXS and X-ray emission spectroscopy (XES)
with a relatively low-energy resolution RIXS spectrometer [60] compared to the current
standard as function of temperature for silicon and silicon carbide.

Resonant inelastic X-ray scattering and X-ray emission are very often applied in a similar
fashion. Above certain energies, for example, well above the X-ray resonances, in the ionization
regime, when one observes emitted X-ray photons, one speaks simply of normal XES.

By applying the combination of RIXS and XES, one could get (relative) measures on the angular
and crystal momentum transfer due to electron-phonon scattering. This gives you an average
electron-phonon scattering picture, so it is perfectly fine if there are many phonon modes.
Comparing the different results on these compounds, a form of silicon carbide (6H-SiC)
showed a much stronger electron-phonon scattering effect than pure silicon for both crystal
momentum transfer and angular momentum transfer [61, 62]. In Figure 5, comparison of
calculated silicon partial density of states (DOS) of 6H-SiC with the difference in XES as

Raman Spectroscopy with X-Rays
http://dx.doi.org/10.5772/65427

235



function of temperature with reference to room temperature is given. One sees that as function
of temperature, the XES difference shows a decrease related to s-DOS and an increase related
to p-DOS, while the core hole is of 2p character. In general, s-(and d-)DOS is expected in the
XES with a Si 2p core hole and the increase in p-DOS with temperature is therefore a measure
for the amount of angular momentum transfer events in the core-hole lifetime.

Figure 5. Top: calculated Si s-DOS and p-DOS for silicon carbide (6H-SiC). Bottom: difference in the XES with the XES
at room temperature for 6H-SiC. This figure was adapted from Ref. [62] and is taken with permission.

For insulators and semiconductors, the first electronic energy loss observed in RIXS is directly
related to the (element-specific) band gap, and by combining the information of RIXS with
XAS and XES, one is able to identify the valence and conduction band behavior as a function
of temperature [63, 64], which is important to know for semiconductor applications under
extreme temperature conditions.

6.4. RIXS on liquids and on ions and organic molecules solved in liquid

In general, liquids at synchrotrons are measured by flow cells or liquid jets. For hard X-ray
RIXS measurements, there are in principal no side conditions, but for soft X-ray RIXS meas-
urements, you need to stay below a certain pressure in order to still be able to get X-rays on
the liquid and to measure the emitted X-rays. There are a few setups in the world that can
perform these measurements routinely, for example, the setups explained in Refs. [6, 65]. For
liquids, the soft X-ray regime of RIXS [66, 67] is more important because often you want to
study resonantly the oxygen K-edge and nitrogen K-edges which are at about 500 and 400 eV
in the soft X-ray regime, respectively. Liquid jet RIXS with relatively low-energy resolution
(~500 meV) has now, for example, been successfully employed on liquid and gas phase water
[68, 69], methanol and other alcohols [70], 3d-metal ions solved in water, for example, Mn2+

(and Mn2+ organic complexes) [71] and Ni2+ in water [72], Fe(CO)5 solved in ethanol [73, 74],
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Fe(CN)6 solved in water [74–76], 2-mercaptopyridine solved in water [77] and (models for)
biologically relevant proteins in solution [71, 78–80].

As an example of RIXS on liquids, Figure 6 shows the oxygen K-edge RIXS on resonance and
far above the resonance (nonresonant X-ray emission) for methanol, ethanol, propanol,
butanol, pentanol, and hexanol. It shows the main double-peak structure for all these alcohols,
where the interpretation of this double-peak structure has been under debate for oxygen K-
edge of water. As explained by Schreck et al., the relative ratio of this main double-peak
structure corresponds to the amount of hydrogen bonds (expected from simulations) [70].

Figure 6. From top to bottom: oxygen K-edge on resonance (a) and oxygen K-edge nonresonant X-ray emission (b) of
liquid hexanol, pentanol, butanol, propanol, ethanol and methanol. Figure taken from Ref. [70].

For the more sophisticated RIXS spectrometers with high resolution (~50 meV), flow cells are
preferred in order to keep good vacuum conditions in the overall vacuum chamber and in the
spectrometer. With the first high-resolution RIXS spectrometer available at the Swiss Light
Source [44, 81], RIXS with vibrational-resolved resolution was acquired and analyzed for
water [68] and acetone and the acetone-chloroform complex [82], and for the latter, two systems
ground state potential energy surfaces could be reconstructed from the vibrational progression
observed with vibrationally resolved RIXS.

By combining pump-laser probe-X-ray photons, one can get time-resolved information on
materials. In this case, it is possible that the pump-laser excites the material to some excited
state and the probe X-ray followed by X-ray scattering may lead to anti-stokes RIXS features
(that is features observed at X-ray emission energies higher than the probe X-ray excitation
energy). The first indications have been shown in X-ray free-electron laser experiments on
Fe(CO)5 solved in ethanol [74].
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7. Summary

A short overview of X-ray Raman spectroscopy and resonant X-ray Raman spectroscopy
(RIXS) has been given with special attention to what these element-specific spectroscopies can
contribute to a better understanding of materials, or in other words how chemistry might
benefit from Raman spectroscopy studies in the X-ray regime. Here it was shown that XRS and
RIXS can supply information on (local, occupied, and unoccupied valence) electronic structure
relevant to chemical activity, as well as supplying data to coupling of electronic structure with
vibrational (electron-phonon interaction) and spin structure (electron-magnon interaction). In
addition, with X-ray FELs, XRS and RIXS can be applied to (optically) excited states, and in
particular the shift of these spectroscopies from synchrotrons to X-ray free-electron lasers [83]
may become an important transition for time-dependent electronic and phononic structure
studies. As well, (future) diffraction-limited storage rings will enhance the energy resolution
for XRS and RIXS [84].
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Abstract

Spin-exchange optical pumping (SEOP) can be used to “hyperpolarize” 129Xe for human
lung MRI. SEOP involves transfer of angular momentum from light to an alkali metal
(Rb) vapor, and then onto 129Xe nuclear spins during collisions; collisions between
excited Rb and N2 ensure that incident optical energy is nonradiatively converted into
heat. However, because variables that govern SEOP are temperature-dependent, the
excess heat can complicate efforts to maximize spin polarization—particularly at high
laser fluxes and xenon densities. Ultra-low frequency Raman spectroscopy may be used
to perform in situ gas temperature measurements to investigate the interplay of energy
thermalization and SEOP dynamics. Experimental configurations include an “orthogo-
nal” pump-and-probe design and a newer “inline” design (with source and detector on
the same axis) that has provided a >20-fold improvement in SNR. The relationship
between 129Xe polarization and the spatiotemporal distribution of N2 rotational temper-
atures has been investigated as a function of incident laser flux, exterior cell tempera-
ture, and gas composition. Significantly elevated gas temperatures have been observed
—hundreds of degrees hotter than exterior cell surfaces—and variances with position
and time can indicate underlying energy transport, convection, and Rb mass-transport
processes that, if not controlled, can negatively impact 129Xe hyperpolarization.

Keywords: low-frequency Raman, hyperpolarization, spin-exchange optical pumping,
xenon NMR/MRI, low-field NMR, remote temperature measurement
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1. Introduction

Magnetic resonance imaging (MRI) is a powerful tool for diagnostic imaging of soft tissue,
combining superior contrast, dynamic capability, and no risk of damage caused by ionizing
radiation compared to computerized tomography (CT) [1]. Most MRI techniques conveniently
detect the nuclear spin of protons in water, which makes up a significant portion of the human
body. This detection modality poses a problem within the lungs, however, as the low proton
density translates to greatly reduced signal-to-noise ratios for conventionalMRI techniques. Even
at high magnetic field strengths, the equilibrium nuclear spin polarization is very low (~10−4 to
10−6). To facilitate MRI inside the lungs, far greater signal-to-noise ratios are needed, requiring
nuclear spin polarizations to be increased far above equilibrium levels—a process known as
hyperpolarization. Indeed, inhalation of hyperpolarized gases provides greatly improved sensi-
tivity and bright images, outweighing the low spin densities of the gas phase. Gas hyperpolari-
zation can now be readily achieved using established techniques; however in these approaches,
maximizing the available spin polarization is hampered by complex system dynamics and
codependence of many variables that are heavily temperature-dependent.

In most studies relevant to lung imaging, this hyperpolarized state is achieved by utilizing
circularly polarized photons to shift particles with a nonzero magnetic moment between discrete
spin states. During gas-phase collisions, spin angular momentum is transferred from alkali metal
electrons to noble gas nuclei, a technique known as spin-exchange optical pumping (SEOP) [2].
Noble gases are used in SEOP because of their lack of reactivity with alkali metal vapors and
their ultra-long hyperpolarization lifetimes. Nitrogen is present as a buffer gas to prevent radia-
tion trapping, helping to maximize the alkali metal electron spin polarization—and hence, the
noble gas nuclear spin polarization. Thus, inhalation of a hyperpolarized noble gas sample such
as 129Xe while inside the MRI scanner enables both structural and functional high-resolution
imaging of the lungs in real time. Despite significant advances in polarizer technology in recent
years, many underlying aspects of the SEOP process, such as energy- and mass transport
mechanisms within the OP cell and the temperature dependences of many parameters, remain
poorly understood. Ironically, the desire to maximize the available nuclear spin magnetization
leads to a demand for higher pump laser powers and richer noble gas mixtures, which only serve
to compound this issue.

In an attempt to overcome these challenges, Raman spectroscopy may be used to complement
more commonly used techniques such as optical absorption spectroscopy and low-field NMR in
order to optimize the multidimensional SEOP parameter space, thereby improving the 129Xe
hyperpolarization process for MR applications. Conventional temperature measurement (e.g.,
using a thermocouple) would be challenging to implement, given that the SEOP process takes
place inside a sealed vessel, within a magnetic field, and under constant uniform illumination by
high-power laser light; moreover, temperature measurement of the exterior cell walls may often
provide only a poor reflection of the true gas behavior within the cell. However, if optical access is
available, Raman spectroscopy can be used to acquire in situ rotational and vibrational tempera-
ture measurements of the nitrogen buffer gas—and hence, an accurate picture of the true gas
temperature at a given location within the cell. This capability should provide a more complete
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insight into the energydeposition, transport, anddissipationprocesses that occur during theSEOP
process, which in turn may further enable optimization of the efficiency of noble gas hyperpolar-
ization—thereby improving the diagnostic capability ofHP noble gases in clinical settings.

2. Theory

2.1. Spin-exchange optical pumping

The SEOP process consists of two major steps. Firstly, circularly polarized photons (necessary
to satisfy the selection rules for optical absorption) are used to transfer angular momentum to a
gaseous target with nonzero spin, such as spin-½ electrons. A vaporized alkali metal such as
rubidium is typically used, since its single outer shell electron is easier to manipulate and
existing laser technology at the required transition wavelengths is well developed. The net
polarization, P, of the alkali metal can then be given by [3]

P ¼ Sz
R

ΓSD þ R
(1)

where Sz is the photon spin of the circularly polarized laser light, R is the optical pumping
rate, and ΓSD is the rate of spin destruction or spin relaxation due to collisions with the walls
of the system or other gas-phase species (particularly xenon atoms). Assuming the optical
pumping rate exceeds the rate of relaxation, a large population excess will accumulate in one
of the two electronic spin states, leading to the alkali metal as a whole becoming highly
polarized. The particular favored state depends on the directional helicity of the light.

The second stage in the SEOP process is that of spin-exchange. Bringing an unpolarized
gaseous system into contact with the polarized alkali metal vapor results in spin-coupling via
a hyperfine interaction. Gas phase collisions then lead to transfer of polarization from alkali
metal electrons to noble gas nuclei on short timescales. The net spin polarization of the noble
gas during the spin-exchange process is calculated using [3]

PG ¼ PA
ΓSE

ΓSE þ ΓSD
1� e�t ΓSEþΓSDð Þ
h i

(2)

where PG and PA represent the net spin polarizations of the gas and alkali metal, respec-
tively, ΓSE is the rate of spin exchange between alkali metal electrons and gas nuclei, ΓSD is
the rate of alkali metal electron spin destruction, and t is the time elapsed after the com-
mencement of laser polarization in seconds. The SEOP process requires temperatures on the
order of 100°C to ensure sufficient alkali metal vapor density. Buffer gases such as nitrogen
is commonly used to quench radiation trapping and slow the rate of electron spin relaxation
to help maintain high net spin polarizations by preventing unwanted fluorescence and re-
absorption of unpolarized light [4] by alkali metal electrons. An overview of the SEOP
process is illustrated in Figure 1.
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As previously mentioned, temperature is one of the most important variables governing the
SEOP process. Elevated temperatures raise the alkali metal vapor density within the cell,
increasing the probability of collisions between pump laser photons and alkali metal electrons
and more importantly resulting in increased spin-exchange rates. As evidenced by Eq. (2), the
latter effect should lead to a greater net spin polarization of the noble gas, provided there is
sufficient pump light intensity to maintain good illumination of the optical cell (and hence,
good alkali metal polarization). This prediction holds to a certain extent—as temperature
continues to rise however, the alkali metal number density can increase rapidly in a self-
propagating fashion; the alkali metal vapor absorbs more light, whose energy is rapidly
converted to heat, which can in turn lead to even more alkali metal vaporization. This results
in the form of optical opacity, whereby pump laser light is unable to penetrate the length of the
optical cell. This actually reduces the efficiency of optical pumping in the areas of the cell
furthest from the pump laser, because although the spin-exchange rate may be quite high, the
alkali metal polarization in much of the cell is low, greatly reducing noble gas polarization.
This is known as a “runaway” process [5, 6], and is clearly detrimental to a stable, efficient
SEOP process. In the interest of obtaining the highest possible NMR signal, it is desirable to
conduct experiments at an optimal temperature where net spin polarization and build-up rates
are maximized, while avoiding the unstable runaway regime.

2.2. Temperature measurement using Raman spectroscopy

As mentioned above, the presence of nitrogen gas inside the optical cell is primarily meant to
quench the rate of radiative spin-destruction, achieved by collisions with electronically excited

Figure 1. The spin-exchange optical pumping (SEOP) process. (a) Optical pumping and collisional mixing of the alkali
metal electron spin states using circularly polarized light. (b) Polarization of noble gas nuclei via collision and spin-exchange
process in the formation and breakup of an alkali-metal/noble-gas van der Waals molecule. Figures adapted from [7].
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alkali metal atoms. The energy transferred as a result of these collisions is pooled in the
rotational and vibrational modes of the N2 molecules; these modes quickly relax to the trans-
lational degrees of freedom, thereby increasing the local gas temperature inside of the cell.
Since SEOP must take place inside a closed system due to the high reactivity of alkali metals in
air, physical insertion of a thermocouple is impractical for the reasons listed above, and merely
measuring the cell surface temperature does not provide a true account of the internal temper-
ature, nor the corresponding energy transport processes occurring within the cell. Addition-
ally, progressively stronger light sources have been utilized for SEOP over the years, and lasers
emitting tens or hundreds of watts of energy are now standard [6]. Virtually all of the laser
energy absorbed by Rb is transferred to the rotational and vibrational degrees of freedom in
the N2 buffer gas, which then rapidly equilibrates with the translational temperature
(corresponding to the local temperature of the gas mixture). These changes in temperature are
capable of significantly affecting SEOP (hence, xenon polarization) through changes to the
alkali metal density and absorption profile [8], degradation of organic coatings on the OP cell
surface [9], and convective gas transport that may bring xenon in closer proximity to paramag-
netic relaxation centers in the cell wall surface [4, 10, 11]; changes to temperature-dependent
cross-sections that govern polarization and depolarization rates in SEOP may also occur.
Remote sensing of the N2 rotational (and vibrational) temperatures inside the pump cell
during SEOP can be achieved using in situ Raman spectroscopy.

Hickman et al. [12] demonstrated that the intensity of each peak, numbered J, in the N2 Raman
spectrum follows the relation

I Jð Þ∝ν4g Jð Þ 2J þ 1ð ÞPJ!J′e
�BJ Jþ1ð Þ

kBT (3)

where ν is the frequency of the rotational line in Hertz, g(J) is the ground state degeneracy due
to the nuclear spin, B is the rotational constant for nitrogen (taken to be ~2), kB is Boltzmann’s
constant, J is the peak number, and

PJ!J′ ¼
3 J þ 1ð Þ J þ 2ð Þ

2 2 J � 1ð Þ 2 J þ 1ð Þ (4)

Combining Eqns. (3) and (4) produces the relation

�BJ J þ 1ð Þ hc
kBT

¼ ln
S Jð Þ

g Jð Þf Jð Þ þ 4ln
1
ν

(5)

where S(J) is the measured intensity of the Raman peak, h is the Planck constant, c is the speed
of light in m s−1, and

f Jð Þ ¼ 3 J þ 1ð Þ J þ 2ð Þ
2 2J þ 3ð Þ (6)

A plot of F Jð Þ ¼ ln S Jð Þ
g Jð Þf Jð Þ
h i

against J(J + 1) then yields a straight line with gradient m ¼ Bhc
kBT

.

Rearranging this equation for T thus allows calculation of the rotational temperature of N2.
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2.3. Hyperpolarized lung imaging

Any noble gas isotope with nonzero spin can theoretically be used as a hyperpolarized contrast
agent with a view for clinical lungMRI. Traditionally, helium-3 was most commonly used due to
its high gyromagnetic ratio—resulting in stronger MRI signals. However, due to its insolubility
in blood and water, perfusion across the alveolar wall cannot occur, primarily limiting the use of
3He to gas-phase ventilation and diffusion imaging. The difficulty in wide-spread clinical 3He
adoption is further compounded by the difficulty and expense of acquisition, since 3He is a
nonrenewable by-product of tritium decay in nuclear reactors. As such, most current clinical
studies on hyperpolarized noble gases use 129Xe for its solubility in tissue and blood, significant
chemical shift range, low cost of acquisition, and high natural abundance.

As discussed previously, higher net spin polarizations directly result in stronger MR signal
generation and hence, improved image contrast between areas of interest and background noise.
Recent hyperpolarization methods can create near-unity net spin polarizations [13], resulting in
spectroscopic signals four to five orders of magnitude greater than nonhyperpolarized samples.
Such improvements in image quality facilitate the use of HP noble gas MRI within the lungs as a
diagnostic imaging tool for characterizing lung structure and function [14], and consequently
may potentially enable earlier and more reliable diagnosis of various respiratory disorders, such
as idiopathic pulmonary fibrosis (IPF) and chronic obstructive pulmonary disease (COPD) 7]. An
example of a HP 129Xe lung ventilation image can be seen in Figure 2.

Figure 2. (a) Coronal plane 25 mm slice 129Xe-MR ventilation image of a healthy adult male, with 129Xe appearing bright,
upper airways are clearly delineated. (b) Second coronal plane 25 mm slice fused 129Xe-MR ventilation and proton
coregistration image, with 129Xe appearing green blue-green. On the fused image, it can be seen that ventilation defects
on the ventilation image (yellow arrows) correspond to a diaphragmatic eventration and pulmonary vasculature on the
fused image (blue arrows) [15].
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3. Methodology

Early studies carried out by Happer and coworkers [4] used the N2 rotational temperature to
monitor energy transport during optical pumping. These experiments primarily used pump
cells loaded with helium and nitrogen gases, and operated under the same experimental
conditions as SEOP (without the NMR-active noble gas) using a broadband (2 nm linewidth)
795 nm Rb D1 pump laser. The Raman setup shown in Figure 3(a) consisted of a 514.5 nm
probe beam from an argon-ion laser (6 W) that could be focused to a 1 mm waist anywhere
within the pump cell; the scattered light was collected using a planoconvex lens and directed
into a Spex 1404 double Raman spectrometer (0.85 m focal length) and the photons were
counted using a bi-alkali photomultiplier tube (PMT) with computer readout. The results of
this work include the observation of convective heat transfer during optical pumping, as the N2

rotational temperature deviated from a linear relationship with absorbed pump laser power,
shown in Figure 3(b). This convective heat transfer was further studied by measuring the N2

temperature at differing spatial locations throughout the pump cell as a function of pump laser
absorption. For low values of laser absorption (2.9 W), the calculated Rayleigh number (which
provides a measure of convective vs. conductive transfer by comparing buoyant and viscous
forces) indicates conductive heat transfer to the pump cell walls. As the absorption of the pump
laser is increased to 15 W, the Rayleigh number indicates convective heat transfer; this is
important in SEOP, as convection can affect the residing time of polarized 129Xe nuclei near the
pump cell walls and lead to depolarization. Switching between a cell loading of predominantly
helium gas with some nitrogen (1.0 and 0.33 amagat) to a cell with only high density nitrogen
(3.2 amagat) increased the Rayleigh number by a factor of 70; simply changing the pump cell
volume and geometry further increased the Rayleigh number by an additional factor of 29. This
demonstrates how gas composition, density, and pump cell geometry can affect energy trans-
port during SEOP.

Figure 3. (a) Schematic representation of Happer’s experimental setup showing SEOP pump cell, 795 nm Rb excitation
source, and orthogonal Raman probe/detect configuration. 514.5 nm Raman probe beam furnished by a 15 W water
cooled argon-ion laser, with resulting Raman scattering imaged directly into spectrometer. (b) N2 rotational temperature
(solid squares) as a function of absorbed laser power for a cell loading of 2 amg He and 0.33 amg N2 in a 40 cm3 OP cell,
with an external cell surface temperature of 170°C (open diamonds). Solid line fits to data points up to 4.3 W of absorbed
energy, after which the experimental data deviate significantly from a purely conductive energy dissipation model [2].
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Happer et al. also noticed that the N2 rotational temperature was elevated compared to the
surface temperature of the glass walls of the pump cell (measured via thermocouple). The
extent of the temperature elevation changed with absorbed pump laser power and gas loading
(density/composition), and often varied from 100 to 200°C above the cell wall temperature.
Because of the slower vibrational-to-rotational cross-relaxation, N2 vibrational temperatures
were found to be significantly elevated in pump cells containing only nitrogen (Tvib ~ 900°C).
Upon the addition of helium gas, N2 vibration temperatures were only elevated ~120°C above
the cell surface temperature, due to the significantly faster relaxation time with the helium
translational temperature. These studies, which were the first to use Raman spectroscopy to
remotely monitor gas temperatures during SEOP, utilized relatively low resonant laser powers
and predominantly helium-rich gas loadings—both of which lessen the degree to which
energy accumulates in the N2 rotational-vibrational manifold. The authors noted that addi-
tional studies would be warranted under conditions of high resonant laser power and the
absence of helium buffer gas.

3.1. Orthogonal configuration

Recent advances in laser diode array (LDA) technology have resulted in not only an increase in
overall laser power (hundreds of watts), but also a narrowing of the spectral output from
several nanometers to a few tenths of a nanometer. This increase in resonant flux leads to more
efficient absorption by the relatively narrow alkali metal D1 absorption line (c.a. ~0.1 nm), with
the consequence of additional thermal management concerns [6]. Furthermore, recent
advances in using high xenon partial pressures (pXe) in SEOP in the absence of helium to attain
high xenon nuclear spin polarization values (pXe) [16], and its further application in clinical-
scale xenon hyperpolarizers used for pulmonary imaging [6], have furthered the interest in
binary Xe/N2 gas mixtures for SEOP. The absence of helium, with its favorable thermal con-
ductivity, is expected to further exacerbate thermal management concerns. Because of these
demands of high resonant laser flux and gas density/composition, additional studies of energy
transport under these conditions is warranted.

Further work from Whiting et al. [17] conducted remote temperature sensing using Raman
scattering to observe energy thermalization during Rb/129Xe SEOP under conditions of high
xenon partial pressures and resonant laser powers. These studies used a laser diode array
(~70 W) that was frequency-narrowed (~0.25 nm linewidth) using an internal volume holo-
graphic grating; this SEOP pump laser was spectrally tunable independent of output power to
allow comparative studies at different excitation frequencies. The cylindrical optical pumping
cell (2.5 cm inner diameter; 15.5 cm length) was surrounded by an outer glass cylinder that
served as a forced-air oven and allowed 360° optical access [18]. Miniature NMR coils were
placed directly under the OP cell to allow correlative low-field NMR studies of HP 129Xe gas
along with Raman scattering measurements of nitrogen buffer gas. The Raman apparatus
shown in Figure 4(a, c) consisted of a Verdi V5 532 nm excitation laser (5 W) that was fiber-
coupled to a modular lens assembly box to focus the light into the OP cell. Scattered light was
collected by a similar lens box (positioned orthogonal to the probe laser) that was fiber-coupled
to a Horiba Jobin-Yvon U1000 double 1-m Raman spectrometer with 2400 l/mm grating and
CCD receiver. Spatial filtering of the laser and Rayleigh scatter was achieved through
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adjustment of the internal baffles of the spectrometer; this provided spectra that displayed
Stokes and anti-Stokes rotational Raman lines within 6 cm−1 of the laser line without the use of
notch or edge filters—see Figure 4(b). The N2 rotational temperature was calculated using the
methods explained in Section 2.2, and calibration studies showed a good correlation with
different N2 gas temperatures in the absence of optical pumping as shown in Figure 4(d).

In this work, different xenon partial pressures were studied to determine the effects from
increasing incident laser power on both 129Xe hyperpolarization level and N2 rotational tem-
perature—see Figure 5(a, b). Both HP 129Xe signal and N2 rotational temperatures increased
with laser power for the different gas loadings (100/1900, 500/1500, and 1500/500 Torr Xe/N2),
with the highest 129Xe signal and N2 temperature observed at the highest xenon partial
pressure. This increased temperature at high xenon partial pressure was not primarily attrib-
uted to increased laser absorption, but rather to the combination of the lower concentration of
nitrogen (increasing the energy absorption per N2) and low thermal conductivity of xenon

Figure 4. (a) Schematic representation of orthogonal Raman apparatus. (b) Example N2 rotational Raman spectrum
(baseline-corrected) at room temperature, without SEOP (3 atm N2). (c) Photograph of orthogonal Raman apparatus. (d)
Plot of oven temperature (Tcell) measured via thermocouple (located in the oven inlet airstream) versus TN2 measured via
Raman spectroscopy without SEOP; experimental data (squares) are shown in comparison with simulation assuming 1:1
correlation (dotted line); error bars are least-squares fit errors of Bhc/kT plots [19].
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(which was the significant fraction of total gas volume). Gas loadings with the lowest xenon
partial pressure exhibited a relatively weak dependence of N2 rotational temperature on
incident laser light. Despite the high nitrogen temperatures, the high xenon density loading
provided the highest overall 129Xe NMR signal—typically the overall figure of merit for
applications of hyperpolarized contrast agents.

Additional studies examined the effects of heating as a function of longitudinal position within
the cylindrical pump cell. Because the external heat source was provided in the rear of the cell,
and the forced air oven was poorly insulated, there was a significant temperature gradient
(~30–40°C surface temperature) along the length of the cell. Both the 129Xe NMR signal and the
N2 rotational temperature reflected the presence of this gradient and showed the maximal
values were at the rear of the cell (close to the heating source). This type of back-to-front
temperature gradient has both benefits and detriments. One benefit is that the total cell
illumination may improve, as the optical density of absorbers gradually increases with pene-
tration depth (unlike other OP systems, which may have conditions where all the laser light is
absorbed in the front portion of the cell—leaving the rear of the cell optically opaque); this
improved illumination should increase global HP 129Xe signal. On the other hand, an unfavor-
able result of temperature gradients is longitudinal convective heat transport, which poten-
tially brings the polarized gas in close contact with paramagnetic relaxation centers in the cell
wall surface for longer periods of time. These studies were carried out at different illumination
wavelengths to examine how changes to the Rb D1 lineshape [6] (through altering the gas
density and composition) affect the N2 rotational temperature. The highest HP 129Xe NMR
signals and N2 rotational temperatures were found nearest to the Rb D1 line, and elevated
values were observed at red-shifted excitation wavelengths (as expected, given the effects of
different gas loadings on the Rb absorption lineshape [6]).

The effects of slight changes in temperature of the forced air oven on both HP 129Xe NMR
signal and N2 rotational temperature over the course of an SEOP experiment were also moni-
tored—see Figure 5(c, d). Increasing the external cell temperature from ~110°C to ~140°C
resulted in significant changes to these parameters. At the lower cell temperature, the N2

rotational temperature reached steady state (~190°C) quickly and held the value throughout
the course of the experiment (40 min); correspondingly, other conditions within the OP cell
remained stable (e.g., laser absorption, Rb density, PXe value, etc.). By raising the external cell
temperature a mere ~30°C, the N2 rotational temperature climbed to ~730°C in less than
15 minutes of OP; a steep rise in HP 129Xe signal was also observed in the initial portion of the
SEOP experiment. However, once the N2 rotational temperature peaks, both it and the PXe

values begin to drop significantly. The N2 rotational temperature remains quite high (~530°C),
but fluctuates greatly over the remainder of the experiment; the amount of absorbed laser light
continues to increase for the remainder of the experiment. These occurrences likely indicate
both Rb runaway as well as increased turbulence inside the OP cell. These results, showing the
effects of slight external cell surface temperature changes on the SEOP efficiency, indicate that
(under some experimental regimes) overall cell illumination can be more critical than the
Rb/129Xe spin-exchange rate (which is often viewed as the most important parameter of SEOP).

In summary, this work expanded on the previous studies of Happer et al. [4] by examining a
regime of high resonant laser power and xenon-dominant binary gas mixtures in the absence of
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helium. It also used in situ low-field 129Xe NMR in addition to the N2 rotational temperatures
observed using Raman spectroscopy. These relatively extreme conditions showed that elevated
N2 rotational temperatures correlated with 129Xe hyperpolarization across a range of experimen-
tal conditions and that internal gas temperatures of ~730°C could be observed within 15 minutes
of SEOP.While the results of these experiments effectively displayed the interdependence of laser
power, cell temperature, gas density/composition, and laser centroid offset during SEOP, the
experimental Raman setup could be significantly improved. Although the internal baffles of the
Raman spectrometer were used for spectral/spatial filtering (in the absence of notch or edge
filters), detection sensitivity was an issue, as were significant problems with the baseline. Fur-
thermore, the orthogonal excitation/detection setup was difficult to precisely focus (with an
associated hysteresis). Both the probe beam and Raman scattering collection optics needed to be
focused to the same point within ~1 mm spatial resolution in three dimensions using only
manual translational stages. An improved design, in which the excitation and collection optics
were colinear, would simplify the setup and overcome many of these shortfalls.

Figure 5. (a) Plot of 129Xe NMR signal versus incident laser power for three Xe/N2 gas mixtures (values in Torr): 100/1900
(solid); 500/1500 (dotted); and 1500/500 (dashed). (b) Concurrent N2 rotational temperatures for the experiment in (a) (y-axis
baseline set to Tcell). (c) Time course of 129Xe NMR signal recorded during SEOP performed at two different oven surface
temperatures: 383 K (squares) and 413 K (circles) for a cell loading of 1500/500 Torr Xe/N2. (d) Concurrent N2 rotational
temperatures for the experiment in (c). Upper limits of Tcell are shown as dotted (383 K) and dashed (413 K) lines [17].
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3.2. In-line superhead

In an attempt to overcome the limitations of the orthogonal Raman probe arrangement, a confocal
approach was taken whereby scattered photons were detected in the same plane as probe laser
photon emission. To realize this, the same 532 nmprobe laser andHoriba Jobin-YvonU1000 double
1-mRaman spectrometer (fromSection 3.1)were fiber-coupled instead to an on-axis opticalmodule.
This design greatly improved the sensitivity and reliability of the measurements due to the signifi-
cantly reduced chance of misalignment relative to the orthogonal arrangement. Two ultra-narrow-
bandVHGnotch filters were used to discard the vast majority of dominant Rayleigh scattered light,
allowing resolution of both Stokes and anti-Stokes ultra-low frequency Raman lines as close as
10 cm−1 to the probe laser wavelength. Rayleigh scattered light was further reduced by an order of
magnitude through the inclusion of an ultra-narrow-band beamsplitter filter, which also facilitated
theminimization of spontaneous laser diode emissions and fluorescence, thus greatly improving the
spectra of the incoming probe photons [19]. Additionally, the entire configuration is mounted on a
translational x-axis stage, allowing different positions within the optical cell to be probed indepen-
dently. Schematics of the inline configuration are shown in Figure 6, along with a typical Raman
spectrum and temperature calibration plot to illustrate the improvements in sensitivity.

Figure 6. (a) Schematic representation of in-line Raman module. (b) Example N2 rotational Raman spectrum (baseline-
corrected) at room temperature, without SEOP (3 atm N2). The inset shows a close-up of the ultra-low frequency region
that is spectrally resolvable using the in-line apparatus. (c) Photograph of in-line Raman module. The inline module is
mounted onto a translational stage to allow three-dimensional mapping of TN2 within the cell. (d) Plot of oven tempera-
ture (Tcell) measured via thermocouple (located in the oven inlet airstream) versus TN2 measured via Raman spectroscopy;
experimental data (triangles) are shown in comparison with simulation assuming 1:1 correlation (line); error bars are
least-squares fit errors of Bhc/kT plots [19].
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A comparison of Raman spectra acquired using the orthogonal and in-line methods was made
under identical conditions at room temperature, with no pump laser illumination and over a
15 s integration time in an optical cell containing 100/1900 Torr Xe/N2. The results of this
experiment are shown in Figure 7, indicating a ~23-fold improvement in SNR [19], facilitating
much more accurate determination of temperature. It can be seen from the spectra that
additional Raman signals arise from atmospheric N2 and O2 along the optical path of the
probe laser external to the optical cell. In later studies, these contributions to the Raman
spectrum were mitigated by collection of spectra from an evacuated optical cell, which were
subsequently subtracted from the data to remove “background” signals. Care must be taken
during this correction process, however, as spectral drift can result in unrealistic difference
spectra and less precise temperature measurements.

As an initial demonstration of temperature determination in situ during SEOP, the effects of
cell heating due to the pump laser were investigated by comparing the TN2 spatial profile
along the z-axis after 5 min of pump laser illumination at 60 W, for both a frequency-
narrowed and broadband laser diode array. The gas mixture was an identical 100/1900 Torr
Xe/N2 mixture, while the temperature at the inlet to the external forced air oven was 150°C.
Measurements were taken across the optical cell at intervals of 1 mm transverse to the pump
laser beam, at an x-position 21 mm behind the front window. The resulting Raman spectra
were analyzed to calculate TN2 across the width of the cell. It was observed that for both
pump laser sources, temperatures were elevated relative to thermocouple readings in the
external forced air oven; by roughly 40°C in the case of broadband pump laser illumination,
but by as much as 200°C when using the frequency-narrowed pump laser. This can be
explained by a greater proportion of photons from the frequency-narrowed pump laser
possessing the energy required to induce an energy level transition within the alkali metal
electrons. The higher number of polarized electrons directly leads to an increase in the
amount of energy imparted to the rovibrational states of N2 as a result of quenching colli-
sions. The results of this experiment are shown in Figure 8 along with spectral profiles of the
two different lasers used.

Figure 7. Comparison of typical rotational Raman spectra from N2 gas at 24°C using the ‘orthogonal’ detection system
(a) or the ‘inline’module (b). Spectra were obtained under identical conditions (OP cell containing 100/1900 Torr Xe/N2,
15 s acquisition time, no pump laser illumination), and indicate a SNR improvement of ~23-fold when using the in-line
apparatus [19].
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4. Current work and future directions

Since demonstrating its utility and improved performance, the in-line Raman module has
become central to our current work: a series of experiments that provide greater insight into
xenon-rich stopped-flow SEOP. So far, these experiments have examined SEOP as a function of
(1) buffer gas, in which the ratio of N2 to He was varied; (2) position within the optical cell, in
which the portable nature of the in-line Raman module was harnessed to probe in-cell temper-
atures at multiple points along the length of the optical cell; and (3) alkali metal ratio (the so-
called hybrid SEOP), in which pure Rb SEOP was compared to SEOP with Cs also present in
the optical cell in varying amounts. The rationale, results, and implications of these experi-
ments are described in the following sections.

Figure 8. (a) Plots showing the spatial variation of the steady-state values of TN2 during SEOP, as induced by the ‘pump’
LDAs [acquired after 5 min of illumination by either a 60 W broadband (red squares) or 60 W VHG-narrowed LDA
(black circles)]. Plots are compared to the temperature of the external glass wall near the front of the cell, as measured with
a thermocouple (dotted line). (b) Schematic representation detailing the collection of TN2 data; values for TN2 were
measured in 1-mm increments by translating the focused spot horizontally across the cross-section of the cell, transverse
to the pump beam. (c, d) Spectral profiles of the VHG-narrowed and broadband LDAs, respectively; FWHM = 0.26 and
2.13 nm [19].
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4.1. Function of buffer gas/mixture composition

There are two primary buffer gases that are typically utilized in SEOP experiments—N2 and
He. N2 is used to perform radiation trapping, quenching the emission of resonant unpolar-
ized photons by excited alkali metal atoms that would otherwise depolarize other Rb
atoms. He meanwhile was originally added in high fractions to collisionally broaden the
absorption line of the alkali metal to more optimally couple the incident laser line [20], a job
to which it was well suited due to its low Rb spin-destruction rate—see Table 1. N2 also
provides pressure-broadening effects, albeit at the cost of increased spin-destruction. This
practice was necessary because the pump laser linewidths were initially at least an order of
magnitude wider than the Rb D1 transition line, resulting in inefficient optical pumping.
Although the role of He for pressure-broadening has become increasingly redundant as
pump laser linewidths narrow to approach the Rb linewidth, its high thermal conductivity
relative to N2 and Xe is important to note. In the emerging regime of 129Xe-rich stopped-
flow SEOP, where both the poor thermal conductivity of the Xe and longer gas residence
time in the cell compound thermal runaway issues, He may be uniquely situated to facili-
tate the dissipation of thermal energy from the optical cell, ultimately improving yields of
polarized 129Xe.

The impact of He on the thermal behavior within the optical cell can be seen in Figure 9.
Here, three SEOP experiments are compared in which the partial pressure of Xe and the
total cell pressure were held constant at 100 Torr and 2000 Torr, respectively, but
increasing amounts of He gas were substituted in place of N2. As the fraction of He
within the cell was increased it can be seen that TN2 is reduced from roughly 200°C with
no He present, to 100°C with 1400 Torr He included in the mixture. The onset of Rb
runaway is evident from the sharp spike in 129Xe polarization in the first mix, where the
polarization initially climbs sharply, peaking abruptly at ~6 min before dropping. At this
point the high Rb vapor density creates optical opacity that limits the polarization
process. It can be seen that this effect is suppressed as more He is added to the mixture
at little cost to the ultimate 129Xe polarization. Given that existing 129Xe-rich stopped-
flow polarizers operate with substantially higher powered lasers, which only further
exacerbate these thermal management issues, it may be that He becomes a valuable tool
for optimization.

Gas Thermal conductivity (10−2 W m−1 K−1) Spin destruction rate (cm3 s−1)

Xenon 0.70 6.02 × 10−15 (T/298 K)

Nitrogen 3.09 3.44 × 10−18 (T/298 K)

Helium 17.77 3.45 × 10−19 (T/298 K)

Table 1. Thermal conductivities and spin destruction rates for Xe and N2/He buffer gases used in the SEOP
hyperpolarization process [21].
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4.2. Position-dependent temperature mapping

The experiments that vary buffer gas density/composition indicate that polarization and tem-
perature are likely to vary along the length of the cell, particularly under conditions of Rb
runaway. Figure 10 illustrates how Raman measurements were taken at coincident locations to
NMR measurements at the front, middle, and back of the optical cell (a) using the translational
stage (b). Figure 11 shows the results of two experiments where this configuration was used.
Both experiments were conducted on a gas mix of 1000/1000 Torr Xe/N2 but at oven tempera-
tures of 120 and 130°C, respectively. At 120°C, the temperature at the front, middle, and back
correspond well to the xenon polarizations, which are both highest at the back for the cell.

Figure 9. Comparison of SEOP as a function of buffer gas composition—(a), (c), and (e) show Xe polarization (red) and
power absorbed (blue). (b), (d), and (f) show N2 Raman temperature (orange) and oven thermocouple temperature
(green). Gas compositions were 100/1900 Torr Xe/N2 with no He (a, b), 100/1700 Torr Xe/N2 and 200 Torr He (c, d), and
100/500 Torr Xe/N2 and 1400 Torr He (e, f) [22].
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However, it can be seen that a mere 10°C increase in oven temperature is enough to induce
significant variation in TN2 along the length of the cell. Closer examination shows that after
4 min of pump laser illumination during SEOP, when the 129Xe polarization prematurely
spikes, a switch in the Raman temperatures occurs–indicative of a change in the thermal flow
patterns within the cell. This effect is likely caused by Rb runaway, a conclusion corroborated
by the elevated pump laser light absorption, which indicates a spike in absorbers.

Figure 10. (a) Schematic representation showing in-line Raman module probe and NMR surface coil alignment at three
positions within the optical pumping cell. (b) Photograph of in-line Raman module and NMR surface coils placed within
the oven [23].

Figure 11. Comparison of Xe polarization build-up and TN2 Raman measurements during a 30-min SEOP experiment in
an optical pumping cell containing 1000/1000 Torr Xe/N2 at 120°C (a, b) and 130°C (c, d). Line color is indicative of cell
position as outlined in Figure 10(a). The shaded area in figures (a) and (c) represents the percentage of pump laser light
absorbed [23].
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These measurements as a function of position will be improved by introducing an auto-
mated translational stage that will permit more reliable positioning of the Raman probe
relative to the cell with increased speed and precision. This will facilitate N2 temperature
maps in two dimensions—both along the width and the length of the optical cell.

Figure 12. Rb-Cs hybrid SEOP. (a) 129Xe polarization build-up curves using pure Rb, 20Rb:1Cs, 10Rb:1Cs, 2Rb:1Cs. Solid
colored symbols denote a premixing of the AMs before loading; empty symbols denote separate loading. (b), (d), and (f)
show xenon polarizations for the front middle and back positions within the cell for pure Rb, 20Rb:1Cs, 10Rb:1Cs and (c),
(e), and (g) show the corresponding Raman temperatures. Cell oven temperature was set to 140°C and the gas mixture
was 100/1900 Torr Xe/N2 [24].
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4.3. Function of alkali metal ratio (Rb-Cs hybrid SEOP)

Rubidium has long been the alkali metal of choice for SEOP, owing to its large absorption
cross-section and the availability of affordable, high-powered lasers that are well matched to
its D1 transition line. Additionally, Rb is solid at room temperature, with a low melting point
that facilitates easy storage and transfer into optical cells. However, it has been shown that
cesium can produce greater polarization under similar experimental conditions [25], but com-
parably high-powered lasers at the Cs D1 transition wavelength are not commonplace. Alter-
natively, for 3He hyperpolarization by SEOP, it was shown that using two alkali metals
simultaneously—rubidium and potassium—resulted in four times faster build-up of net spin
polarization once the optimal ratio of the alkali metals had been achieved [26]. In this example
it was Rb that underwent optical pumping, with angular momentum transferred to He by two
distinct spin-exchange routes; one directly from Rb to He, and from Rb to He via K. The reason
for the increase in speed is that the exchange cross sections for Rb-K and K-He are both larger
than those for Rb-He alone. Inspired by these findings, we conducted analogous experiments
in an Rb-Cs SEOP system to hyperpolarize 129Xe. The SE cross-sections for Rb-Cs and Cs-Xe
have been shown to be greater than for Rb-Xe in separate experiments [27, 28]. If successful,
the performance of existing polarizers could be improved with the simple addition of Cs to the
existing Rb within the optical cell. As with previous studies, a 60 W pump laser tuned to the
Rb D1 transition wavelength was used for polarization.

Figure 12(a) shows a summary of major hybrid results to date. From this figure it can be seen
that, contrary to that suggested by the SE cross-sections, the resulting 129Xe polarization in our
initial efforts decreases as more Cs is added to the alkali metal hybrid mixture. The data in
Figure 12(b–g) can be used to explain this observation, indicating that 129Xe polarization and
TN2 actually decrease with increasing Cs fraction. The latter is indicative of decreasing rates of
optical pumping, likely caused by a suppression of the Rb vapor by a dominant Cs vapor.
Indeed, the intrinsic vapor pressure of Cs is higher than that of rubidium due to its lower
boiling point, a relation that is reversed in the analogous K-Rb system for 3He hyperpolariza-
tion. Thus, our Rb-Cs hybrid experiments to date indicate that the addition of Cs to the
standard Rb-129Xe SEOP method serves only to suppress the 129Xe polarization. However,
considering only a small number of different Rb-Cs ratios and conditions have been investi-
gated, future studies on leaner Cs mixtures, where the Rb vapor density is not suppressed to
such an extent, may yet yield a more favorable outcome.

5. Conclusions

An overview of gas temperature measurement using Raman spectroscopy and its potential as
a diagnostic tool for improving understanding of energy transport processes during spin-
exchange optical pumping has been discussed. The main approaches taken to correlate low-
field NMR with Raman spectroscopy, using both orthogonal and in-line detection methods,
have been compared and contrasted to relevant historical studies as well as each other to
provide insight on poorly understood thermal processes present during SEOP. Future research
will aim to build upon the in-line configuration, where automation of the translational stage

Using Raman Spectroscopy to Improve Hyperpolarized Noble Gas Production for Clinical Lung Imaging Techniques
http://dx.doi.org/10.5772/65114

265



could allow three-dimensional temperature mapping for improved characterization of these
processes with greater resolution. Additionally, the demand for higher laser powers and richer
Xe mixtures will likely result in thermal management becoming paramount, as the tightrope
between maximizing polarization efficiency and avoiding the perilous “runaway” regime
becomes narrower still.

This improved understanding of such thermal and energy transport processes should be
directly translated to improving the next generation of clinical hyperpolarizers for use in
producing HP noble gas for MRI studies in the lungs, which will hopefully facilitate safer,
earlier, and more reliable diagnosis of a variety of serious and life-threatening diseases. Such
advances will serve to streamline the diagnostic process, improving cost-effectiveness and
reducing strain on medical services alongside the obvious benefit to those in society.
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Abstract

This  chapter  reports  on one of  the nonlinear  spectral  features,  the inverse  Raman
scattering (IRS), observed upon the interaction of ultrafast‐pulsed lasers in a Raman‐
active medium. Hereby, a comprehensive theoretical description of the IRS is exposed.
Furthermore,  the  investigation  carried  out  on  synthetic  eumelanin  dispersions  is
addressed to show how the transient absorption measurements can be influenced by
the IRS, if probing at energies close to Stokes and anti‐Stokes vibrational modes of the
medium. A thorough analysis demonstrates that the IRS affects the sign of dynamics
but not relaxation times. A specific kind of spectroscopy based on the IRS effect (ultrafast
Raman loss spectroscopy) is eventually illustrated as valuable tool to characterize the
structure of molecules and to investigate their dynamics during chemical reactions, even
occurring at ultrafast timescales.

Keywords: nonlinear Raman spectroscopy, stimulated Raman scattering, inverse
Raman‐scattering, femtosecond transient absorption spectroscopy, stimulated Raman
gain spectroscopy (SRGS), ultrafast Raman loss spectroscopy (URLS)

1. Introduction

Nowadays, the possibility to investigate optical nonlinearities offers great insights on material
properties and the interaction between light and matter. After the interaction with a strong
optical field, the response of the material will be no longer linearly dependent on its strength,
instead nonlinear effects start playing major roles. Due to crystal structures and symmetries
of media, the third order is the nonlinearity of the lowest order that can be observed in all
media [1], and thus has become a valuable tool to investigate structural and dynamic aspects
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of matter. Among the third‐order nonlinear effects (e.g., third‐harmonic generation, optical
Kerr effect), the four‐wave mixing (FWM) is the mostly explored since it generalizes all the
third‐order nonlinearities. The FWM relies on the mixing of three input signals, which results
in the generation of a fourth output field. When one of the input signals is resonant with the
frequencies of the material, the FWM process can be enhanced and is called stimulated Raman
scattering (SRS). Coupling this process with laser pulses delayed in time, namely using a pump‐
probe setup, it is possible to investigate the temporal behavior of the material and the evolution
of its properties. Nonlinear Raman spectroscopy is an example of such combination between
third‐order nonlinear optical effect and pump‐probe technique [2].

In this chapter, we discuss one of the FWM processes which contributes to the stimulated
Raman scattering, called inverse Raman scattering (IRS). The theory behind the IRS effect will
be explained, resorting to Feynman dual‐time line (FDTL) diagrams [3], as well as its appli‐
cation as a spectroscopic tool. Furthermore, the connection held between the IRS and the
femtosecond transient absorption (FTA) spectroscopy will be clarified, pointing out the
important role the IRS effect plays on the temporal evolution of relaxation dynamics in FTA.

2. Inverse Raman scattering: theory

To describe the SRS and its origin, we begin by discussing the interaction of an optical field of
frequency  with a Raman‐active medium, restricted to the scalar approximation. A vibra‐

tional mode in a Raman‐active medium can be described as a simple harmonic oscillator
with frequency . Due to vibrations, the optical polarizability of the molecules will change

in time, depending on their reciprocal distance (internuclear separation). The periodic
variation of the molecule polarizability will generate a modulation in the refractive index,
which in turn will modify an incoming light beam of frequency . Specifically, the frequencies ±  will be superimposed upon the transmitted light beam. The stimulated Raman

scattering can be visually understood in terms of the interactions shown in Figure 1. Figure 1a

Figure 1. Schematic showing the stimulated Raman‐scattering process. The molecules in the Raman‐active medium are
described by harmonic oscillators of frequency . The incoming laser beam has frequency . (a) Modulation of the

refractive index and subsequent emission of Stokes and anti‐Stokes radiation and (b) beating of the Stokes frequency
with the laser field reinforcing the vibrational oscillation of the molecule.
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 shows the modulation of the refractive index due to the vibrational frequencies of the medium,
thereby the transmitted light will carry the Stokes ( =    − ) and anti‐Stokes

(𝀵𝀵 =    + ) frequencies besides the laser frequency . At the same time, one of the

newly generated frequencies can beat with the incoming laser beam frequency, modulating
the amplitude of the molecular vibrations (Figure 1b).

The two processes hereby depicted reinforce one another: the modulation of the vibrational
frequencies interacts with the incoming laser beam frequency, leading to a Stokes field which
increases the amplitude of the vibrational oscillation, and eventually strengthens the Stokes
frequencies. This condition of amplification is called vibrational coherence, and it can be
probed by a third laser beam, determining the stimulated Raman scattering [4]. The mathe‐
matical expressions of energy conservation and phase matching are given below:

( )
( )

SRS

SRS

w w w w w w= - ± = ±
= - ± = ±

L S L v L

L S L v Lk k k k k k (1)

with SRS and SRS the frequency and the wave vector of the SRS signal, respectively. If the

incoming optical field is a femtosecond pulse, and the probing beam is a broadband white‐
light continuum (WLC), then the process is called femtosecond stimulated Raman scattering
(FSRS), and is one of the four‐wave‐mixing processes. Among all the possible interactions of
the fields involved, these can be narrowed down to two main terms called stimulated Raman
scattering, and inverse Raman scattering [2]. Hereby, we focus on the inverse Raman‐scattering
effect.

The probability of annihilation of a photon with frequency  and the simultaneous creation

of another photon with frequency 1 =  ± , according to the Kramers‐Heisenberg

dispersion formula, is given by [5]

4 3
2 1

0 1 04 3

16 8 ,hP d
h c
p p wm r r w

æ ö
= +ç ÷

è ø
ò (2)

where  is the probability of the two‐photon process, 01 is associated to the IRS process,

while 08ℎ13 takes into account the spontaneous Raman scattering. A generalization of

Eq. (2) was proposed by Mukamel to describe the stimulated Raman‐scattering signal as [6]
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Here,  is the number of molecules involved in the scattering process,   pu (pr) and pu
(pr) are the amplitudes and frequencies, respectively, of the pump (probe) field.    indicates

the ground‐state population at equilibrium   , while eg1  is a matrix defining the scattering

process, showing the order of the transition ( = 2 two‐photon process,  = 3 three‐photon
process, etc.), and the initial and final states involved. Eq. (3) can be explained as follows: the
first term describes the loss of a photon with frequency pu, and the emission of a photon (gain

process) with frequency pr. Conversely, the second term takes into account the emission of a

pump‐beam photon after the annihilation of a photon of the probe beam (loss process). Both
third and fourth terms describe the perturbation in the probe‐field absorption due to the
coexistence of the pump field [7].

As stated in Eq. (3), the absorption of a photon with frequency pu, or the emission at frequency1, depends on the population of the states involved in the transition, and specifically on the

ratio between the number of molecules in the excited vibrational state and the number of
molecules in the ground state. At room temperature, the excited states are scarcely populated;
hence, a radiation is most likely emitted at Stokes frequencies, while absorbed at anti‐Stokes
frequencies [8].

Even if there are other nonlinear processes involved, due to the intensity of the laser field
typically used, the treatment of the SRS can be narrowed down to three relevant equations in
the classical description, reporting on the laser excitation frequency pu, and the Stokes and

anti‐Stokes frequencies ,   𝀵𝀵:

( ) ( ) ( ) ( ) ( ) ( ) ( )* *
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Here, 𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵 are the nonlinear susceptibilities at the interacting frequencies, while  is the

refractive index modulated by the fields at their specific frequency. The wave vectors are related
to one another by the phase‐matching condition 𝀵𝀵𝀵𝀵 = 2𝀵𝀵pu − 𝀵𝀵 − 𝀵𝀵𝀵𝀵 = 0. On one hand, the

real part of the susceptibility describes the refractive index modulation due to the incoming
field, and thus expresses the phase modulation. The imaginary part, on the other hand,
accounts for the nonlinear Raman scattering and the two‐photon absorption. Resorting to
Eqs. (4)–(6), it is possible to describe all the processes involved in the SRS effect. The equations
needed to describe the IRS effect alone are fewer, though. To simplify the theoretical treatment,
few assumptions can be done without loss of generality. In fact, it can be expected that the
incoming light intensity is stronger than the scattered one, that is, pu ≫ ,   𝀵𝀵. Furthermore,

the intensity of the IRS is stronger than the spontaneous Raman scattering if detected at the
same frequency. Thus, in the scalar approximation for the susceptibility, Eqs. (4)–(6) can be
rewritten as

( )2 * *2 ,p w c c D= + i kzs S
pu S pu aS

S

dA i A A A A e
dz n c (7)

( )2* * *2 ,p w c c- D= - +i kzas aS
pu S pu aS

aS

dA i A A e A A
dz n c (8)

assuming that the incoming field intensity is constant, that is, 𝀵𝀵𝀵𝀵pu/𝀵𝀵𝀵𝀵 = 0. It follows that the

intensities of the Stokes and anti‐Stokes fields are

( ) ( ) ( ) ( )2 2
1 2 1 2exp 2 exp 2 2 cos ,df= + - + D +S pu puI z r g I z r g I z r r kz (9)

( ) ( ) ( ) ( )2 2
1 1 2 2 1 2exp 2 exp 2 2 cos .a a df= + - - D +aS pu puI z r g I z r g I z r r kz (10)

where  = 2𝀵𝀵𝀵𝀵/𝀵𝀵 ℑ. The terms  and  are defined by the initial conditions, and specifi‐

cally 1 ≤ 1,   2 ≥ 1; 𝀵𝀵𝀵𝀵 is the initial phase shift at the front of the sample. Depending on the

ratio pu/𝀵𝀵𝀵𝀵 and hence on the Stokes‐anti‐Stokes coupling, three different solutions to the

system can be found [8]. Here, the solution for zero coupling (pu < 𝀵𝀵𝀵𝀵) will be presented,

due to the noncollinear geometry of the pump‐probe setup (for the other solutions, refer to
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Weigmann's paper [8]). The condition hereby described predicts an enhancement of the IRS
signal, with the intensities at the Stokes and anti‐Stokes frequencies given by

( ) ( )2
1 exp 2 ,S puI z r g I z; (11)

( ) ( )2
2 2 exp 2 .aS puI z r g I za -; (12)

It follows that the intensities at the anti‐Stokes frequencies are higher than the corresponding
ones at the Stokes frequencies [7, 9, 10]. In the spontaneous Raman scattering, at room
temperature the populations in the excited vibrational levels are negligible, as described by
Boltzmann distribution, thus the anti‐Stokes peaks are weak. However, in the stimulated
process (such as IRS) the Boltzmann distribution does not describe anymore the energy levels
population, and a strong anti‐Stokes emission can be observed [11].

3. Inverse Raman scattering: spectroscopy

The IRS effect can be described by the Feynman dual‐time line (FDTL) diagrams in the Liouville
space with the ket and bra evolution (Figure 2) [12]. Using the FDTL diagrams and the related
energy level diagrams, it is possible to illustrate the temporal evolution of the density matrix
in the four‐wave mixing process, which the IRS is based on. The temporal evolution goes from3 to  when the third‐order polarization induced in the medium is computed [3]. The arrows

pointing into the time line represent the absorption from the ground state Ψ0  to the excited

state Ψ  and the related wave vector is + On the contrary, the arrows pointing far from the

time line illustrate the stimulated emission from Ψ  to Ψ0  and their wave vector is −.
In the energy diagrams, pr, pu, and pu*  are the vectors of the fields involved in the interaction

in the medium, having frequencies pr, pu, and pu respectively. In both IRS (I) and IRS (II)

processes, the wave vectors of the incoming pump fields, that is, pu and pu*  , vanish, leading

to a third‐order polarization having the same direction of the incoming pump pulse [12]. The
difference between the IRS (I) and IRS (II) lays in the sequence with which pump and probe
pulses reach the sample. In the IRS (I) (Figure 2a), the excitation process is started by the probe
pulse alone at frequencies higher than those of pump pulse, that is, in the anti‐Stokes region.
The vibrational coherence persists as long as the pump pulse overlaps with the probe pulse,
then a photon with frequency pr is annihilated due to the interaction between the two pulses,

and a loss in intensity in the probe spectrum is observed at the specified anti‐Stokes frequency
[13]. In the IRS (II) (Figure 2b), the pump pulse is followed by the probe pulse, it induces the
excitation in the sample and due to the interaction of the two fields, the vibrational coherence
is achieved. A photon having frequency pr and wave vector  (i.e., same direction of the
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Stokes radiation) is created, and it adds to the probe pulse, leading to an intensity gain in the
probe spectrum at the specified frequency. According to the energy conservation, a loss in
energy, equal to the gain obtained at the Stokes frequency, is observed in the pump pulse [4].
This is clearly shown in the bottom part of Figure 2a and 2b, where the frequency of the
outcoming beam is higher (lower) than the one of the pump fields for the anti‐Stokes (Stokes)
signal.

Figure 2. Feynman dual‐time line (FDTL) diagrams (top) and energy‐level diagrams (bottom) describing the IRS effect.
The wavy line is the field coming out from the stimulated Raman‐scattering process, and illustrates the third‐order po‐
larization of the involved energetic states. In the energy diagrams, the solid and the dashed lines represent the real and
the virtual levels, respectively. (a) The pump pulse arrives after the probe pulse, and excites the sample. This originates
the anti‐Stokes line since the outcoming frequency is higher than the one of the incoming pump fields. This is called
IRS (I) process and (b) the probe pulse follows temporally the pump pulse and the Stokes line is generated because the
outcoming frequency is smaller than the incoming one. This is the IRS (II) process.

According to Lee's papers [3, 14], it is possible to extrapolate the mathematical expression of
the third‐order polarization from the FDTL diagrams. The time‐dependent third‐order
polarization in the IRS effect in the probe direction (i.e., wave vector pr, is given by the overlap

of the wave packet on the ket side of the time line and a ground vibrational state on the bra
side. It depends on the transition dipole moment ge on the inhomogeneous broadening of the

wave packet    and it is integrated over the time intervals , 1, 2,, and 3 :
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Here, the four‐time correlation function  , 1, 2, 3  is defined as follows:
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where  is the multidimensional vibrational coordinate, Ψ0   the initial ground vibrational

state of the electronic ground state  , and  and  the vibrational multidimensional

Hamiltonians associated to the energetic levels involved in the transition   and   The terms and  in Eqs. (13) and (14) are the line bandwidths of the two energetic levels, while  is

the time interval between 2 and 1, during which the vibrational coherence is lost (Raman

vibrational dephasing time) [3].

Once defined the third‐order polarization for both effects IRS (I) and IRS (II), it is possible to
show the variation in intensity of the stimulated Raman signal as function of the frequencies,
to be given by

( ) ( ) ( ) ( ){ }
2

3*8  
3
pw w w wD = - IIRS pr IRS

lCI E P
n

(16)

where  is the optical path length,  the number of molecules per unit volume, and  the
refractive index of the Raman‐active medium. pr*   is the incoming probe field with fre‐

quency  and IRS(3)   is the Fourier transform of the third‐order polarization calculated using

Eqs. (13) and (14). The variation in intensity 𝀵𝀵IRS   is directly depending on the imaginary
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part of the third‐order Raman polarization, and hence on the Raman susceptibility as already

stated in the previous section [15]. ℑ (3)   is negative at the Stokes frequencies

( =    − ) and positive at anti‐Stokes frequencies (𝀵𝀵 =    + ), as depicted in

Figure 3, where the relation between the Stokes and anti‐Stokes susceptibilities is presented.
It follows that the Raman spectrum will be positive at the Stokes frequencies, experiencing a
gain in the probe‐beam intensity for each frequency which fulfills  =    − . On the

contrary, 𝀵𝀵𝀵𝀵IRS  < 0 in the anti‐Stokes region. Here, the probe‐beam intensity will be

decreased for all those frequencies which meet the condition 𝀵𝀵 =    + .

Figure 3. Relation between the Stokes and anti‐Stokes susceptibilities. The solid black line is the imaginary part of the
Raman susceptibility; the red dashed line is the real part of the Raman susceptibility.

Figure 4. Extracted Raman spectrum of eumelanin dispersion in DMSO‐methanol mixture.
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The aforementioned variation in intensity 𝀵𝀵𝀵𝀵IRS   will be analyzed for a case of study of a
dispersion of eumelanin in dimethyl sulfoxide DMSO‐methanol mixture (1:20 ratio) in the
following. In Figure 4, the extracted Raman spectrum of the dispersion is depicted. On the red
side of the white‐light broadband spectrum (Stokes side), some frequencies resonate with the
vibrational modes of the Raman‐active medium. Hence, the signal appears as gain features in
the probe pulse at those specific frequencies. At the same time, on the blue side (anti‐Stokes
side) a loss in the intensity is achieved at frequencies 𝀵𝀵𝀵𝀵 =   𝀵𝀵𝀵𝀵 + .

4. Inverse Raman scattering: experiments

4.1. Experimental setup

To carry out FTA measurements, a noncollinear geometry in the pump‐probe setup is used.
A diode‐pumped Ti:Sapphire femtosecond oscillator generates a ∼100 fs pulse at a repeti‐
tion rate of 78 MHz. The so‐generated pulses are stretched and amplified by a regenerative
Ti:Sapphire amplifier, pumped by a Q‐switched Nd3+:YLF laser at 1‐KHz repetition rate, and
eventually compressed, leading to 4 mJ, ∼100 fs pulses at 798 nm. A beam splitter sends
90% of the outcoming pulse to an optical parametric amplifier to provide tunability over a
broad spectral range (290–2600 nm). This tuneable laser pulse is sent through a depolarizer,
an optical chopper, and finally focused on the sample in 1 mm spot, yielding an excitation
density of 5 × 1014 photon pulse−1 cm−2. The remaining 10% of the radiation is delayed in
time by an optical delay line and focused on a CaF2 crystal to generate a white‐light continu‐
um radiation, spanning between 450 and 800 nm. The WLC radiation is used as probe beam
spatially overlapped to the pump pulse on the sample. The light transmitted by the sample
is coupled into an optical fiber and sent to a charge‐coupled device (CCD) spectrometer. The
temporal resolution (∼200 fs) is determined by the cross‐correlation between the width of
pump and probe pulses overlapping on the sample. The chromatic aberrations are removed
by chirp correction software.

4.2. The IRS related to FTA experiments

So far, the nature of the IRS has been described. In this section, the IRS will be treated in relation
with femtosecond transient absorption (FTA) experiments. In an FTA experiment, the intensity

transmitted by an unexcited medium is given by 𝀵𝀵pr0 ℏ , when the medium is excited by a
pump pulse, a difference in the probe intensity is detected, and can be described as

( ) ( ) ( )0,  , ,w t w w tD = -h h hpu
FTA pr prI I I (17)

where 𝀵𝀵prpu ℏ,   is the probe intensity transmitted by the sample in the presence of the pump,

and  is the time delay between pump and probe pulses. Conversely, the variation in intensity
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where 𝀵𝀵prpu ℏ,   is the probe intensity transmitted by the sample in the presence of the pump,

and  is the time delay between pump and probe pulses. Conversely, the variation in intensity
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measured at the Stokes and anti‐Stokes frequencies in the broadband spectrum of the probe
pulse will be measured as the difference between the signal with and without the pump pulse:pump−on − pump−off  [16]. It results that

( ) ( ), , .w t w tD µ -D hIRS FTAI I (18)

By expressing the transient absorption signal as function of the detected difference in intensity,
Eq. (19) can be obtained

( ) ( )
( )10 0

,
, log 1 ,  

w t
w t

w

é ùD
D = - -ê ú

ê úë û

h
h

h
FTA

pr

I
A
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Figure 5. Three‐dimensional plot of a femtosecond transient absorption experiment performed in eumelanin dispersed
in a DMSO‐methanol mixture. The sample was excited at 2.294 eV and probed over a range spanning from 1.548 to
2.753 eV. From left to right, the Stokes, laser pump, and anti‐Stokes peaks can be identified. The ∆ ℏ,   is shown
in the first picosecond of time delay between the pump and probe pulses to clearly exhibit the Raman peaks.

and, thus, it is possible to directly relate the IRS effect to the FTA measurements. At Stokes
frequencies, the probe‐beam field experiences gain in intensity as already described above.
Hence, the argument of the logarithm in Eq. (19) is larger than 1 and the transient absorption𝀵𝀵 ℏ,  < 0. In fact, an increase in the photon flux is detected in the transmitted probe beam.
Conversely, at anti‐Stokes frequencies, a loss in intensity is experienced in the Raman‐active
medium, due to the annihilation of a photon of frequency 𝀵𝀵𝀵𝀵. Experimentally, the decrease

in intensity in the transmitted probe beam can be treated as a real absorption by the sample,
being 𝀵𝀵 ℏ,  > 0. This is precisely illustrated in Figure 5. In the middle, the scattered
radiation from the incoming pump beam is evident. Symmetrically located with respect to the
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pump laser, the upside‐down peaks at low energies are the Stokes lines, while the intense peaks
at high energies are the anti‐Stokes lines.

Due to the different amount of photons detected in the femtosecond transient absorption
experiments caused by the inverse Raman‐scattering effect, it is crucial to recognize the
presence of such coherent artifact to avoid misinterpretation in the analysis of the FTA spectra.
Hereafter, the relaxation dynamics of a dispersion of eumelanin suspended in a DMSO‐
methanol mixture (1:20 ratio) is investigated by means of FTA. This sample was chosen to
demonstrate the influence of the IRS, whose signal arises from the solvent used, in the temporal
relaxation of the eumelanin pigments.

4.3. Decoupling IRS features from FTA dynamics

To investigate the influence of the IRS on the transient absorption dynamics, suitable probing
energies have to be chosen accurately. To this end, the temporal evolutions of the Raman
features have been analyzed. From Figure 6, it is clear that probing the sample dynamics atℏpr  = 1.741 eV allows the investigation of a region free from IRS features (probe frequency

lower than the Stokes peaks, ℏpr < ℏ) . Furthermore, this is the energy at which the pigment

is showing its maximum absorption, as illustrated in the inset of Figure 6. The other two regions
where it is worth to investigate the dynamics are ℏpr = 1.823 and ℏpr = 2.460 eV. These two

probing energies allow to study regions near the IRS features at energies lower (between the
Stokes and the pump frequencies, ℏ < ℏpr < ℏpu) and higher (between the pump and the

anti‐Stokes frequencies, ℏpu < ℏpr < ℏ𝀵𝀵) than the incoming pump pulse, respectively.

Figure 6. Temporal evolution of the synthetic eumelanin transient absorption spectra acquired in DMSO‐methanol
mixture after excitation at 2.254 eV. The spectra have been normalized to the pump‐pulse intensity. The  on the right
illustrates the delay times between the pump and the probe pulses at which the spectra were acquired. The inset points
out the rising of the eumelanin absorption signal, in an enlarged scale.
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probing energies allow to study regions near the IRS features at energies lower (between the
Stokes and the pump frequencies, ℏ < ℏpr < ℏpu) and higher (between the pump and the

anti‐Stokes frequencies, ℏpu < ℏpr < ℏ𝀵𝀵) than the incoming pump pulse, respectively.

Figure 6. Temporal evolution of the synthetic eumelanin transient absorption spectra acquired in DMSO‐methanol
mixture after excitation at 2.254 eV. The spectra have been normalized to the pump‐pulse intensity. The  on the right
illustrates the delay times between the pump and the probe pulses at which the spectra were acquired. The inset points
out the rising of the eumelanin absorption signal, in an enlarged scale.
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Figure 7. Transient absorption dynamics acquired in synthetic eumelanin dispersed in DMSO‐methanol mixture. Dis‐
persion has been excited at 2.254 eV and probed at energies ℏpr < ℏ (a), ℏ < ℏpr < ℏpu (b) andℏpu < ℏpr < ℏ𝀵𝀵 (c), that is, 1.741, 1.823, and 2.460 eV, respectively. The experimental data (full circles) were

fitted by a bi‐exponential decay function (red solid line); the blue line shows the instrumental response function (IRF).
Figure revised from [17].

The dynamics in the aforementioned regions is shown in Figure 7 for the eumelanin suspension
in DMSO‐methanol mixture [17]. The temporal relaxation of these pigments is well reported
[18], and is consistent with the data herein shown. At the same time, it is possible to appreciate
a change in the sign of the differential absorption at very short time delays (first hundreds of
femtoseconds) upon the probed energy, disclosing the influence of the IRS. When the probe‐
beam frequency is lower than the one at which the Stokes features appears, an IRS‐free FTA
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dynamics is observed. In fact, as presented in Figure 7a (ℏpr = 1.741 eV), the FTA dynamics

shows a positive 𝀵𝀵𝀵𝀵 signal which decreases in time in a multi‐exponential way. This signal is
indicative of a photo‐induced absorption, where the intensity of the transmitted probe beam
in the presence of excitation by the pump pulse is lower than the one collected in the absence
of the pump beam. In fact, upon excitation at ℏpu = 2.254 eV, an excited‐state absorption (ESA)

process, involving optically allowed transitions to higher‐energy states, occurs in the eumela‐
nin dispersion [19, 20]. When the response of the sample is probed at frequencies between the
Stokes features and the incoming pump pulse, a profile like the one shown in Figure 7b is
observed. Here, the dynamics is made out of a negative 𝀵𝀵𝀵𝀵 signal at ultrashort time delay
followed by a sharp rise, ending by a bi‐exponential decay. The observed signal is a convolution
of two processes: the absorption of the pigments and the IRS effect arising from the solvent.
As observed in the previous case, the eumelanin absorption leads to a positive 𝀵𝀵𝀵𝀵 signal at
every time delay between pump and probe pulses.

The second contribution occurs only in the first hundreds of femtoseconds instead. This is due
to the fact that the vibrational coherence needed to achieve the inverse Raman scattering
persists as long as pump and probe pulses are temporally overlapped. Since the frequency of
the probe pulse resonates with one of the Stokes features, a reinforcement of the vibrational
modes of the solvent follows. Due to the resonance at the Stokes frequency, a gain in the
intensity of the probe beam is achieved and the IRS appears as an emission of photons as
described by the theoretical model presented by Rai et al. [4]. An increase in transmitted
intensity is registered as a negative 𝀵𝀵𝀵𝀵 signal in an FTA experiment. Being a stimulated process,
the IRS intensity overwhelms the absorption signal carried by the eumelanin pigments until
the vibrational coherence lasts. When the delay between pump and probe pulses increases, the
IRS artifact disappears, revealing the positive absorption of the eumelanin. Right after, the
suspension relaxes back to the ground state following a bi‐exponential decay.

In Figure 7c, the FTA dynamics of the eumelanin probed at frequencies between the incom‐
ing pump beam and the anti‐Stokes features is presented. If ℏpu < ℏpr, a depletion of the

ground state is achieved through the action of the pump pulse. This process is called
ground‐state bleaching and results in a negative 𝀵𝀵𝀵𝀵 signal, since the transmitted intensity of
the probe beam is higher when the sample is excited. However, the ground‐state bleaching
cannot explain the presence of a sharp and intense positive peak in the first few hundreds of
femtoseconds of the dynamics. Again, the IRS effect plays a major role at ultrashort delay
times. In fact, the resonance between the incoming fields and the vibrational modes of the
solvent occurring this time at the anti‐Stokes frequencies leads to the stimulated Raman
process. The loss in intensity experienced by the probe pulse can be accounted for as addi‐
tional absorption, described by a positive 𝀵𝀵𝀵𝀵 signal. When the pump and probe pulse are no
more overlapped in the sample, the phase‐matching condition for the IRS is not satisfied,
and the eumelanin dynamics is disclosed, recovering the signal in a bi‐exponential fashion.

The decay time obtained from the fit of the eumelanin dynamics is reported in Table 1 for the
DMSO‐methanol suspension. It is worth noting that regardless of the frequency of the probe
pulse, the decay times of the samples are comparable. In fact, the IRS does not affect the
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relaxation dynamics of the pigment. However, the IRS influences the sign and the amplitude
of the FTA measurements.

Solvent Probe energy (eV) 1 (ps) 2 (ps)

DMSO‐methanol 1.741 1.5 ± 0.2 10.1 ± 0.9

1.823 1.6 ± 0.3 16.9 ± 1.4

2.460 1.5 ± 0.1 15.3 ± 1.2

Table 1. Fitting decay time values of eumelanin suspensions, carried out in DMSO‐methanol mixture. The suspension
was excited at 2.254 eV. Table adapted from [17].

4.4. Ultrafast Raman loss spectroscopy as diagnostic tool

The very need of high spatial and temporal resolution to investigate molecular reaction
pathways has pushed toward the development of femtosecond stimulated Raman scattering.
The aim is to be able to follow structural changes in molecules during a reaction occurring on
short timescales, spanning from femtoseconds to picoseconds. The ability of femtosecond
stimulated Raman spectroscopy lies in the high temporal resolution with which molecular
vibrations can be collected, giving deep insights into reaction dynamics. Charge‐transfer
processes have been intensely investigated by FSRS; for example, long‐debated studies on 4‐
(dimethylamino)benzonitrile, due to the discrepancy between the structural simplicity of this
push‐pull molecule and the complexity of the excited electronic levels, have been recently come
to an end. In fact, the crucial role played by intramolecular and solvent reorganizations has
been at the forefront of a systematic investigation, regarding three different dynamics on
various timescales: the ππ* relaxation, the internal conversion, and the vibrational relaxation
[21, 22]. By investigating the excited‐state proton transfer by FSRS, Fang et al. attributed to the
skeletal motions the origin of the fluorescent form of a green fluorescent protein from Aequorea
victoria, which is famous for its efficient bioluminescence [23]. Indeed, by looking separately
at the low vibrational frequencies of specific modes, it was possible to identify an out‐of‐phase
motion of the phenoxil ring in the chromophore, and thus to optimize the chemical structure
of the chromophore for improving the excited‐state proton transfer. Another important role
in which FSRS is actively utilized is to help reveal the role that molecular symmetry plays in
vibrational coherence activity in photosynthetic systems (as carotenoids) and in photochem‐
istry. In particular, internal conversion processes and coupling between electronic states are
ruled out [24, 25]. Finally, the vast majority of chemical reactions studied by FSRS concerns the
isomerization, because of its key function in chromophores of high significance in biology. For
example, Kuramochi et al. presented the first information pertaining to the vibrations in early
instants of the photodynamics observed in the chromophore of the photoactive yellow protein.
This study provided more insights on how to trigger the photoreceptive functions of the
chromophore when embedded in the protein [26]. Kukura et al., instead, explored the spectral
evolution of specific vibrational modes explaining how the activation of rhodopsin, a light
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receptor, is driven by geometric changes in the retinal backbone [27]. These are just few of the
large number of examples that can be recalled to demonstrate the power of FSRS to unravel
reaction coordinates, chemical configurations, and nuclear dynamics.

One of the specific methods enrolled by the femtosecond‐stimulated Raman spectroscopy
relies on the IRS effect and is called femtosecond inverse Raman scattering (FIRS) [2], or
ultrafast Raman loss spectroscopy (URLS) [4]. In URLS, the decrease in intensity of the probe
beam, as described in Section 4.2, is completely described by the IRS effect and is used as
fingerprint to follow in time the reaction pathways. Moreover, this spectroscopic tool shows
some beneficial features missing in the general FSRS. The intensity of the Raman peaks at the
anti‐Stokes frequencies results higher than what is measured at the Stokes frequencies (Raman
gain), leading to a better signal‐to‐noise ratio [7, 9, 10]. Second, looking at the blue side of the
pump pulse to identify the spectral features of the sample helps to reject the fluorescence signal,
which appears on the red side [2]. Finally, the detector dynamic range has higher efficiencies
on the anti‐Stokes than on the Stokes side, minimizing the noise levels and thus allowing for
clearer imaging (FIRS microscopy) [28–32], for example, in tissues [33] and drug‐delivery
processes [34–36].

In the previous paragraph, it was shown that investigating the temporal evolution of the 𝀵𝀵𝀵𝀵
signal at specific probing energies can be used to determine the influence of the IRS coherent
artifact on the dynamics of the eumelanin pigments. Focusing now on the IRS features, the
dynamics of specific bonds, induced by photoexcitation processes, can be probed [37, 38].

First, it is of crucial importance to identify the spectral features encountered in the FTA
measurements, and ascribe them to specific vibrational modes. To this end, the Raman
spectrum of the solvent mixture (DMSO‐methanol, 1:20 in ratio) was collected. As can be
seen in Figure 8a, the Raman spectrum is dominated by three narrow peaks and a broad band.
These features are recognized as follows: CO stretching and SO stretching in methanol and in
DMSO, overlapping at 0.125 eV (peak I); CH2 bending in methanol at 0.177 eV (peak II); CH
stretching in methanol at 0.352 and 0.365 eV (symmetric and antisymmetric vibrational mode),
and in DMSO at 0.361 eV (peak III); OH stretching in methanol at 0.414 eV (peak IV) [39–41].
A direct correspondence of the Raman peaks shown in Figure 8a is found in the FTA meas‐
urements depicted in Figure 8b. In fact, the spectral evolution at ultrashort time delays shows
specifically the same Raman features occurring symmetrically to the pump pulse at Stokes and
anti‐Stokes frequencies.

Tuning the pump pulse to lower energies, the spectral features follow the energy shift,
maintaining constant the energy difference between each of them and the pump pulse (spectra
from red to blue in Figure 8b). Computing 𝀵𝀵𝀵𝀵 = ℏpu −   ℏ, that is, the difference in energy

between the pump pulse and the spectral features, this equals the Raman shift values displayed
on the ‐axes for each Raman peak reported in Figure 8a. By this analysis, the authors proved
that the observed coherent artifact in the FTA measurements at ultrashort time delay is a feature
originating from the stimulated Raman‐scattering process [17].
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Figure 8. (a) Raman spectrum of DMSO‐methanol mixture (λex = 488 nm, Pincident = 6 mW, acquisition time: 30 s) and (b)
Spectral evolution of the transient absorption signal detected at    ∼   0 in the DMSO‐methanol mixture for differ‐
ent pump‐pulse energies. The curves are vertically shifted for clarity. Figure taken from [17].

Once identified the Raman vibrational modes, it is possible by URLS to investigate them
specifically and, in particular, to address their spectral evolution in time. This can give insights
on the transient structure of the molecules and on the dynamics of the specific vibrational
modes. Here, we report on a very preliminary analysis ran in such direction on the aforemen‐
tioned sample; in Figure 9 the C─H Raman vibrational mode located at 2.641 eV, upon
pumping the sample at ℏpu = 2.525 eV, is examined in terms of peak shift and intensity over

time. The spectra shown in Figure 9a have been normalized to the intensity of the incoming
pump pulse. The peak position experiences a shift toward the blue region of the spectrum as
the temporal decoupling of pump and probe pulses occurs. This can be clearly seen in Figure 9b
within the first picoseconds. At the same time, its intensity decreases at an exponential rate
(Figure 9c).

This example should visually explain the potential and the strength of the URLS as spectro‐
scopic tool. In fact, the results here collected, and the many more presented in literature [37,
38, 42], unambiguously demonstrate the ability of the technique to select specific bonds and
study their dynamics upon photoexcitation, at ultrafast timescales. However, further investi‐
gations are required to relate the experimental observations to the ultimate structure of the
solvent molecules.
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Figure 9. (a) ∆ signal in the blue region of the pump pulse. The peak taken into account is the anti‐Stokes feature2
related to the stretching of the C─H bond in methanol and DMSO, (b) evolution of the Raman peak position as func‐3
tion of delay time between the pump and the probe pulses, and (c) temporal evolution of the intensity of the Raman4
peak.5

5. Conclusions6

In this chapter, the authors presented a complete description of the inverse Raman scattering7
effect, one of the four‐wave mixing processes contributing to the stimulated Raman scattering8
process. Feynman dual‐time line diagrams and energy level diagrams were used to explain9
the theory behind the IRS effect. Once addressed the nature of the IRS effect, its close relation10
with the transient absorption pump‐probe experiment was described, as well as the influence11
on the temporal evolution of the sample dynamics. To this end, the dynamics of eumelanin12
dispersions carried out at different exciting energies were shown, pointing out the crucial role13
of the IRS in the relaxation dynamics of the sample. Finally, the implementation of the IRS14
effect as diagnostic tool in determining the structures and interactions among molecules was15
presented. In fact, the high resolution achieved in the time and spectral domains showed by16
ultrafast loss Raman spectroscopy enables to follow specifically the electronic structure of17
molecules while undergoing chemical reactions, even on ultrafast timescales.18
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Abstract

The steady and fast development of surface and interfacial science have set up innova-
tive openings for new diagnostic probes for analytical characterization of the adsorbates 
and determination of the microscopic structure of surfaces and interfaces. Regrettably 
Raman spectroscopy, being a weak scattering surface phenomenon, had seized no part 
in it, until the discovery and development of Surface Enhanced Raman Scattering (SERS) 
in the early 1970’s that has opened up broad research fields both in the physics and 
chemistry of interfaces. The discovery of SERS by Fleischmann and coworkers in 1974 
at the University of Southampton, United Kingdom is closely connected with the elec-
trochemical systems. They reported an extraordinary million-fold enhancement of weak 
Raman signal from pyridine molecules adsorbed onto electrochemically roughened sil-
ver electrode compared to that from free molecules in liquid environment. In early 1976, 
Richard P. Van Duyne and David Jeanmaire at Northwestern University observed the 
effect and in early 1977, M. G. Albrecht and J. A. Creighton reported similar observation. 
This review article deals with the development of SERS research with special importance 
is given to the fabrication of various SERS-active substrates, mechanism of SERS effect 
and its various potential applications ranging from sensors to biomedical applications.

Keywords: Raman scattering, surface-enhanced Raman scattering, electromagnetic 
(EM) enhancement effect, hot spots, sensors, SERS active substrates

1. Introduction

Raman scattering arises as a result of interaction of electromagnetic radiation with matter 
resulting in the alteration of frequency or wavelength of the incident radiation. With the 
invention of strong, monochromatic, polarized and tunable lasers, the Raman spectroscopy 
has grown as a highly sensitive technique to probe structural details of a complex molecular 
structure. However, the applications of traditional or conventional Raman spectroscopy are 
restricted by the low scattering cross section involved with the Raman scattering process, 
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which are ~ 12–14 orders of magnitude lower than the fluorescence cross section for various 
biological and organic molecules, which are highly fluorescent in nature [1–7]. Therefore, the 
discovery of Fleischmann and coworkers from the University of Southamption, UK in 1974 
[8], which demonstrated the unexpected high Raman signals obtained from pyridine mol-
ecules adsorbed on a rough silver electrode, has attracted considerable attention of research-
ers from various fields such as physics, chemistry, biology, mathematics, and engineering. In 
a published paper, Fleischmann et al. reported an extraordinary million-fold enhancement 
of Raman signal from pyridine molecules adsorbed onto electrochemically roughened silver 
electrode compared to that from free molecules in a liquid environment [8]. Surface-enhanced 
Raman scattering (SERS) effect deals with the gigantic amplification of the weak Raman scat-
tering intensity by molecules in the presence of a nanostructured metallic surface [5–8]. The 
SERS enhancement factor can be defined as the ratio between the Raman signals obtained 
from a given number of molecules in the presence and in the absence of the metal nanostruc-
ture and this factor is dependent largely on the size and morphology of the nanostructures. 
In general, SERS enhancement value is around 106, but it may reach value as high as 1010 at 
definite highly effective subwavelength regions of the surface [5–8].

Since its discovery in the year 1974, surface-enhanced Raman scattering (SERS) has attracted 
significant interest of researchers [1–7]. The discovery of SERS has opened up a prom-
ising way to overcome the low-sensitivity problem associated with conventional Raman 
spectroscopy. Introduction of the SERS technique not only improves the overall surface 
sensitivity making Raman spectroscopy more applicable but also stimulates the study of 
the interfacial processes involving enhanced optical scattering from adsorbates on metal 
surfaces [9].

This review article covers the current development in SERS research along with brief dis-
cussion on the fabrication of various SERS active substrates, the various theoretical expla-
nations of the mechanism of SERS effect and its various diverse applications in sensing, 
diagnostics, and catalysis. The article first deals with a short historical assessment of the SERS 
effect, followed by an overview on the preparation of various SERS active substrates. The 
article concludes with the citations of some recent applications of SERS from the literature. 
Due to insufficiency in space, a comprehensive review of all current work based on SERS is 
 impossible. However, we have summarized a few representative examples including our own 
results to demonstrate the recent advancement in the SERS research.

2. Historical background and gradual development of SERS

Raman spectroscopy is a spectroscopic technique based on molecular vibration and is depen-
dent on the inelastic scattering of monochromatic light, usually from a laser in the visible, 
near-infrared, or near-ultraviolet range of electromagnetic spectra. This effect was discovered 
by famous Indian physicist Professor C.V. Raman in 1928 [10].

Figure 1 shows the schematic diagram to explain the principle of Raman scattering. The weak 
Raman signal observed in conventional Raman spectroscopy can be explained by the low scat-
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tering cross section (~10−30 molecule cm−2). Therefore, Raman spectroscopy will provide low 
sensitivity in terms of signal and is the main reason for its inapplicability in practical fields 
for a long period [5–7]. For an extremely low scattering cross section in the range  1012–1014 
molecule cm−2, usually present in a monolayer, it is very difficult to detect signal obtained 
from a Raman probe molecule even by the most effective modern and sophisticated Raman 
spectrometer. Raman spectroscopy is competent enough to obtain fingerprint information 
of species by detecting the vibrational bands. In Raman spectroscopy, the sample contain-
ing the Raman probe molecule is illuminated with a laser beam of appropriate wavelength. 
Wavelengths close to the laser line arises as a result the Rayleigh scattering is filtered out, 
while the rest of the unfiltered light is dispersed onto a detector. Spontaneous Raman scat-
tering is very weak as compare to the Rayleigh scattering and identification and partition of 
these two signals are important to obtain a high quality Raman spectrum. Traditionally, holo-
graphic diffraction gratings are employed in Raman spectrometers to yield a high degree of 
laser rejection. On the other hand, modern instrumentation unanimously employs notch fil-
ters for laser rejection. Development of modern instrumentation along with the introduction 
of fast-Fourier transform (FFT)-based spectrometers, confocal microscopes, and charge cou-
pled device (CCD) detectors has brought a new dimension in Raman instruments,  providing 
very high sensitivity. Figure 2 demonstrates the development of Raman instrumentation from 
the Raman spectrometer of C. V. Raman to the latest sophisticated Horiba-Jobin model of 
micro-Raman system.

However, the intensity of Raman signal obtained from most of the systems is very weak and 
is only about 10−10 times the intensity of the incident laser. Fleischmann and his group from 
the University of Southampton, UK, carried out Raman spectroscopic study with expected 
high intensity of signal by increasing the number of adsorbed molecules on a roughened 
metal electrode surface. In 1974, they reported very high quality Raman spectra of pyridine 
 molecule (Raman probe molecule with high scattering cross section) adsorbed on electro-
chemically roughened Ag electrodes [8]. The authors attributed the enhancement in the 
Raman intensity to an increase in the surface area of the Ag electrode by the electrochemical 

Figure 1. Schematic diagram to explain the principle of Raman scattering and Rayleigh scattering.
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roughening method. Figure 3 illustrates the schematic diagram to explain the principle of 
SERS. The technique is so sensitive that even single molecule can be detected.

Figure 4 shows the photograph of Fleischmann, who invented SERS. Fleischmann, Hendra, 
and Mcquillan of University of Southampton, UK, discovered surface-enhanced Raman 
scattering (SERS) spectroscopy by chance when they tried to carry out Raman study with 
pyridine (Py) molecule having very high Raman cross section on the roughened silver (Ag) 
electrode [8]. The spectra were found to be dependent on the applied electrode potential. 

Figure 2. The development of Raman instrumentation from the Raman spectrometer of C. V. Raman to the latest 
sophisticated Horiba-Jobin model of the micro-Raman system.
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Initially, it was thought that an increase of surface area to be responsible for the enhance-
ment of Raman signal. Afterward, in 1977 Jeanmaire and Van Duyne [11], from Northwestern 
University, USA, first realized that the surface area is not the key point in the above phenom-
enon. Albrecht and Creighton [12] of University of Kent, UK, reported a similar result in the 
same year. Both the groups independently supported enough proofs to exhibit that the strong 
surface Raman signal must be created by an authentic augmentation of the Raman scatter-
ing efficiency (105 to 106 enhancement). Later, this effect was referred as surface-enhanced 
Raman scattering and now, it is a unanimously acknowledged surface analytical technique. 
In spite of the fact, the first SERS spectra were obtained employing an electrochemical system  
(Py + roughened Ag electrode), all significant reactions occurring on various surfaces like 
metal and semiconductors can be investigated by the SERS technique. The technique is so 
sensitive that even single molecule can be detected in addition to various electrochemical 
processes.

The precise mechanism responsible for the enhancement effect observed in SERS is still highly 
controversial as found from the literature. There are two major mechanisms that are respon-
sible for the large enhancement of weak Raman signal obtained from pyridine molecules 
adsorbed on electrochemically roughened Ag surface. Jeanmaire and Van Duyne first pro-
posed a theory based on the electromagnetic effect responsible for the enhancement of Raman 
signal [11]. This is known as the electromagnetic theory of SERS effect and is based on the 
excitation of localized surface plasmons (LSP). Albrecht and Creighton first proposed a theory 

Figure 3. Schematic diagram to explain the principle of SERS.
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based on the charge transfer effect of the adsorbed molecule on the enhancement of Raman 
signal [12]. This is known as the chemical enhancement. This chemical enhancement theory 
depends on the charge transfer complex formation of the adsorbed molecule by absorption of 
photon of the suitable wavelength. Nevertheless, it is extremely complicated to separate these 
two effects experimentally and understand the overall mechanism of SERS.

In the mid-1980s, the spotlight on SERS research diverted to the exploitation of SERS effect 
for new and novel analytical and biological applications from the basic understanding of the 
mechanism responsible for the SERS phenomenon. However, it was extremely difficult to 
record high-quality, highly reproducible and stable SERS spectra as demonstrated by some 
of the investigations carried out in the mid-1980s as well as the early 1990s. The SERS spectra 
obtained were highly irreproducible, which can be explained by the small variations in the 
fabrication of SERS substrates. This shortcoming has prevented the development of SERS as 
a quantitative tool for long period. For that reason, fabrication of an SERS active substrate is 
very important in SERS research so that highly uniform, stable, and highly reproducible SERS 
signals can be obtained.

In the mid-1990s, VIIIB transition metals were employed as SERS active substrates to carry out 
electrochemical surface-enhanced Raman spectroscopy (EC-SERS) and these SERS substrates 
were further utilized for electrochemistry and catalysis [13]. Professor Tian and his coworkers 
at the Xiamen University, China, first introduced quite a few surface roughening procedures 
and demonstrated that the SERS effect can be directly obtained from transition metals such 

Figure 4. The photograph of Fleischmann, the inventor of SERS.
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as pure Pt, Ru, Rh, Pd, Fe, Co, and Ni electrodes with a surface enhancement factor in the 
range between 1–3 orders of magnitude [14]. Since the early-2000s, the randomly roughened 
surfaces were replaced by the well-controlled nanostructures of both coinage (e.g., Au, Ag, 
and Cu) and transition metals due to the gradual and rapid development of nanoscience and 
nanotechnology. These nanostructures were considered as a very promising class of excellent 
SERS-active substrate. Up to now, molecular-level investigations by Raman spectroscopy on 
diverse adsorbates at various electrodes had been carried out.

The next major landmark in the field of SERS research was the observation of SERS spectra 
from single molecules (SM-SERS) by two independent research groups in the year 1997 [15, 
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inum (Pt), ruthenium (Ru), palladium (Pd), iron (Fe), cobalt (Co), and nickel (Ni) have been 
utilized as SERS active substrates. These transition metals can display enhancements between 
1–3 orders of magnitude and these enhancement factor values are very low compared to the 
enhancement factors obtained for metals such as Au and Ag. This can be explained by the 
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• SERS is highly surface sensitive, nondestructive and in-situ vibrational spectroscopic ana-
lytical technique.
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• SERS occurs as a result of bringing the Raman probe molecules closer within the few nano-
meters of the surface of SERS substrates of different morphologies.

• The SERS technique will exhibit exceptionally high spatial resolution, in which the 
enhancement range is several nanometers, effective for one or several molecular layers 
close to the SERS active substrate.

• SERS activity is strongly dependent on the type of metal and surface roughness of the SERS 
active substrate employed for the study.

Therefore, the fabrication of an SERS active substrate is a very important field from the point 
of view of SERS research. The two most commonly used SERS substrates are metallic col-
loids of Au, Ag, and Cu obtained from chemical reduction and the metal electrode surfaces 
roughened by one or more electrochemical oxidation-reduction cycles. Surface and substrate 
generality are the major limitations associated with the SERS effect and many research groups 
all over the world have tried to surmount these two major problems by obtaining SERS activ-
ity from other metallic surfaces other than Ag, Au, and Cu and from atomically flat (single 
crystal) surfaces rather than roughened surfaces. However, most of the metals used as SERS 
substrates will exhibit poor biological compatibility. For that reason, it is essential to provide 
new novel substrates for SERS study. For an ideal SERS substrate, the material should be eco-
nomical, easily accessible, chemically inert, as well as biocompatible.

The SERS substrates can be approximately divided into three categories: (1) metal nanopar-
ticles (MNPs) in suspension, (2) metal nanoparticles immobilized on solid substrates, and 
(3) metal nanostructures fabricated directly on solid substrates by nanolithography and tem-
plate based synthesis [7, 17]. Although both nanoparticles and nanoparticle film electrodes 
can exhibit good surface uniformity, as a result difficulty in controlling the spacing of the 
nanoparticles will not be able to optimize the SERS activity. Only template-based fabrication 
methods can be employed to obtain highly ordered SERS substrates with controlled inter-
particle spacing. Amid different template-based methods, nanosphere lithography (NSL), 
and anodic aluminum oxide (AAO) films are most commonly employed to fabricate highly 
ordered SERS active substrates. The Langmuir-Blodgett technique can also be utilized to fab-
ricate highly ordered SERS active substrates. Figure 5 illustrates the different SERS active 
substrates used in recent years. As a result of fast advancement in nanoscience and nano-
technology, several methods are accessible now for the fabrication of various metallic nano-
structures with different size, shape, which can be further utilized as SERS active substrates. 
This has facilitated in a significant enhancement in the citations of new SERS active substrates 
available in the literature in the last 5 years and we are expecting a further improvement in 
the upcoming years.

Metal nanoparticles in suspension are the simplest of all SERS active substrates used so far, 
where the SERS effect can be studied in the presence of definite concentration of analytes 
(Raman probe molecules). However, aggregation of metallic nanoparticles can prevent to 
obtain highly reproducible SERS spectra. Alternatively, aggregation is sometimes essential 
for obtaining high quality, highly reproducible SERS signal [15]. MNPs suspension must be 
mixed with the analyte solution for carrying out the SERS experiment, a sampling require-
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ment that might be limiting for a few real-life applications, such as quantitative analysis of 
adsorbates on nonSERS active surfaces like semiconductors and fruits. In spite of the problems 
such as reproducibility in experimental results and potential sampling, MNPs suspensions are 
extensively employed as an SERS active substrate due to their high SERS-performance, good 
stability, and simplicity in production. Actually, this kind of substrate was employed in the 
early years for carrying out single molecule SERS experiments. The drawback of sampling has 
been recently overcome by Professor Tian and his research group at the Xiamen University, 
China [18]. They introduced a completely original shell-isolated MNPs as an SERS enhancing 
smart dust, which was successfully employed for probing hydrogen adsorbed on the single 
crystal Pt surface, and direct detection of pesticides residues in the form of contamination in 
citrus fruits such as oranges. This new borrowing SERS technique is referred by them as shell-
isolated nanoparticle-enhanced Raman spectroscopy (SHINERS) [18].

For crucial evaluation, the SERS substrates covered in this review article can be limited to only 
three general types of substrates, classified according to their fabrication technique: (1) MNPs 
immobilized in planar solid supports, (2) metallic nanostructures fabricated using nanolitho-
graphic methods, and (3) metallic nanostructures fabricated using template-based techniques.

The dispersed and aggregated MNPs cannot be used as a SERS active substrate in real analyti-
cal problems as a result of the poor reproducibility of SERS enhancement factor, which can be 
solved by immobilizing the MNPs on some kind of solid support. Since the first report of an 
SERS substrate consisting of MNPs synthesized by a wet chemical method and afterward immo-
bilizing them onto a solid support [19], the process has become extremely popular and several 
papers have been published based on this process as found from the literature survey.

Figure 5. The different SERS active substrates fabricated by nanotechnology. Reproduced with permission from Haynes 
et al. [36]. Copyright @ American Chemical Society. (a) Rough silver film on glass; (b) Silver coating on top of PS beads; 
(c) Nanosphere lithography; (d) Silver column produced by e-beam lithography. after the word by nanotechnology
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The top-down nanolithography and associated nanoimprint lithographic-based fabrication 
techniques were employed to fabricate highly ordered metallic nanostructures array. In this 
technique, a layer of polymeric photoresist (positive or negative) is cast on the solid substrates 
(such as Si, glass, or Au film). It was followed by direct patterning on the photoresist surface 
or indirect patterning with the assistance of a mold using ultraviolet (UV) light, an electron 
beam, or a focused ion beam. Afterward, the residual photoresist can be utilized as a mold, 
on which SERS-active metals are deposited by a physical vapor deposition technique under 
vacuum conditions. The mold was lifted off and a highly ordered nanostructured SERS-active 
substrate with a structure identical or complementary to that of the mold is formed. Highly 
ordered and uniform SERS active substrates with interparticle spacings below 10 nm can be 
produced by employing the nanolithographic method with a broad variety of shapes and 
geometries. However, nanolithographic techniques are still time-consuming and very expen-
sive due to the use of high energy focused ion beam (FIB) or electron beam (EB) for the fabri-
cation of the SERS substrate with a large area. Both, FIB and EB lithographic techniques can 
be employed to make molds for the nanoimprint lithography technique. In the nanoimprint 
lithographic technique, the desired nanopatterns are produced by direct writing on the Si or 
quartz slide by using an electron beam, which can be subsequently used as the mold. Next, 
the mold is aligned and pressed into the photoresist covering on the substrate and finally, 
the mold is lifted off after curing. Subsequently, the substrate is deposited with the desired 
metal to be used as an SERS active substrate. A highly ordered nanostructure with good SERS 
activity can be fabricated by completely removing the photoresist. Nanoimprint lithographic 
techniques are more efficient and inexpensive as compared to nanolithographic techniques.

Van Duyne and his group developed the nanosphere lithographic technique in 2001 [20, 21]. In 
this technique, highly ordered single or multi-layer colloidal crystal templates are produced 
from the self-assembly of monodispersed polystyrene or SiO2 nanospheres of the desired 
diameter on clean conducting substrates such as indium tin oxide (ITO) or evaporated metal 
substrate over glass. Afterward, a metal layer is deposited by the physical vapor deposition or 
electrochemical deposition method on the substrate with a controlled thickness. Three types 
of structured SERS substrate can be produced by the nanosphere lithographic technique: (1) 
Ag metal “film over nanosphere” (FON) surfaces are formed due to physical vapor deposition 
on the nanosphere template; (2) surface confined nanoparticles with a triangular footprint 
are produced by the removal of nanospheres of the FON surfaces by sonication in a solvent; 
(3) thin nanostructured films containing regular hexagonal array of uniform segment sphere 
voids are formed by electrochemical deposition followed by removal of spheres. One can con-
trol the shape, size, and interparticle spacing of the fabricated nanostructures by tuning the 
size of the nanospheres and the thickness of the deposited metal with the ultimate objective 
that the localized surface plasmon resonance (LSPR) position can be adjusted to match the 
excitation wavelength with an optimized SERS enhancement.

Arrays of silver (Ag) nanoparticles with a precisely controlled gap up to 5 nm are elec-
trochemically grown by Wang et al. [22] by utilizing the porous AAO film as a template 
material. This Ag/AAO system with tunable sub-10 nm interparticle gap can be further 
utilized as highly ordered, uniform SERS active substrate with high value of SERS enhance-
ment factor (~108). It is extremely difficult to precisely control of interparticle gaps between 
nanostructures on an SERS-active substrate in the sub-10 nm regime as known from the 
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existing literature. Such studies are crucial for the fabrication of SERS active substrates with 
uniformly high enhancement factors, and for overall understanding of collective surface 
plasmons existing inside the gaps. The “hot junction” or “hot spot” located at the inter-
particle gap of these nanostructure-based SERS substrates can enhance the SERS activity, 
which is an important aspect for large electromagnetic field enhancement and excellent 
SERS sensitivity. Wang et al. experimentally demonstrated the first quantitative study of 
the collective SERS effect on a substrate with precisely controlled “hot junctions” in the sub-
10 nm regime, and confirmed the theoretical prediction of interparticle-coupling-induced 
Raman enhancement. This Ag/AAO-based SERS substrates fabricated by Wang et al. [22] 
with highly uniform and reproducible SERS signals can be utilized as both a biosensor and 
a chemical sensor with extremely high sensitivity. Using these SERS substrates, concentra-
tion up to picomolar level has been detected. This excellent SERS substrate can be further 
exploited for single molecule SERS study increasing the overall detection limit and SERS 
sensitivity.

The Langmuir-Blodgett (LB) technique can be employed for the large-scale production of a 
fully defect-free SERS substrate over a large area of few hundred of cm2. The LB method 
was initially employed to form a large-area surface film of amphiphilic molecules on solid 
substrates. In this procedure, the amphiphilic molecules such as stearic acid is dissolved in a 
volatile solvent like benzene or chloroform, which is completely immiscible with water, and 
soon after, the solution is dispersed on the surface of the water phase. As a result, a mono-
molecular film of the amphiphilic molecule will form at the air/water interface with complete 
evaporation of the volatile solvent. The film can be deposited on the substrate by the dipping 
and pulling method. Similarly, a nanoparticle film can be fabricated by the LB method. In this 
procedure, the surfaces of nanoparticles are modified with hydrophobic molecules and dis-
persed directly into a highly volatile solvent, which is immiscible with water. By dispersion 
of the solution into the water phase, a layer of randomly distributed nanoparticles will be left 
at the interface after complete evaporation of the volatile solvent. By compressing the layer 
through moving the barrier, one can control the density of the monolayer film. Subsequently, 
an ordered layer of nanoparticles will be formed on the surface. A systematic SERS study was 
carried out by Yang and his group using an SERS active substrate fabricated by the LB tech-
nique [23]. The LB technique was employed by them to successfully fabricate most uniform 
SERS substrates of films of nanorods, nanowires, and spherical, cubic, cuboctahedral and 
octahedral Ag nanoparticles [23].

4. Enhancement mechanism observed in the SERS effect

Even though, several theoretical and experimental research studies based on the SERS phe-
nomena have been carried out and a great deal of research publications based on these works 
are well cited in the literature, the correct nature of the gigantic enhancement in Raman inten-
sity found in the SERS effect is still controversial. However, it is generally accepted that two 
enhancement mechanisms, a long-range electromagnetic (EM) effect and a short-range chemi-
cal (CM) effect, are functioning simultaneously. The EM mechanism is based on the amplifica-
tion of the electromagnetic field generated by coupling of the radiation field with the localized 
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surface plasmons (LSP) of the metal nanoparticles. The localized surface plasmon resonanace 
(LSPR) arises as a result of resonance condition between the incident wavelength of light and 
the electrons in the nanoparticles. This facilitates a combined oscillation of the conduction 
electrons and it will give rise to two main consequences. The first consequence is the absorp-
tion of the wavelengths of light selectively by nanoparticles, which is responsible for this 
collective oscillation. The second consequence is the enhancement of electromagnetic fields 
that extend from the nanoparticle surfaces. These fields are mainly responsible for the large 
enhancement observed in SERS. The enhancement is approximately proportional to |E4| and 
generally in the order of 108 or more, where E is the intensity of the electromagnetic field.

Localized surface plasmon resonance (LSPR), the lightning rod effect, and the image field 
effect, all these effects are responsible for the enhancement in SERS. Among them, LSPR 
contributes mainly to the electromagnetic field enhancement and SERS effect. Anisotropic 
metallic nanostructures have all of the characteristics of excellent SERS active substrates with 
good stability and high reproducibility. It has been demonstrated in the literature that aniso-
tropic nanostructures such as nanorods, nanodisks, and nanoprisms will exhibit interesting 
size and shape-dependent properties. Anisotropic metal nanoparticles will exhibit “lightning-
rod effect” [24], which is a new kind of field enhancement refers to enhanced charge density 
localization at a tip or vertex of a nanoparticle. The theory based on “lightning-rod effect” 
was developed by Liao and Wokaun in the year 1982. The excitation of the free electrons of 
a metallic tip by an electromagnetic field (laser light) will generate an extremely localized, 
sturdy electric field at these sharp tips or vertex with large curvatures leading to large field 
enhancement in those regions. This effect gives rise to high SERS activity of the anisotro-
pic nanostructures. Anisotropic metallic nanostructures have been extensively utilized as an 
effective SERS active substrate with high SERS activity [25, 26] as found in the literature.

The chemical enhancement (CM) mechanism corresponds to the enhancement effect arises 
as a result of the chemical interaction between the adsorbates and the metal surface. The CM 
mechanism can also be referred as the charge transfer (CT) mechanism, involving the photo-
induced transfer of an electron from the Fermi level of the metal to an unoccupied molecular 
orbital of the adsorbate (LUMO) or vice versa. The enhancement factor of CM is generally in 
the order of 10–102. EM has a long-range effect, for which rough metallic surfaces can be used 
as an SERS active substrate, while CM has a short-range effect taking place on the molecular 
scale. The two mechanisms of EM and CM are not reciprocally restricted, but these two effects 
work simultaneously to generate the overall SERS effect. However, it is very hard to differ-
entiate CM from the EM effect. Several research groups all over the world have tried to solve 
this problem, but the problem is unsolved so far.

5. Applications of SERS

SERS is highly sensitive analytical spectroscopic technique available among the modern sci-
entific communities and can contribute both to surface science and nanoscience. It is also asso-
ciated with a broad range of other surface sensitive techniques to study various fundamental 
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and applied research topics such as, corrosion, catalysis, advanced materials, diagnostics, bio-
medical applications, biological process, and sensing.

The SERS-active Ag/AAO nanostructured system as mentioned earlier in this chapter has been 
used by Liu et al. to investigate antibiotic-induced chemical changes in bacterial cell wall [27]. 
They recorded high quality, highly reproducible SERS spectra, which are also sensitive and 
stable. The “chemical features” observed from the SERS spectra of bacterial cell wall facilitates 
fast identification of drug-resistant bacteria within an hour both qualitatively and quantita-
tively. Furthermore, the characteristic changes in the SERS spectra were clearly observed in 
the drug-sensitive bacteria at the near the beginning (i.e., 1 hour) of antibiotic exposure, which 
could be utilized to differentiate them from the drug-resistant ones. The rapid detection of 
pathogens such as bacteria and viruses using the SERS technique provides a novel approach 
for microbial diagnostics. The SERS-based novel technique was applied to a single bacterium. 
This rapid SERS detection of pathogens makes possible direct analysis of clinical specimen 
as an alternative to a pure culture specimen. Traditional diagnostic protocols for diagnosing 
bacterial infections are based on the isolation of pure culture of the bacterium, which is fol-
lowed by the resolving of the nature of the isolate and an extensive assessment of the isolates 
responses to several antibiotics proliferation or viability. For such biological assays, an incuba-
tion period varying from days to weeks or even months is essential for the growth of bacteria 
with such a density that can be handled by the available diagnostic tools. Different PCR-based 
protocols have been inducted for the quantitative identification of bacteria. Mass spectrometry 
can also be alternatively utilized for culture-free bacterial diagnostics. Nevertheless, just like 
the PCR-based method, mass spectrometry-based protocol is dependent on the existing previ-
ous information in the literature about the pathogens. Finally, neither of the PCR or mass spec-
trometry-based protocols can be applied to a live bacterial sample to observe their responses 
to antibiotics or to carry out different functional tests. On the other hand, SERS-based spectro-
scopic technique can resolve the limitation of PCR-based identification methods for pathogens. 
The SERS active substrates based on the Ag/AAO system can be utilized for the fine changes 
observed in the bacterial cell wall during different stages of bacterium’s growth and also for 
the bacterium’s response to antibiotic treatment during the early period of antibiotic exposure.

In a recent development, Ankamwar et al. [28] fabricated a highly stable and almost homogeneous 
SERS active substrate from silver nanoparticles synthesized from the leaf extract of Neolamarckia 
cadamba for the rapid detection of two strains of bacteria, Gram-positive (Staphylococcus aureus) 
and Gram-negative (Escherichia coli) bacteria. Figure 6 demonstrates the TEM image of the as-
synthesized silver nanoparticles along with their UV-visible spectrum, SAED pattern, and the 
resultant SERS spectra generated upon interaction with S. aureus and E. coli.

These silver nanoparticles upon interaction with bacteria can exhibit a large Raman enhance-
ment factor ((3 ± 0.20) × 107 and (5 ± 0.40) × 107 for S. aureus and E. coli bacteria, respectively) 
with almost zero fluctuations. The SERS substrate developed by them is almost homogeneous 
with a relative standard deviation value of 6.32 calculated from 50 repeated measurements 
from various locations on the SERS substrate. In addition to this, the fabricated SERS substrates 
are extremely stable even after 3 months. Using this almost homogeneous, a stable SERS active 
substrate, Gram-positive bacteria can be differentiated from Gram-negative bacteria. The SERS 
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data presented in the above study is highly stable, uniform, and reproducible, which shows the 
versatility of the biosynthesized SERS active substrate. This SERS active substrate is capable of 
detecting extremely low concentrations (103 CFU ml−1) of E. coli within a very short time of 1–5 
s and also exhibits high sensitivity (see Figure 7). Figure 7 demonstrates the SERS calibration 
curve obtained with SERS intensity of the peak at 1330 cm−1 (C–N stretching mode) as a func-
tion of concentration of bacteria E. coli. The 1330 cm−1 peak became detectable at 103 CFU/ml of 
E. coli concentration. The SERS intensity increases with the concentration of the bacterial solu-
tion, as it is exponentially correlated to the concentration of E. coli bacterial cells in the sample 
between 103 and 108 CFU/ml. Experiments were repeated five times with each bacterial concen-
tration, and the standard errors of the mean for each concentration are also shown in Figure 7. 
The major intention of this SERS study using biosynthesized Ag nanoparticles was to develop 
a rapid fingerprinting method for the characterization of bacteria particularly E. coli, which is 
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compared to other commonly used techniques. The SERS-based technique demonstrates a 
novel approach for rapid microbial diagnostics, where SERS can be directly applied on the 
clinical sample rather than pure cultured bacteria.

Nie and Emory [15] carried out a single-molecule SERS experiment by employing the SERS 
technique along with the transmission electron microscopy (TEM) and scanning tunneling 
microscopy (STM) techniques. They observed surface Raman enhancement in the order of 
1014–1015 for single rhodamine 6G (R6G) molecule adsorbed on selected Ag nanoparticles. For 
the single-molecule SERS study, a single event was observed rather than an ensemble aver-
aged value usually attained for traditional SERS measurements. Advancement of the single 
molecule SERS technique has brought a new aspect in biomedical research, as it can act as a 
versatile probing tool to investigate various biological molecules such as virus, bacteria, and 
protein.

The limitation arises out of surface generality of the SERS effect has been resolved by the 
invention of tip-enhanced Raman spectroscopy (TERS) technique in 2004 [29], which is a mod-
ification of the conventional SERS technique. This new and novel technique is derived from 
the enhancement of the surface Raman scattering intensity (SERS signal) by merging Raman 
spectroscopy with a scanning probe microscopy technique such as atomic force microscopy 
(AFM) or scanning tunneling microscopy (STM). The experimental setup in the TERS tech-
nique consists of AFM or STM tip placed in a nearby surrounding area of an ultrasmooth 
substrate, generally single crystal metal surfaces and illuminated by an electromagnetic radia-
tion of suitable wavelength. The contact or tunneling mode of AFM/STM can be used in the 
experimental setup of TERS. Irradiating with a laser beam of suitable wavelength, a localized 
surface plasmons are excited in the tip-substrate gap, generating a huge, local enhancement 
of electromagnetic field in comparison to the incident radiation. TERS was used to probe 
malachite green isothiocyanate, a dye molecule adsorbed on the Au(111) surface [29]. TERS 

Figure 7. The SERS calibration curve obtained with SERS peak area or SERS intensity of the peak at 1330 cm−1 (C–N 
stretching mode) as a function of concentration of bacteria E. coli. Reproduced with permission from Ankamwar et al. 
[28]. Copyright @ Royal Society of Chemistry, Inc.
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has been used to study surface reactions on single crystal and smooth surfaces, as surface 
roughness of the substrate does not play any role in this enhancement.

Surface-enhanced Raman scattering spectroscopy (SERS) can be used for the identification 
short-live reaction intermediates such as radical and radical ions on the electrode surface 
and elucidation of the reaction mechanism in general. Tian and his research group at Xiamen 
University, China, carried out the first in situ electrochemical SERS (EC-SERS) investigation 
on the electrochemical reduction of PhCH2Cl in acetonitrile (CH3CN) on the Ag electrode [30]. 
The benzyl radical anion as a reaction intermediate and 3-phenylpropanenitrile as the major 
reaction product were detected from the SERS study for the above surface reaction. The com-
plete reaction mechanism enlightening the adsorption process of PhCH2Cl on the Ag surface 
and all other possible interactions including the solvent molecule have been determined from 
the systematic SERS study. The SERS results were further validated by quantum mechanical 
density functional theory (DFT) calculations, which confirm the detection of the reaction inter-
mediate and products.

It was established by Mulvihill et al. that LB assemblies made of various polyhedral Ag 
nanocrystals can be utilized as high quality SERS active substrates for the high-sensitivity 
detection of arsenate and arsenite ions in aqueous solutions with a detection limit of 1 ppb 
[31]. The detection limit resulted from the analysis carried out by the SERS-based tech-
nique is an order of magnitude lower than the existing yardstick set by the World Health 
Organization (WHO). The SERS substrate can be used as a chemical sensor, which is simul-
taneously highly reproducible and portable, and therefore, this could be easily executed 
in field detection. The SERS technique can be further employed in environmental analy-
sis. Pesticides, herbicides, pharmaceutical chemicals in water, banned food dyes, aromatic 
chemicals in regular aqueous solutions and in sea water, chlorophenol derivatives and 
amino acids, chemical warfare species, explosives, and various organic pollutants [32, 33] 
can qualitatively and quantitatively analyzed by the SERS-based detection technique. The 
partition property of SERS substrates as well as surface chemistry facilitates the complete 
separation of pollutants and analysis of complex environmental samples in real environ-
mental analysis and monitoring.

Immobilized metal nanoparticles in the form of SERS substrates can be used for biomedical 
diagnostics. For instance, the SERS substrate can be used as a glucose sensor to detect glu-
cose in human blood. Although glucose is most commonly monitored by electrochemical-
based sensors, a substitute protocol using SERS substrates fabricated by the NSL technique 
has been employed to detect glucose in blood [34]. In this new protocol, the SERS-based 
glucose sensor was developed by growing silver film over nanospheres (AgFON) surfaces 
prepared by the NSL technique. Nevertheless, glucose sensing on a bare AgFON surface 
was not successful and glucose was brought within the range of electromagnetic enhance-
ment of the AgFON surface by formation of a self-assembled monolayer (SAM) on its sur-
face to partition the analyte of interest, in a manner similar to the technique used to generate 
the stationary phase in high-performance liquid chromatography. Numerous SAMs were 
studied to  partition  glucose effectively to the AgFON surface and it was observed that both 

Raman Spectroscopy and Applications308



has been used to study surface reactions on single crystal and smooth surfaces, as surface 
roughness of the substrate does not play any role in this enhancement.

Surface-enhanced Raman scattering spectroscopy (SERS) can be used for the identification 
short-live reaction intermediates such as radical and radical ions on the electrode surface 
and elucidation of the reaction mechanism in general. Tian and his research group at Xiamen 
University, China, carried out the first in situ electrochemical SERS (EC-SERS) investigation 
on the electrochemical reduction of PhCH2Cl in acetonitrile (CH3CN) on the Ag electrode [30]. 
The benzyl radical anion as a reaction intermediate and 3-phenylpropanenitrile as the major 
reaction product were detected from the SERS study for the above surface reaction. The com-
plete reaction mechanism enlightening the adsorption process of PhCH2Cl on the Ag surface 
and all other possible interactions including the solvent molecule have been determined from 
the systematic SERS study. The SERS results were further validated by quantum mechanical 
density functional theory (DFT) calculations, which confirm the detection of the reaction inter-
mediate and products.

It was established by Mulvihill et al. that LB assemblies made of various polyhedral Ag 
nanocrystals can be utilized as high quality SERS active substrates for the high-sensitivity 
detection of arsenate and arsenite ions in aqueous solutions with a detection limit of 1 ppb 
[31]. The detection limit resulted from the analysis carried out by the SERS-based tech-
nique is an order of magnitude lower than the existing yardstick set by the World Health 
Organization (WHO). The SERS substrate can be used as a chemical sensor, which is simul-
taneously highly reproducible and portable, and therefore, this could be easily executed 
in field detection. The SERS technique can be further employed in environmental analy-
sis. Pesticides, herbicides, pharmaceutical chemicals in water, banned food dyes, aromatic 
chemicals in regular aqueous solutions and in sea water, chlorophenol derivatives and 
amino acids, chemical warfare species, explosives, and various organic pollutants [32, 33] 
can qualitatively and quantitatively analyzed by the SERS-based detection technique. The 
partition property of SERS substrates as well as surface chemistry facilitates the complete 
separation of pollutants and analysis of complex environmental samples in real environ-
mental analysis and monitoring.

Immobilized metal nanoparticles in the form of SERS substrates can be used for biomedical 
diagnostics. For instance, the SERS substrate can be used as a glucose sensor to detect glu-
cose in human blood. Although glucose is most commonly monitored by electrochemical-
based sensors, a substitute protocol using SERS substrates fabricated by the NSL technique 
has been employed to detect glucose in blood [34]. In this new protocol, the SERS-based 
glucose sensor was developed by growing silver film over nanospheres (AgFON) surfaces 
prepared by the NSL technique. Nevertheless, glucose sensing on a bare AgFON surface 
was not successful and glucose was brought within the range of electromagnetic enhance-
ment of the AgFON surface by formation of a self-assembled monolayer (SAM) on its sur-
face to partition the analyte of interest, in a manner similar to the technique used to generate 
the stationary phase in high-performance liquid chromatography. Numerous SAMs were 
studied to  partition  glucose effectively to the AgFON surface and it was observed that both 

Raman Spectroscopy and Applications308

straight-chain alkanethiols and ethyleneglycol-terminated alkanethiols partitioned glucose 
most effectively. The key for the detection of glucose by the SERS-based technique was the 
surface chemistry of alkanethiol molecule on the AgFON surface. The SERS substrate was 
modified with an alkanethiol partition layer to facilitate the glucose adsorption to the metal 
surface. Real-time sensing and quantitative detection of glucose in bovine plasma by SERS 
has been reported in the literature [35].

6. Summary

Even though, the appropriate theory and principles to elucidate the correct mechanism of the 
SERS phenomenon is yet to be developed, the 40 years of this versatile technique has reached 
a new height due to the increased efficiency of the modern Raman instrumentation and recent 
advancement in nanoscience and nanotechnology. Controlled and reproducible fabrication of 
SERS-active substrates [36] and understanding the in depth connection between the nanopar-
ticle structure and SERS activity remains noteworthy challenges in this field of research. We 
believe that the fast and gradual development of nanoscience and nanotechnology will even-
tually allow an absolute understanding of the SERS effect and a broad range application of 
SERS in both analytical sciences and biomedical sciences.
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Abstract

Testing for the presence of microorganisms in biological samples in order to diagnose
infections is very common at all levels of health care. There is a growing need to ensure
appropriate diagnosis by also minimizing the analysis time, both being very important
concerns related to the risk of developing an antimicrobial resistance. Moreover, there
are important medical and financial implications associated with infections. In this
chapter, we will discuss the latest ultrasensitive and selective, but simple, rapid and
inexpensive bacteria detection and identification methods by using receptor-free and
innovative immobilization principles of the biomass. Raman spectroscopy, which com-
bines the selectivity of the method with the sensitivity of the surface-enhanced Raman
scattering (SERS) effect, is used in correlation with chemometric techniques in order to
develop biosensors for pathogenic microorganisms.

Keywords: surface-enhanced Raman scattering (SERS), single-cell detection, label-free,
principal component analysis (PCA), biosensors

1. Introduction

Lately, the pathogens can be individually identified by using surface-enhanced Raman scattering
(SERS), without the need of labeling or specific receptor usage like antibodies, for instance.
Colloidal metallic suspensions offer the advantage of ambient conditions, fast completion, and
minimal number of reactants, being economical, and resulting in a ready-to-use product. How-
ever, despite the progress achieved, concerns and problems with the preparation of metal
nanoparticles (NPs) remain, such as the byproducts from the reducing agent, the multiple steps
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often required, and the high concentration of protective agents. Furthermore, it has been a
major bottleneck to elucidate the key factors (other than surface roughness enhanced elec-
tromagnetic fields) that play important roles in the SERS process of adsorbed biomolecules.
The understanding of the mechanisms involved in the interaction of biological systems with
inorganic materials is of interest in both fundamental and applied disciplines. Herein, the
decisive know-how in investigating biological samples by using several SERS-active platforms
will be described.

1.1. SERS effect

Raman spectroscopy requires the illumination of a sample with monochromatic light. The
inelastic scattering of a small fraction (approximately one in a million) of the incident photons
toward lower (Stokes scattering) or higher frequencies (anti-Stokes scattering) than the inci-
dent light is known as Raman scattering. A typical Raman spectrum plots the intensity of the
scattered light versus the number of probed molecules. There are several noteworthy advan-
tages of this technique, such as speed, versatility, and the functionality under ambient condi-
tions in nonspecific environments (by using portable, miniaturized spectrometers); the
simplicity of sample preparation; the possibility of remote detection of Raman signals by using
optical fiber probes; the chance to examine transparent samples; and the obliviousness to
water, ubiquitous element for biological samples. Probably the biggest disadvantage lies in
the extremely small cross section, typically (10−30–10−25) cm2/molecule, which can be translated
into long acquisition times and considerable high sample concentrations.

Raman spectra can be used for the identification and classification of microorganisms once a
procedure with good reproducibility and reliability is established [1–4]. However, the sponta-
neous Raman effect is so weak that fluorescence, when it occurs, obscures the Raman spec-
trum. SERS represents the enhancement of Raman-active vibrations associated with the
intimate contact (within few nanometers) to a surface covered with plasmonic NPs. Moreover,
additional modes not found in the traditional Raman spectrum can be present in the SERS
spectrum, while other modes can disappear.

The surface-selection rules that apply to infrared and Raman spectroscopies are extended for
surface-enhanced vibrational spectroscopy (SEVS) by taking into account the local field and/or
the roughness of the surface. SEVS spectra are the expression of the analyte-radiation interac-
tion when the molecule is in the close proximity or adsorbed on the metallic nanostructure,
which supports the surface plasmons [5]. So the presence of the plasmon resonance, for
instance, will define the observed spectral intensities. When electromagnetic radiation with the
same frequency is incident upon the nanostructure, the electric field of the radiation drives the
conduction electrons into collective oscillation. Electromagnetic enhancement, the major contri-
bution in the SERS effect, relies on the Raman-active molecules being confined within large
electromagnetic fields (EFs), generated by the excitation of the local surface plasmon resonance
(LSPR). So the extreme sensitivity of SERS to small increases in the local field is easily seen since
it scales roughly as ω4 (where ω = frequency). Therefore, the fall-off in intensity of high
frequency vibrations is also explained; the driving field and scattered field cannot simulta-
neously excite the particle resonance if they are of very different frequencies. This explains also
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the different excitation profiles for different bands; maxima for higher frequency vibrations
occur at shorter wavelengths, as the scattered field is brought closer to resonance [6].

SERS represents a relatively inexpensive alternative, compared to the conventional detection
methods that also meet the clinical tools’ requirements: simplicity, reliability, uniformity (for
testing various pathogens), and high specificity. It completely overcomes the shortcoming of
Raman small cross sections. SERS is capable to characterize [7–10], identify [11, 12], and
differentiate [13, 14] pathogenic microorganisms in synergy with chemometrics, based on the
biochemical, chemical, and their structural properties.

Even though SERS is a highly specific and sensitive detection method, well suited for biological
issues, SERS measurements still suffer from low reproducibility of spectra. Fluctuations of spec-
tral characteristics are induced by variation between different colloid batches, colloid concentra-
tion dependence, and inconsistent enhancement even within one colloid batch mainly due to an
inhomogeneous and a rather uncontrollable aggregation of NPs [15]. The main issues consist in
the difficulty to generate uniform distributed EFs, large EFs occurring only at localized positions
(hot-spots) and the polydispersity of colloidal clusters. As Nie and coworkers [16, 17] have
already quite convincingly demonstrated, the enhancement factor depends on the wavelength
of exciting radiation, or rather on the relation between the wavelength and the size of the AgNPs.

Still, for real-world applications, reproducibility is considered in particular cases more impor-
tant than enhancement factors. Background signal from the food and environmental matrices
represents a real challenge. In addition, proper and simplified sample pretreatment is needed
before conducting a SERS measurement. For instance, sample preparation for SERS detection
of bacteria is quite inconsistent referring to colloids as SERS-active substrates. The NPs can be
either coated on the outside of the bacterial cell wall or directed to the interior of the bacterial
cells. Whereas the first preparation results in spectral information mainly derived from cell
wall components, the second one contains additional cytoplasmic information [18, 19]. Figure 1
shows the SERS signal acquisition process from a microbiologic sample, when the silver
coverage of the bacteria (in blue) is successful.

Conclusively, the SERS effect depends on a wide range of parameters, such as the particular
features of the laser excitation (wavelength, polarization, and angle of incidence), the experi-
mental setup (scattering configuration), substrate-related parameters (geometry, adsorption,
orientation with respect to the incident beam direction, and polarization), and is distance-
dependent. However, readiness remains an important parameter in choosing the suitable, fast,
and reliable tool for detection at trace level, for large-scale applications.

1.2. Gold or silver NPs in biomedical applications?

Gold NPs (Au NPs) are promising SERS candidates in biomedicine and have already been
successfully tested for various biomedical applications. They are easy to prepare, significantly
more stable than other metallic NPs (not easily oxidized), and are highly biocompatible. They
can act as artificial antibodies due to their simple surface chemistry, precise binding affinity,
and possibility of tuning by varying the density of ligands on their surfaces. Lately, a continu-
ous effort was made to develop new low-cost and easier synthesis strategies for increasing
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their cellular biocompatibility, by varying their geometries, their physical dimensions, and
functionality. The mixing rate of the reactants could greatly influence the physical properties
of the Au NPs, their stability over long periods of time, and their SERS sensitivity. It is reported
that when the gold salt solution is rapidly added to the reaction mixture, preponderant
spherical short- and long-chain polyethylene glycol (PEG) Au NPs with a mean diameter of
15 nm are obtained, whereas a drop-wise addition of the gold salt leads to a seeding effect and
to Au NPs with a mean diameter of 60 nm [20]. The most common surface ligand used in
biomedical applications is thiolated PEG (PEG-SH), which ensures the desired hydrophilicity
and increased circulatory half-life in vivo systems [21]. Proteins, such as bovine serum albumin
or collagen, can also serve as capping and stabilizing agents in the one-step synthesis of gold
colloidal nanoassemblies and spherical Au NPs with tunable shape and size [22, 23]. Further-
more, the in vitro uptake and toxicity effect of Au NPs grown with a native collagen shell
exhibit a lower toxic effect on cervical carcinoma and lung adenocarcinoma cells than synthetic
polymer-coated Au NPs [24]. Additionally, due to their ability to efficiently convert light into
heat, gold NPs can specifically allow thermal ablation of the targeted biological region and by
absorbing high amounts of X-ray radiation become enhancers in cancer radiation therapy or
computed tomography [21].

However, silver NPs (Ag NPs) show stronger plasmon fields than Au NPs due to the simple
fact that their plasmon band does not overlap with the interband electronic transitions, as in
the case of Au NPs [25]. Figure 2 presents our recent results obtained by using different SERS-

Figure 1. SERS signal acquisition from bacteria while irradiated with the laser light in backscattering configuration.
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active substrates for the detection of E. coli. We synthesized several types of Ag and Au sols by
using PEG with two chain lengths as reducing agent [20] and compared the obtained SERS
signals with the in situ synthesized Ag NPs SERS signal of bacteria. The SERS spectra were
recorded using a Raman microscope (Lab RAM HR, HORIBA Jobin Yvon, Japan). The 633-nm
line of a HeNe laser was used as the excitation source. The excitation wavelength dependency
of the SERS enhancement can be explained by the optical absorption of the silver colloidal
suspensions. We already characterized the herein used NPs in our previous work; the Ag Hya
NPs particles feature a plasmon resonance band of around 402 nm. Hence, excitation with the
532 nm laser line is favorable as compared to longer wavelengths (633 nm), being closer to the
plasmonic band. However, in the case of the Au PEG NPs the plasmon resonance band is
specific to gold and was determined around 540–560 nm, depending on the particles’diameter.
Generally, we waited 30 min as incubation time in order to obtain the higher and more stable
SERS signal from the irradiated sample. As an effect of incubation time we observed an
increasing agglomeration of the SERS-active colloids, leading to a coupling of the plasmon

Figure 2. SERS spectra of E. coli by using five distinct platforms of detection: AgPEG200NPs/AgPEG8000NPs—silver NPs
with PEG200/PEG8000 layer, AuPEG200NPs/AuPEG8000NPs—gold NPs with PEG200/PEG8000 layer, and Ag Hya NPs–
in situ silver synthesized NPs by reduction with hydroxylamine hydrochloride.
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resonances, which again leads to a red-shift of the main absorption. In consequence, we
achieved in these earlier works the best SERS performance with the 633 nm excitation wave-
length. As an indicator we selected the intensity of the marker band found at 732 cm−1 which
was about fivefold higher for the in situ approach. Even when we preconcentrated the Au PEG
NPs by centrifugation (38× more concentrated Au colloidal suspension), the enhancement
factor was not comparable with the one obtained for the hydroxylamine reduced in situ Ag
colloid [12]. Moreover, the single-cell detection of bacteria was successfully obtained by using
the in situ method, while the other tested colloids enabled us to detect bacteria only in rather
high concentrations (>103 CFU/ml). For single-cell detection assays, this aspect could make a
difference in selecting the SERS detection platform.

2. Label-free SERS-based assays

The impact on the public health demands sensitive analytical tools for detecting pathogens.
Rapid, culture-free, ultrasensitive pathogens’ detection and identification are of paramount
importance, since there are infections caused by a single microorganism (mycobacteria) and
some pathogens need 20 days to proceed through one division cycle (while some E. coli strains
take only 20 min), making laboratory culture a slow process.

Conventional methods currently used for microorganisms’ identification are nucleic acid-
based polymerase chain reaction (PCR, qPCR, and real-time PCR), on-chip nucleic acid ampli-
fication [26], enzyme-linked immunosorbent assay (ELISA) [27], chemiluminescence-based
microarrays [28, 29], and matrix-assisted laser desorption/ionization (MALDI, MALDI-TOF)
[30, 31]. Major drawbacks of these culture-based detection techniques are the time required,
the high costs, the need of prelabeling, and/or use of antibodies or DNA sequencing, and also
the concerning increased rate of false negatives and false positives. In addition, biosensors for
bacteria detection still rely on the specific capture of the targeted pathogen by using antibodies
[9, 11, 32], aptamers [33], and substrates that contain metallic nanosculptured thin films [34], or
other different complex surface morphologies fabricated by using photolithography combined
with deposition techniques [35]. This approach leads to costly microarrays, which can only be
handled by trained personnel, in laboratory conditions. However, before any of these whole-
organism fingerprint techniques can be used to analyze the samples, the microorganisms must
be cultured in order to isolate the microorganism of interest from other sample constituents
and/or produce sufficient biomass for analysis.

Recently, spectroscopic techniques look more and more promising with the development of
low-cost, label-free, and ultrasensitive detection protocols enabling for the first time to be fast,
specific, and sensitive enough in vital issues as healthcare. Particularly, Raman spectroscopy is
a nonintrusive in situ analysis method, requiring small efforts for sample preparation and can
be easily used outdoors with portable, miniaturized, and even handheld Raman spectrome-
ters. Moreover, when using SERS, the spectral fingerprint reflects the physiological state of a
bacterial cell, e.g., when pathogenic bacteria were cultured under conditions known to affect
virulence, their SERS fingerprints changed significantly. It is also known that bacteria respond
to environmental triggers, such as temperature, pH, and nutrient concentrations, by switching
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to different physiological changes in their biochemical profile, including the number and
composition of outer membrane proteins, lipopolysaccharides (LPS), and cellular fatty acids
[36].

For SERS detection of bacteria, several innovative approaches are reported. Sengupta and
coworkers [37–39] reported straightforward analysis of a colloidal-bacterial mixture in an
optical glass cuvette. The preferred excitation laser line is 514.5 nm in their study of the pH
influence and the time-dependent behavior of colloidal-bacterial suspensions, even if this
wavelength is too long to resonate with excitations of the aromatic ring breathing mode.

By using the same excitation wavelength, Kahraman et al. [40] developed a uniform bacterial
sample preparation method based on the convective assembly. Aggregation and clustering
was frequently applied for obtaining higher SERS signal from “hot-spots” [41]. Knauer and
others [9, 11, 42] optimized the microarray detection of single-bacterium by using different Ag
sols and aggregation with sodium chloride or sodium azide in low concentrations. However,
in these studies, the 633 nm laser line was selected for SERS-based detection on the antibody-
activated microarray and the substrate used for enhancement was an Ag colloid produced by
using a modified Leopold and Lendl method [43].

Efrima and Zeiri also proposed a novel approach, to use colloid produced in the presence of
the biomass [18, 19]. The authors used the 633 nm laser line as an excitation wavelength,
therefore they were able to report the ring breathing mode band observed at 1004 cm−1 and
assigned to the phenylalanine residue [10]. Excepting Knauer's group work [9, 11, 42] and
recent studies reported by Zhou et al. [12–14, 44], when applying the in situ approach, the
Leopold and Lendl SERS active substrate was not so exploited in the bacteria detection, as the
usage of the 633 nm laser line is mere. The hydroxylamine-reduced silver colloid was shown as
ideal for obtaining SERS structural information on biological molecules contained in the
bacterial cell wall, since it provides a high enhancement factor and shows almost no anomalies
in the spectral band position upon aggregation [45] in comparison to the citrate-reduced Ag
sols.

Another bacteria detection assay reported used crystal violet (CV) as Gram stain [46]: the
procedure involved staining bacterial samples with CV which binds to the peptidoglycan layer
of the Gram-positive and Gram-negative bacteria. Despite the simple and robust methodology
of staining, the detection relies on optical microscopy, which is often susceptible to user-
dependent sampling error. Therefore, by developing magneto-fluorescent NPs, the detection
was improved and was successfully tested for both Gram-positive and Gram-negative bacteria
(E. coli and S. aureus).

Label-free SERS-based detection is a very promising alternative for rapid monitoring real
samples, offering single-cell sensitivity [1, 47], providing spectra with no contribution from
the aqueous environment (prominent in the biological samples), and a high precision classifi-
cation of bacteria, at strain level [1–3]. Recently, innovative approaches for the rapid SERS
label-free detection of bacteria were developed:

(i). Simple, receptor-free immobilization of bacteria on the glass surface [14]. Mircescu et al.,
based on molecular-specific SERS spectra of uropathogens at single-cell level, discriminated
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between rough and smooth strains of E. coli and P. mirabilis. The innovative and effective
principle of bacteria immobilization through electrostatic forces, by inducing a positive charge
on the silanized microarray surface was demonstrated for Gram-negative bacteria. In addition,
the monitoring of single-cell SERS spectra of bacteria in different growth phases was assessed.
(ii). In situ silver NPs preparation in the presence of bacteria (Bacteria@ Ag NPs) [12]. Zhou
et al. developed the in situ Ag colloid synthesis in two steps, resulting in coating the bacterial
cell wall with a silver SERS-active layer. The assay requires about 10 min and only one sample
droplet of 3 µl. By using this novel strategy, SERS detection (about 30-fold higher enhanced
SERS signal) and hierarchy cluster analysis (HCA) discrimination of three strains of E. coli and
one strain of S. epidermidis was reported.

2.1. In situ Ag NPs synthesis: extended approach

Currently and also in the future, biosensors with integrated nanotechnology promise to
address the analytical needs in practical pathogen diagnosis. Recently, comprehensive reviews
concerning the bacteria detection by using Raman and SERS spectroscopies were reported [15,
48, 49]. The increased sensitivity and high information content of SERS is acknowledged,
mostly when this powerful tool is used in conjunction with advanced analysis and classifica-
tion techniques. The key advantages that SERS-based biosensors include are the easy-to-use
detection platforms and reduced testing time resulting in immediate diagnostic (within 5–15
min) [50, 51], superior sensitivity and multiplex capability [52], reduced sample volume, and
high sensitivity and specificity. Thus, a great deal of research has been invested into the
development of SERS-based biosensors for pathogenic microorganisms.

For instance, SERS mapping by using Ag dendrites [53] as SERS active substrate, both for
Gram-negative and Gram-positive bacteria was reported. Not so promising results were
obtained in case of the Gram-positive bacteria, probably due to their different membrane
structure, containing less outside proteins. Usually, the marker bands used for detection of
the pathogens are either the 1332 cm−1 band assigned to the CH deformations in proteins [53],
either the 730 cm−1 band assigned to adenine [14, 54].

In this section we will mainly focus on the latest studies involving in situ Ag NPs synthesis
approach for SERS detection in biomedical applications. In a more recent study, Zhou et al. [13]
applied the Bacteria@ Ag NPs approach for live and dead bacteria counting/discrimination.

Figure 3. Scheme describing the in situ AgNPs synthesis on the bacterial cell wall.
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Moreover, by using antibiotics (ampicillin, polymyxin B, and chloramphenicol) with different
action mechanisms on bacteria and by monitoring the SERS signal decay in time, they were
able to determine which microorganism is or not developing a drug resistance in less than 4 h.
Lately, the same group [44] completed the previous work by applying the Bacteria@ Ag NPs
approach on a microarray (containing antibodies). Figure 3 exhibits the schematic protocol of
generating the Bacteria@ Ag NPs for SERS detection of microorganisms at single-cell level.

Since Efrima's group reported on producing in situNPs through external (bacterial cell-wall) or
internal (interior components mode) synthesis on bacteria [18], the use of in situ synthesized
Ag colloids for bacteria detection was demonstrated in several assays only by Haisch's group
[12–14, 44, 54].

Recently, a label-free NIR-SERS detection and discrimination of bacteria after pretreatment of
bacterial cell membrane with disrupting agents was presented, featuring a sensitivity down to
103 CFU/ml and a measuring time of less than 5 min [55]. Latest studies underline the applica-
bility of the in situ synthesized Ag colloids also in environmental research, for instance, for the
detection of bacteria in plant roots [56] and for pesticide monitoring in spinach leaves [57].
These results demonstrate the applicability of SERS-based noninvasive detection approaches
for identification and characterization of pathogens and their secreted metabolites. The in situ
synthesis of Ag colloid ensures the structural integrity of the coated bacterial cells and thus
helps to rapidly generate spectral bacterial signatures with high sensitivity and specificity.
Figure 4 contains a collection of microscopic images illustrating the reproducible coverage of
E. coli cells with a silver layer by using the in situ synthesis approach.

Figure 4. Microscopic 100× images showing the Ag NPs coverage of bacteria (E. coli) when using the in situ synthesis
approach (Bacteria@ Ag NPs).
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The influence at strain level of the O-antigen presence was already demonstrated by using
unspecific surface chemistry as means of bacteria adsorption and the in situ synthesis approach
[14]. O-antigen is the terminal structural part of the Gram-negative bacterial outer membrane
that contains the significant variation between virulent strains and lab-designed strains. The
differences in the composition of the monosaccharide units and sugar linkages translate into
strain discrimination, by using molecular serotyping tests and chemometric analysis. Consid-
ering all this, O-antigen is the most variable cell constituent and of great importance when
dealing with bacteria identification at strain level.

Raw SERS spectra collected from single cells of four different strains of E. coli are shown in
Figure 5. For the accurate detection and discrimination between these strains, one has to make
sure that all experimental conditions are standardized for each measurement. In this context,
we established a constant timeline in the preparation steps of the samples and we used constant
experimental parameters in acquiring the SERS spectra. The used E. coli strains are rough (K12)–
MG1655, TOP 10 (Figure 5A and C) and smooth strains (B2)-536, UTI89 (Figure 5B and D).

Figure 5. Raw SERS spectra of rough (A and C) and smooth (B and D) E. coli strains collected by using the in situ
synthesis approach (Bacteria@ Ag NPs).
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Figure 5. For the accurate detection and discrimination between these strains, one has to make
sure that all experimental conditions are standardized for each measurement. In this context,
we established a constant timeline in the preparation steps of the samples and we used constant
experimental parameters in acquiring the SERS spectra. The used E. coli strains are rough (K12)–
MG1655, TOP 10 (Figure 5A and C) and smooth strains (B2)-536, UTI89 (Figure 5B and D).

Figure 5. Raw SERS spectra of rough (A and C) and smooth (B and D) E. coli strains collected by using the in situ
synthesis approach (Bacteria@ Ag NPs).
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Specific SERS bands in each case (with or without the O-antigen) are discussed in our previous
study [14], where a clear discrimination between K12 and B2 strains is demonstrated by using
chemometrics (principal component analysis, PCA).

In the last decades, SERS was used to identify: DNA bases [58], a wide range of explosives and
trace materials [59], food additives [60], therapeutic agents [61], different species of pathogenic
and nonpathogenic bacteria [62–64], protozoa [65], fungi [66, 67], and their spores [68], respec-
tively. Furthermore, as previously described, vibrational spectroscopy can be used to study the
uniqueness of microorganisms. Consequently, we envision that the in situ synthesis approach
could be used to some extent in other microorganisms’detection as well, not only bacteria.

Particularly, Raman and SERS spectroscopies were already applied in the detection, character-
ization, and monitoring of growth cycle for fungi. For example, various pathogens such as
Candida albicans, C. glabrata, and C. tropicalis isolated from blood cultures have been rapidly
identified [66]. Rapid diagnosis of infections caused by fungi from Candida genus is extremely
important, since intra-abdominal infections caused by these fungi lead to high mortality rates
[67]. Yang and Irudayaraj [69] were able to easily identify A. niger and F. verticillioides patho-
genic fungi from apple surface, using FT-Raman spectroscopy. Szeghalmi and coworkers [70]
studied the growth of A. nidulans strain A28 hyphae over the Au-coated Klarite SERS sub-
strate, and they detected a strong signal in the close proximity of the hyphal cell wall because
of the excretion of some extracellular components during growth.

Another field of interest in fungi studies using Raman spectroscopy and SERS is the character-
ization of various bioactive compounds extracted from different fungi. De Oliveira and
coworkers [71] successfully identified the chemical composition of the extracts obtained from
P. sanguineus fungus. The major bioactive components of P. sanguineus extracts are ergosterol
and cinnabarin, the last one being responsible for the antibiotic activity of the extract [72].

Zinc oxide nanoparticles (ZnO NPs) were tested for their antifungal activity against B. cinerea
and P. expansum fungi. He and coworkers [73] used traditional microbiological plating, along
with SEM and Raman spectroscopy and showed that a concentration higher than 3 mmol/l of
ZnO NPs can significantly inhibit the growth of B. cinerea and P. expansum. The last one is more
sensitive to the action of ZnO NPs because these inhibit the development of conidiophores and
conidia, resulting in the death of fungal hyphae. The detection of fungal infection in mice lungs
with P. brasiliensis and follow-up treatment with magnetic NPs functionalized with
amphotericin B can be achieved using SERS analysis [74].

SERS imaging and analysis have been effectively used for the characterization of in vitro
biosynthesis of NPs by different species of fungi. In this regard, Mukherjee and coworkers
[75] established a controlled biosynthetic route to obtain the nanocrystalline Ag particles using
T. asperellum. Using TEM and XRD, the obtained Ag NPs were found to be in a range of 13–18
nm. C. cladosporioides was also reported to be able of Ag NPs extracellular biosynthesis [76]. In
fact, fungi are not only able to biosynthesize Ag NPs, but also Au NPs. Extract from the
filamentous fungi A. nidulans was used in the formation of Au NPs within and adjacent to
hyphae. Also, the Neurospora crassa extract was tested by Quester and his coworkers [77] for
the formation of Au NPs under different experimental conditions. The authors were able to
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synthesize Au NPs with different shapes and sizes ranging from 3 to 200 nm by using
methylene blue as target molecule.

Concluding this chapter, it is a challenge to entrench how to use most effectively the SERS
effect in our favor. The simple reasoning is that SERS is still a not fully understood phenome-
non. However, the ongoing studies in the biomedical area show the huge potential of this
ultrasensitive technique to actually improve our life quality and the diagnosis procedures of
infections and to significantly prevail essential real-life issues. Apart from infections diagnos-
tics, cancer treatment or imaging, drug delivery, and personalized medicine or other health
care branches can greatly benefit from Raman/SERS detection and mapping in synergy with
functionalized NPs and high-performance support vector machines.
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Abstract

Surface enhanced Raman spectroscopy (SERS) is a promising analytical technique that
exhibits various applications in trace detection and identification. When it is applied
into  environmental  monitoring,  we should concern several  key points  to  improve
detection sensitivity and selectivity for the detection in complex matrix. In this tutorial
review, we mainly focus on the strategies for improving the use of SERS into environ‐
mental application. The strategies are summarized for enhancing the ability of the
substrate  to  selectively  capture  specific  targets,  and  for  achieving  separation  and
concentration of the analytes from the matrix and the assembly structures for multiple
phase detection. We have also introduced several newly developed detection systems
using portable instruments and miniaturized devices that are more suitable for infield
applications. In addition, we discuss the present challenges that hide it from wide real
application and give the outlook for  the future development in  applying SERS in
environmental monitoring.

Keywords: SERS, environmental monitoring, pollutant, target capture, concentration,
separation, infield detection

1. Introduction

Tremendous achievements have been made in industrial, agricultural and medical fields in the
last several decades, which also led much pressure on our living environment. The uncontrollable
releasing of various toxic and potentially harmful chemicals and/or biological products into the
environment results in serious damages to ourselves. The pollution in water, soil and air is
becoming main threat to ecosystem and health, and the pollutants include inorganic gases, irons,
pathogenic organisms and organic pollutants such as persistent organic pollutants (POPs),
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antibiotics and pesticides [1, 2]. It is urgent to develop rapid and sensitive strategy to classify,
quantify and assess them from the environment, which is the basic information to early warning
for their threats and getting the precondition for solving these problems. Environmental
monitoring requires the analysis of pollutants at (very) low concentrations since many of the
pollutants have serious consequence at even extremely low levels. In addition, the methods to
be used should also be simple and rapid for their operations in the real application.

Different techniques including chromatography, spectroscopy, mass‐spectra methods are well
established in environmental analysis [3–5], but most of these methods require sophisticated
instruments and some of them are lack of sufficiently recognition capacity, which limit their
wide applications for infield application. Recently, advanced nanomaterial‐based methods
have contributed a lot to this area, such as microfluidics, electrochemical sensor, surface
plasmon resonance (SPR) method, single‐molecule spectroscopy and hyperspectroscopy [6–
8]. Among these methods, surface‐enhanced Raman spectroscopy (SERS) is one of the most
promising methods for environmental monitoring. As a molecular vibrational spectroscopy,
SERS holds several outstanding advantages compared to the traditional techniques. Firstly, by
making use of the SPR‐induced strong electromagnetic field to enhance signals of the analytes,
SERS has high sensitivity which enables detection at low concentrations, even as low as to
single molecule level [9]. Secondly, the obtained Raman spectra contains abundant molecular
information of the analytes, and the finger‐print information is valuable for identification and
classification [10]. Thirdly, the Raman character peaks have very narrow width, which enables
multiple detection or complex identification. Unlike other vibrational spectroscopy such as
infrared spectroscopy, SERS can be applied directly in solution since water has little back‐
ground signal. SERS technique is also compatible with different sample conditions including
aqueous, solidary and even gaseous state, and it needs less sample preparation and preoper‐
ation. This technique can get the character signal within seconds to minutes, which is suitable
for rapid signal readout. SERS is also very convenient and cost‐effective to be combined with
miniaturized Raman spectrometers and offers good practical utility for real application, even
for infield detection.

The above‐mentioned remarkable advantages have led many significant achievements of SERS
in the environmental detection [11]. Recently, several review articles have covered different
considerations, such as facing various targets such as organics, [12] ions [13] or pathogens [14].
Considering the real condition when performing SERS in environmental application, we
believe that special attention should be paid to the following aspect in order to fully realize
the potential of SERS method. (1) SERS phenomenon only takes effect when the analyte is near
the surface of the SERS substrate, which usually needs to be within several nanometers [15].
While for most of the environmental targets, their interaction with the bare substrate is not
strong enough to get them close to the substrate; thus, it is important to shorten the distance
between them. (2) The matrix of the environmental samples is complex, which will interrupt
the effective interaction between the substrate and the analytes, and hence, the proposed
method should have specific selectivity to the interested targets. (3) In many cases, the
proposed method should have the ability to concentrate the target in order to meet the
demands of sensitivity. (4) For most of infield detections, a strategy is required to be compatible
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with portable instruments (or miniaturized devices). In this chapter, therefore, we mainly focus
on the recent achievements with the goal of developing target-specific SERS-based methods
for pollutant detection, the strategies for realizing selective target capture, concentration and
separation. We also summarize detection systems that are compatible with specific complex
matrix and newly proposed devices suitable for infield application. This review further covers
the current challenge and future prospect for better application of SERS in environmental
protection.

2. Strategies for selective target capture

The SERS effect is known to be a localized first-layer effect. The observed enhanced Raman
signal comes from the analytes close to the metallic structures with a distance no longer than
5 nm, and the signal intensity exponentially decreases with increasing the distance [15]. The
analytes may be divided into two groups. In the first group, the analytes have strong affinity
to the bare surface of metallic structures due to their functional groups such as amino (−NH2)
and thiol (−SH) groups. These analytes are easily absorbed on the substrate, and their SERS
responses are obtained directly if they are SERS active. As the second group of analytes, most
of which are pollutants to be concerned, they have no strong affinity to the unmodified
substrate, and hence, the distance between the analyte and the SERS substrate is too large to
producing enough SERS-enhancing effect. Therefore, it is important to functionalize the
surface of the substrate to capture such weakly affinitive targets. In addition, it should be noted
that many SERS substrates are made with wet chemical synthesis methods. These wet
chemically synthesized SERS substrates usually contain one or more surfactants and/or other
organic species being used as the shape control reagents and/or reducing agents during the
synthesis. The presence of these species may hinder the effective contact of analytes with the
substrate surface, and hence, surface replacement of these capping species is needed to avoid
the interference and further enhance the capture capacity of the substrate for the specific
targets. Concerning targets with weak Raman response, surface functionalization can be used
to increase the sensitivity by producing special interaction or generating specific complexes
between analytes and modified molecules which could be used for the indirect detection [16,
17]. The detailed measures may aim at one or more of the following five types of interaction
enhancement.

2.1. Electrostatic or hydrophobic interaction

Different function structures or molecules are used to enrich targets from the matrix, one of
the functions is to modify the SERS substrate surface with improved electrostatic or hydro-
phobic interactions. For example, in most common colloidal systems (such as citrate reduced
Ag or Au NPs), the substrate surface is negatively charged. To enhance the attractive interaction
between the particle surface and the negatively charged target molecules, a substrate with
controllable surface charge is favorable. By employing aliphatic amino acids as reductant and
modifier, controllable surface charge range from −60 to +30 mV was obtained, which is
favorable to smaller electrostatic repulsion and even attraction to increase analyte retention
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[18]. Besides, the SERS substrate are often hydrophilic, but various toxic organic pollutants
bearing aromatic structures are highly hydrophobic. Polycyclic aromatic hydrocarbons (PAHs)
are a family of these pollutants, which consist of fused aromatic rings and contain no sub‐
stituent that can absorb to the hydrophilic surface. The affinity between such hydrophobic
analytes and the hydrophilic substrate may be enhanced by making use of the hydrophobic
interaction. For example, Jing et al. reported thiol‐functionalized magnetic nanoparticles (NPs)
for the SERS detection of eight kinds of PAHs including benzene and naphthalene with limits
of detection (LODs) down to 10−7 mol L−1 [19]. Similarly, alkyl dithiol was modified onto the
metal particles to enhance the affinity of pesticides to the substrate, and this greatly promoted
adsorption constant and led to the LOD down 10−8 mol L−1, proving a solid basis for identifi‐
cation and quantitative analysis of organochlorine pesticides [20]. For the detection of aromatic
organics, π‐π stacking could also be used, where the modifying molecules could be aromatic
molecules and also special materials like graphene or carbon nitride with absorption ability
[21, 22]. The capture strategies by making use of electrostatic or hydrophobic interaction could
effectively enhance the detection activity to targets, but the selectivity is still weak due to the
low selectivity of these interactions.

2.2. Forming surface complex

Surface modification with molecules that can selectively bond to the target by forming a
complex is an effective method to enable selective detection. For example, mercury ion (Hg(II))
is one of the most toxic pollutants with bioaccumulative activity. It holds weak SERS response
and weak interaction to the common SERS substrate, and thus, it is difficult to be detected by
SERS directly. By modifying the gold nanomaterials with tryptophan (a SERS‐active molecule
that can interact with Hg(II) to form a complex with a weak SERS response), an easy and
highly selective method was proposed to recognize Hg(II) with the LOD down to 5 ppb level
[23]. By making use of the specific interaction between Hg(II) and single‐stranded DNA to
convert into a hairpin structure through forming of thymine–Hg(II)–thymine complex, Hg(II)
ions at concentrations as low as to 0.2 ppt (1p mol L−1) were readily discriminated, being much
lower than conventional analytical methods (usually nanomolar level) [24]. Due to the high
binding specificity of DNAzyme to Pb2+ ions, a SERS DNAsyme biosensor was developed to
detection of Pb2+, such detection was further accomplished by SERS nanoprobe labeled with
both DNA and Raman probe for signal amplification [25]. Another example of making use of
the surface complex is the SERS detection of trinitrotoluene (TNT) with cysteine. Cysteine‐
modified gold nanoparticles (NPs) could selectively recognize of TNT molecules due to the
formation of Meisenheimer complex, which underwent aggregation via electrostatic interac‐
tion to form hot spots and further enhanced the Raman signal of the complex by nine orders.
High sensitivity (low to 2 pico molar level) and selectivity were observed for the detection of
TNT without dye tagging [26]. Similarly, the surface‐modified gold NPs with (aminometh‐
yl)phosphoric acid were synthesized to selectively capture uranium(U) ions by making use of
its phosphonic tails as terminal group. Without any pretreatment, the proposed method was
performed directly for detection of uranium in contaminated water even under low pH and
high salts conditions [27].
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2.3. Host–guest interaction

The above‐mentioned strategies for detection of targets by forming surface complex can greatly
increase the sensitivity and selectivity, and the key point is to find a specific interaction between
the analyte and the modifier; such analyte–receptor systems are not limited to the complex
formation, but also many other interactions, such as host–guest interaction, molecular
imprinting (MIP) recognition and antibody–antigen interaction. These interactions all have
been successfully applied into promoting the selectivity of SERS‐based method into specific
target monitoring [28–31].

Figure 1. Molecular structure of β‐CD.

Host–guest interaction is an important phenomenon in supramolecular chemistry, which
describes the special interaction between the host molecules with unique structure and the
guest smaller molecules or ions. It encompasses the idea of molecular recognition and
interaction through noncovalent bonding (such as hydrogen bonds, ionic binds, van der Waals
forces and hydrophobic interactions) [32]. It has been widely used in the drug delivery, the
removal of hazardous materials from the environment and for sensing called indicator–spacer–
receptor approach [33]. It also can be used for the SERS detection of the specific guest molecules
by making use of the host structures as a modifier. Several typical host molecules have been
applied as functional modifiers, such as viologen host lucigenin for the selective detection of
PAHs or pesticides [34–36], dithiocarbamate calix [4] arene derivatives for the capture and
detection of organic pollutants such as pyrene and PAHs [28, 37], and cucurbit[n]uril for the
SERS monitoring of diaminostilbene [38]. Cyclodextrins (CDs) are another class of host
molecules in supramolecular chemistry, and they have cyclic oligosaccharide structures with
hydrophobic internal cavities which can selectively capture suitable nanosized guest mole‐
cules [39]. The most widely used cyclodextrin is β‐cyclodextrin (β‐CD) with seven glucose
units, which is a natural product of specific bacteria. As shown in Figure 1, the cavity diameter
is 6.4 À, which contributes to the interaction with guest molecules [39].
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Figure 2. Molecular interaction between SMM and CD. Reproduced with permission from Ref. [45].

As a functional modifier, β‐CD has been used for the SERS detection of both organic pollutants
and inorganic ions, such as polychlorinated biphenyls (PCB‐77, PCB‐1) down to 3 μM, [40]
methyl parathion at picomolar level, [41] PAHs (anthracene, pyrene or anthrecene) [39, 42] and
micromolar Pb2+ ions [29]. In most of the reported works, thio‐modified β‐CD (such as per‐6‐
deoxy‐(6‐thio)‐β‐CD) was used because of the weak modifying efficiency of natural β‐CD onto
the surface of the metal structure. In our earlier work, we proposed an in situ reduction strategy
to synthesize β‐CD modified Ag nanoparticles by making use of the reducing activity of the
natural β‐CD under heat and alkaline condition [43, 44]. The obtained substrate was success‐
fully applied to detection of sulfonamide antibiotics with the LOD as low as 10 ng mL−1 [45].
Our results showed that by employing β‐CD as both reductant and shape‐controlling agent,
the β‐CD‐modified Ag NPs could be easily obtained with controllable size and distribution,
and much enhanced detection ability was observed with enhancement factor (EF factor) up to
1.97 × 106. The mechanism for the promoted recognition ability was further studied by
fluorescence and 1H NMR methods. As shown in Figure 2a, the character fluorescence emission
at 445 nm of sulfamonomethoxine (SMM) solution was significantly decreased with the
addition of β‐CD, and such a quenching effect suggests a considerably strong interaction
between SMM and β‐CD. More detailed information for the interaction from the molecular
level was obtained from NMR analysis. Figure 2b shows the 1H NMR spectra of SMM, β‐CD
and SMM‐β‐CD complex. After assigning the character chemical shift to each proton, obvious
shift of several protons was observed, such as H‐a, H‐e and H‐f of SMM by 0.01–0.03 ppm, and
H‐1, H‐4, OH‐2, OH‐3 and OH‐6 protons by 0.01–0.10 ppm. In order to get insight into the
exact interaction sites, we further performed the 2D NMR characterization which could not
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only give the chemical shifts similar to 1H NMR, but also reveals the correlation between the
interacted protons. The obtained 2D NOESY NMR spectra of the SMM‐β‐CD complex are
shown in Figure 2c. As indicated in the spectra, these cross‐peaks indicate a close interaction
of β‐CD with SMM, since such cross‐peaks could only be observed when the distance of relative
molecules is shorter than 0.5 nm, such as H‐3 with H‐d, H‐1 with H‐f, these cross‐peaks comes
from the protons of SMM and interior cavity of β‐CD, as marked by elliptic circles. Besides
that, cross‐peak from the SMM with the outside face of β‐CD cavity was also obtained, as
marked by rectangles in Figure 2c. These results provide us the interaction pattern of β‐CD
with SMM: It could not only set SMM into its cavity by host–guest interaction, but it also acts
as a scaffold or a bridge to pull the SMM close to the out‐surface of the cavity which yield
greatly enhanced activity in SERS detection of SMM. The strategy of using native β‐CD as
scaffold for analytes with low affinity to the substrate shows wide application prospect in
selectively capture and sense other concerning pollutants.

2.4. Antibody–antigen interaction

Antibody–antigen interaction is the most specific and useful recognition interaction that has
been widely used in clinical diagnose. The highly specific binding is due to the specific chemical
constitution of each antibody. The antigenic determinant or epitope is recognized by the
paratope of antibody, situated at variable regions of polypeptide chain which also has unique
hypervariable regions in each antibody [46]. The strategy of using antibody as modifier for
selective SERS detection of antigens is commonly applied in the biological detection and
imaging, and also for environmental monitoring, and it is widely used for the detection of
pathogen organisms with both label and label‐free methods [47, 48]. There are several reviews
that summarized the achievement of such strategy in the pathogen detection [49–51]. Beside
the common antibody modification, other interactions that base on immunological recognition
has also been applied into the detection of specific pollutants recently. For example, aptamer
is made of single‐stranded DNA oligomer that can be selected against specific target (biological
macromolecule or small organic molecule) come from systematic evolution of ligands by
exponential enrichment (SELEX) [31]. On the basis of capture and enrichment by the PCB‐77
specific aptamer, the improved detection of PCB77 was accomplished with a LOD down to 1
× 10−8 mol L−1 [52]. The aptamer‐based strategy was used to detect bisphenol A, one of the most
important endocrine disrupting chemicals, with a LOD as low as 3.9 pg/mL with excellent
recovery for real sample detection [53]. Aptamer‐based SERS sensor has also been developed
for the selective detection of Hg2+ by employing the structure‐switching aptamer in the
presence of spermine [54]. These antibody, aptamer or other recognition structures such as
phage that making use of the immunological reaction have the advantage of high selectivity,
but also have some limitations that need further study, due to their low stability under harsh
conditions.

2.5. Artificial antibody–antigen interaction (molecular imprinting effect)

Molecular imprinting (MIP) is a powerful technique to create specific recognition site in
polymer by employing target molecules or molecules with similar structures as templates. The
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recognition cavities after removing the templates provide the capability and functionality to
selectively rebind specific targets without interference from other molecules. The surface MIP
technique has been used for selective detection and removing of organic pollutants from the
complex matrix [30, 55]. Such a strategy could be performed to functionalize the surface of the
substrate to promote the recognition ability of the SERS method. Zhang et al. proposed a ligand
replacement approach to rapid determination of penicilloic acid in the penicillin by using a
molecularly imprinted monolayer as recognition surface, which efficiently excluded the
interference of penicillin and provided a selective determination down to 0.1‰ (w/w) [56].
Similarly, thiol‐terminated MIP microspheres which have been immobilized on a gold‐coated
substrate were used for the selective capture of nicotine, showing good capture efficiency and
SERS response [57]. In considering of using MIPs techniques for selective SERS detection, two
key points should be kept in mind. The first is that the imprinted layer should be thin thick
because a thick layer will interfere the enhancement from the under layer metal structure. The
second is that the polymer film should have clear background signal to prevent any interfer‐
ence to the detection of target molecules.

3. Strategies for target concentration and separation

In order to get satisfactory result, the strategy for target concentration and separation after
selectively capture is also important. In various environmental cases, the concentrations of the
interested targets are usually rather low and the matrix is complex. Therefore, preconcentrat‐
ing the targets is required to increase the sensitivity. The combination of SERS‐active structures
with magnetic materials is an effective method to endow the substrate with facile recycle
property, many different magnetic structures were applied into the SERS detection of pollutant,
the improved ability of recycle and separation benefits a lot to the fast and convenient
observation [17, 48, 58, 59]. In addition to the magnetic field‐assisted separation strategy, some
other techniques were also performed for effectively separating the substrates captured with
targets form the matrix, by using such as a membrane filter, [60] filter paper [61] and even
commercial tap‐based substrates [61]. Besides the mentioned traditional methods for sample
concentration and separation, there are several other typical strategies that have been applied
effectively, such as electrochemical concentration, hydrophobic concentration, paper‐based
substrate for separation and hydrogel‐based structure for target gathering. The integrated
SERS detecting, preconcentrating and separating make the whole SERS method have the
promoted ability for fast and facile application.

3.1. Electrochemical and hydrophobic concentration

Electrochemical techniques such as electrostatic concentration offer a reliable and convenient
way of concentration target form the matrix. It is an effective way to draw charged analytes
toward the substrates through electrostatic forces and hence increase the concentration of the
analytes to the required levels. Dan et al. proposed silver‐electrode‐posited screen‐printed
electrodes for concentrating aniline and phenol derivatives (as shown in Figure 3a, and
realized both the qualification and quantification of these pollutants in the concentration range
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of 1 nM–1 μM [62]. Li and co‐workers reported a disposable Ag‐graphene sensor for concen‐
trating antibiotics, and found that under optimized conditions (applied potential and precon‐
centration time), their proposed SERS detection method displayed a significant performance
for rapid and sensitive analysis of low concentration polar antibiotics without preseparation
step [63]. Another promising way is to use superhydrophobic surfaces to concentrate the
analytes. For commonly used hydrophilic surface, the samples randomly spread over the
substrate when they are dipped, but the surface with superhydrophobic activity can overcome
the “diffusion limit” of analytes in highly diluted aqueous solutions by concentrating analytes
into a small area arising from the small superhydrophobic substrate–water interface, thereby
further improving SERS detection sensitivity (typical illustration of such phenomenon is
shown in Figure 3b). Xu et al. fabricated a superhydrophobic Ag‐coated ZnO array SERS
platform for the highly diluted and small volume target detection [64]. This emphasized the
synergistic effect of both intense electromagnetic field and superhydrophobic surface with
target concentrating effect, which were also used for the ultrasensitive trace detection of
rhodamine 6G with a LOD as low as to 10−16 M by employing superhydrophobic Ag nanocubes
as substrate [65]. Recently, a universal SERS substrate called “slippery liquid‐infused porous
substrate” that enables the enrichment and delivery of targets originating from various phases
into the SERS‐active sites was proposed with using superhydrophobic surface. By the aid of
this universal substrate, the detection of various chemicals, biologicals and environmental
contaminates was obtained with sensitivity down to subfemtomolar level [66].

Figure 3. (a) Schematic representation of the portable SERS sensor used for detection of polar molecules in solution
with the contribution from electronic concentration. Reproduced with the permission from Ref. [62]. (b) Principle of
Superhydrophobic condensation for amplifying SERS Signal. Reproduced with the permission from Ref. [64].

3.2. Paper-based substrate for both concentrating and separating

Paper has been widely used as a flexible supporting material in electronic devices and also in
the SERS substrate. There is growing interest in fabricating of low‐cost flexible substrates by
making use of cellulose paper impregnated with SERS‐active structures for SERS application
[67]. Besides the advantages of flexible and low cost, paper‐based substrates also hold the
ability for concentrating and separating analytes, which is rather useful for environmental
application. For example, a starlike shape paper‐based SERS device was fabricated for the
subattomolar detection [68]. The complex samples are separated by a surface chemical gradient
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created by polyelectrolyte coated paper, and the designed starlike shape generates a rapid
capillary driven flow capable of dragging targets and SERS‐active nanoparticles into a single
cellulose microfiber, providing an concentrated and optically active observation spot. An
important but often overlooked consideration for the developed substrates for real application
is the efficiency of the target collection. Conventional designs based on rigid materials such as
silicon and alumina resist effective contact to the interested surface, leading to inefficient target
collection. However, the paper‐based structure is flexible and allows conformal contact to real‐
world surfaces, which dramatically enhances the sample collection efficiency. The successfully
detection of trace analytes (140 pg spread over 4 cm2) was realized by simply swabbing the
surface with the paper‐based substrate [69]. The hierarchical structure of the paper contributes
to easy uptake and concentration the target into the SERS hot spots and leads to excellent
performance. Similarly, Ag NPs‐decorated filter paper was synthesized as a “dynamic SERS”
substrate for the rapid and accurate identification of pesticide residues at various peels [70].

Figure 4. Schematic illustration of TLC‐SERS for on‐site detection of substitute aromatic pollutants in waste water. Re‐
produced with the permission from Ref. [77].

By using the separation ability of paper‐based strip, the paper‐based substrate is possibly
applied for trace detection from the complex sample containing multiple components. Lat‐
eral flow assay (LFA) strip biosensor has been extensively used in point‐of‐care (POC) test,
infectious disease diagnosis and field detection for hazardous materials in environmental
samples [71]. In a typical detection procedure, the mobile phase is first pulled through the
stationary phase capillary action, then passes through capture zone, and the labeled probes
are then captured and detected. When combined with SERS technique, the sensitivity and
quantification capability are enhanced. From the view point of SERS methods, the selectivity
and anti‐interference ability are also improved. Such a SERS‐based LFA strip was proposed
for the sensitive quantitative evaluation of staphylococcal enterotoxin B (SEB) down to 0.001
ng mL−1 [72]. Concerning to environmental real‐life samples with complex constituents, the
multiple rendering detection of each component is a challenge, even for finger‐print spec‐
trum‐based SERS method. Accordingly, separation techniques such as thin‐layer chromatog‐
raphy (TLC) and capillary electrophoresis (CE) could be combined with SERS to realize
separation and detection of multiple analytes [73, 74]. TLC as a traditional separation techni‐
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que is very suitable to be combined with SERS because of the facile operation, no need of
special instruments, and effective target concentration and separation ability. It has been
successfully applied into SERS detection of various analytes, such as carotenoids, medicinal
herbs and dyes in textiles [75, 76]. Recently, the TLC‐SERS technique has also be used for the
on‐site detection of substituted aromatic pollutants in water (the whole detection process is
shown in Figure 4) [77]. Various pollutants in the water were separated by a convenient
TLC platform and detected by a portable Raman spectrometer, which was successfully ap‐
plied to the detection of aniline <0.1 ppm [77]. These results reveal the ability of the pro‐
posed method for effective separation and concentration of substituted pollutants in site
from environmental samples, and the shorted overall analysis time is appreciated for both
emergency and routing detection of pollutants.

3.3. Hydrogel-based substrate for target gathering

As mentioned above, paper‐based substrates can collect sample effectively from different
surfaces by simply wiping or dipping. Hydrogel with a flexible polymer structure also holds
such ability for facile target collection, which has been used as SERS substrate for the nondes‐
tructive identification of organic colorants from an ancient painting [78]. The self‐standing
hydrogel‐based substrate also shows good prospects with advantages of fast target gathering
and easy to recycle from the matrix for detection [79]. Because of the fast mass transfer between
the matrix and the hydrogel network, the hydrogel substrate can act as a scaffold for target
capture and concentration [80]. Le et al. prepared a gold NPs‐embedded alginate gel for the
detection of PAHs and found that the targets were captured by the three‐dimensional network
and brought close to the hot spots generated by the nanoparticles embedded in the gel, leading
to significant SERS enhancement [80]. Using this substrate, quantitative analysis of four PAHs
such as benzo(a)pyrene was realized with LODs as low as to 0.365 nmol L−1 [81]. By making
use of the collapse and recover ability of the hydrogel upon drying and rehydrated, the
hydrogel‐based substrate can also act as excellent mechanical molecular trap for the SERS
detection. More importantly, when the hydrogel is loaded with SERS‐active nanoparticles, the
network volume decrease will give rise to dynamic hot spots because the particles are driven
close to each other, thereby generating promoted enhancing effect. This method was success‐
fully applied to the detection of dichlorodiphenyltrichloroethane and pesticides down to
10−8and 10−9 mol L−1, respectively [82, 83].

Besides the gathering and trapping effect for targets, the hydrogel is a bulk structure with
three‐dimensional network. When loaded with nanoparticles, the nanoparticles are distributed
in a three‐dimensional manner, and hence, the formed hot spots were not only limited on a
plane but also in three‐dimensional volumes which would give rise to better enhancement. In
our earlier work, a polyvinyl alcohol (PVA) hydrogel substrate decorated with Ag nanoparti‐
cles was fabricated for trace SERS detection [84]. The in situ reducing process offered the
hydrogel substrate with tunable, easily‐operational properties with extremely homogeneous
hot spot distribution. Due to its good light penetration, more than 100 mm of effective depth
was confirmed by both slice observation and depth scanning techniques (the illustration for
the structure and the effective depth is shown in Figure 5). The effective harvesting plasmonic
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effects between active Ag particle couplings in all the x, y and z directions lead to a great
average field within the whole substrate region, which results in excellent SERS performance
[84]. Because of the large effective depth, the substrate is more tolerant toward an out‐of‐focus
laser position, being favorable to the analysis operation on portable Raman instrument. After
modified with specific capture scaffold, the hydrogel‐based substrate has been successfully
applied for the identification and trace detection of pollutants (such as sulfonamides, and 2,2‐
dipydyl) in real‐world samples [45, 84].

Figure 5. PVA‐Ag hydrogel substrate with macroscale effective depth for trace detection. Reproduced with the permis‐
sion from Ref. [84].

4. Strategies for multiple phase detection

Environmental samples frequently contain multiple analytes dispersed in various phases
including aqueous phase, gaseous phase and even that dissolved in organic solvents at the
same time. Therefore, the demands of multiple phases (or states) detection and identification
are still a great challenge for the analytical methods. It is easy to fabricate substrate that suitable
for SERS detection in a single phase such as aqueous and even organic phase, but the substrate
or system that could be applied for the multiple phase detection is rather rare. Recently, a SERS
sensor assembled at the liquid–liquid interface capable of multiple‐phase, multiple‐analyte
detection was proposed, and such a liquid/liquid system allows the SERS‐active particles to
access either hydrophilic, hydrophobic or amphiphilic molecules at the same time [85]. The
method for airborne analyte detection was also realized by simple conversion of a liquid–liquid
interface to liquid–air interface. The interface assembled structure was further modified for
the trace detection of Hg2+. The functional polyaromatic ligands are soluble in organic phase,
while the Hg2+ ion is soluble in aqueous phase. The interface self‐assembly realizes the effective
interaction between them and enables the sensitive detection down to 10 p mol level, and the
airborne mercury detection was proved to be possible within 5 min of exposure [86]. Such
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interface assembly strategy provides us a facile way to build a structure that has the access of
multiple phases, but for such assembled film, the interacted surface is limited and the mass
transfer is rather slow. Other surface assembled structure such as Pickering emulsion can
further overcome these limits. Pickering emulsion is a promising way of producing ordered
NP assemblies in three‐dimensions that building blocks (such as nanoparticles) were assem‐
bled on the interface of different phases. It has been proven to be versatile immobilization
techniques that provide efficient encapsulation in structures, which shows promising appli‐
cation in biphasic reactions [87]. By employing SERS‐active particles with suitable wettability
as the building block, it is possible to fabricate plasmonic Pickering emulsions as the SERS
observation platform for multiphase detection. For example, surface‐modified Ag nanocubes
were used for constructing plasmonic colloidsomes as three‐dimensional multiplex sensing
platforms for ultratrace detection of both aqueous and organic soluble toxins low to sub‐
femtomole level [88]. Because of the emulsion‐based structure, only sub‐microliter sample
volume is needed.

Figure 6. (a) Schematic illustration of the preparation of CD–S–Ag NPs and its emulsions. (b) The application of the
proposed plasmonic Pickering emulsion system for the multiple phase pollutant detection. Reproduced with the per‐
mission from Ref. [89].

In our earlier work, we applied mercapto‐β‐cyclodextrin (HS‐CD) as both emulsifier and
functional host molecule to fabricate a Pickering emulsion‐based SERS sensing system to
selective detection of targets from both aqueous and organic phases (the synthesis process and
the basic principle for quantify detection are shown in Figure 6) [89]. The HS‐CD‐modified Ag
NPs were emulsified to assemble stable Pickering emulsion with paraffin, which shows much
promoted SERS performance with dense hot spots and enables them accessible for multiple
targets at the same time. Two special interface reactions on the emulsion surface were inves‐
tigated and then used for detection of common pollutants NO2

− and o‐phenylenediamine
(OPD). For water‐soluble ionic pollutant NO2

−, it was emulsified and reacted with the CD‐
captured SERS‐inactive OPD to form SERS‐active benzotriazole, and then, the indirect
quantification of its concentration was realized with the LOD down to 1 μmol L−1. For the oil‐
soluble OPD, its trace detection was also achieved by using the surface catalyzed oxidation to
form a SERS‐active 2,3‐diaminophenazine (DAP) under acidic conditions. The detection limit
was as low as 1 nmol L−1. From the in situ SERS monitoring, the kinetic data of the reaction(s)
were obtained and the reaction mechanism was also proposed.
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5. Special measures for practical on-site application

SERS is a promising trace analytical technique. However, we have noted that among thousands
of the reported SERS researches, most are limited on conceptual or laboratorial uses. The out‐
room or on‐site SERS analysis that required special instruments such as portable SERS device
is also important to make such ideas into real application. In this part, we mainly focus on
special measures for real application, including specially designed SERS substrates and the
newly reported SERS‐based devices that are designed with the goal of real application with
facile sample preparation, fast signal readout and also ability for online sensitive quantifica‐
tion.

5.1. Special SERS substrates matching with miniaturized (portable) Raman instrument

Concerning to infield detection or fast signal readout, portable Raman instrument is no doubt
more favorable, but unfortunately, most commonly used nanoparticle‐based substrates are
not suitable on portable Raman instrument because of the high demands of focus position
(partly due to low reproducibility from Brownian movement and uncontrollable aggregation).
The assembled or encapsulated substrates have been successfully applied in developing SERS
detection system combined with portable instruments. For example, the PVA hydrogel‐based
substrate was applied into the trace antibiotics detection form the real polluted water with
portable Raman spectrometer [45]. Recently, a portable SERS kit was demonstrated for rapid
and reliable detection of trace drugs from environmental samples [90]. The whole detection
procedure included a 3‐min pretreatment for target extraction and a handheld Raman
detection with highly reproducible assembled gold nanorod array as substrate (the sample
preparation and detection process are shown in Figure 7a). The portable kit was successfully
used for detecting methamphetamine, 3,4‐methylenedioxymethamphetamine and methca‐
thinone from real urine samples, showing great prospective toward public safety and
healthcare [90].

Figure 7. (a) Illustration of a portable kit for rapid SERS detection of drugs in real human urine. Reproduced with the
permission from Ref. [90]. (b) Schematic diagram of the fabrication of the aptamer‐based SERS microfluidic sensor for
the detection of PCB77. Reproduced with the permission from Ref. [52].
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5.2. Microfluidic SERS device

In recent years, applications of microfluidic system (or lab‐on‐a‐chip) to environmental
analysis have attracted much attention because of the notable advantages such as low sample
consumption, rapid analysis, online analysis and incorporation of separation, concentration
and quantification process [6]. The combination of microfluidic device with SERS technique
not only makes use of these advantages, but also benefits a lot for the sensitive and fast online
or infield detection. A microfluidic chip was developed for the trace detection of polychlori‐
nated biphenyls [52]. The targets were selectively captured into the detection zone in the
channel with aptamer functionalization, and then detected with Ag nanocrown array as
enhancing substrate (illustration for the microchip is shown in Figure 7b). The detection
concentration down to 1.0 × 10−8 mol L−1 demonstrates such smart chip can be utilized for
sensitive detection of pollutants in the environment [52]. Similarly, by mixing the confluent
streams of Ag colloids and trace analytes in the channel through triangular structure, the trace
detection of cyanide was accomplished in an alligator teeth‐shaped microfluidic channel [91].
An integrated real‐time sensing system by making use of a portable Raman spectrometer and
a micropillar array chip was developed for the field analysis of two pollutants dipicolinic acid
and malachite green, and the observed LOD was estimated to be 200 and 500 ppb, respectively,
and further exhibited the capability of microfluidic‐SERS ship for environmental detection in
the field [92].

6. Challenges and outlook

As a promising advanced analytical technique, SERS has illustrated its potential for a wide
range of applications due to its capability of achieving high sensitivity and providing molec‐
ular information. In this review, we mainly summarized the achievements in the selective
target trace detection for the environmental application. For a given target, an appropriate
strategy should be chosen according to the nature of the target and the sample matrix. Even
though a great achievement has been made in this area, there still are some challenges for the
real implementation in environmental analysis.

Surface functionalization strategies may be applied to enhance the detection sensitivity
and selectivity, but the high cost of the capture element such as antibody and their low
stability under harsh analysis conditions are not favorable in the large‐scale practical
applications, which need to be improved by further studying. In addition to the sensitivity,
for the developing of SERS‐based methods for environmental detection, the attention
should also be paid to the guarantee of good accuracy and reproducibility. The highly
sensitive SERS response can lead to signal deviation, while reliable quantification becomes
difficult due to the relatively poorer reproducibility. Fabrication of substrates with high
selectivity, enough sensitivity and reliable reproducibility are the basic demands for real
application. On the other hand, advanced data analysis technique such as chemometrics
methods can also be applied to further get into the abundant spectrum information for
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multiplex component analysis. By the way, most of the reported SERS substrates are still
based on results obtained in laboratory, and commercial products are still rare. Therefore,
more concerning should be paid onto developing substrate that can be manufactured on
large scale and used easily during the on‐site analysis. Concerning to large batch production,
the cheap, robust and stable substrate such as hydrogel or paper‐based substrate would
find more applications.

Detection  systems  that  can  be  directly  applied  for  infield  SERS  detection  are  still  rare.
For  the  practical  application,  the  followings  are  required:  (1)  the  preoperation  for  the
sample  preparation  should  be  easy  and  fast.  (2)  the  target  capture,  concentration  and
separation  should  also  be  accomplished without  additional  complex  procedures.  (3)  the
detection system should be portable  and can be easily  extended to the infield detection.
In  order  to  meet  the  demands for  real  sample  which  also  contains  complex  matrix,  we
believe  that  the  future  development  of  SERS‐based detection  strategy  will  be  combined
with  advanced  separation  or  concentration  techniques  such  as  fluidic  chip  devices  and
test  strip  techniques.  This  trend will  continue  through the  future  designing  of  portable
integrated  systems.
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